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through the thesis. Even though I sometimes lost hope, you always got me back with your
positivity, Matthijs Kok. Wim Kanning for providing direction and critical comments during
the progress meetings. Bram van den Eijnden, thank you for time, feedback and the
willingness to always provide a critical look on the thesis progress. Joost Pol, you have been a
great help in the development of this thesis. It was great fun in helping you also with the
piping experiment and seeing the effects of piping.

Finally, I would like to thank my boyfriend, Jeroen for letting me transform the house in a data
centre (the six computers running the models on the kitchen table were really necessary) and
for the endless support and good care while working on this thesis. Finally, I would like to
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I could not join activities to finish this research.

Pauline van Leeuwen,
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ABSTRACT

In most current dike assessments only the stationary water levels are investigated in the
assessment of the stability of the inner slope, while there are differences for all kind of dikes
between the stationary and transient pore water pressures and therefore in the stability. This
results in a conservative probability of failure, while determinisation of a probability of failure
should not be conservative but should be as realistic as possible. When time dependency is
included in a calculation, an average flood duration is used, while the flood duration is highly
variable.

The following research question is defined to address the problem:

“What is the influence of the flood duration on slope stability and in what degree affects
the flood duration the design?”

The degree of influence of time dependency on the pore water pressures and slope stability
depends on dike characteristics, flood wave characteristics and the delay in failure. The basis
for answering the research question is the software SEEP/W to model the time dependent pore
water pressures and the software SLOPE/W to calculate the safety factor for the stability of the
inner slope. In the research theoretical dike are used and there is focused on the flood waves
in the Rhine and Meuse. A correlation analysis is performed to get insight in the contribution
of different flood wave shape variables to the safety factor. And a probabilistic analysis is
performed using transient and stationary water levels to know the differences in probability
of failure between taking the shape of a flood wave into account or not. In both probabilistic
analyses is varied in the permeability and the strength of the material; the shape of the flood
waves is varied in the transient analysis. In this way the contribution of the flood to the
probability of failure can be quantified.

Dike characteristics

The differences in pore water pressure are especially large for dikes that consist of an
impermeable material such as clay. When only the subsoil consists of clay, larger differences
are expected than when only the dike body consist of clay. However, large differences in pore
water pressures do not necessary lead to large differences in the safety factor. The largest
differences in safety factor are obtained when uplifting of the hinterland takes place during
the stationary state and/ or during the passage of a flood wave. A transient calculation is
therefore most useful for dikes with an aquifer and a thin (thinner than 5 m) weak (low POP
values) hinterland.

Flood wave characteristics

The differences in safety factor during a permanent water level and the passage of a flood
wave are large when no stationary conditions are reached during the passage of a flood wave.
This is the case for high and short flood waves. Both in the Rhine and Meuse, the amount of
short waves (< 7days) is high, which increases the influence of a time dependent calculation.
Also, the importance of a time dependent calculation increases when the response to the
increased pore water pressures is delayed caused by the permeability of the material. The
influence of the height of a flood wave on the stability increases when the soil is permeable.
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Delay in failure

Time dependency causes failure of the embankment to not occur simultaneously with the
maximum wave height. The flood wave is decisive for the dike failure, but the permeability
and the strength of the dike determines the moment of failure.

Influence on design

Taking time dependency into account leads to higher safety factors and lower probabilities of
failure with exception for dikes that consist completely out of sand. For these types of dikes,
the probability of failure and safety factors are the same order of magnitude. This could affect
the design, because the dikes are safer when time dependency is considered. The strength of
the material is the largest contributor to the distribution of safety factors and therefore to the
probability of failure (60-95%). Whereas the contribution of the permeability to the probability
of failure is small (2-12%), the variation in the height and duration of a flood wave contribute
for 2-20% to the probability of failure. In a permeable dike this contribution is mainly
determined by the height of a flood wave, while in an impermeable dike the duration of a
flood wave is of importance.

Considering the influence of time in stability probabilities of failure, this research proved that
probabilities of failure taking the duration into account differ significantly from stationary
calculations. It is therefore useful to take time dependency into account when determining the
correct safety factor for impermeable dikes, but it is not useful in determining the correct safety
factor for permeable dikes, because a stationary calculation is sufficient. In clay dikes it is
useful to take the variation in height and duration into account, while for a sand dike it is
sufficient to only consider the variation in height of a flood wave.

When the variation of the duration of a flood wave is not considered, it is recommended to
use a representative duration of a flood wave; that results in the same total probability of
failure as when the variation of the duration is included. At Lobith the duration of the
representative flood wave varies from 13 - 16 days. At Borgharen the representative duration
varies between the 10 — 11 days for different dike types.
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1. INTRODUCTION

1.1. Problem definition

All levees are subjected to internal flows caused by permanent or transient external hydraulic
conditions. Several failure mechanisms of dikes are driven by these internal flows, because it
determines the pore pressure field. How the pore water responses, depends on geotechnical
variables, but also on the flood duration. In most current stability analyses and designs the
flood duration is either neglected (stationary assumed) or an average flood duration is used,
where the last is often used for analysing revetments.

Slope stability calculations are performed with a permanent water level, since working with a
permanent water level is easier and often safer to analyse the levee with [Sharp et al, 2013]. It
is a conservative choice because sometimes higher seepage pressures, volumes, velocities and
gradient are found [Sharp et al, 2013]. In Figure 1.1 the differences are shown between a
permanent state and a transient state.

a) Permanent flow

unsaturated zone

v
= phreactic line

seepage surface

unsaturated zone

FIGURE 1.1: COMPARISON OF SATURATION STATE DURING PERMANENT STATE OF A
FLOODING SITUATION (A) AND TRANSIENT STATE (B) [SHARP ET AL, 2013]

It is less suitable to determine the risk of failure of a levee based on models that neglect the
duration of the flood duration. However, determinisation of a probability of failure should not
be conservative but should be as realistic as possible [Moellmann et al, 2011]. In the
international levee handbook (2013) is stated that it is relevant to take the duration of flood
(the hydrograph of the flood level) into account. A transient analysis provides a more realistic
and less conservative representation of the pore pressures, because it takes the response of the
pore pressures of the flood wave into account. However, such calculations are more complex
and time-consuming than steady-state analyses [Sharp et al, 2013].

When a transient analysis is performed, a shape of a flood wave is used with an average
duration. Storm surge at sea is modelled with a trapezium shape with a duration of 33.2 hours.
Figure 1.2 and Figure 1.3 illustrates the used flood waves and storm surge in transient
calculations.

]
T U D e | ft Master thesis ‘"..{I_,_

CONSULTANTS




August 2019 Introduction: Relevance of the problem

= s (m) T 010 (m)
: o
7 / 500 \ - =
I - -
10 s ry S o 2 ~ - 0.5°T¢2 22 0.5 Tg2 Tijd (uren)
time fdayd
FIGURE 1.2: ILLUSTRATION OF STANDARD FIGURE 1.3: SCHEMATIZATION STORM

HYDROGRAPH METHOD [RIJKSWATERSTAAT, 2012] SURGE [VAN VELZEN ET AL, 2007]

When a duration is used, an average duration is used, but the flood duration is highly variable
and ranges from hours along coastal levees to weeks for levees along the rivers. Especially
rivers located downstream are enforced with a long flood duration. Additionally, effects of
flood duration are non-linear: two floods with a duration of 5 days are not as dangerous as
one flood with a duration of 10 days. Also, the storm surge is not constant in duration and
shape. Ideally, the duration is assessed probabilistically in a stability calculation, to include
the large variation in duration and the non-linear effect.

A probabilistic approach is a good technique for considering all uncertainties towards
hydrological, hydraulic and geotechnical variables [Moellmann et al, 2011]. The disadvantage
a probabilistic approach is that the magnitude and frequency of loadings must be determined;
variables, their statistical distribution and analytical models must be selected and the
magnitude and extent of physical changes must be assessed. To apply the probabilistic
approach in a correct maar, the underlying mechanisms must be understood and determined
appropriately. Using a probabilistic transient analysis, it is expected that this will lead to
higher loads than in current deterministic approaches, because the flood duration is not
averaged [Pol, 2018]. Sharp et al (2013) suggests using a back-analysis to compare the
computational predictions with levees for which monitoring data is. A sensitivity assessment
can also be useful to verify the performance of levees under high water.

1.2. Relevance of the problem

In most current slope stability analyses the flood duration is neglected and therefore time
dependent processes in the levee are neglected. But time dependent processes play an
important role in the shear failure of dikes. To illustrate this, different cases are compared;
failure and non-failure dikes along the Elbe river during a flood in June 2013, failure of
different flood protections in New Orleans caused by hurricane Katrina and shear failure cases
in the Netherlands.

1.2.1. Elbe river

In May and June 2013, heavy rainfalls lead to high water levels and extreme discharges in the
Elbe river. At several location the water rose with 4.6 meter between March 15% and June 8.
During the passage of the flood wave; a variety of dikes breached or were damaged. Looking
at a dike near Breitenhagen, the damage started on June 8" with the appearance of a crack next
to the road on the edge of the land side slope. The crack grew for two hours, after which the
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inner slope slid away within a minute. After two hours the inner slope slid horizontally and
within four hours the breakdown reached the waterside slope. After 10 hours the water
retaining function was lost and the hinterland was flooded, see Figure 1.4 till Figure 1.7.
[Gesellschaft fiir Grundbau und Umwelttechnik mbH, 2013]

The dike did not fail immediately when the peak water level was reached at June 8". The
steady state phreatic line was not reached, due to the shape of the flood wave and the
permeability of the dike and layer material. There was a delay in the increase of the phreatic
water level in the dike of maximum three days. From this can be concluded, that the flood
wave was decisive for the breaching, the increase of the phreatic line and the pore water
pressure determined the moment of failure. [Gesellschaft fiir Grundbau und Umwelttechnik
mbH, 2013]

During the same flood, sliding only occurred for one other dike in Hohengohren [Herzlichst,
2013]. The increase of the phreatic line and the pore water pressures were not large enough to
cause the dike to fail. Where the dike failed at Breitenhagen, the duration of the flood at
Hohengdhren too short to cause a dike breach.

FIGURE 1.4: JUNE 8TH, 2013 AT 8:36 AM, FIGURE 1.5: JUNE 8TH, 2013 AT 10:38,

INITIAL CRACK [GESELLSCHAFT FUR VERTICAL CRACK ON THE LANDSIDE
GRUNDBAU UND UMWELTTECHNIK MBH, [GESELLSCHAFT FUR GRUNDBAU UND
2013] UMWELTTECHNIK MBH, 2013]

FIGURE 1.6: JUNE 8TH, 2013 AT 8:55 PM, FIGURE 1.7: JUNE 12TH, 2013 AT 4.00 PM,

CONTINUOUS FAILURE [GESELLSCHAFT EAST BREACH EDGE [GESELLSCHAFT FUR

FUR GRUNDBAU UND UMWELTTECHNIK GRUNDBAU UND UMWELTTECHNIK MBH,
MBH, 2013] 2013]
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1.2.2. New Orleans

During Hurricane Katrina in 2005, over fifty breaches were counted in New Orleans. Most of
the failures were dikes that contained an I-wall in the middle. The increasing water level
caused by the Hurricane, caused the amount of turbulence and erosion to increase in front of
the I-wall. A gap arose causing the wall to deflect and after the water filled the gap the walls
destabilized when finally, the inner slope failed [Sharp et al, 2013]. The duration of the flood
has in this example influence on the development of the gap in front of the I-wall and on the
development of the pore water pressure, which caused sliding of the inner slope, see Figure
1.8 [Duncan et al, 2014].

@ Resultant of waler pressures down ta
bottom of gap
7 Water surface Resultant of water pressures from botlom
= f to bottom of wall
- ~— Shestpilewall O 9P wal
@ Resultant of effective earth pressures from
bettom of gap to bottom of wall

Levee fill

Foundation clay’

FIGURE 1.8: I-WALL AFTER A GAP IS FORMED BETWEEN THE SHEET
PILE AND THE LEVEE DIKE [DUNCAN ET AL, 2014]

1.2.3. Cases from the Netherlands

In the Netherlands there are different dikes that failed in a similar way as shown in the
example above. For example, in 1984, the Lekdijk near Streefkerk, when the hinterland still
consisted of sand and on top of the hinterland a weak clayey layer was present. During high
water, the pore water pressures in the aquifer increased and lifted the weak layers. A crack
was formed and sliding occurred, see Figure 1.9 [van den Dikkenberg, 2009]. The largest
deformation at Streefkerk occurred within a day, where the next day the deformation velocity
decreased. Another example is in Bergambacht when a sliding test was performed. This
showed, that the largest deformation occurred within an hour and in another test at the IJkdijk
sliding even occurred within a few minutes [WBI, 2016]. For all three cases, sliding occurred
of the inner slope caused by uplifting of the weak layers, but the failure time is completely
different. From these cases can be concluded that the dike stabilities are dependent of time. In
these cases, the flood duration played an important role in the development of the pore water
pressures under the weak soil layers.

FIGURE 1.9: SLIDING OF THE DIKE AT STREEFKERK [VAN OOIJEN, 1984]
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1.2.4. Conclusion

The duration of the flood wave plays an important role in slope failures. First, the flood
duration influences the development of the pore water pressures (phreatic surface and the
hydraulic head). The phreatic line in the dike and the hydraulic head in the aquifer under the
dike increase during the passage of a flood wave and therefore determines the moment of
failure (but the height and the duration of the flood wave are decisive). Besides, the duration
also affects mechanisms like erosion. When the duration of the flood wave is short or the
permeability of the dike material is low, the effect on the failure mechanism is smaller. The
longer the duration, the larger the damage.

1.3. Objective and research question

The following research question is defined to address the problem:

“What is the influence of the flood duration on slope stability and in what degree affects
the flood duration the design?”

The research question is addressed by six sub-questions:

1. What is the influence of time dependency on the pore water pressures?

2. What is the influence of time dependency on slope stability?

3. Which Rhine and Meuse flood wave shape variables affect the stability of the inner
slope?

4. What is the effect on the probability of failure of slope stability by taking time
dependency into account and wat are the main variables determining this effect?

5. What are the differences in slope stability using the simplified pore water pressures
of WBI and the transient pore water pressures?

6. What is a representative flood wave in a deterministic stability calculation?

The objective of the research is to investigate the variation in the duration and height of a flood
wave, the effect of it on the response of the pore water pressures and the effect of the pore
water pressures on the stability of the inner slope (see Figure 1.10). These three processes are
combined in deterministic and probabilistic calculations to investigate how it affects the design
of a dike. Finally, an advice is given about which variables are dominant in the determination
of time dependent behaviour and to which degree it effects the design compared to stationary
calculations. The research is focused on stability of the inner slope. The distribution of flood
waves are investigated in the Rhine and the Meuse.

Outer water Pore water Inner slope
level; SQ3 ressures; SQ1 <stability; SQ2
| I I

FIGURE 1.10: OBJECTIVE OF THE RESEARCH
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1.4. Methodology and report structure

The objective of this thesis is addressed by performing a model study to develop a calculation
method in which time dependent process are considered in the assessment of the stability of
the inner slope. The software SEEP/W is used to model time dependent pore water pressures
and the software SLOPE/W is used to calculate the stability safety factor of the inner slope.
The research uses a theoretical dike and focuses on the flood waves in the Rhine and Meuse.
The general outline of the research framework is shown in Figure 1.11. A detailed description
of the method is given in the first paragraphs of Chapter 3, 4 and 5. In which sub-question 1
till 5 are answered.

The first Chapter provides a brief introduction to the relevance of time dependent processes
in the assessment of slope stability, followed by the problem statement along with objectives
and research questions. In Chapter 2, the theoretical background about the failure mechanisms
slope stability, dike assessment and the software GeoStudio are provided.

In Chapter 3, the pore pressure field is modelled for a transient and stationary state to know
the difference in the pressure field when the flood duration is taken into consideration.
Secondly, influence of time dependency on slope stability is investigated by performing a
sensitivity assessment, from which is concluded which dike variables are sensitive for a
transient calculation. Chapter 3 is used to answer sub-question 1 and 2 and is needed for the
next sub-questions.

The influence of different flood wave shape variables on the stability of the inner slope is
investigated in Chapter 4 and is used to answer sub-question 3. From this can be concluded
which duration and height shape variables of a flood wave can be used to predict the safety
factor of the inner slope. This is investigated by performing a correlation analysis between the
shape variables of the flood waves from the Rhine and the Meuse and the safety factors of
different theoretical dikes.

In Chapter 5, a probabilistic analysis is performed using stationary and transient water levels.
In both analyses, the permeability and strength of the material are uncertain. In the transient
analysis, the shape of the flood waves is uncertain as well. The probability of failure by
considering the probability of occurrence of an event is determined, the influence of the
uncertainties is quantified and the main variables that have the greatest effect on the
probability of failure are determined. Doing this, the effect of considering time dependency on
the probability of failure of slope stability is investigated. Resulting safety factors for inner
slope are also compared to the case when the pore water pressures are calculated using the
method described by WBI (2017). In Chapter 5, sub-question 4 and 5 are answered.

In Chapter 6 an advice is given about the use of a representative flood wave in a deterministic
calculation and with this advice sub-question 6 is answered.

In Chapter 7 a discussion is given about the obtained results, followed by a conclusion by
answering the research question in Chapter 8.
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FIGURE 1.11: GENERAL OUTLINE OF THE RESEARCH FRAMEWORK

1.5. Definition of key concepts

When the duration of the water level is neglected (infinite adopted), the water level is constant
and does not vary, we speak of a stationary/permanent water level. The mean statistical
properties donot vary in time. The design water level in the Netherlands is a permanent water
level for which the probability of exceedance is chosen in such a way that the safety standard
satisfies the specified conditions.

A hydrograph shows discharge or water level in time. A flood wave shows the discharge or
water level in time for a flood, which is a hydrologic event that is used to evaluate risk with.
A design flood or design hydrograph is used in the consideration of defined design criteria.
The peak discharge has a predefined return period or probability of exceedance, and the shape
is determined by averaging all hydrographs in a dataset. When in this thesis is spoken about
a hydrograph or flood wave, a variation in the water level over time is meant.

The flood duration is the duration of the elevated water level and discharge above some
threshold. When in this thesis is spoken about duration, the duration of the elevated water
level above a threshold is meant.
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Steady state pore water pressures are reached during the occurrence of a permanent water
level. The pore water pressures are in equilibrium. This equilibrium is not reached during the
passage of a flood wave, when the soil is partially saturated. The pore water pressures are now
depending on time; it refers to a temporary condition. There is spoken about pore water
pressures that shows time dependent/ transient behaviour.

The water table is the surface where the water pressure head is equal to the atmospheric
pressure. In an unconfined aquifer it is the same as the piezometric surface or phreatic
surface. This provides an indication of the direction of groundwater flow and it determines
the hydraulic gradients.

Slope stability is the process where the ground slides over a deep slip surface. The cause of
this phenomenon is the loss of equilibrium in the groundmass due to an increase of the water
pressure in the soil, increase of the driving moment or a decrease of the opposing moment

The representative pressure difference (RPD) is a variable introduced in this thesis to
compare the steady state pore water pressures during a permanent water level with the pore
water pressure caused by the passage of a flood wave. It is the permanent pore water pressure
divided by the transient pore water pressures. The larger this variable, the larger the
differences between the permanent and transient state.

A similar variable, the representative safety factor differences (RSFD) is introduced. This
variable is used to compare the governing safety factor for stability of the inner slope during
the passage of a flood wave with the safety factor associated with a permanent water level.
The RSFD is the governing safety factor during the passage of a flood wave divided by the
safety factor associated with the parament water level. The larger this factor the larger the
differences between the stationary and transient states.
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2. LITERATURE STUDY

This research focusses on the effect of the variation of the flood wave on the pore water
pressures and the effect of the pore water pressures on the stability of the inner slope. In this
section is looked at how different failures of mechanisms are impacted by variations of flood
waves with the focus on the mechanism slope stability of the inner slope. Follow up with
considering different dike types on systems characteristics and loads, to know which dike
types are expected to be important in the consideration of time dependent processes.
Furthermore, a dike assessment is performed to get an insight in all processes involved. After
this assessment more attention is paid to the deterministic and probabilistic calculations,
because all processes are combined in this type of calculations. At the end of each section an
overview is given, which is used later on the research.

2.1. Failure mechanisms

A dike should guarantee a barrier between the water and the protected area. Any water that
surpasses the dike during high water should not be too big since it can cause failure of the
dike. In Figure 2.1 the relevant failure mechanisms of primary flood defences are shown. In
Appendix A. Failure mechanisms, a short description of the failure mechanisms is given, a dike
fails when it loses its water retention function. When some parts of a dike collapse (e.g. sliding
of the inner slope), it does not necessarily lose its water retention function and therefore it does
not always lead to a dike failure.

)
}
‘#

Overflow Sliding outer slope Erosion first bank

)
)
i

Wave overtopping Micro-instability Settlement

y,
}
}

Sliding inner slope Piping Drifting ice

- G 9= 9=

’
;
}

Shearing

FIGURE 2.1: SCHEMATIC OVERVIEW OF THE MOST RELEVANT FAILURE MECHANISMS OF
FLOOD DEFENCES [JONKMAN ET AL, 2018]

Erosion outer slope Collision

In Table 2.1 an overview is given on the influence of the different hydraulic loads on the failure
mechanisms. Therefore, it can be concluded that internal erosion, slope stability, micro
stability and settlement failure mechanisms are dependent on internal hydraulic processes
(pore water pressure and flows), high water levels and the duration of the different water
levels. This research will focus on the mechanism slope stability of the inner slope. Slope
stability of the inner slope is important when the pore water pressure is high in both the cover
layer and the dike body itself.
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The chart below displays the important soil structure characteristics for the inner slope
stability mechanisms [Forster et al, 2017].

e DPore water pressure in dike body, aquifer and cover layer of the hinterland

e Weak soil layers hinterland

¢ (lay/ sand dike on permeable/ impermeable soil

TABLE 2.1: OVERVIEW INFLUENCE HYDRAULIC LOADS ON FAILURE MECHANISMS

Failure High | Low water level Internal Duration of
. water | (after high water | hydraulic | Waves different Precipitation
mechanism
level level) processes water levels
Overflow + - - +/- - -
Overtopping + - - + -
Slope instability:
- Inner slope + - + - + +
- Outer slope +/- + + - +/- +
Micro instability + + +/- - + +
Shearing + - - - -
Piping + - + - + +
Settlement +/- - +/- - +/- +/-
| Legend: + Important +/- Of influence - Not relevant

2.1.1. Slope instability

A phenomenological description of slope failure is given below. Following up this description
are the detailed calculation methods. At last there will be an overview with the available
software.

2.1.1.1. Phenomenological description

Slope stability is the process where the ground slides over a deep slip surface. The cause of
this phenomenon is the loss of equilibrium in the groundmass due to an increase of the water
pressure in the soil (high outer water level or heavy rainfall), increase of the driving moment
(e.g. load on the levee, traffic) or a decrease of the opposing moment (construction of a ditch
at the toe) [Hart, 2018]. This report concerns only the increase of the water pressures.
Precipitation is not considered, because the chance of simultaneous occurrence of high water
and extreme precipitation is small. Failure of the slopes can occur within a few hours to a few
days. The process goes fast within the first hours, after which the sliding velocity decreases
[Hart, 2018]. After sliding a new equilibrium is found; after which a second slide can occur.
But the occurrence of a second slide does not occur necessary.

buitendijks binnenwaartse buitenwaartse

macro-insiabiliteit

macro-instabiliteit butendiks ' binnendijks

zand

zand
FIGURE 2.2: SLOPE STABILITY INNER SLOPE FIGURE 2.3: SLOPE STABILITY OUTER SLOPE
[ZWANENBURG ET AL, 2013] [ZWANENBURG ET AL, 2013]
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Inner slope

The phreatic level in the levee and the head in the soil under the levee will increase during
high water as a result of infiltration of water in the outer slope or in the aquifers under the
levee. This increases the pore water pressure which causes a reduction of the effective stress
and so a reduction of the shear strength of the soil. The problem relating slope instability is
mainly the reduction of the shear strength and not the increase of the load due to the water
[Hart 2018]. Cracks will appear and indicate the place of the slip surface. On the landside of
the crack the levee will slide. This process continues till a new equilibrium is found. The levee
fails when it loses the water-retaining function. This usually implies the initiation or
development of a breach due which water can pass the levee. The levee breach growth starts
when the outer water level is equal to the crest height. Usually the initial slip surface will not
lead to failure, but the follow-up mechanisms will. Some examples of follow-up mechanisms
are: overflow, micro instability or a second slip surfaces arise. [Hart, 2018]

A special case of slope instability is when the soil under the levee consist of a permeable aquifer
which is connected to a river on the landside with on top a weak impermeable layer, the head
in the aquifer now depends on the water level in the river. When the water level is high, the
water pressure in the aquifer will increase due which the impermeable weak layer will lift.
This case takes place especially in the western part of the Netherlands and is called “uplifting’.
After uplifting a crack will form at the place of the slip surface and the same follow-up
mechanisms can take place [Hart, 2018]. The duration of uplifting is dependent on the flood
duration[Vierlingh, 1989].

Outer slope

The slope stability of the outer slope partly corresponds with the mechanism of the inner slope.
So, first the water level pressure increases due to rainfall or infiltration in the dike when the
outer water level is high. When the water level is high and water infiltrates, the water causes
a force against the outer slope (and so an opposing moment), therefore, this is not the
governing load condition looking at the stability of the outer slope compared to governing
load condition of the inner slope. The load is governing when the water level decreases
rapidly, the phreatic level cannot follow the outer water level. Looking at a rainfall event, the
load is governing when the dike saturates but the outer water level remains low. The water
pressure is high which results in a low shear strength.

Cracks could appear in the crest or in the outer slope which indicates the place of the slipping
surface as explained for the inner slope, the ground will settle very slow until the point where
the slope will slip, and a new equilibrium is found. Also, for the outer slope follow-up
mechanisms like slope erosion or a second slip surface can occur through which the levee can
fail. The breach growth will start when the crest level is at the same height as outside the levee.
[Hart, 2018]

2.1.1.2. Calculation methods

First, the most used static slope stability calculations methods are explained. Second, an
overview is given of the methods and last the different software that can be used for slope
stability calculations are compared with each other.
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Static slope stability methods

Currently the most used static slope stability methods are limit equilibrium methods and
stress-deformation methods. The advantage of the limit equilibrium method is that complex
soil profiles, seepage and a variety of loading conditions can be handled. The differences in
the methods are caused by the procedure (explicitly, iteratively or explicitly solved), the
satisfied equilibrium condition (vertical, horizontal and/or global moment), the shape of the
slip surface (planer, circular, etc.) and the different assumptions made. .

All methods calculate the equilibrium of forces on different slip surfaces. The driving moment
is calculated by using equation 2.1 and is caused by external forces along the slip surface, for
example the self-weight, traffic loads and external pore water pressure. These forces result in
a driving moment around the centre, see Figure 2.4. The resisting moment can be calculated
using equation 2.2 and are caused by the internal forces like the shear stress, effective stress
and the pore water pressure. The factor of safety is determined in terms of moment
equilibrium, equation 2.3. By doing this for several slip surfaces, the critical slip surface with
the lowest factor of safety is found [Cirkel, 1985].

M, = aQ 2.1
M, = Y (1Asr) = f_-zl r2df 2.2
M,
FoS = A 2.3
In which:
M, = Driving moment [Nm]
M, = Resisting moment [Nm]
Q = Composite forces [N]
o = Normal stress [N/m?2]
T = Shear stress [N/m?2]

In the daily consulting practice the following methods are used [Zwanenburg et al, 2013]:

e Bishop method: This method makes use of circular slip surfaces; the normal force is
assumed to be in the center of the base of each slice and the shear interslice stress is
neglected. The maximum resisting moment is calculated by dividing the soil into slices
and by calculating each slice to the maximum shear stress. Besides the moment
equilibrium, also vertical equilibrium is checked. It is a simple method and has a
relatively short calculation time. The disadvantage of this method is that in case of
uplift, the zone in which the shear stresses are reduced is hardly included in this
analysis [Sharp et al, 2013].

e Spencer method: The method of spencer does not only make use of circular slip
surfaces but of all shapes of slip surfaces. This is useful when sliding against a circular
slip surface is not governing, which for example could be the case when a layer with
limited thickness and low strength is present. This method considers, next to moment
equilibrium, also horizontal and vertical equilibrium [Zwanenburg et al, 2013]. The
disadvantage of this method is the longer calculation time due to all shape of slip
surfaces which are considered and the fact that there is not much experience with the
model.
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e Liftvan’s method: For many dikes, especially in the lower part of the Netherlands,
uplift is the dominant failure mechanism because high design water levels are applied
[Sharp et al, 2013]. Failure occurs along a relatively deep sliding plane, see Figure 2.5.
This zone is hardly included in circular analysis, like Bishop’s. The Liftvan’s method
therefore uses one segment and two arcs of a circle as slip surface as indicated in Figure
2.6. The soil is divided into slices and the slices are modelled such that the horizontal
forces are transferred properly from the active to the passive side. This is an advantage
compared to Bishop, because it considers besides momentum and vertical equilibrium
also horizontal equilibrium.

e Finite element method (FEM): In this method a stress-deformation analysis is included.
And the method can model irregular geometries, complex soil behaviour, complex
boundary conditions and a variety of construction phases. The advantage of this
method is that it predicts the slope deformation, the location of the most critical stress
zone and it considers the effect of slope failure on other structures [Sharp et al, 2013].
The disadvantage compared to a limit equilibrium method is the calculation time.
Inaccuracies are strongly determined by the stress-strain model of the soil and the
difficulty to measure soil variables properly [Duncan, 1996].

FIGURE 2.5: UPLIFT INDUCED DIKE
FAILURE

[SHARP ET AL, 2013]

R-HI3

FIGURE 2.4: GENERAL APPROACH LIMIT EQUILIBRIUM FIGURE 2.6: VAN'S SLIP SURFACE MODEL
METHOD [CIRKEL, 1985] [SHARP ET AL, 2013]

Overview

In Table 2.2 an overview is given for the static slope stability methods explained above. A
mechanism which takes the uplifting mechanism into account is preferred; in this instance
Spencer, Upliftvan and a FEM method can be used. Another advantage of these methods
compared to Bishop is that they calculate the horizontal equilibrium next to the vertical and
momentum equilibrium. The FEM method is a relatively difficult method which requires a lot
of calculation time. This can be used for water retaining structures with a complex geometry
and soil layer. For more simple geometries Spencer or Upliftvan are preferred. In WBI (2017)
Upliftvan is commonly used, because there is more experience with this model. Spencer
calculates any slip surface shape. Therefore, in this thesis the Spencer method is used to
calculate the slope stability.
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TABLE 2.2: OVERVIEW DIFFERENT STATIC SLOPE STABILITY METHODS

Equilibrium conditions

Experience Uplifting Calculation time satisfied Shape slip
surface
\4 H M
Bishop + - + + - + Circular
Spencer - + +/- + + + Any
One  segment
Upliftvan + + +/- + + + and two arcs of
circle
FEM +/- + - + + + Any

There is many software available that can be used to analyse slope stability, an overview is
given in Table 2.3. Strength reduction methods (SRM) is preferred, because in limit
equilibrium methods (LEM) limitations are included. Despite the limitation, LEM leads still to
accurate results, but this must be validated. A finite element method is also very accurate, but
the calculation time is longer. Further, in this research a transient calculation must be
performed. This is possible with Slope/W and Plaxis. For Plaxis it is more difficult because it
must be coupled to PlaxFlow. With other software a transient analysis can be performed, but
this must be calculated by hand or a coupling with other software must be made, which is
more difficult. Also, a probabilistic calculation must be used in the research.

The probabilistic toolkit of Deltares can be used in combination with the software. But in
PLAXIS, D-geo and Slope/W the probabilistic calculations are already included. The
probabilistic toolkit of PLAXIS is still under development and is therefore not preferred.
Taking this into account, it is decided to use SLOPE/W. This program includes SEEP/W which
calculates the pore pressure field and performs a transient calculation. The model is user
friendly and a probabilistic calculation is included. There are some inaccuracies caused using
a limit equilibrium method to find the slip surface. But this inaccuracy is accepted when the
results are checked.

TABLE 2.3: OVERVIEW DIFFERENT MODELS TO ANALYSE SLOPE STABILITY

PLAXIS | D-Geo Stability | Slope/W | Slide | Geo5 | FlacSlope

Batch calculation + + +/- + - -
Calculation pore pressure field + +/- + + - +
Finite element method + - + - + +
Free available - - +/- - + _
HKYV license - + - - -

Limit equilibrium method - + + + + +
Probabilistic calculation + + + - - -
Python Console + - - - - -
Sensitivity assessment + + + - - -
Soil deformation + - +/- - + +
Strength reduction method + - - - - +
Transient analysis +/- - + - - -
TU license + + +/- - -

User Friendly - + + + - +
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2.2. Dike types

Five different dike types can be distinguished based on hydraulic conditions: lake dikes,
coastal dikes, upstream river dikes, downstream river dikes and canal dikes within a dike ring
system [Jonkman et al, 2018]. In Figure 2.7 the different areas are shown, in which the
downstream river area can be divided into a sea area, transition area and a river area. The
upstream part is not influenced by the tide of the North Sea, while this in the downstream part
is the case. The stability of all dikes is governed by an increase of the water pressure in the soil
(high outer water level or heavy rainfall). Of each dike the governing failure mechanism,
system characteristics and calculation methods are described in the sections below.

2.2.1. Lake dike

Lake dikes are dikes along greater waters (other than rivers) such as around the Zuider Sea,
I[Jsselmeer polders, Grevelingen, etc [van der Kleij, 1999]. They generally consist of a sand core
with a clay top layer, in which the bottom layer consist of soft soil is replaced by sand with a
greater bearing capacity [Jonkman et al, 2018]. The governing load is caused by a combination
of a high-water level in the lake and a strong wind. The water level fluctuation is small
compared to sea dikes, because there is no tide. The focus in designing a lake dike lies on the
stability of the inner slopes under high water loading. High water levels and waves on lakes
are generally caused by wind set-up, sometimes in combination with flow from rivers. The
high-water level fluctuations have a long duration compared to the variation caused by the
wind. Next to stability of the inner slope also micro stability, slope stability and piping are
import mechanism for considering a lake dike.
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FIGURE 2.7: OVERVIEW WATER SYSTEMS IN THE NETHERLANDS

[RIJKSWATERSTAAT, 2017]
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2.2.2. Coastal dike

Sea dikes are primary flood defences that retains saltwater [van der Kleij, 1999]. In general,
coastal dikes are sand dikes with some parts protected with a clay layer against currents and
waves. Along the coast the governing hydraulic loads are caused by the tide and storms,
leading to a storm surge and waves [Jonkman et al, 2018]. The high-water level has a short
duration due to the tide, due to which the water in the dike has a transient behaviour. Most of
the time, a low phreatic water surface is present, through which the pore water pressure has
little influence on dike stability [Van der Meer et al, 2004]. Attention is paid to protections of
the outer slope. The dominant failure mechanisms are wave overtopping, erosion and micro
stability.

2.2.3. River dike

A river dike is a primary flood defence along the rivers. River dikes are clay dikes on top of a
soft subsoil [Jonkman et al, 2018]. In the upstream part of a river the hydraulic loads are
affected by the river discharge, while in the downstream part both the discharge and the tide
affect the water level. The high-water level is the governing mechanism in the design process
[Van der Meer et al, 2004]. In downstream river dikes the groundwater flow is non-stationary,
while in the upstream part this is not the case due to the long duration of the high-water level.
The focus lays on the stability of the inner slope, but in the upstream part as well as stability
of the inner slope, uplift, heave, outer slope stability and piping are also governing
mechanisms. Downstream, piping is less governing because the subsoil consists out of clay.

2.2.4. Canal dike

Canal dikes within a dike ring system are secondary water systems and are used to drain
excess water from the polder to the ‘boezem’. The water level in the polder is lower than the
water level on the water side. Canal dikes are made of light-weight materials such as peat or
clay. The water level within a dike ring system can be regulated with pumping stations and
therefore has a relatively constant load. The head difference over the dike is an important
mechanism for considering the pore water pressure [Van der Meer et al, 2004]. Especially when
the water level on one side is high and the piezometric head far on the landside is low. The
water level can be considered stationary because it can be regulated. The governing failure
mechanism is horizontal sliding, because the freeboard is relatively small which can result in
a critical effective stress at the base [Jonkman et al, 2018]. Slope stability is also an important
failure mechanism and in periods of drought the pore water in the dike reduces, causing the
weight to decrease further. This can become critical and must be considered in the design.

2.2.5. Overview

An overview of all dike types with the corresponding loads and failure mechanism is given in
Table 2.4. To investigate the influence of the flood duration on dike stability a transient
analysis must be performed. Canal dikes are less relevant because a stationary method is
enough, the water level can be assumed to be constant in time.
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From section 2.1, it is concluded that inner slope stability is an important mechanism when
considering non-stationary water levels. The downstream river area has more water level
variation in time compared to upstream river dikes and coastal dikes, because this is affected
by both the tide and the river discharge. This also ensures it is the most complex system to
analyse. Next to this, inner slope stability is important for clay dikes with a weak or thin cover
layer on top of the hinterland. On top of that, the response of a clay dike to the water level is
slower compared to a sand dike, through which the effect of a transient analysis is expected to
be higher.

TABLE 2.4: OVERVIEW DIKE TYPES AND THEIR CHARACTERISTICS ADAPTED FROM [VAN DER
MEER ET AL, 2004]

System characteristics Failure mechanisms Loads Method
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2.3. Probabilistic methods

As stated in the problem definition, dikes are currently assessed with conservative pore water
pressures; which are less suitable to indicate the risk of failure of the levee. The probability of
failure should not be conservative, but as realistic as possible. A probabilistic approach is a
good technique for considering all uncertainties towards hydrological, hydraulic and
geotechnical variables. To ensure this is conducted in the correct manner the mechanisms have
to be understood and determined appropriately. In this section the probability of failure in
general, fragility curves and differences in reliability methods are discussed. Appendix B.
Reliability methods, gives a recap of the different reliability methods.

HKY
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2.3.1. Probability of failure

A structure fails when the resistance is larger than the load. However, both the resistance and
the load show spatial and time variations, because not one value is found. The probability of
failure can be calculated as the probability that the load is larger than the resistance. This can
also be formulated by means of the limit state, which is the difference between the load and
the resistance. Failure occurs when Z<0 or when S>R. Another way to describe the failure is
using the reliability index which is directly related to the probability of failure. All three ways
are denoted in equation 2.5. [Jonkman et al, 2016].

Z=R-S 24
P = P[S > R] = P[Z < 0] = ©,(—B) 2.5
In which:

Z = Limit state

R = Resistance

S = Load

Py = Probability of failure

D, = Cumulative normal distribution

p = Reliability index

The limit state function depends on material properties, loads, geometrical properties and
model uncertainties. For all variables the statistical distribution must be considered. When a
variable can be considered constant in space and time, a deterministic value can be used. The
7Z=0 line in the (R, S)-plane represents the boundary between failure and non-failure. If the
load and resistance are independent the joint probability density function represents a
function of the distribution functions for resistance and load, as described in equation 2.6. In
Figure 2.8, the joint probability density function is drawn using lines of equal probabilities.
The probability of failure is equal to the volume of the joint probability density function in the
unsafe domain which can be calculated using equation 2.7.

frs(,8) = fr()fs(s) 2.6
Pr = [f, o fr)fs(s)drds 2.7
In which:
frs = Joint probability density function
fr = Distribution function for resistance
fs = Distribution function for load

2.3.2. Fragility curve

Fragility curves express the probability of failure as a function of the load and are therefore
often used for performing a probabilistic calculation. For example, the probability of failure
can be plot against the water level, so a water level prediction can be transformed into
information on the reliability of a dike [van der Meer et al, 2009]. This makes it a useful tool for
assessing a dike, the curve is also relatively easy to produce, another advantage is that different
failure mechanism can be easily compared with each other. An example of fragility curves for
different failure mechanisms is given in Figure 2.9. The probability of failure is plotted against
the water level at Lobith.
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FIGURE 2.8: PROBABILITY OF FAILURE
[JONKMAN ET AL, 2016]

2.3.3. Overview

FIGURE 2.9: FRAGILITY CURVES [POL, 2014]

In Table 2.5 an overview is given for a deterministic, semi-probabilistic and a probabilistic
calculation. Therefore, it can be concluded that although a probabilistic calculation has a long
duration, the results are more realistic, and the uncertainty is characterized. Therefore, a
probabilistic calculation is used in this research.

As probabilistic calculation a FORM calculation or Monte Carlo calculation can be used. A
FORM calculation is less time-consuming and results in sensitivity factors (which describes
the relative contribution of a variable to the uncertainty). The disadvantage of this method is
that the linearization of the limit state function leads to a small error, therefore it is more
optimal to use the Monte Carlo calculation.

TABLE 2.5: COMPARISON DIFFERENT RELIABILITY METHODS

Deterministic Semi-probabilistic Probabilistic
Input Nominal values Design values Statistical variables and distribution
Safety factor Used Used Not used
Calculation duration | Very fast Fast Slow
Different runs of the | Generate the same Generate the same Results vary significantly
fitting method results results
Accuracy Very sensitive tonoise  Sensitive to noise More robust in the presence of noise
Characterization Not characterized Not characterized Characterized using the PDF
uncertainty
Output Conservative results Conservative results More realistic results

2.4. Dike assessment

In this section, the dike assessment according WBI is explained, because dikes are being
investigated in this way in the Netherlands. After that, processes in which time dependency
play a role are discussed. Time dependency is important for assessing the outer water level,
ground water flow and slope stability; because a change in the outer water level affects the
ground water flow which again affects the stability of the inner slope.
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2.4.1. Method WBI

The current method for accessing a dike is described in by the WBI [Rijkswaterstaat, 2017].
Before 2017 the probability of failure of a dike ring was defined as the exceedance probability
of the design water level. In 2017, it was decided to define the probability of failure as the
maximum probability of failure allowed when taking all failure mechanisms into account. By
doing this, the amount of safety is better understood. Further, the probability of failure is
defined for a dike trajectory instead of for a whole dike ring. A dike trajectory are parts of a
dike which in case of failure results in the same consequences.

To get insight into the contribution of a failure mechanism towards the total failure, a simple
safety check based on general characteristics and safe dimensions is first conducted. It is
checked after a failure mechanism when the residual profile is enough to withstand the water
retaining function. If this is the case, the probability of failure is negligible and a detailed
analysis for that specific failure mechanism is not required. If the probability of failure is
relevant, the dike must be assessed semi-probabilistically (by considering safety factors) for
that failure mechanism.

Then, a detailed analysis is performed per dike section. First, the maximum allowed
probability of failure (safety standard) for the complete dike trajectory is split into the different
failure mechanisms, this is based on failure mechanism budget defined by WBI [Knoeff, 2016].
The standard failure mechanism budget can be used as start value and is shown in Figure 2.10.
Every dike trajectory is divided again into different dike sections by considering the length-
effect. As Vrouwenvelder (2006) mentions, the length effect is: “The increase of the probability
of failure with the length of a structure due to partial correlations and/or independence
between different cross sections and/ or elements.” Taking this into account the probability of
failure per dike section can be calculated using formula 2.8. The maximum allowed failure per
dike trajectory is equal to w X Pigrger- Using a length-effect factor results in a conservative
probability of failure.

Safety standard

Failure mechanism
v_4% v _24% v _10% v _24% v 8% v 30% budget
Slope N Pipi Failure Failure Failure Oth Max. Failure probability
instability 'Png revetment || overtopping J{_ structure et for dike lra]ectory
Length-ettect

[ | | [ | [
I‘i‘ Iil |j m l‘i‘ Iil Ij |i| l‘i‘ Ij Iil Ij |y:| l‘i‘ Ij Ij i |j Max. Failure probability for
dike section (target probability)
FIGURE 2.10: ILLUSTRATION DETERMINATION FAILURE PER DIKE SECTION ADAPTED FROM
[KNOEFF, 2016 & RIJKSWATERSTAAT, 2017]

[Total failure dike trajectory]

P dsnnorm = wjl\;r;z:lm 2.8
In which:
Pasnnorm = Norm / target probability of failure [1/year]
1) = Contribution of a failure mechanism to the total failure [-]
Prorm = Safety standard of the dike [1/year]
Nyen = Length-effect factor [-]
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The target probability of failure must be compared to the probability of failure of a cross
section for a certain failure mechanism and is classified in assessment categories (I till VII). In
these assessment categories, I stands for ‘satisfies well’, VI stands for ‘does not satisfy well’
and VII stands for ‘no judgement yet’ [Rijkswaterstaat, 2016]. The probability of failure of a
cross section for a certain failure mechanism can be calculated probabilistically or semi-
probabilistically.

WBI (2016) divides the different failure mechanisms into several groups. For example, the
height, strength and erosion must be calculated probabilistically, while they use for piping and
slope stability a semi-probabilistically calculation. In the semi-probabilistic calculation design
values are used, which result in a factor of safety. With the use of the partial factor, the
probability of failure can be calculated. The partial factor is calculated using the calibration
formula, which always leads to a conservative value [Rijkswaterstaat, 2016]. The calibration
formula for slope stability is further explained in

Appendix E. Method WBI for slope stability. If the probability of failure is too high a
probabilistically analysis must be performed, the failure mechanism budget and the length-
effect must not be considered or the dike must be reinforced [Montfoort, 2018].

2.4.2. External hydraulic processes

The water level at the outer side of a dike is caused by different processes such as river
discharges and the sea water level. Each process has its own characteristic time duration as
shown in Table 2.6. In the upstream part of a river, the local water level is most dependent on
the river discharge, with the closer the sea the more the influence on the sea. Rijkswaterstaat
(2017) calculates some dike stability mechanisms (slope stability, piping, etc.) with a design
water level and other mechanisms (e.g. revetment calculations) with a design flood wave (in
deterministic or semi-probabilistic calculations). This upcoming section will look at these
processes in more detail, as well as explain GRADE datasets are explained, because they can
be used to simulate river floods at the Rhine and Meuse.

TABLE 2.6: INDICATED CHARACTERISTIC DURATION BOUNDARIES

External hydraulic process Indicated characteristic time duration
Discharge hydrograph Days- weeks

Sea water level (tide and surge) Hours- days

Seiches Minutes— half hours

Sea waves 8- 15 seconds

Local waves 2-7 seconds

2.4.2.1. Design water level

The design water level in the downstream river area is determined by the Rhine discharge,
Meuse discharge, wind (velocity and direction), sea water level and the operation of the storm
surge barriers. The sea water level and the wind are strongly correlated. The design water level
in the Netherlands is a permanent water level for which the probability of exceedance is chosen
in such a way that the safety standard satisfies the specified condition [Van Velzen et al, 2007].
In a probabilistic calculation, a probability density function of the top water level is used.
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2.4.2.2. Design hydrograph

To determine the design hydrograph WBI (2017) uses GRADE (Generator of Rainfall And
Discharge Extremes) project. GRADE was developed by Rijkswaterstaat and KNMI to
generate precipitation and temperature series with a weather generator in such a way that
statistical properties are not changed. A rainfall- runoff model is made, which calculates
discharge series with a length of 50000 years. Using GRADE improves the determination of a
design hydrograph.

Hydrographs from the GRADE dataset are selected when the peak discharge is above a certain
threshold (Peaks, over Threshold- POT). Double- peaked flood hydrographs are merged into
one hydrograph with the same peak discharge and duration as the two hydrographs together.
After that, the shape of the design hydrograph is determined with the scaling method which
results in a standard hydrograph shape. This method is explained in detail in
‘Ontwerpbelastingen voor het rivierengebied’- appendix C2. Next, the mean duration is
calculated for the selected hydrographs resulting in a standard design shape. It is noteworthy
that, this method assumes that a standard hydrograph with a certain peak discharge results in
a maximum water level with the same probability of occurrence as the peak discharge.

2.4.2.3. Sea water level

The sea water level fluctuations are determined by the astronomic tide and storm surge. The
shape of the astronomic tide is determined by the mean sea water level and the shape of the
tide. The shape varies per location along the coast. The shape of storm surge depends on the
height of the storm surge, the storm duration and the phase shift between the peak of the storm
surge and the peak of the tide. Storm surge is strongly dependent on the wind direction and
velocity. The higher these values the higher the storm surge [Van Velzen et al, 2007]. A storm
is often simulated with a trapezium shape with a duration of 33.2 hour [Van Velzen et al, 2007].

2.4.2.4. Precipitation

Precipitation is an important process for analysing a dike for slope stability; especially when
the outer water level is low, and the dike is partly saturated by the rain. To account for rainfall
the phreatic line is increased. In the downstream river area, extreme rainfall is accounted for
by increasing the phreatic water level by 1 meter [Van Velzen et al, 2007]. In TAW (2005) a
value of 0.50 m is recommended [Van der Meer et al, 2004]. In this thesis, precipitation is not
considered. In WBI (2017) a conservative phreatic line is chosen (see section 2.4.3) in a way that
no precipitation correction is required.

2.4.3. Internal hydraulic processes

All levees are subjected to internal flows caused by permanent or transient external hydraulic
conditions. Several failure mechanisms of dikes are driven by these internal flows, as they
determine the pore pressure field. Pore water response depends on geotechnical variables and
flood duration. There are three possible causes that cause pore water pressure: ground water
flow, soil pressure and soil deformation. The ground water flow is subdivided in three aspects:
phreatic surface, the head in the intermediate layer and the head in the aquifer [Van der Meer
et al, 2004]. Both stationary flows and transient flows; involved processes and calculation
methods are discussed in this section.
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2.4.3.1. Calculation methods

Flow analysis are based on hydraulic laws developed for saturated soils (a combination of
Darcy’s law and the continuity equation, see Appendix C. Equations internal hydraulic processes).
However, when a flood occurs the levee body and foundation are not saturated, causing these
laws to not fully be applicable anymore. Unsaturated flow can be considered by combining
Darcy’s law with the continuity equation, which results in a differential equation. This
equation describes groundwater flow as a function of the head and the pore water pressure.
These differential equations are included in complex numerical models to consider
unsaturated soil flow [Sharp et al, 2013].

Waternet creator

In stability calculation according WBI (2017), a simplification is used in the calculation of the
pore water pressures. The advantages of this simplification is, that it easily obtains insight into
the ground water flow and the input is limited. The disadvantage of the model is that the dike
geometry is simplified. The method can therefore only by used for simple cases. In analytical
models 2-dimensional flow in a homogenous situation is assumed; this causes a smaller
accuracy because the heterogeneity is not considered. The pore water pressure is dependent
of the dike material. The following cases are distinguished [Van der Meer et al, 2004]. For each
case the phreatic line is determined in Table 2.7.

e Case 1A: Clay dike on compressible subsoil [Kanning & Krogt, 2016]

e Case 1B: Clay dike on sand subsoil [Kanning & Krogt, 2016]

e Case 2A: Sand dike on compressible subsoil [Van der Meer et al, 2004],

e Case 2B: Sand dike on sand subsoil [Van der Meer et al, 2004].

TABLE 2.7: PHREATIC SURFACE DIFFERENT CASES [VAN DER MEER, 2004 & KANNING, 2016]

Case 1A and 1B

Case 2A Case 2B

buitendijks
MHW

E; §0.25°h

freatisch viak

— dramageconstructie

Ci=h Ci=nh Ci=h
C,=C—1 Add point C, if impermeable cover layer:
C, =C,—0.5hn Location D:
Dy=C;—15 Location D: o Dy =0.25h
o D; =0.25h o D, = 0 when drain is present
Location E: o D, = 0 when drain is present
o E; =Polder water level, if ditch { Location E: Location E:
if present o E; = Polder water level, if ditch if {5 E, = Polder water level, if ditch if
o E,; = Boundary inner slope and present present

ground level, if no ditch is
present

E, = Boundary inner slope and

ground level, if no ditch is present

o E, = Boundary inner slope and
ground level, if no ditch is present

Numerical method

Different numerical methods exist, that are generally more rigorous and include rapid
computations. The disadvantage is that many variables are required, while it is unclear how
large the influence of each variables exactly is.
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It is recommended to validate the result by simple calculation to get insight into the order of
magnitude [Sharp et al, 2013]. Finite element methods are often preferred for solving these
problems because of the flexibility of this technique in capturing complex geometries
[Brinkgreve et al, 2003]. Some models and their characteristics are shown in Table 2.8. Because
of these characteristics it decided to use SEEP/W. SEEP/W is a Finite Element Method (FEM)
which divides the dike into several smaller elements. The balance equation is then solved for
all the smaller elements, which results in a solution for the entire dike. This program is user
friendly and transient and probabilistic calculation can be performed. SEEP/W can easily be
linked to SLOPE/W, to perform a stability calculation. In Appendix D. GeoStudio, more
information about the used software is given.

TABLE 2.8: OVERVIEW DIFFERENT SOFTWARE PACKAGES FOR GROUNDWATER FLOW
CALCULATIONS

WATEX | MSEEP | SEEP/W | PLAXIS | SEEP2D | MODFLOW | MicroFEM

Based on FEM - + + + + + +
Stability calculation - - - + - - -
Transient calculation + + + + -
3D - + - - +

Both saturated and

+ - + + - - -
unsaturated flow
User friendly + + + - + - -
Probabilistic calculation - - + - - - R

2.4.3.2. Transient processes

If the external water level is variable in time, the ground water flow and the pore water
pressure are non-stationary, which causes the slope stability of the inner slope to be time
dependent. The pore water response depends on different processes, see Figure 2.11. All these
processes are explained in this section. In Appendix C. Equations internal hydraulic processes,
corresponding equations are given. In a transient slope stability analysis, uncertainties derive
from the hydrograph of the water level, the response of the pore water pressures and the
response of the inner slope to it.

Pore water

| response
I
N S E— — 1 P E— — p— R
Porosit Phreatic Elastic Duration Dike Thickness Matric Permeabilit
y ‘ storage ‘ storage ‘ high-water | material |weak layers ‘ suction ‘ y
FIGURE 2.11: DEPENDENCE PORE WATER RESPONSE AND OTHER PROCESSES
Storage

Water can be stored above the water table (phreatic storage). In the weak layers the storage
depends on deformation of the pores due to consolidation. In sand layers it depends on the
compaction of the soil. [Van der Meer et al, 2004]. Phreatic storage ensures ground water flow
is delayed and reduced. It is a time dependent process when it is caused by a variable water
level; especially since the porosity determines the amount of phreatic storage.
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Water can also be stored under the water table (elastic storage). Elastic storage is the storage
caused due to a change in the effective stress. This effect can be considered in the consolidation
process with the consolidation coefficient. Phreatic storage is larger than elastic storage.

The consolidation time for a sand aquifer is a maximum of an hour, while a clay layers can
take a month. When comparing the consolidation time with the flood duration, it can happen
that the groundwater flow in the aquifer is stationary while in the clay layer the flow is still
non-stationary. Both layers are communicating with each other, causing a non-stationary effect
in the sand aquifers [Van der Meer et al, 2004]. Hence, these non-stationaries are not caused by
the storage capacity of the soil but due to the storage capacity of the surrounding layers.

Pore water pressures in dike body

Matric suction

To account for transient effect, the matric suction in the unsaturated zone above the phreatic
line needs to be considered [Moellmann et al, 2011]. The behaviour can be described using the
equations according to van Genuchten (1980) and according to van Genuchten and Mualem.

Horizontal intrusion length

The length which is affected by the increase of the water level is called the intrusion length,
the longer the duration of a high-water event, the further the effect will reach within the dike
and subsoil. After the intrusion length the phreatic line will follow the phreatic line of the
previous water level, see Figure 2.12 [Van der Meer et al, 2004]. The intrusion length (L)
depends on geohydrological variables and the duration of the high-water. The length increases
with the root of the time, see equation 2.9. The length of intrusion is important for the inner
slope stability because if the pore pressure increases, the effective stress and shear strength of
the soil decreases and an instability of the inner slope can occur. The response of the phreatic
surface of a dike on permeable soil is an order of magnitude lower [Van der Meer et al, 2004].

L:/t 29
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FIGURE 2.12: RESPONSE OF THE PHREATIC SURFACE TO
THE OUTER WATER LEVEL [VAN DER MEER ET AL, 2004]

Capillary rise

Capillary rise is the zone above the phreatic surface where ground water is present. This causes
a negative pore water pressure and an under pressure while the effective pressure also
increases. Frans Barends (2004) recommended to not take capillary rise into account in the
assessment of dike stability.
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Pore water pressures in subsoil

Vertical intrusion length

The vertical intrusion length is the distance from the bottom of the impermeable cover layer
over which the pore water pressure changes caused by the changing pore water pressures in
the aquifer, see Figure 2.13. The pore water pressures in the aquifer are influenced by the outer
water level. For example, in the downstream river area the water head in the aquifer follows
the tide. [Barends, 2005]

—L
hoogwater 4 J. S
_________________ 2---==""" infiltratie
- polderpeil
infiltratie -
L samendrukking L T zwel *
I
—
stroming

FIGURE 2.13: INTRUSION OF PORE WATER PRESSURE [VAN DER MEER ET AL, 2004]

Leakage length

The groundwater flow under the levee depends on the permeability capacity of the layers.
This permeability capacity depends on the permeability of the aquifers and the hydraulic
resistance of the weak layers. These processes together are called the leakage length. The
leakage length can be modelled time dependent, in that way seepage, uplifting and infiltration
can be modelled correctly when the flood duration is limited [Barends, 1982]. Because of the
storage capacity of the soil, the pore water pressure cannot fully develop.

Flow over layer separations

Depending on the permeability ratio, a change in flow direction occurs at a layer separation
for different soils [Van der Meer et al, 2004].

Lag in pore water response

During high-water, there is some lag between the pore water response and the outer water
level, see Figure 2.14 [Barends, 1986]. The delay is caused by the storage capacity of the soil.

FIGURE 2.14: LAG IN THE PORE WATER RESPONSE [VAN DER MEER ET AL, 2004]
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2.4.4. Shear strength models

The soil can be modelled using different shear strength models [Zwanenburg et al, 2013]:

e A drained analysis with effective shear strength variables

e Anundrained analysis with effective shear strength variables

e Anundrained analysis with undrained shear strength variables
A drained analysis is used to investigate the long-time behaviour of dikes or when the soil is
very permeable. This type of analyses is not reliable when it comes to semi or impermeable
layers as sliding occurs fast compared to the consolidation time. As a result, pore water
pressures arise along the sliding plane, which influence the effective stress which again
influences the slope stability. In case of semi- or impermeable layers it is recommended to use
an undrained analysis. If the time of sliding or the hydraulic change is shorter than a
hydrodynamic period (equation 2.10), sliding is considered to be fast [Zwanenburg et al, 2013].
In section 1.2, different cases were described which varies in the failure velocity. These
differences are caused by drained or undrained behaviour of the soil.

2

D
t99 = 4_d 2.10
C'IJ
In which:
Cy = Consolidation coefficient [m?/s]

Hydrodynamic period [s]
Drainage distance [m]

t9g
Dq4

The position of the critical slip surface is strongly dependent on the choice of the shear strength
model. When the cohesion of the soil is zero, the critical slip surface is parallel and next to the
slope surface, Figure 2.15. When an undrained analysis is applied, the opposite occurs as the
critical slip surface is very deep, see Figure 2.16.

2

——

2

—

FIGURE 2.15: SHALLOW SLIP FOR FIGURE 2.16: DEEP SLIP SURFACE FOR
PURELY FRICTIONAL (C=0) CASE HOMOGENEOUS UNDRAINED CASE [GEO-SLOPE
[GEO-SLOPE INTERNATIONAL, 2012] INTERNATIONAL, 2012]

2.4.4.1. Drained analysis

A drained analysis is based on the effective cohesion and the effective internal friction angle.
The shear capacity can be calculated using the Mohr-Coulomb model, see equation 2.11. In a
drained stability analysis, the effective shear stress is determined using the effective stress
normal to the sliding plane. In semi- or impermeable layers pore water pressures arise along
the sliding plane. This pressure results in a decrease in the effective stress and the shear
strength. When these pressures are ignored, the stability is overestimated when the short-term
behavior is investigated. [Zwanenburg et al, 2013]
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T=c"+ ¢ tan(ep’) 2.11
In which:
c' = Cohesion [kN/m?]
o' = Effective friction angle [°]
o = Effective stress [kN/m?]
T = Ultimate shear stress [kN/m?]

2.4.4.2. Undrained analysis with effective shear stress variables

An undrained analysis with effective shear stress variables takes excess pore pressure into
account. The excess pore pressure is difficult to determine because it is dependent on the
stiffness of the soil, permeability of the soil, load change and the velocity of the load change.
Because of these difficulties the analysis is robust and therefore not safe. Therefore, an

undrained analysis with undrained shear stress variables is preferred. [Zwanenburg et al,
2013]

2.4.4.3. Undrained analysis with undrained shear stress variables

When excess pore water pressures are difficult to estimate, it is better to use an undrained
analysis with undrained shear stress variables. As example, a SHANSEP model can be used,
see equation 2.15 till 2.17 [Rijkswaterstaat, 2016]. The SHANSEP model was developed at MIT
by Ladd and Foott (1974) and Ladd (1991). This model makes use of yield stress, which
depends on the stress history of the soil.

The soil is under consolidated when the yield stress is lower than the actual stress; it is still
consolidating under a previous applied load (OCR <1). The soil is consolidated when the OCR
is bigger or equal to 1. The soil is undrained and can be subdivided into four classes with the
use of this OCR value [WBI, 2017].

* Normal consolidated soil with OCR =1 and POP=0 kN/m?. The soil never experienced
a yield stress that was greater than the actual vertical stress. The soil is lightly
compressed causing the pore volume to be relatively large and therefore large excess
pore water pressure are generated. The undrained shear stress is about half of the
drained shear stress.

*  Slightly over consolidated soil with OCR =1 -2 and POP > 0 kN/m?. The soil is slightly
compressed, causing the pore volumes to be smaller compared to normal consolidated
soil, which again leads to smaller excess pore water pressures. The yield stress is larger
than the actual effective stress.

*  Over consolidated soil with OCR =2 - 3. The yield stress is high compared to the actual
stress; the soil is highly compressed. The pore volume is therefore relatively small,
which generates smaller excess pore water pressures.

* Over consolidated soil with OCR > 3. The yield stress is very high compared to the
actual stress and the soils shows dilatant behaviour. The undrained effective stress is
larger than the drained effective stress.
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Sy =0,; XS X OCR™ 212
O_I
OCR =2 2.13
Uv,i
Opy = 0,; + POP 2.14
In which:
Su = The undrained shear strength [kN/m?]
oy = In situ effective vertical stress [kN/m?]
Opy = Vertical yield stress [kN/m?]
OCR = Overconsolidation ratio [-]
POP = Pre-overburden pressure [kN/m?]
m = Stress increase exponent [-]

2.4.4.4. Uplifting of the hinterland

A special case of slope instability is when the soil under the levee consist of a permeable aquifer
connected to the river and a weak impermeable layer located on the landside on top of the
aquifer. In this situation, the head in the aquifer depends on the water level in the river.
Uplifting or a formation of a crack will arise when the pore water pressure in the aquifer equals
the weight of the weak impermeable layers. The effective stress then becomes equal to zero.

by =54, =20l g 215
Yw Yw
In which:
bg = Boundary potential [m]
Ops = Effective stress at the layer separation [kN/m?]
Y = Water volumetric weight [kIN/m3]
®p = Polder water level [m]
Ys = Volumetric weight of the soil
d = Depth of sand with respect to the polder water level [m]
?

- /N

B
e

DIl

h B

dz

N

\

Ty avs

AT

FIGURE 2.17: BUOYANCY OF THE HINTERLAND [VAN DER MEER ET AL, 2004]
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3. INFLUENCE OF TIME DEPENDENCY ON
PORE PRESSURES AND SAFETY FACTORS

3.1. Goal

This Chapter investigates the influence of time dependency on the pore pressure field and the
safety factor of stability of the inner slope. The first part of this Chapter is related to sub-
question 1 and the second part to sub-question 2. The goal of sub-question 1 is to know which
dike characteristics and flood wave characteristics (height and duration of the flood wave)
causes the largest differences in the pore pressure field between the stationary and transient
state. To answer this question; a stationary pore pressure field caused by a constant water level
is compared with a transient pore pressure field during the passage of a flood wave.

Differences in pore water pressure causes a difference in slope stability. Therefore, the
influence of time dependency on stability of the inner slope is investigated in sub-question 2.
A sensitivity assessment is performed to know which dike geometry characteristics cause the
differences in safety factor during a constant water level and during the passage of a flood
wave to be large. In the sensitivity assessment there is varied in presence of a foreshore, ditch,
thickness of a cover layer and some material characteristics. Also, a block-wave analysis is
performed, in which the safety factor for slope stability is calculated for different rectangular
waves, that varies in height and duration. This way, it is known which flood wave
characteristics are important for a transient calculation. Figure 3.1 shows the general outline
to answer sub-question 1 and 2. The first row indicates the outline of sub-question 1 and the
second and third row indicate the outline of sub-question 2. Finally, is investigated if large
differences in pore pressure field also cause large differences in safety factor by comparing the
results of the analyses.
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3.2. Method

3.2.1. Location

The flood waves used to model the pore pressure field and to perform the sensitivity
assessment, are obtained from the Rhine at Lobith, from the Meuse at Borgharen and from the
Sea at Rotterdam. The locations and the rivers are shown in Figure 3.2. The block-wave
analysis does not use flood waves of a specific location.

North Sea

i Germany
; a2
Borgharen Legend
i ] me Vecht
m— Meuse
Issel
25 0 25 50 75 100km w Rhine

I
FIGURE 3.2: LOCATIONS AND RIVERS [WOJCIECHOWSKA, 2015]

3.2.2. Dike cross-section

Figure 3.3 shows the four dike types that are used to investigate the pore pressure field. Also,
the block-wave analysis uses these dike types. The geometry is fixed, but the material of the
dike body and the subsoil have been varied. Dike type 2 is a typical coastal dike and the other
three cross-sections are typical river dikes in the Netherlands. The crest is located at 34.5 meter
with respect to the bottom of the model, the foreshore 29.5 meters, the hinterland 29.5 meters,
the river bottom 25.5 meters and the polder water level is 29 meters. The crest width of the
dike is 4 meters and the slope is set to 1:3.

In the sensitivity assessment clay dikes and dikes with a sand core on top of a thin/weak cover
layer are investigated. In the assessment, the geometry of the dike is still fixed, the presence of
sand core, thickness of the cover layer, presence of a foreshore, material of the hinterland, the
presence of a ditch, the material of the aquifer and the POP value of the clayey material have
been varied; see Table 3.1 and Figure 3.4.
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FIGURE 3.3: TYPICAL LEVEE CROSS-SECTIONS IN THE NETHERLANDS

TABLE 3.1: VARIABLE VARIABLES IN THE SENSITIVITY ASSESSMENT

. . Presence Thickness Material Material POP value
Dike core Ditch . . .
foreshore cover layer hinterland aquifer clayey material
Present/ Present/ 0/ 30/ 80/ 130
Sand/ clay absent absent 3/4/5/6m Sand/ clay | Sand/ clay KPa
[J sand @ cay B water
‘ B ‘ ‘ ‘ Y 12,0 4,0 152 37 12,0 3214,02,02,52,0
5.0 I
40
6,0 T
| E— 0
20,0

FIGURE 3.4: EXAMPLE DIMENSIONS DIKE USED IN SENSITIVITY ASSESSMENT; LEFT= CLAYEY
CORE, NO DITCH, NO FORESHORE, COVER LAYER THICKNESS OF 6 METERS, CLAYEY
HINTERLAND MATERIAL, CLAYEY AQUIFER; RIGHT = SAND CORE, DITCH, FORESHORE,
COVER LAYER THICKNESS OF 3 METERS, SAND HINTERLAND MATERIAL, SAND AQUIFER

3.2.3. Hydraulic boundary condition

Two permanent water levels are investigated; one water level is located 1 meter below the
crest (33.5 meters with respect to the bottom of the model), the other 1 meter above the
foreshore  (30.5 meters). Also, different flood waves are investigated.
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The shapes of the waves are obtained from the Waterstandsverlopen Tool developed by WBI
(2017). This tool calculates the water level hydrograph at a selected location. The shapes are
obtained for the three locations discussed above; Lobith, Borgharen and Rotterdam. The peak
of the flood wave corresponds with the chosen permanent level. For more information about
this tool is referred to Thonus (2006), which based his calculation on RWS-RIZA.

The water levels and flood waves are shown in Figure 3.5. The flood wave at Lobith is
multiplied with a factor 2 to prevent the water level to be lower than the bottom of the river.
Note that also combinations are investigated that are not realistic, for example a sand on sand
dike with a flood wave from the Rhine. These hydraulic boundary conditions are used in the
pore pressure field research and the sensitivity assessment.

Water level and hydrograph of the water level

e o e E e — e ——
PR L P i
— 3 ] ,“‘ — L
Ja't L, ~.
f ) .
W \x\ Y —— Rhine low Initial water level

2 J " = . = === Rhine high Transient water level

— Rhine low Transient water level

7 R R T BNt~ Rhine high Initial water level

# ! ‘ —— Meuse low Transient water level

~ — Meuse low Initial water level
——=- Meuse high Transient water level

~.  ——— Meuse high Initial water level

~. — Sea low Transient water level

—— Sea low Initial water level
===+ Sea high Transient water level
------- Sea high Initial water level

==+ High permanent water level

Water level relative to bottom model [m

—— Low permanent water level

0 5 10 15 F] -3
Time [days]

FIGURE 3.5: PERMANENT WATER LEVELS AND FLOOD WAVES WITH RESPECT TO BOTTOM
RIVER

In the block-wave analysis the hydraulic boundary consists of different block-waves. Block-
waves are rectangular waves with a certain height and duration. The height is varied between
30 till 33.5 meter with 7 steps with respect to the bottom of the model. The duration of the flood
waves vary from 0.5 hour till 28 days with 25 steps. So, in total 175 block-waves are
investigated. An example of different block-waves is shown in Figure 3.6.

Ten examples of the used block-waves

35
— Block-wave 1
2] BnBo
I | Block-wave 2
% 2.5 Block-wave 3
; 320 + Block-wave 4
-%c 35 Block-wave 5
a
- Block-wave 6
E N0 —— Block-wave 7
2 | ock-wave 7
H 05 : Block-wave 8
E 3.0 I Block-wave 9
295 : Block-wave 10
] 5 10 15 20 25

Duration [days]

FIGURE 3.6: EXAMPLE OF THE USED BLOCK-WAVES
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3.2.4. Pore pressure field model

In section 2.4.3.1 an overview is made of the different available software to model the
stationary and transient pore water pressures. From this is concluded that SEEP/W in
combination with SLOPE/W is most appropriate. SEEP/W is a FEM-program, which calculates
the pore water pressures subjected to changing hydraulic conditions. More information about
the used software is given in Appendix D. GeoStudio. The input of SEEP/W is given in Appendix
G. Input SEEP/W. It is assumed that all soil layers are homogeneous.

3.2.4.1. Initial state

The outer water level before a flood wave passes; is equal to the first value of the output of the
‘“Waterstandsverlopentool’, see Figure 3.5. This is a rough assumption; when a real case is
chosen more attention must be paid to the initial outer water level. In the block-wave analysis
the initial water level is 29.5 meter (at the height of the foreshore) before a block-wave passes.

3.2.4.2. Saturated and unsaturated flow

In SEEP/W, both saturated and unsaturated flow is incorporated. The saturated soil follows
Darcy’s law while unsaturated flow takes processes like phreatic storage, elastic storage and
matric suction into account. In WBI (2017) matric suction is not considered; because this led to
conservative outcomes. But results showed that the factor of safety increases with an increase
in matric suction [Fourie, 2016]. Therefore, in this thesis matric suction is considered, because
the pore pressure field should be modelled as realistic as possible to calculate a realistic
probability of failure [Moellmann et al, 2011].

In this thesis, flow in the layers under the bottom of the river is assumed to be saturated,
because the soil is always beneath the water table. The flow through the dike, foreshore and
hinterland is partly saturated and partly unsaturated. In the unsaturated flow conditions, the
hydraulic conductivity and volumetric water content functions are estimated with the use of
built-in functions. The method defined by Van Genuchten (1980) is used to estimate the
hydraulic conductivity. In the Van Genuchten equation, the hydraulic conductivity is a
function of the matric suction.

3.2.4.3. Finite element method

Mesh pattern

To calculate the movement and pore-water pressure distribution within the materials, a finite
element method is used which subdivides the model into nodes. As finite mesh pattern is
chosen for quads and triangles. A global element size must be chosen, which determines the
accuracy of the model. The smaller the mesh grid, the more accurate the results will be but the
larger the calculation time of the model. To know the influence of the choice; the pressure in
the dike for the four dike types is compared for varying element sizes, the results are shown
in Figure 3.7. A linear line is fitted and the intercept indicates the value when an infinity small
grid size is chosen, this value is used to estimate the order of the error with. Therefore, it is
chosen to use a global element size of 0.5 meter. This method is explained in more detail in
Appendix G. Input SEEP/W.
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FIGURE 3.7: ACCURACY MESH GRID

Boundary conditions

Three boundary conditions are used in the model, which are indicated in Figure 3.8. The red
colour indicates the outer water level and is specified by defining the total water head. In the
stationary state, this value is constant; in the transient state a step data point function is used.
At the left side of the model no boundary conditions are defined, which is the same as a no
flow boundary. It is assumed that half of the water in a river flows to the left and the other half
to the right, in the middle the water flows downward.

The river width upstream in the Rhine is around the 80 meters, upstream in the Meuse the
width is around the 100 meters. While downstream near Rotterdam the width varies between
the 265 and 465 meters. Therefore, the influence of the river width is investigated in a similar
way as the mesh pattern, the results are presented in Appendix G. Input SEEP/W. From this is
decided to use a width of 90 meters in the model (so the left boundary is presented at a distance
of 45 meters).

In green the seepage boundary is indicated, which is defined as a water rate equal to 0 m?/s.
And with the light blue colour, the polder water level is indicated; which is constant for each
case. The total water head is set to 29 meters.

At the right side of the model the same boundary is used, to indicate that it does not affect the
flow pattern anymore. Ideally this boundary is present at an infinite distance, but that caused
an infinitely large calculation time. Normally the right distance is set to a distance equal to 5
times the leakage length (997 meters). The leakage length can be calculated using equation
C.10, from which follows a length of 199 meters. The influence of the distance on the right
boundary is investigated in Appendix G. Input SEEP/W. From this is concluded that using a
distance of 390 meters (2x the leakage length) is sufficient.

After defining the boundary conditions, the elevation of water level at each node is calculated.
In the transient calculation a duration of 1.5 times the duration of flood wave is investigated,
with 20 steps.
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FIGURE 3.8: MESH PATTERN AND BOUNDARY CONDITIONS USED IN FINITE ELEMENT
METHOD

3.2.5. Slope stability model

To calculate the inner slope safety factor, SLOPE/W is used. More information about SLOPE/W
is given Appendix D. GeoStudio. The input of the software is shown in Appendix H. Input
SLOPE/W. The slope stability calculation uses the pore pressure field calculated with SEEP/W.
In this section choices about the material model, entry and exit range are explained.

3.2.5.1. Material model

The sand soils are modelled with the Mohr coulomb model. The SHANSEP material model is
used for modelling the undrained shear strength in the clay layers. More information about
these models is given in section 2.4.4. In the SHANSEP material model, the shear strength is a
function of the effective overburden at the base of a slice which again is computed from the
weight of the slice and the pore-water pressure acting at the base of that slice. When using the
SHANSEP material model, a value for g needs to be specified. When the soil is normally

consolidated this value is constant; but the soil is assumed to be overconsolidated, due to
which the OCR value is dependent on the effective stress. Therefore, a function is incorporated
with the use of Python, that replaces the shear stress with the undrained shear stress (see
equation 3.1). The function uses the yield stress under daily conditions based on an average
pore pressure field and calculates with these values the undrained shear stress. This method
is also used by WBI (2017). The only variable in equation 4.1 is the effective stress, because S,
m and POP depend on the material used.

POP-values do not only depend on the preloading of the soil but also on material
characteristics, pressures and the amount of creep. For example, pressure changes caused by
dehydration of shallow layers cause the POP-value of these layers to be higher than the POP-
value of the deep layers [J. Tigchelaar, personal communication, July 8, 2019]. In “Technisch
rapport waterspanningen bij dijken” is stated that the POP-value for clay dike material is equal
to 28 kPa, for the hinterland 18 kPa and for the deep layers 24 kPa. In the sensitivity assessment
the POP-value is varied to understand the effect of this choice on a time dependent calculation.
The values for m and S are given in Appendix H. Input SLOPE/W.

12 m
L=2% = 5% (0CR)™ =5 X (“”'if’f OP) 3.1
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In some calculations at the crest of a dike, the normal force at the base of the first slice will
point away from the slice, this indicates a tension force in the soil, which is not realistic.
Therefore, a crack tension angle is introduced. When tension occurs, the slip surface is replaced

by a crack. The crack angle is set to a value of 135 (¢ = 180 — (45 + g)), because the internal

friction angle in undrained soils is equal to zero. Further, the minimum slip surface thickness
is 1 meter. Every slip surface with a smaller thickness is considered a micro instability of the
slope, which is not considered in this thesis.

3.2.5.2. Entry and exit range

The slip surface method that is used is Spencer, the choice for this model is explained in section
2.1.1.2. The slip surfaces are calculated between an entry and exit range. According WBI (2017)
only the slip surfaces that enter from the waterside to halfway the inner slope are relevant, see
Figure 3.9. The number of increments over the range are chosen in such a way that it does not
affect the safety factor too much. The choice is explained in more detail in Appendix H. Input
SLOPE/W. Based on the effect on the safety factor it is decided to use 55 increments in the entry
range, 10 increments in the exit range and 4 radius increments; see Figure 3.10.

Relevant

FIGURE 3.9: WBI FAILURE FIGURE 3.10: USED ENTRY AND EXIT RANGE IN THE MODELS
DEFINITION SHOWN IN RED INCLUDING NUMBER OF INCREMENTS
[MONTFOORT, 2018]

3.2.6. Pore pressure field

To investigate the influence of time dependency on the pore pressure field, two parts of
groundwater flow are distinguished: the pressure in the subsoils and the pressure in the dike
body. The locations which are investigated are shown in Figure 3.11. Point A1, point A2 and
cross section B are used to investigate the pressures in the subsoil, while cross section C and
D are used to investigate the pore water pressures in the dike body. The pore pressure in the
dike body are caused by inflow through the slope and inflow through the subsoil. Cross
section C is used to investigate the inflow through the slope and cross section D is used to
investigate the inflow through the subsoil.

The pressures of points A1and A: are plotted in time; the pressures of cross section B and C
are plotted along the x-axis for different times steps and the pressures of cross section D, are
plotted along the y-axis for different time steps.

] -
T U D e | ft Master thesis ‘H..{I

CONSULTANTS




August 2019 Influence of time dependency on pore
pressures and safety factors: Method

s

2m
C C

xgew -

/ ¥S05m Y05+
D T B

“odiom X=45m e m X=705

Y=255m Y=255m Y=255m Y=255

FIGURE 3.11: LOCATIONS FOR THE PORE WATER PRESSURE PLOTS

The pore pressure field caused by the permanent water level is compared with the pore
pressure field during the passage of a flood wave with the use of equation 3.2, in which the
relative pressure difference (RPD) is calculated. The pore pressure during the passage of a
flood wave are dived by the pore pressure caused by a constant water level. RPD is calculated
at the inner toe of the dike (point Az) and under the crest of the dike at a height of 25.5 meter
(point D).

_ Dstationary

RPD 3.2

Prransient

The lowest value in time of RPD indicates the most governing hydraulic state, because the
pore pressures are highest in time. This moment in time is compared with the time of
occurrence of the maximum outer water level.

3.2.7. Sensitivity assessment

A python model is developed that combines the variables provided in Table 3.1 (512
combinations in total). The python model is coupled with SEEP/W and SLOPE/W and
calculates the factor of safety for inner slope stability (this is to our knowledge, not done
before). For each combination a safety factor is calculated for the stationary water level and
the flood waves at Rotterdam, Borgharen and Lobith. For the flood waves, different pore water
pressures are found in time. For each time step, the factor of safety of the critical slip surface
is selected and plotted against the time (see Figure 3.12 and Figure 3.13). So, the dominant slip
surface can change in time. The factor of safety is calculated for a duration of 1.5 times the total
duration of the flood wave with 20 timesteps. The results are compared with the use of a
representative safety factor difference (RSFD) in which the governing factor of safety of the
transient case (the lowest factor of safety in time) is divided by the factor of safety of the
stationary case (see equation 3.3). A value of one indicates that stationary condition is reached
during the passage of a flood wave, while value larger than one indicates that there are
differences between the transient and stationary states. The larger this value, the larger these
differences.

RSFD = min(FOSTransient) 33

FOSStationary
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Factor of Safety

Time (d)

FIGURE 3.12: PHREATIC SURFACE IN TIME FIGURE 3.13: FACTOR OF
SAFETY VS TIME

The results of the sensitivity assessment are presented as shown in Figure 3.14. The value of
RSFED is calculated for all combinations. The cases with a specific characteristic are plotted
against the same cases without that characteristic. For example, the results of dikes with a
foreshore are plotted against the results of dikes without a foreshore. The same is done for the
time after the maximum water level that is needed to reach the governing hydraulic state. In
this way can be seen which variable are sensitive for a transient calculation, because when the
results deflect to an axis, that variable is sensitive for a transient calculation.

RSFD for cases with and without foreland Time after the peak water level for cases
20 with and without foreland
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FIGURE 3.14: EXAMPLE RESULTS RESEARCH QUESTION 2, SENSITIVITY ASSESSMENT

3.2.8. Block-waves

The influence of variability in the height and duration of the flood wave on the safety factor is
investigated with the use of block-waves (rectangular waves with a certain height and
duration). This way, only the influence of these variables on the safety factor is investigated
and the influence of other variables (for example the curvature of waves) is ignored. The waves
with a short duration indicate the conditions at sea, while the waves with a longer duration
indicates the conditions in the river. The duration has a maximum of 28 days, because this is
a typical maximum duration for flood waves in the Rhine. Stationary conditions do not
necessarily have to be achieved in the simulated duration. For each height and duration, the
factor of safety for inner slope stability is calculated for the four dike types shown in Figure
3.3. The value of RSFD is calculated and plotted in a 3D figure with the height and the duration
on the x- and y-axis and the value of the RSFD on z-axis. The same results are presented in a
contour plot. Next to the RSFD value, also the stationary and transient safety factors (lowest
safety factor in time) are shown. In Figure 3.15 an example of the result is shown.
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Dike type 1: Clay dike on sandy aquifer
3D-plot: Duration of the block waves vs Contourplot of RSFD and safety factor
Height of the block wave vs RSFD
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FIGURE 3.15: EXAMPLE RESULTS SUB-QUESTION 2: BLOCK-WAVE ANALYSIS

3.3. Results

The results of the pore-water pressure field, the sensitivity assessment and the block-wave
analysis are discussed in this section. In this section the following terms are used: high-water
wave (HW) and low-water wave (LW). The high-water wave represents the waves for which
the top is presented 1 meter below the crest of the dike. Low-water waves are the waves for
which the top is presented 1 meter above the foreshore. The results are presented in detail in
Appendix I. Results pore pressure field and Appendix ]. Results sensitivity assessment.

3.3.1. Pore-water pressure field

3.3.1.1. Pore-water pressure in subsoil

The subsoil of dike type 1, 2 and 4 consist of sand, while the subsoil material of dike type 3
consists of clay. In Figure 3.16 the pore water pressures at the inner and outer toe are plotted
during the passage of a flood wave and during the stationary state. Looking at the pore
pressure at the toe of the dike in the sand aquifer, a lag in the response can be noted, the peak
is lower and the curve is wider. These differences are caused by the storage capacity of the
soil. If the dike consists of permeable sand instead of clay (dike type 2) lower pressures are
found in the aquifer, because the water can flow upwards and the storage capacity of sand is
larger than that of clay. When an impermeable clay dike is present, the pressure in the aquifer
built up because the upward flow is retained. Therefore, smaller differences are found for dike
type 1 and 4 between the permanent and transient state. Looking at dike type 3, at the inner
toe of the dike the pore water pressure remains unchanged. The permeability of the clay layer
is smaller than the permeability of the sand layer due to which the increased pore pressure
reaches less far in the dike.

Dike cross-section (NTS)

-=-- HW, Stationairy pore-water pressure outer toe
==== LW, Stationairy pore-water pressure outer toe
-=-= HW, Stationairy pore-water pressure inner toe
-=-= LW, Stationairy pore-water pressure inner toe
—— HW, transient pore-water pressure outer toe
— LW, transient pore-water pressure outer toe

—— HW, transient pore-water pressure inner toe

— LW, transient pore-water pressure inner toe
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FIGURE 3.16: PORE WATER PRESSURE DURING PASSAGE OF A FLOOD WAVE IN THE RHINE
FOR DIFFERENT DIKE TYPES AT THE TOE OF THE DIKE, POINT A

The effect of unchanged pressures in clay on clay dikes (dike type 3), can be illustrated with
the use of the leakage length. In Figure 3.17, the pore-water pressures are plotted along the
dike body for different time steps. The pore pressure at the outer toe increases with the outer
water level and in case of sand subsoils, the effect reaches far in the subsoil. The leakage length
for the clayey subsoil is an order smaller than that of sand (caused by the difference in
permeability of the soil). This causes the increased pore pressure to reach less far in the dike.
The differences between the permanent and transient state are therefore large, when a dike
consist completely out of clay.
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FIGURE 3.17: PORE WATER PRESSURE OVER THE TOTAL LENGTH OF THE DIKE BODY FOR
DIFFERENT TIMESTEPS (CROSS SECTION B)

3.3.1.2. Pore-water pressure in dike body

The pore pressures in the dike body are caused by inflow through the slope and inflow from
the aquifer. To investigate the inflow through the slope, the pore pressures 1 meter above the
foreshore are plotted along the x-axis (Figure 3.18). To investigate the inflow from the aquifer
the pore pressures under the crest of the dike are plotted along the y-axis (Figure 3.19).

For all cross-sections, the pore-water pressure at the outer slope follows the flood waves (see
Figure 3.18); causing the differences between the transient and stationary state to be small.
These differences increase the further the water reaches inside the dike body. The differences
are smallest for the dike body consist of sand and largest for the dike bodies consist of clay,
because the permeability of sand is higher than that of clay, causing the horizontal and vertical
intrusion length to be larger. Also, lower pressures in the stationary state are found for sand
dikes than clay dikes caused by the material characteristics (porosity and permeability),
therefore the differences between the stationary and transient state are smaller. For the sand
dike the inflow through the slope reaches till a distance of about X=50 m, while this distance
is around the 45 meters for the clay dikes.
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Dike cross-section (NTS)
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Looking at the inflow from the aquifer in the dike (Figure 3.19); there is hardly any inflow from
subsoil into the dike when the subsoil consist of clay, because the increased pore water
pressures reaches not that far in the clayey subsoil. When the subsoil consists out of sand, the
pore pressure of both the clayey and sand dike bodies increases. The increase is largest when
the dike body consist of sand.

Dike cross-section (NTS)

---- HW, infitiy —— HW after: 3,28 days

® -=-= LW, infitiy LW after: 3,28 days
N —— HW after: 0 sec —— HW after: 4,69 days
- LW after: 0 sec LW after: 4,69 days

= —— HW after: 2,81 days HW after: 9,38 days

= LW after: 2,81 days LW after: 9,38 days

10 2 20 40 50 60 70
X [m]
Clay dike on sand subsoil Sand dike on sand subsoil

N > i N i :

2 2
Ew Ew
> >

8 8

2% s 2%

-80 -60 40 -20 0 20 ) 60 -60 -40 -20 0 20 0 (
Pore-water Pressure [kPa] Pore-water Pressure [kPal
Clay dike on clayey subsoil Clay dike with sand core on sand subsoil

¥ A T 34 \ \ =

2 32 N \\\ = 2N
Ew Ew
- >~

F] . 3

% %, %

-60 40 -20 0 2 2 & -80 -60 40 -20 0 2 Iy 60
Pore-water Pressure [kPa] Pore-water Pressure [kPa]

FIGURE 3.19: INFLOW FROM THE AQUIFER INTO THE DIKE BODY DURING THE PASSAGE OF A
FLOOD WAVE, CROSS SECTION D

3.3.1.3. Delay in response

Governing hydraulic state is defined as the state where the highest pore water pressures are
found and would therefore lead to the lowest safety factor, when looking at slope stability of
the inner slope. The governing hydraulic state does not occur simultaneously with the
maximum outer water level (see Figure 3.16). In Table 3.2, the delay in response is represented
(the time of the governing hydraulic state after occurrence of the maximum flood wave
height). Both dike type 1, 2 and 4; the time of the governing hydraulic state takes place shortly
after the maximum water level is reached, while the governing hydraulic state of dike type 3
(the clay dike on clayey soil) takes much more time to reach. The governing hydraulic state is
found in the last investigated time step (1.5 time the flood wave duration is investigated) for
all flood waves in combination with the clay dike on clayey soil. So, the governing state could
also occur later in time.
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The results of the high-water curves and the low-water curves shows the same characteristics.
Looking at the flood waves at the different location, the curves at Lobith shows the largest
difference in time, followed by Borgharen and Rotterdam.

The differences are caused by the material of the subsoil. Both the subsoil material of dike type
1, 2 and 4 consist of permeable sand, while the material of dike type 3 consist of clay. The
increased pressure in the aquifer (for dike type 1,2 and 4) causes next to inflow through the
slope, also inflow form the aquifer into the dike bodies. Due to the two-sided flow, the
governing hydraulic state is achieved earlier in time. While for the clay on clay dike, only the
flow from the slope is governing, which causes the governing hydraulic state to be later in
time.

TABLE 3.2: DELAY IN RESPONSE DURING THE PASSAGE OF A FLOOD WAVE IN DAYS

Sea, Rotterdam Meuse, Borgharen Rhine, Lobith
LW HW LW HW LW HW
Dike type 1 0.15 0.15 1.31-2.13 1.31-2.13 2.94 2.94
Dike type 2 0.15-0.62 0.15 1.31-2.13 1.31 2.94 1.06 -2.94
Dike type 3 6.25 6.25 11.96 11.96 27.44 27.44
Dike type 4 0.15 0.15 1.31-2.13 1.31-2.13 2.94 2.94

3.3.1.4. Relative pressure differences

The RPD-values are shown in Table 3.3. The higher this value, the larger the differences are
between the stationary and transient state. The differences are discussed per dike type, per
flood wave and per initial state.

TABLE 3.3: RPD FOR DIFFERENT DIKE TYPES FOR DIFFERENT WATER LEVEL HYDROGRAPHS

Sea, Rotterdam Meuse, Borgharen Rhine, Lobith
Crest Toe Crest Toe Crest Toe
HW LW HW LW HW LW HW LW HW LW HW LW
Dike type1 | 1.17 1.27 1.18 1.28 1.22 1.37 1.24 1.39 1.19 1.32 1.21 1.33
Dike type2 | 1.11 1.19 1.05 1.09 1.08 1.15 1.04 1.07 1.04 1.09 1.02 1.04
Dike type 3 | 1.28 1.34 1.13 1.16 1.62 1.76 1.29 1.31 1.74 2.02 1.36 1.37
Dike type 4 | 1.17 1.28 1.18 1.28 1.23 1.37 1.25 1.39 1.19 1.32 1.22 1.33

Differences per dike type

From Table 3.3 can be seen that there are differences between the stationary and transient state
for all cases. The differences for dike type 2 (the sand on sand dike) are smallest, while the
differences for dike type 3 (the clay on clay dike) are largest; however, there are some
exceptions. From the sections before was concluded, that the inflow through the slope has
effect until the crest, while inflow from a sand aquifer has influence over the whole bottom of
the dike. The sand dike (type 2) has the highest hydraulic conductivity, causing the largest
inflow from the aquifer, which again leads to the smallest differences between the states. The
clay on clay dike (type 3) shows the largest differences because the hydraulic state on the inner
side of the dike during the passage of a flood wave hardly adjust, due to the low hydraulic
conductivity of the clayey material.
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In some cases, dike type 1 and 4 (clay on sand dikes) show larger differences than dike type 3.
This is for the low water curves from Rotterdam and the Meuse under the toe of the dike. The
differences are caused by the shorter duration of the water level hydrographs of Rotterdam
and Borgharen compared to the flood wave at Lobith. Due to the shorter duration, the
increased pore water pressure does not reach till the inner toe op the dike; because the leakage
length increases in time (see equation C.11) and is shorter than the width of the dike. So, the
pore water pressure at the toe of the dike hardly adjusts to the outer water level, therefore the
RPD is dependent of the initial state. For the low water curves, the outer water level of the
initial state is lower than the polder water level. Looking at the location of the phreatic surface
(Figure 3.20), a strong curvature near the ditch is found when the subsoil consists out of sand
and the dike body out of clay. This is not the case when both the dike and the subsoil consist
of clay, the phreatic surface increases gradually. This causes the value for the RPD to be high
when the subsoil consists out of sand. Note that these results depend on the chosen initial
water level.

FIGURE 3.20: PHREATIC SURFACE FOR DIFFERENT SUBSOIL LAYER MATERIALS, GREEN =
INITIAL PHREATIC SURFACE, ORANGE = STATIONARY PHREATIC SURFACE, BLUE=
GOVERNING TRANSIENT PHREATIC SURFACE

Differences per flood wave

Looking at dike type 2 (the sand on sand dike), the largest differences are found for a flood
wave from the sea. The duration is that short that the leakage length cannot fully develop and
the increased pressure does not reach the inner toe of the dikes, as state above. Looking at dike
type 3 (the clay on clay dike), the largest differences are found for a flood wave at Lobith,
followed by Borgharen and Rotterdam. The height of the curves is largest at Lobith followed
by Borgharen and Rotterdam. Because in the clayey soil the hydraulic state at the inner side of
the dike hardly adjust during the passage of the water level hydrograph, the highest flood
wave is governing and lead to the largest differences between the stationary and transient
state.

Dike type 1 and 4 (clayey on sand dikes) show the largest differences during the passage of a
flood wave from the Meuse. The largest differences are expected for high waves with a short
duration, because the leakage length increases with the root of time. The waves at Lobith are
highest and have the longest duration, followed by Borgharen and Rotterdam. At Lobith the
value of RPD decreases due to the long duration, while at Rotterdam the value decreases due
to the small height. Therefore, the flood wave from the Meuse shows the largest differences
between the stationary and transient state.
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Differences per initial state

When comparing the high-water curves with the low-water curves, the differences are larger
for the low-water curves. For the high waves the inflow area over the slope is larger, more
water can flow from the slope into the dike. So, the increased pore pressures reach further into
the dike. The higher the pressures are in the dike during the passage of a flood wave the lower
the value of RPD.

3.3.2. Sensitivity assessment

In the sensitivity assessment the effect of some dike characteristics on the safety factor is
investigated. All results of the sensitivity assessment are presented in Appendix ]. Results
sensitivity assessment. The flood wave at Rotterdam shows the lowest values of RSFD, while
the RSFD- values in the Rhine and the Meuse are of the same order of magnitude. A flood
wave at Sea has the shortest duration, which cause the differences between the stationary and
transient case to be large; but the height of the wave is low, which cause the differences to be
lower. Only the results at Lobith are used to discuss the results with, because at all location
the same characteristics are dominant and thus the same conclusion is obtained. Differences
between the locations are obtained, when comparing the time of failure after the peak of the
flood wave. Therefore, all locations are discussed when is looked at the governing safety factor
in time.

A standard dike is used to show the effect of a certain characteristic on the value of RSFD. The
standard dike has a clayey core, clayey hinterland, a sand aquifer, a ditch, a foreshore , a POP-
value of 0 kPa and a thickness of the subsoil of 3 meter. For this specific dike type, a RSFD of
1.41 is found. Which means that there are differences between the stationary safety factor and
the lowest safety factor during the passage of a flood wave from the Rhine. After the results of
the standard dike are discussed, all results are presented.

3.3.2.1. Dike core material

The RSFD value of 1.65 is found for the standard dike! with a sand core, which means that the
importance of a time dependent calculation increases when a sand core is present because
larger differences are found between the safety factor. In Figure 3.21, all results are shown for
cases that are varied in the core material. When a low flood wave passes the dike, the core
material has no influence on the results. This can be declared, because the water does not pass
the core.

For the high-flood wave, all RSFD are higher when the core consists of sand (so not only for
the standard dike with a sand core). In the stationary state, higher pressures are found in the
dike with a sand core compared to the same dike with a clayey core. The flow changes
direction at the layer separation, in such a way that higher pressures are found when the core
consist of sand (section 2.4.3.2). In the transient state, there is hardly any difference in the
hydraulic state between the two dike types (see Figure 3.22). The reason for this, is that the
sand dike material is dry before the passage of a flood wave, while the clayey material consists
some water due to the matric suction capacity.

1 Dike with clayey core, clayey hinterland, a sand aquifer, a ditch, a foreshore, a POP-value of 0 kPa and a thickness
of the subsoil of 3 meter --> RSFD = 1.41
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The hydraulic conductivity of the sand core is therefore at some parts equal or even lower than
the hydraulic conductivity of the clay core, because the hydraulic conductivity is dependent
of the volumetric water content. So, during the stationary state higher pore pressures are
obtained at the toe of the dike when the dike core consists out of sand, larger differences
between the safety factors are found.

Also, can be seen that when the core consists out of sand it takes more time to reach the
governing safety factor. But when the subsoil consists out of clay, it takes more time for the
clayey core to reach the governing safety factor. The sand core is dry before the passage of the
flood wave and it takes some time to fill with water. The flow from the subsoil has the largest
contribution to this, therefore when the subsoil consists of clay, it took more time when the
core consists of clay.

RSFD for cases with different dike cores Time after the peak water level for cases
20 with different dike cores
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FIGURE 3.21: RESULTS AT THE RHINE FOR CASES WITH DIFFERENT DIKE CORE MATERIALS
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FIGURE 3.22: PHREATIC SURFACE WITH AND WITHOUT CORE
DURING TRANSIENT(GOVERNING) AND STATIONARY (INFINITY) CASE

3.3.2.2. Presence or absence foreshore

A RSFD value of 1.41 is found for the standard dike! without a foreshore. This mean that for
this case the presence or absence of the foreshore has no influence on the importance of a time
dependent calculation. When all results are compared (Figure 3.23), it can be noted that for all
cases the value of RSFD remains the same with or without foreshore. The presence of a
foreshore has influence on horizontal intrusion length. But for both cases the water does not
enter further than halfway the dike, therefore it has no influence on the safety factor of inner
slope stability. Vertical intrusion via the aquifer is more of influence, but this effect is
independent of the presence of the foreshore.

When a foreshore is absent the governing hydraulic state is reached earlier in time, because
the flow path through the aquifer is shorter. In the results of the Rhine there are some
exceptions on this rule for the cases where the subsoil consists out of clay.
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FIGURE 3.23: RESULTS AT THE RHINE FOR CASES WITH AND WITHOUT FORESHORE

3.3.2.3. Presence or absence ditch

The RSFD for the standard dike without ditch! is equal to 1.21. This implies that the presence
of a ditch increases the difference in safety factor between the stationary and transient case.

Looking at all results where is varied in the presence of a ditch (Figure 3.24), not all cases result

in a higher RSFD value when a ditch is present. The results where RSFD is larger with a ditch,
are the cases where with a ditch more uplifting of the hinterland occurs than without ditch.
This concept is illustrated with an example: RSFD is larger with a ditch when uplifting of the

hinterland occurs during the stationary and transient state, while without ditch only uplifting
occurs during the stationary state. This is shown in Figure 3.25. When the same conditions
occur, for example both with and without ditch the hinterland will not lift up, then larger
values of RSFD are found in the absence of a ditch, because of the differences in the pore
pressure field caused by the constant water level. Looking at the time after the peak of the
flood wave, it can be seen that it takes much more time to reach the governing state when the

hinterland does not lift up.
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3.3.2.4. Hinterland material

The RSFD amounts 1.04 when the hinterland material of the standard dike! consist of sand. A
low value of RSFD implies that during the passage of a flood wave almost the same safety
factor is reached as in the stationary state. The pore pressures in the dike body differ during
the stationary and transient state, but this does not cause large differences in safety factor.
While viewing the standard dike! results, uplifting occurs during the stationary state, resulting
in very low safety factor (< 0.9). No uplifting of the hinterland occurs during the passage of a
flood wave, through which a safety factor is found which is in the same order as when the
hinterland consist of sand. In Figure 3.26 all results are shown where the material of the
hinterland has been varied. The results divert strongly to the vertical axis, which implies that
larger differences between the stationary safety factor and transient safety factor are found
when the hinterland consist of clay. As state above, if the hinterland consist of sand uplifting
does not take place, while it could take place when the hinterland consists out of clay and the
subsoil out of sand. When uplifting occurs lower values of the safety factor are found during
the stationary state than the transient state, because more parts of the hinterland lift up.
Therefore, large values of RSFD are found.

Looking at the time of the governing safety factor it can be seen that the hinterland material
has influence on the time after the peak of the governing state. But no clear relation is found.
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FIGURE 3.26: RESULTS AT THE RHINE FOR CASES WITH DIFFERENT HINTERLAND MATERIALS

3.3.2.5. Sub-layer material

When the sub-layer material of the standard dike! is changed in clay, a RSFD of 1.06 is found.
No large differences in safety factor are found between the stationary and transient state
because uplifting of the hinterland cannot take place when a sand aquifer is absent.
Considering all results (Figure 3.27) a strong deflection is found to the horizontal. When
uplifting occurs, lower values of the safety factor are found during the stationary state than
the transient state, because more parts of the hinterland lift up than during the passage of a
flood wave. When the subsoil consists out of clay, the hydraulic conditions hardly changes
during the passage of a flood wave. But this effect is small compared to the effect of uplifting
of the hinterland.

Looking at the time that it takes to reach the governing safety factor, it takes much more time
when a clayey layer is present under the dike. Note that at the Sea and in the Meuse the time
is equal to the maximum investigated time, it could take more time.
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FIGURE 3.27: RESULTS AT THE RHINE FOR CASES WITH DIFFERENT SUBLAYER MATERIALS

3.3.2.6. Thicknesses of the cover layer

The RSFD-values are respectively 1.20, 1.14, 1.06 for the standard dike! that varies in the
thickness of the sub-layer from 4 till 6 meters. This implies that an increasing sub-layer
thickness decreases the differences in safety factor between the stationary and transient state.
The thicker the hinterland the less often uplifting of the hinterland occurs. When uplifting
occurs the differences between the stationary state are larger (see the section before).

Taking all results into account it can be noted that some RSFD-values are independent of the
thickness. These are the cases where the subsoil consists completely out of clay and therefore
the thickness of the cover layer has no effect. For the cases where the subsoil consists of sand
a deflection to the horizontal axis is found (see Figure 3.28); which implies that the thicker the
cover layer the smaller the value of RSFD (there are some exceptions). All cases where the
RSFD of a thick layer is larger than the RSFD of the cases with a cover layer thickness of 3
meter; are the cases where uplifting of the hinterland occurs during the stationary state but
not during the passage of a flood wave. Under the same conditions, thicker layers show larger
differences in safety factor.

At the Meuse and at Sea a strong curvature is found to the vertical axis when viewing the time
after the peak of occurrence of the governing safety factor. When uplifting occurs, smaller
values in time are found. At the Meuse and at Sea the initial water level is higher than the
Rhine, causing uplifting of hinterland with a thickness of 3 meters to occur immediately after
the peak of the high water. In the Rhine this takes more time.
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FIGURE 3.28: RESULTS AT THE RHINE FOR CASES WITH DIFFERENT SUBLAYER THICKNESSES
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3.3.2.7. POP-value

An increasing POP-value from 0 (the POP-value of the standard dike" until respectively 30, 80
and 130 kPa results in a RSFD of 1.28, 1.22 and 1.19. This implies that higher POP values result
in lower RSFD. Looking at all results shown in Figure 3.29, indeed a deflection to the vertical
can be seen. Which implies that higher values of POP leads to larger values of RSFD. There are
some exceptions, these are the cases were both uplifting occurs during the stationary and
transient state when the POP value is 50 kPa but only uplifting occurs during the stationary
state when the POP value is higher. A stronger layer shows larger differences when the same
conditions occurs. This confirms the findings from the section 3.3.2.6. So, when both uplifting
occurs during the transient and stationary state with a POP value of 50 and 100, RSFD is higher
for the case with a POP value of 100 kPa.

Looking at the time of occurrence of the governing transient state, there are difference for
different yield stresses and a positive trend can be seen.

RSED for cases with different POP values Time af.ter P.e?k water level for cases
20 with different POP values
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FIGURE 3.29: RESULTS AT THE RHINE FOR CASES WITH DIFFERENT POP VALUES

3.3.3. Block-waves analysis

The results of the block-waves are presented in Figure 3.30 till Figure 3.33. Dike types 1, 2 and
4 show the same curvature, but the RFSD for dike type 4 is higher, followed by dike type 1 and
2. The differences for these dike types are largest when the duration is short and the height is
high. For dike type 1, 2 and 4 a curvature is found in the 2D-plots of the governing safety factor
in the transient state. This indicates that for these cases considering the duration in a
probabilistic calculation is very useful. For dike 2, the curvature decreases when the duration
increases; considering the variation of the duration in a probabilistic calculation is therefore
less useful for a sand dike when the duration is longer than two weeks. Dike type 4 is
independent of the duration of the block-waves. Therefore, is considering the duration in a
probabilistic less useful for a dike consisting completely out of clay. Further it can be noted
that for all dike type the safety factor during the stationary state increases linearly with the
height of the block-waves.

Dike type 1, the clay on sand dike; has an intrusion length that slowly increases in time due to
the low permeability of the clay. Therefore, it takes some time before the stationary state is
reached. Therefore, the RSFD is high when the block-wave is high and has a short duration.
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Dike type 1: Clay dike on sandy aquifer
3D-plot: Duration of the block waves vs P y vad
Height of the block wave vs RSFD

Contourplot of RSFD and safety factor
stationary and transient case
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FIGURE 3.30: RESULT BLOCK-WAVES ANALYSIS FOR DIKE TYPE 1

Dike type 2, where the dike body consist of sand, is not very sensitive for a transient
calculation. Sand has a high permeability, due to which the pore water pressure follows the
outer water level fast. The delay is small and the intrusion length is high. Only when the
duration of a block-wave is very short and the height is high; the pore pressures are not able
to adjust to the outer water level and a difference is found between the states. No differences
are obtained when the height of the block-wave is lower than 31.4 meters.

Dike type 2: Sandy dike on sandy aquifer
3D-plot: Duration of the block waves vs Contourplot of RSFD and safety factor
Height of the block wave vs RSFD stationary and transient case
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FIGURE 3.31: RESULT BLOCK-WAVES ANALYSIS FOR DIKE TYPE 2

Dike type 3, the clay on clay dike, is almost independent of the time for block-waves with a
duration within 10 days. The safety factor of the transient case is constant, but still small values
of RSFD are obtained. During the stationary state, relatively low pore-water pressures are
obtained at the inner toe of the dike. So, the differences in the pore water pressures at the inner
toe are not that large. The differences in pore water pressure at the outer toe, on the other hand,
are larger. But when viewing the stability of the inner toe, only the pressures at the inner side
of the dike are important. Therefore, dike type 3, is not very sensitive for a transient
calculation. Despite that in the simulated duration no stationary conditions are reached.

)

Dike type 3: Clay dike on top of clay layers
3D-plot: Duration of the block waves vs Contourplot of RSFD and safety factor
THeight of the block wave vs RSFD stationary and transient case
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FIGURE 3.32: RESULT BLOCK-WAVES ANALYSIS FOR DIKE TYPE 3
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The clay dike with a sand core on top of a sand subsoil is most sensitive for a transient
calculation. RSFD shows the highest values, which indicates that the largest differences
between the stationary and transient state are obtained for dike type 4. The clayey top layer of
dike type 4 delayed the ability of the pore water pressures in the sand core to adjust to the
outer water level. This caused the differences between the states to be high. The sand core
causes in the stationary state large pore water pressures at the inner toe. For a completely clay
dike these pore pressures are lower. Especially when the duration of the block-wave is small
or the height is high, these pressures are not reached at the inner toe. Therefore, the largest
differences are achieved for this dike type.

3.4.

Dike type 4: Clay dike with sandy core on sandy aquifer
3D-plot: Duration of the block waves vs
Height of the block wave vs RSFD

Contourplot of RSFD and safety factor
stationary and transient case
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FIGURE 3.33: RESULT BLOCK-WAVES ANALYSIS FOR DIKE TYPE 4

Conclusion

What is the influence of time dependency on the pore water pressures?

The influence of time dependency on the pore water pressures is mainly determined
by the permeability of the dike body and subsoil.

Large differences between the stationary and transient pore pressure field are obtained
for cases where both the dike body and the subsoil consist of an impermeable material
such as clay.

High and short flood waves increase the differences in pore pressure field between the
stationary and transient state.

There is a lag in the response of the pore water pressures during the passage of a flood
wave, especially the permeability of the subsoil affects the time of occurrence of the
governing hydraulic state.

What is the influence of time dependency on slope stability?

]
TUDelft

Large differences between the safety factor of slope stability of the inner slope during
a constant water level and the passage of a flood wave are obtained when uplifting of
the hinterland takes place during the stationary state and/ or during the passage of a
flood wave.

Large differences are obtained when an aquifer is present under the dike and a thin
weak clay layer is present at the hinterland.

Cases with a clayey subsoil, does not cause large differences in safety factor between
the stationary and transient state.

High and short flood waves increase the differences in safety factor when a permeable
layer is present under the dike and the dike material consist of an impermeable
material.
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In most current dike assessments only the stationary water level is investigated when is looked
at stability of the inner slope. But there are differences between the pore water pressures
caused by a constant water level (stationary pore water pressures) and during the passage of
a flood wave (transient pore water pressures). These differences cause a difference in stability
of the inner slope. Higher safety factors are found when transient pore water pressures are
used instead of stationary pore water pressures. The degree of influence of time dependency
depends on dike characteristics, flood wave characteristics (height and duration) and the
moment in time of the highest pore water pressures and lowest safety factor.

When an aquifer is present under a dike, smaller differences between the stationary and
transient pore pressures are obtained, because next to inflow form the slope also water can
flow in the dike body through the aquifer. The differences between the stationary and transient
pore water pressures are especially large for dikes where both the subsoil and the dike body
consist of an impermeable material such as clay, because both the intrusion length and the
leakage length are small caused by the small permeability of the material. Large differences in
pore water pressures cause a difference in safety factor (0-5%). But these differences are small
compared with dikes where uplifting of the hinterland takes place during the stationary state
and/ or during the passage of a flood wave (20-200%). Uplifting is of importance, when an
aquifer is present under the dike and a thin (thinner than 5 meters) weak (low POP values)
hinterland is present. The presence of a ditch can increase the difference in safety factor
because the hinterland thickness is decreased at the place of the ditch, which increased the
possibility of uplifting.

Also, a sand core increases the differences in safety factor compared to a clayey core (factor
1.2- 1.7). Because during the permanent water level, the pore pressure at the toe are larger for
the sand core and the pore pressures are about the same during the passage of a flood wave.
The presence or absence of a foreshore has hardly influence on the differences in safety factor.

Time dependency also causes the governing hydraulic state, which results in the lowest safety
factor looking at slope stability, to not occur simultaneously with the maximum outer water
level. There is a lag in the response of the pore water pressures during the passage of a flood
wave, the time of the response is longer and the response is damped. The larger the
permeability of the soil the smaller these effects. And the governing hydraulic state is achieved
earlier in time when there is flow from the aquifer into the dike next to inflow through the
slope. Also, the presence or absence of a foreshore influences the time of the occurrence of the
lowest safety factor during the passage of a flood wave.

Considering the height and duration of a flood wave the differences in pore pressures between
the two states are largest when the duration is short and the flood wave is high. When the
duration is short, the leakage length in the aquifer cannot fully develop; causing these large
differences. This is only the case when a permeable layer is present under the dike and the
dike consist of an impermeable material. When the subsoil consists completely out of an
impermeable material such as clay, the differences are almost independent on the duration of
the flood wave. When the dike body consist of a permeable material such as sand, the pore
water pressures easily adjust to the pressures of the flood wave. So, the safety factor comes
close to the safety factor of the stationary state. Therefore, a sand dike is only of interest in a
transient calculation for the really high and short flood waves.

s _
T U D e | ft Master thesis ‘H..{I

CONSULTANTS



August 2019 Correlation analysis between flood wave

variables and dike stability: Goal

4. CORRELATION ANALYSIS BETWEEN FLOOD
WAVE VARIABLES AND DIKE STABILITY

4.1. Goal

A flood wave can be described in a simplified way by several variables, the shape variables.
The influence of the different flood wave shape variables on the stability of the inner slope is
investigated in sub-question 3. The goal of sub-question 3 is to know which duration and
height shape variables affect the stability most. With this information, the shape variables can
be used to calculate the probability of failure (see Chapter 5). To answer this question, a large
number of floods from the GRADE dataset are simulated with SEEP/W and SLOPE/W to
calculate the stability safety factor. Then, a correlation analysis is performed between the shape
variables of the flood waves from the Rhine and the Meuse and the safety factors of different
dike types. The safety factor is fitted using different shape variables, to check if there is indeed
a relation between the safety factor and the shape variables. Probability density functions are
used to describe the shape variables that affect the safety factor the most. These functions can
be used in a probabilistic calculation. The detailed steps to reach these are given in Figure 4.1.

River Rhine

hydrograph of the
water level (GRADE)

PP
(" River Meuse )

River Meuse
hydrograph of the
water level (GRADE)

Fwn

4 Standard dikes

Define shape
paramcters

" SEEPW &
SLOPE/W

—>| Corrclation analysis

Shape variable with
highest correlation,
XR and Xng

Shape variable with
highest partial

Probability density
functions

Fit function
FoSRhine( XR,YR) &
FOSMeube(XM:YM)

[\ M v Factor of safcty for correlation, YR and
M - \\ inner slope stability Ym —
N —

FIGURE 4.1: OUTLINE TO ANSWER SUB-QUESTION 3
4.2. Method

4.2.1. Dike cross-section

For this sub-question again the four dike types of sub-question 1 and the block-wave analysis
are investigated, see Figure 3.10 of the Chapter before.

4.2.2. Hydraulic boundary condition

In this analysis GRADE discharge datasets (version of 2015) from the Rhine and the Meuse are
used, which are simulated with the method described in section 2.4.2.2. The GRADE dataset
has a length of 50000 years and contains daily discharges. The GRADE dataset is still being
improved; datasets used in this thesis can differ from current datasets. In a previous research
performed by Pol and Barneveld (2016), Rhine flood waves are selected from the GRADE
dataset. In another research performed by Pol (2014) flood waves are selected in the Meuse.
The flood waves with a peak discharge above respectively the 11000 m?3/s and 2800 m?/s at
Lobith and Borgharen are chosen. These flood waves are estimated to have a return period of
50 years or higher. In the research of Pol (2014) and Barneveld and Pol(2016); the discharge
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flood waves are transformed into hydrographs of the water levels at different location along
that river with the use of SOBEK. At Lobith 1557 flood waves are investigated and at
Borgharen 1486 flood waves. The flood waves are shown in Figure 4.2 and Figure 4.3. For more
information about the selection and the SOBEK calculation is referred to the researches of Pol
(2014) and Barneveld and Pol (2016).

Selected water level curve at Lobith Selected water level curve at Borgharen

Waterlevel compared to NAP [m]
Waterlevel compared to NAP [m]

40
8
6 38
0 5 10 15 o) -] 0 00 25 50 75 100 125 150 175 200
Time [days] Time [days]
FIGURE 4.2: 1557 SELECTED FLOOD WAVES FIGURE 4.3: 1485 SELECTED FLOOD WAVES
AT LOBITH AT BORGHAREN

4.2.3. Pore pressure field model

The pore pressure field is modelled with the use of SEEP/W. For more details is referred to
section 3.2.4 and an overview of the input of SEEP/W is given in Appendix G. Input SEEP/W. It
is chosen that 75 waves can reach higher than 1 meter below the crest. This are in the Rhine
the waves higher than 16 meters + NAP and for the Meuse are the waves higher than 46 meters
+ NAP. The initial state is the same for all waves and is set to the first value of the flood waves,
which is constant 8.75 m + NAP for the waves from the Rhine and 38.71 m + NAP for the waves
from the Meuse. The value is indicated in the Figure 4.4.

95% of the highest waves:

- Rhine: 33.5 m with respect to bottom (16 m +NAP)
- Meuse: 33.5 m with repect to bottom (46 m + NAP
T T Rhine
Meuse

071m=——=—729m

0.575'"' —_—725m

Initial state:
- Rhine: 26.25 m with respect to bottom (8.75 m +NAP)
- Meuse: 26.21 m with repect to bottom (38.71 m + NAP

FIGURE 4.4: INITIAL STATE BEFORE THE PASSAGE OF A FLOOD WAVE

4.2.4. Slope stability model

The lowest safety factor for stability of the inner slope during the passage of the flood wave is
calculated with the use of SLOPE/W. For more details is referred to section 3.2.5 and an
overview of the input of SLOPE/W is given in Appendix H. Input SLOPE/W.
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4.2.5. Correlation analysis

A correlation analysis is performed to find two variables that can be used to describe the lowest
safety factor during the passage of a flood wave. The first variable that is used, is the shape
variable that has the highest correlation with the safety factor. The second variable is the
variable that has the highest partial correlation with the safety factor corrected for the effect of
the first variables. These two variables are used to predict the lowest safety factors in time.
Also, the probability density function of these variables is determined.

4.2.5.1. Shape variables

All flood waves are expressed in the variables given in Table 4.1. A similar method is used in
a research of Pol (2014). All shape variables are shown in Figure 4.5 and are explained in this
section. The maximum local water level is calculated with equation 4.1 and indicates the peak
of the flood wave with respect to the bottom of the model.

hmax = max(h) 4.1

The duration of the local water level is defined as the time that the water level is higher than
a certain threshold. Secondary peaks are added to the duration. Four different thresholds are
investigated and are calculated with formula 4.2 till 4.9. The level ‘L’ is set to a value with a
return period of 10 years. This value is estimated with the use of HydraNL and is equal to
15.286 meters (32.786 with respect to the bottom of the model) at Lobith and equal to 44.048
meters (31.548 meters with respect to bottom of the model) at Borgharen.

L= hreturnperiod=1/10 year 42
Lgsg, = 0.85(hmax — he=1 day) + hi=q day 4.3
Lsog, = 0.50(Mmax — he=1 day) + hi=q day 4.4
Lo = h¢=4 day 4.5

The area above a certain threshold and the flood wave is calculated with the trapezium rule.
Hours are used as timesteps, see equation 4.6.

tmax

1
Ay ) ma(5 Gy + b = 28 6 = o), o) 46

i=1
The relative area is calculated with formula 4.7.

AL

=— 4.7
DL(hmax - hL)

RA,

Also, a variable is introduced (n) to see how many peaks a flood wave has, see equation 4.8.
This variable is calculated by dividing the duration at a certain threshold through the total
time window of the peaks (see Figure 4.5). A value of one indicates that there is just one peak.

=7 4.8

nyp
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Height [m]

Example flood wave shape variables

Example flood wave shape variables

150

Height [m]
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FIGURE 4.5: ILLUSTRATION OF THE SHAPE VARIABLES FOR TWO DIFFERENT FLOOD WAVES

TABLE 4.1: ANALYSED FLOOD WAVES SHAPE VARIABLES

Symbol | Definition Unit
Rmax Maximum water level L
Dy The duration above the level after 24 hours (total duration) T
D, The duration the water level is higher than a chosen level L, h = L T
D5y The duration that the water level is higher than the level h = 0.5h,,,4, T
Dgso, The duration that the water level is higher than the level h = 0.85h,4, T
Ao The area above the level after 24 hours (total area) L2
AL The area above the level h= L m L2
Asoy, The storm area above the level h= 0.5h,,, L2
Agsy, The storm area above the level h = 0.5 hy, 4 L2
RA, Ay divided by the product of the total duration and maximum water level -
RA, A, divided by the product of D, and hy;4, relative tolevel h = L m -
RAsgy, Asgy, divided by the product of Doy, and Ry,q, relative to level h = 0.5h,,4, -
RAgsy, Vs, divided by the product of Dgse, and Ay, relative to level h = 0.85h,,4, -
n Duration above a certain threshold, h = L, divided by the total duration -
Ns00, Duration above a certain threshold, h = 0.5h;,4,, divided by the total duration -
Ngs, Duration above a certain threshold, h = 0.85h,,,,, divided by the total duration -

4.2.5.2. Selection first variable, X

The correlation coefficients between the shape variables and the lowest safety factor during a
flood event are calculated with Spearman (4.9). In the Spearman equation are x; and p; ;qx the
rank of respectively X and FoS with n as the sample size. The advantages of this method are
that non-linear relations are indicated and outliers can be dealt with. Scatterplots and rank
scatterplots are made to get insight in the distributions of the correlation between the variables
(see Figure 4.6). The shape variable with the highest correlation with the governing safety
factor is chosen as first variable. The variables for the Rhine and Meuse can differ and it can
also differ per dike type, but this is not preferred because that makes comparisons of the results
more difficult.

ps(X,FoS) =1—
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Dike type 1 Dike type 2 Dike type 3 Dike type 4
Scatterplot Meuse Scatterplot Meuse Scatterplot Meuse Scatterplot Meuse
Spearman correlation =-0.672 Spearman correlation =-0.6%6 Spearman correlation = -0.369 Spearman correlation =-0.674
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FIGURE 4.6: EXAMPLE SCATTERPLOT FOR DIFFERENT DIKE TYPES

4.2.5.3. Selection second variable, Y

The second variable is selected based on the partial correlation coefficient, see equation 4.10.
This variable shows the correlation between the factor of safety for inner slope stability and
the variable Y, given the condition X. The variable with the highest value is chosen as second
variable. In this way it is considered that a second variable can improve the prediction of the
safety factor. When two flood wave variables have the same partial correlation coefficient, the
variable with the lowest correlation with the first variable is preferred; because independent
variables are ideally used to calculate probabilities of failure. Probabilities of failure are
calculated in the probabilistic analysis in Chapter 5. An example of the partial scatterplot is
shown in Figure 4.7.

Y,FoS) — ps(Y,X) x ps(FoS, X
(Y, FoS|X) = ps(Y, FoS) — ps(¥, X) X ps( ) 410
J1=ps(Y,X)2 x /1 — ps(FoS, X)2

Conditional scatterplot at Lobith
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FIGURE 4.7: EXAMPLE PARTIAL SCATTERPLOT

4.2.6. Probability density function

The cumulative distribution functions (CDF) and probability density functions (PDF) of the
two variables followed from the correlation analysis are estimated. A histogram is made (2 for
the variables at Lobith and 2 at Borgharen) and different probability density function are fitted.
In Appendix K. univariate probability distributions, the functions of the distributions are shown.
The root mean square error is calculated for all distributions. The distribution where the
frequency line results in the smallest error is chosen to be the PDF of that variable. In this way,
the function describes the tail of the data accurate. The PDF is used later in this research to
calculate the probability of failure.
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4.2.7. Response surface plot

With the use of the variables that follows from the correlation analysis, a function that predicts
the governing safety factor is fitted. This is done for the Rhine and the Meuse and for the four
dike types, so in total 8 functions are fitted. Second degree polynomials are used to fit the
safety factor with, see equation 4.11. This concept of estimating the optimal response is called
response surface and was introduced by George and Wilson in 1951. The reliability of the fit
is checked by calculating the RMSE. The function of the safety factor is only an approximation
and is used to show that the safety can be described with the chosen variables. The function is
also used to estimate the duration and the height of the flood waves that results in a safety
factor of 1. The function is not used in the next Chapters of the research.

FoS(X,Y) = poo + p1oX + po1Y + p11 XY + ppoX? + popY? 4.11

4.3. Results

First the results of the correlation analysis and the partial correlation analysis are discussed.
Secondly, the results of the statistical functions and the response surface are presented. When
in this section is spoken about a value of a correlation coefficient, the absolute value of the
correlation coefficient is meant.

4.3.1. Correlation analysis

The spearman correlation coefficients between the shape variables and the safety factors for
the different dike types are shown in Table 4.2. The duration at a level ‘L’ (variable D;) has the
highest correlation with the safety factor for all dike types and for both locations, see Figure
4.8. Also, the area above the level ‘L’ (variable A;) and the relative total area (variable RA4,) has
a high correlation with the safety factor. Therefore, these three variables are investigated in
the partial correlation analysis. The maximum peak height is an intuitive variable; therefore,
this variable is also investigated in the partial correlation analysis. All results of the correlation
analysis are presented in: Appendix L. Results correlation analysis, safety factor.

TABLE 4.2: SPEARMAN CORRELATION BETWEEN VARIABLES AND THE SAFETY FACTOR

Average Dike type 1 Dike type 2 Dike type 3 Dike type 4

Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse

Ronax -0.39 -0.43 -0.38 -0.56 -0.40 -0.41 -0.14 -0.43 -0.38
Dy 0.05 0.12 -0.01 0.08 -0.06 0.12 0.03 0.11 -0.01
D, 0.70 -0.76 -0.67 -0.87 -0.70 -0.76 -0.37 -0.76 -0.67
D5 -0.46 -0.63 -0.32 -0.62 -0.35 -0.64 -0.14 -0.64 -0.32
Dgs -0.50 -0.65 -0.38 -0.71 -0.44 -0.63 -0.16 -0.65 -0.38
Ay -0.03 -0.08 0.04 -0.13 -0.01 -0.09 0.08 -0.09 0.04
Ap -0.64 -0.65 -0.67 -0.78 -0.71 -0.65 -0.34 -0.65 -0.67
Asp -0.15 -0.21 -0.09 -0.26 -0.14 -0.22 0.02 -0.22 -0.09
Ags -0.10 -0.10 -0.10 -0.18 -0.16 -0.11 0.02 -0.10 -0.1
RA, -0.56 -0.73 -0.44 -0.71 -0.45 -0.73 -0.23 -0.74 -0.44
RA; 0.25 0.53 -0.04 0.60 -0.09 0.52 -0.02 0.53 -0.04
RAs, -0.16 -0.07 -0.28 -0.11 -0.30 -0.05 -0.1 -0.06 -0.28
RAgs 0.30 0.59 0.00 0.57 0.00 0.55 0.07 0.59 0.00
n 0.11 0.20 0.04 0.20 0.00 0.19 0.03 0.20 0.04
Nso0 0.08 0.15 0.06 0.10 0.02 0.15 -0.02 0.15 0.06
Ngsy, 0.15 0.26 0.06 0.20 0.05 0.22 0.04 0.27 0.06
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Dike type 1 Dike type 2 Dike type 3 Dike type 4
Scatterplot Rhine Scatterplot Rhine Scatterplot Rhine Scatterplot Rhine
Spearman correlation =-0.763 Spearman correlation =-0.868 Spearman correlation = -0.76 Spearman correlation = -0.761
2000000 * 2000000 * 2000000 * 200000 *
1750000 1750000 1750000 L 5 1750000
1500000 1500000 1500000 . , ! L4 1500000
.
o 1250000 = 1250000 & 1250000 ! . & 1250000
= ] ] - o
2 1000000 8 1000000 2 1000000 & 1000000
.
.
750000 750000 750000 = 750000
.
500000 500000 500000 L I 500000
250000 5 250000 5 250000 L 250000
145 150 155 160 165 170 175 165 170 175 180 185 1778 1779 1.780 1.761 1.762 1.783 1.784 1.785 13 14 15 16
Factor of safety Factor of safety Factor of safety Factor of safety

FIGURE 4.8: CORRELATION PLOTS BETWEEN DL AND THE SAFETY FACTOR FOR DIFFERENT
DIKE TYPES AT LOBITH

The duration of a flood wave has a bigger impact on the safety factor than the height of a flood
wave, because the correlation coefficients of the height are significantly lower than the
correlation coefficients of the duration. The duration is of influence in a clay dike, because the
response of the pore water pressures (5 days) is somewhat delayed through the low hydraulic
conductivity of the clayey material (see Chapter 3). In the sand on sand dike the response is
more instantaneously (within 3 days). Therefore, the correlation between the safety factor and
the maximum height is somewhat higher for a sand on sand dike compared to the other dike
types; but still the influence of the duration is higher than the height of the flood wave. To
explain the correlation coefficients, the results of the governing safety factor followed from the
block-wave analysis are combined with the height and duration shape variables of the
correlation analysis (hy,4, and Dy ), see Figure 4.9.

Block wave results combined with the shape varibales of the Rhine and Meuse
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FIGURE 4.9: CONTOUR PLOT OF THE GOVERNING SAFETY FACTOR FOLLOWED FROM THE
BLOCK-WAVE ANALYSIS COMBINED WITH THE hy,,, AND D, OF THE RHINE AND THE MEUSE
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The duration is of influence when the contour lines in Figure 4.9 deflect to the vertical axis
and the maximum height is of influence when the lines deflect to the horizontal axis. For all
dike types can be seen that the duration is of importance for the high waves and the height is
of influence for the longer waves.

Looking at the sand on sand dike (dike type 2), flood waves with a duration shorter than 2
days do not affect the stability of the inner slope, because of the storage capacity of the soil
delays the response. For these short waves, the safety is determined by the initial water level.
The same holds for flood waves with a height less than 31.4 meters. Further can be seen in
Figure 4.9, that the duration is hardly of influence after 8 days. So, the waves within a duration
of 2-8 days are affected by the duration. 67% (based on D;) of the investigated waves in the
Meuse lies between this range, in the Rhine this percentage is 83%. The large amount of
relatively short waves causes the high correlation with the duration. The correlation in the
Rhine is also somewhat higher, since the amount of wave between this range is higher. The
correlation with the maximum wave height is mainly determined by the waves with a longer
duration (more than 14 days). From Figure 4.10 can be concluded that 2% of the waves at the
Rhine have a duration longer than two weeks while in the Meuse this is 1% of the waves. The
low number of long waves cause the low correlation with the maximum wave height. Because
the number of waves with a long duration is higher in the Rhine, the correlation with the peak
height is higher in the Rhine. Note that only the flood waves with a return period of at least 50
years are considered. The variation in the maximum water height is not that large. Therefore,
it is less suitable to indicate the correlation with.

Duration flood waves at Borgharen and Lobith Height flood waves at Borgharen and Lobith
030
B Lobith 5 BB 1obith
025 Borgharen Borgharen
4
0.20
= B
T 015 7
c =
a -]
=] =] 2
010
005 1
000 - 0o - = - -
5 10 15 20 30 M5 320 3-S5 BP0 IS5 M0 M5 5O
Duration flood wave [days] Height flood wave [m)]

FIGURE 4.10: DURATION (D,) AND HEIGHT (hy,q) OF WAVES IN THE RHINE AND THE MEUSE

From the block-wave analysis of the clay on clay dike follows that the stability is almost
independent of the flood duration and height, because the transient safety factor is 1.74-1.75
for all investigated heights and durations. Still a high correlation is obtained between the
duration in the Rhine and the safety factor. A duration within the 6 days do not affect the
safety factor of the inner slope. There is little flow through the subsoil in the dike body, causing
a large delay in the response of the pore pressures. Within these days the safety factor is
determined by the initial water level. It takes more time before the duration influences the
safety factor compared to the other dike types; especially for the lower waves this takes more
time. The amount of short waves causes the correlation with the Meuse flood waves to be
lower than the Rhine flood waves. There are more short and low flood waves present in the
Meuse (see Figure 4.10).
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The clay on sand dikes (type 1 and 4), have similar correlation coefficients between the safety
factor and the shape variables. Also, the correlation of the clay on sand dike is in the same
order as the clay on clay dike. While it is expected that a height of a flood wave has more
influence on the clay on sand dikes, because the aquifer is saturated and reacts fast (2-3 days)
to the increased pore pressures of the flood wave. But also, for dike type 1 and 4, the height
of a flood is especially of influence for the longer waves. This amount of waves is limited and
mainly short high waves are present (for which the duration in particular affects the safety
factor). Therefore, the correlation is in the same order as the clay on clay dike.

Further, the variable that indicates the number of peaks of a flood wave (n), is not a good
predictor of the safety factor, because the correlation coefficient with the safety factor is low.

4.3.2. Partial correlation analysis

From the partial analysis performed using the four variables D;, A;, RAg and hyy,q, (Appendix
N. Results partial correlation analysis), follows that the combination (h,q4y, Dso) and (RAg, hinax)
can be used to predict the safety factor. The results are shown in Table 4.3. Partial correlations
of other variables are also high, but they also have a high correlation with the first variable.
This is not preferred, because independent variables can be used in a probabilistic calculation.
The correlation ps hine(Amax,Dso) = 0.25, psmeuse (hmaxDso) = 0.1, psrhine (Amax, RAo) =
0.25 and ps yeuse (Amax» RA4¢) = 0.21. Because these correlations are relatively low, they are
assumed to be independent. The two combinations are further investigated. Figure 4.11 shows
the partial plot between the duration and the safety factor given the maximum height. All
results of the partial correlation analysis are presented in Appendix M. Results correlation
analysis, variables; and Appendix N. Results partial correlation analysis.

Conditional scatterplot at Lobith
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FIGURE 4.11: PARTIAL SCATTERPLOT BETWEEN DL THE SAFETY FACTOR GIVEN A0

TABLE 4.3: PARTIAL CORRELATION BETWEEN THE FOS, DL AND THE SHAPE VARIABLES

Average Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine Meuse
ps(RAy, FoS) -0.56 -0.73 -0.44 -0.71 -0.45 -0.73 -0.23 -0.74 -0.44
Ps(Rmar, FOS|RAY) | -0.34 037 | 033 | 055 | -035 | 035 | 009 | 037 | -033
s (Ranax, FOS) 039 043 | 038 | 056 | -040 | -041 | -014 | -043 -0.38
0s(Ds0, FOS|hmax) -0.43 -0.60 -0.28 -0.60 -0.31 -0.61 -0.12 -0.61 -0.28
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4.3.3. Safety factor fit

A second-degree polynomial (other functions were also tested but did not provide a better
prediction) can be used to describe the safety factor using the maximum height in combination
with the duration or the relatively area. Also, a second-degree polynomial is fitted using one
variable; just Dy, A} or RAy. The prediction is better for the events from the Rhine than for the
Meuse, because the correlations for these events are higher.

Table 4.4 shows the RMSE of the different fits. The RMSE is lowest when only the duration at
alevel L is used to predict the safety factor with. The variation in the maximum height is small,
because only the events are chosen with a return period of at least 50 years. The function does
not hold anymore when waves with a lower return period are used. Therefore, a variable is
preferred that includes the maximum wave height. The RMSE is lower for the fit based on the
maximum height and the relatively total area, but the differences in RMSE are small. The
combination of the maximum height and the duration is preferred, because these are intuitive
variables. Therefore, it is decided to use these variables in the probabilistic calculation
performed in Chapter 5. The RMSE is lower when the variation in safety factor is lower. This
variation is small for the clay on clay dike, therefore low RMSE values are obtained. An
example of the fit is shown in Figure 4.12. When the fit is extrapolated till the factor of safety
is lower than 1, very high flood wave heights and duration are found. These events are rare,
which indicates that the chosen theoretical dikes are too safe. This is caused by the relatively
low permeability of the sand layers under the dike. All results of the fits through the safety
factors based on the shape variables are presented in: Appendix O. Results safety factor fits.

TABLE 4.4: RMSE FIT BASED ON HMAX AND D50 & HMAX AND RA0

Fit Hmax & D50 | Fit Hmax & RAO Fit DL Fit AL Fit RAO
Rhine Meuse Rhine Meuse Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Dike type 1 | 0.0356 | 0.0382 | 0.0317 0.037 0.0325 | 0.0344 | 0.0391 | 0.0345 | 0.0345 | 0.0385
Dike type 2 | 0.0207 | 0.0346 | 0.0181 0.0333 0.0162 | 0.0302 | 0.0199 | 0.0297 | 0.0233 | 0.0352
Dike type 3 | 0.0007 | 0.0011 0.0006 0.0011 0.0006 | 0.0011 | 0.0007 | 0.0011 | 0.0006 | 0.0011
Dike type 4 | 0.0388 | 0.0362 | 0.0346 0.035 0.036 | 0.0326 | 0.0433 | 0.0328 | 0.0375 | 0.0364
Average 0.0257 0.0239 0.0230 0.0251 0.0259

TABLE 4.5: EXTRAPOLATED HEIGHT AND DURATION FOR WHICH THE SAFETY FACTOR IS 1

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
hmax | 36.5m 355m 374 m 35.7m 61.2m 62.7 days 355 m 353 m
Dsy | 37.6days | 27.9days | 35.2days | 25.2days | 188 days | 216.7days | 31.0days | 27.9 days

Safety factor

14 .
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Predicted

Safety factor

14 .
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95% safety factor

95 % safety factor

—— 5 % safety factor 5% safety factor
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FIGURE 4.12: SAFETY FACTOR FIT AT LOBITH FOR DIKE TYPE 1
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4.3.4. Probability density functions

A generalized Pareto function is used to describe the maximum water level at Lobith. At
Borgharen a Student’s t function is used. The duration halfway the flood wave (Ds() can be
described using a Weibull minimum function at Lobith or a Student’s t function at Borgharen.
The fits are shown in Figure 4.13 till Figure 4.16. The probability density is chosen in such a
way, that the RMSE of the frequency line is small. Appendix P. Probability density functions
shows the frequency lines and the cumulative distribution functions. Note, only the events are
included with a return period of at least 50 years.

PDF curve for hmax, RMSE: 0.388 PDF curve for D50, RMSE: 0.015
7 —— Predicted 01a —— TPredicted
6 EEE  Actual 0.12 E  Actual
5 0.10
%‘4 %u.ua
£ £
2 0.04
1 0.02
031 0 35 30 25 330 335 340 M5 35O oo 10 15 2 -
hmax [m] D50 [days]
FIGURE 4.13: GENERALIZED PARETO, FIGURE 4.14: WEIBULL MINIMUM, LOBITH,
LOBITH, B= 5.5, LOC= 32.4 AND SCALE= 0.62 C=1.8 LOC=7.4 AND SCALE= 8.3
PDF curve tor hmax, KMSE: U157 PDF curve for D50, RMSE: 0.0139
—— Predicted 8175 —— Predicted
20 BN Actual 0150 EE  Actual
0125
%mw
E 0075
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0.025
35 20 25 B’o 35 30 0000 00 25 50 75 00 125 180 175
hmay [m] D50 [davs!
FIGURE 4.15: STUDENT’S T, BORGHAREN, FIGURE 4.16: STUDENT’S T, BORGHAREN, T=
T=7.59, LOC= 33.04 AND SCALE= 0.19 4.8E+7, LOC=8.63 AND SCALE= 2.99

4.4. Conclusion

Which Rhine and Meuse flood wave shape variables affect the stability of the inner slope?
The duration affects the stability most when the response to the increased pore water pressures
is delayed caused by the hydraulic conductivity of the material. For example, a clay on clay
dike is most affected by the duration of the flood event. The influence of the height of a flood
wave on the stability increases when the soil is permeable, because the delay in response
decreases. For example, a sand on sand dike reacts instantaneously to the flood wave, when
the sand material is partly saturated. If the dike is dry before the passage of a flood wave,
again the response is damped through the phreatic storage capacity of the material. Dikes with
a low degree of saturation are therefore also more affected by the duration than the height of
a flood wave. Also, the shape of the flood wave affects the influence of the height and duration
of the flood wave on the stability of the inner slope. The influence of the duration increases for
flood waves with a really short duration of the high water. The influence of the height increases
for the longer waves. Both in the Rhine and Meuse, the amount of short waves (< 7days) is
high (80-90%), which also increases the influence of the duration on the stability.

The safety factor can be approximated with a second-degree polynomial using the duration
halfway a flood. Adding the maximum height of a flood improves the approximation.
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PROBABILISTIC ANALYSIS USING TRANSIENT
AND STATIONARY PRESSURES

5.

5.1. Goal

In this Chapter the effect of time dependency on the probability of failure of slope stability is
investigated. Three states are investigated; a transient pore pressure field, a stationary pore
pressure field and a variant on the stationary pore pressure field. In the variant on the
stationary pore pressure field the pore pressure field is calculated using the simplifications of
WBI (2017). In the simplification, the permeability of the material is not considered directly.
WBI (2017) makes a distinguish between sand or clay. The probability of failure of the transient
calculation is compared with the probability of failure of the stationary calculation to answer
sub-question 4. Finally, the transient calculation is compared with the variant of the stationary
calculation to answer sub-question 5.

The goal of sub-question 4 is to understand the differences in safety factor between taking the
shape of a flood wave into account or not and to study the effect of the uncertainties in the
shape of the flood wave, the permeability and strength of the material. To answer this question
a probabilistic analysis is performed using stationary and transient water levels. In both
analyses the permeability and the strength of the material are varied; the shape of the flood
waves is varied in the transient analysis. The total probability of failure by considering the
probability of occurrence of an event is determined, the influence of the uncertainties on the
probability of failure is quantified and the main variables that has the greatest effect on the
probability of failure are determined.

The goal of sub-question 5 is to understand whether the simplification of WBI (2017) leads to
an underestimation or overestimation of the probability of failure. Therefore, a probabilistic
analysis is performed varying in the strength of the material using the pore water pressures
according WBI (2017). The results of the probabilistic analysis are compared with the results
of the transient probabilistic analysis, where also is varied in the flood wave variables and the
permeability of the material. The detailed steps to answer sub-question 4 and 5 are provided
in Figure 5.1

Transient :

: e
Permeability " SFEP/W & Time dep_endgnt \/Iinimurr_] fa_ctor of Failure\prqba_bility
parameters 1o SLOPE/W factor of safety inner safety in time & sensitivity ‘pore water !
: slope stability | o parameters : pressures
) Failure probability Jv ‘Stationa
Flood wave L SEEP/W & - Factor of safety inner T , ¥
arameters ! g SLOPE/W slope stability & sensitivity ;pore water |
para S pe stabrity parameters ; pressures
: . Variant
Strength parameters : Factor of safety inner Fal]&l‘;gg}ﬁ:ﬁ;}ity ;?:;?;‘2;
5 ; according WBI slope stability parameters  Prescives
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FIGURE 5.1: OUTLINE TO ANSWER SUB-QUESTION 4 AND 5
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5.2. Method

5.2.1. Dike cross-section

From sub-question 3 follows that the four different dike types are too safe. Therefore, the four
dikes types of sub-question 1 are adjusted to get lower safety factors. The slopes of the dikes
are changed from 1:3 to 1:2.5, the permeability of the sand is increased from 2.3 X 107> to
2.3 %x107* m/s and of the clay from 5.8 x 1077 to 1 X 107° m/s. The new dimensions are
shown in Figure 5.2.

[ sand @ Clay O water

Sand

K, =23x%x10"*m/s y = 20 kN/m?
n =043 . = 0.045
-0 $ = 30°

FIGURE 5.2: NEW LEVEE CROSS-SECTIONS WITH USED MEAN VALUES

5.2.2. Hydraulic boundary condition

The same GRADE discharge datasets are used as in Chapter 4 (see section 4.2.2). In previous
research performed by Pol (2014) and Barneveld and Pol (2016), flood waves are transformed
into hydrographs of the water level with the use of SOBEK. The shape of the flood waves is
used for the Rhine at Lobith and in the Meuse at Borgharen. The flood waves with a return
period of at least 50 year are expressed in the maximum height (h;,4,) and the duration
halfway the height of the flood wave (Ds(). From Chapter 4 follows that these flood wave
variables can be used to describe the safety factor. The probability of failure is estimated as a
function of the duration and height of the flood waves. To reduce the calculation time, 25
hydrographs are selected for the Meuse and 25 hydrographs are selected for the Rhine. The
events are chosen in such a way that it represents the whole dataset. This is done by defining
5 equal probability classes for hy,,, between the minimum and maximum value and 5 equal
probability classes for Dsq. After that, the matrix is filled with events which satisfies both
conditions (see Table 5.1 and Table 5.2). If more events fulfilled the conditions, one of them is
chosen randomly. This result in 25 Rhine floods waves and 25 Meuse flood waves, see Figure
5.3.
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TABLE 5.1: SELECTED FLOOD WAVES IN THE RHINE AT LOBITH
B s dbrs D5, class

8.38 —13.17 day

13.17 —16.1 day

16.1 — 20.08 day

20.08 — 21.13 day

21.13 — 25.08 day

33.02-33.17m

Event nr. 10318

Event nr. 10774

Event nr. 12393

Event nr. 15651

Event nr. 49032

33.17-33.26m

Event nr. 10037

Event nr. 10107

Event nr. 11834

Event nr. 11812

Event nr. 16976

33.26 —33.45m

Event nr. 10077

Event nr. 10572

Event nr. 10639

Event nr. 12457

Event nr. 1519

33.45—-33.86m

Event nr. 11136

Event nr. 11670

Event nr. 1147

Event nr. 11836

Event nr. 13046

33.86 —33.16m

Event nr. 27484

Event nr. 16842

Event nr. 10940

Event nr. 11989

Event nr. 1711

TABLE 5.2: SELECTED FLOOD WAVES IN THE MEUSE AT BORGHAREN

D5, class
H 4, class
217 —4.71day 4.71 — 8.48 day 8.48 —9.24 day 9.24—-11.79day | 11.79 —14.88day
32.25-3291m Event nr. 86 Eventnr. 2 Eventnr. 8 Event nr. 32 Event nr. 39
3291 -33.12m Event nr. 297 Eventnr. 0 Event nr. 20 Event nr. 34 Event nr. 72
33.12—-33.35m Eventnr. 16 Event nr. 30 Event nr. 10 Event nr. 101 Event nr. 427
33.35-335m Event nr. 62 Event nr. 94 Eventnr. 6 Event nr. 156 Event nr. 1359
33.5—-33.74m Event nr. 691 Event nr. 395 Event nr. 212 Event nr. 65 Event nr. 816
Selected water level curve at Lobith Selected water level curve at Borgharen
34
E E®
2o =)
Z Z
£ £ 3
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FIGURE 5.3: 25 SELECTED FLOOD WAVES AT LOBITH AND BORGHAREN

5.2.3. Pore pressure field model

Both the transient and stationary pore pressure fields are modelled with the use of SEEP/W.
For more details is referred to section 3.2.4 and 4.2.3 and an overview of the input of SEEP/W
is given in Appendix G. Input SEEP/W. These calculations depend on the permeability of the
material.

The variant of the stationary pore pressure field is modelled using the simplification of WBI
(2017), for which no software is needed. The procedure to calculate the pore pressures is
summarized in section 2.4.3. For the detailed description of the procedure is referred to
‘Veiligheidsbeoordeling WBI2017'. An example of the differences in pore water pressures is
shown in Figure 5.4.

For the clay dike with a sand core the phreatic surface cannot be drawn correctly in SLOPE/W,
therefore the phreatic surface is drawn as shown in the figure right below (red is the correct
way). It is assumed that this difference will not cause large differences in the results, because
only the stability of the inner slope is considered and at this side of the dike the pore water
pressure hardly differs. The variant of the stationary pore pressure field is independent of the
permeability of the material, WBI (2017) only makes a distinguish between sand and clay.
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Transient pore pressure field Staionary pore pressure field Variant stationary pore pressure
(SEEP/W) (SEEP/W) field (WBI)

FIGURE 5.4: PHREATIC SURFACE CALCULATED WITH SEEP/W (FIRST AND SECOND LEFT) AND
CALCULATED USING THE METHOD OF WBI (2017) (RIGHT)

5.2.4. Slope stability model

Both the stability of the dikes using the transient pore water pressures and the stationary pore
water pressures (two variants) are calculated with the use of SLOPE/W. For the transient
calculation, this results in a safety factor in time. The lowest value is chosen. The stationary
calculations result in one safety factor. For more details is referred to section 3.2.5 and the input
of SLOPE/W is given in Appendix H. Input SLOPE/W.

5.2.5. Probabilistic analysis

A probabilistic calculation is performed to assess the probability of failure per flood wave. In
the transient calculation is varied in flood waves, permeability and strength of the material. In
the stationary calculation also the flood waves, permeability and the strength are varied. Only
the maximum height of each flood wave is used, because the duration has no impact on the
failure probability in a stationary calculation. In the variant of the stationary calculation only
the flood waves (the maximum height of the wave) and the strength of the material are varied.

The flood waves, pore water pressure and soil strength are assessed probabilistically with the
Monte Carlo method. A python model is made that couples the variation of the different
stochastic variables to the calculations executed in SEEP/W and SLOPE/W. To model spatial
variation, ideally a variogram is used that depicts the spatial correlation. The spatial
correlation is unknown, therefore not included in the model, so the soil is modelled
homogeneous.

5.2.5.1. Stochastic variables

Based on a calibration study of Kanning ef al (2016), the strength stochastic variables that affect
the safety factor the most are chosen. For clayey material these are the normally consolidated
undrained shear strength ratio (S), the strength increase exponent(m) and the pre overburden
pressure (POP). For a sand embankment this is the internal friction angle. Not all variables are
considered, because this increased the calculation time significantly. The distribution types
and standard deviations of these stochastic variables are based on a research of Tigchelaar et
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al (2018) which based the chosen distribution types on a sample collection of HHNK
[Tigchelaar, 2017]. Also, the permeability of the material is varied. The permeability of the
material, the chosen distribution type and standard deviation are based on a research of
Massop et al (2005), because in the research of Tigchelaar et al (2018) the permeability was not
assessed probabilistically.

All stochastic variables and their distributions are given in Table 5.3. Only the 25 selected flood
waves are used in the probabilistic calculation. For each flood wave the pore water pressures
are calculated for 20 different permeabilities, so in total 500 internal hydraulic states are
calculated. For each hydraulic state, 10 stability calculation are performed varying in the
strength variables, which results in a total of 5000 calculations.

TABLE 5.3: STOCHASTIC VARIABLES WITH DISTRIBUTION TYPE

Stochastic Symbol Distribution Mean Star.xdatrd Number
type Deviation
Maximum water level By 25 flood Rhine:33.15m Rhine:0.17 m 25
waves Meuse:33.07m Meuse: 0.22m
The duration that the water level is D 25 flood Rhine 14.96 days Rhine:4.15 days 25
higher than the level h = 0.5k, >0 waves Meuse: 8.82 days| Meuse:2.95 days
Hydraulic conductivity, clay ky clau Lognormal 10~ m/s 25%x1077 m/s 500
Hydraulic conductivity, sand ky sana Lognormal 23x10"*m/s | 5.75x 1075 m/s 500
Normally consolidated undrained
shear str}e]ngth ratio, dike body Saike Lognormal 026 0.03 5000
Internal friction angle ¢ Lognormal 30° 3° 5000
Strength increase exponent, dike body Myike Lognormal 0.9 0.03 5000
Strength increase exponent, hinterland | Mpyinteriana| Lognormal 0.9 0.03 5000
Pre overburden pressure, dike body POPyinteria] Lognormal 18 kPa 8.1 kPa 5000
Pre overburden pressure, hinterland POPyire Lognormal 28 kPa 12.6 kPa 5000

5.2.5.2. Probability of failure

The probability of failure must be estimated for each combination of the height and duration
of a flood wave. Therefore, 25 flood waves are chosen in such a way that they represent the
whole dataset (based on h;,4, and Dsg). Per flood wave and for each dike type the probability
of failure is calculated. The probability of failure is calculated by dividing the number of
calculations where the safety factor is lower than 1 by the total calculations associated with
that specific flood wave.

It is assumed that despite the changing dike geometry still the shape variables h;,4, and Dsq
can be used to describe the safety factor (for explanation see section 4.4) and therefore the
probability of failure. The 25 flood waves are therefore expressed in these variables. To know
the probability of failure for each combination of h,,,, and Ds, the results are interpolated
using linear interpolation and extrapolated using the nearest probability of failure, as shown
in Figure 5.5. Actually, a 3D fragility curve is made.
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5.2.5.3. Total probability of failure

The total probability of failure including the probability of occurrence is calculated by taking
the integral of a 3-dimensional probability density function, see equation 5.1.
The probability of failure corresponding with a value of hy,,, and Ds, (obtained by
interpolation and extrapolation, see section 5.2.5.2) is multiplied with the probability of
occurrence of the hy,,, and Ds, values. Fitted probability density functions are used for this
multiplication (section 4.3.4). It is assumed that h;,,4, and D5, are independent, since the
correlation between the variables is low. Also, a multiplication with a factor 1/50 is required,
because only flood waves are chosen with a return period of the peak discharge higher than
50 years. An example of the results is shown in Figure 5.6.

In the calculation of the probability of failure (section 5.2.5), each flood wave has an equal
contribution to the probability of failure. The multiplication with the probability of occurrence
of the events, cause that rare events have a smaller probability of failure than more common
events and vice versa. Therefore, in the total probability of failure, the contribution of each
flood wave is not equal.

1

FFOS<1|hmax=hmax Dso=Dso = E . . 5.1
fros<1|hmax=hmaxDso=Dso Jome frimax (Mmaz) Ahmax o fpso(Ds0 ) dhso

In which:

Romax = Maximum flood wave height [L]

D5y = Duration halfway the flood wave [T]

Fros<1|hmaxr=hmar Dso=Dso = Total probability of failure including occurrence of an event [1/year]

fros<i|hmax=hmaxDso=Ds, — LrObability of failure given a height and duration of a flood [-]
[ (Pmax) = Fitted probability density function of the peak water level [1/L]
fpeo (P50 ) = Fitted probability density function of the duration [1/T]

_ N Probability density function
Failure probability based on fully probabilistic analysis
Jased on fully probabilistic analysis Total failure probability: 1.11e-02

IIII=II |

@

=1
=1

20' ..

1 |---—

el e e - 30, =
Illllll . - - BNE

33.0 - i 520\.

D50 [day]
[=]

= - ™ d . ] « 332 A \6\
B 8 8 8 8 8 8 hma 10 Q
hmax[m] Max [ (7?:?3;]4 36 5 0(0
FIGURE 5.5: EXTRA- AND INTERPOLATED FIGURE 5.6: EXAMPLE OF TOTAL
PROBABILITY OF FAILURE PROBABILITY OF FAILURE CALCULATION
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5.2.5.4. Sensitivity stochastic variables

A sensitivity assessment is performed to understand the influence of each variable on the inner
slope stability. A FORM calculation results in sensitivity coefficients, which are the percentage
change of input divided by the percentage change of output. But in this thesis a Monte Carlo
analysis is performed (the reason is explained in section 2.3.3), which does not result in these
sensitivity coefficients. The sensitivity of each variable can still quantitively be determined
with the use of a correlation or regression analysis between the input and output [Hamby,
1994]. It is chosen to determine the sensitivity using the Spearman coefficients. The drawback
of this method is that different variables can be strongly correlated and cause the same
correlation. But it still useful to determine the sensitivity in a general sense [Hoffman and
Gardner, 1983]. An example of the output of the sensitivity analysis is shown in Figure 5.7.
The higher the Spearman coefficients the more sensitive the safety factor is to any change in
that input and vice versa.

Sensitivity plots for flood events from the Rhine
Transient calculation, Dike type 1: Clayey dike on sandy subsoil
Reflex response using rank correlation

POP dike
POP hinterland
m0 dike

mO hinterland
S dike

S hinterland
phi

k sand

k clay

D50

hmax

| I
UI II-

0. 0 02 04 06

Parameter influence [-]

FIGURE 5.7: EXAMPLE SENSITIVITY DATA

In the stationary calculation the contribution of the duration is zero and in the variant on the
stationary calculation also the contribution of the hydraulic conductivity is zero. The relative
contribution of each variable is calculated by dividing the absolute value of a correlation
coefficient through the sum of all absolute values of the correlation coefficients. The relative
contribution indicates which specific variables have the largest contribution to the total
probability of failure.

5.2.5.5. Accuracy choice 25 flood waves

The results of the correlation analysis (Chapter 4) are used to check the accuracy of the use of
the 25 flood waves in the probabilistic calculation. In the correlation analysis is only varied in
the shape of the flood wave. The strength and hydraulic conductivity have been chosen
deterministically. The probability of failure of the 25 waves is plotted against the average
safety factor and a linear line is fitted through the results, see Figure 5.8. In this way, the
probability of failure for each of the 1500 waves is estimated. It is assumed that the changed
geometry between the calculations of Chapter 4 and 5 would cause a difference in the mean of
the results, but the spread in the results remains equal. To correct for this change in the mean,
the predicted safety factors are reduced, in the way it equals the mean safety factor of the 25
flood waves. The total probability of failure is calculated for the 1500 waves. An identification
of the accuracy is obtained by comparing the probability of failure associated with the 1500
waves with the probability of failure associated with the 25 waves.
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Location Lobith
Failure probability vs average safety factor

Datapoints, fully probabilistic calculation

Strength, permeability and flood waves probabilistic

05 Fitted function

Prediction failure probability, partly probabilistic calculation
Strength, permeability deterministic and flood waves probabilistic

Failure probability
S o
(4] (=]
L

2
(=]

-15

06 08 10 12 14 1.6 18 20
Average safety factor

FIGURE 5.8: PROBABILITY OF FAILURE VERSUS AVERAGE SAFETY FACTOR TO PREDICT THE
PROBABILITY OF FAILURE

5.3. Results

First, the results of the safety factors are discussed. Followed by the steps on the transformation
from the distribution of safety factor to the probability of failure. Then, the differences between
the stationary and transient total probability of failure are discussed followed by the results of
the sensitivity assessment. Finally, the delay in failure is investigated. All results of the
probabilistic calculation are presented in detail in Appendix Q. Results probabilistic analysis.

5.3.1. Safety factor

Figure 5.9 shows the safety factors for stationary water levels and during the passage of a flood
wave for different dike types. Looking at the transient safety factors (shown in red) and the
safety factor of the stationary calculation (shown in green). It can be noted that, larger safety
factors are obtained when time dependency is considered with exception of dike type 2, the
sand on sand dike. The higher permeability of the sand causes the internal pore pressures and
therefore the safety factor to react instantaneously.

Looking at the variant of the stationary calculation (shown in blue), using the simplification in
pore water pressures according WBI (2017), lower safety factors are obtained for both dike
type 2 and 3. Assuming that the transient pore water pressures better approach the practice,
this means that WBI (2017) overestimates the probability of failure for these type of dikes.
Looking to the clay on sand dikes (type 1 and 4) lower safety factors are obtained in the
transient calculation. Therefore, the method of WBI (2017) underestimates the probability of
failure for the clay on sand dikes.

WBI does not take the permeability of the soil directly into account, the permeability is
considered with the choice of the soil type (clay or sand). So, the results depend on the chosen
permeability. When a calculation is repeated with another permeability of the soil, the WBI
results remains the same while the transient results (and the stationary calculation with
SEEP/W) differ. So, for the current values of the permeability, the results obtained with the
WBI method leads to an underestimation of the probability of failure for clay on sand dikes.

The distribution of safety factors is of the same order of magnitude for all dike types and
whether or not taking time dependency into account. Also, small differences in safety factors
are seen comparing the results of the Rhine and the Meuse. This indicates that the flood wave
variables have less influence on the safety factors than the strength of the material.
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Dike type 1: Clayey dike on sandy subsoil

Safety factor [-]

Dike type 3: Clayey dike on clayey subsoil

B Variant stationair (WBI)
Stationair
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Histograms for different dikes types for flood events from the Rhine
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Dike type 2: Sandy dike on sandy subsoil

BN Variant stationair ( )

Safety factor [-]
Dike type 4: Clayey dike with sandy core on sandy subsoil
BN Variant stationair (WBI)

BN Stationair
B Transient

Safety factor [-]

FIGURE 5.9: SAFETY FACTORS FOR STATIONARY WATER LEVELS AND DURING THE PASSAGE
OF A FLOOD WAVE FOR DIFFERENT DIKE TYPES

5.3.2. Safety factor to probability of failure

The transformation from distribution of safety factor to probability of failure is shown in Table
5.4. For the two flood waves (one with a high peak and one with a low peak) the mean safety
factor, the standard deviation and probability of failure are given for the different dike types
and for the different calculation types. The results indicate that higher safety factors are
obtained when the height of a flood wave is small, therefore the probability of failure
decreases. Also, can be seen that for the transient and stationary calculation relatively low
values of the safety factor are found for dike type 1 and 4, which results in a high probability
of failure. On the contrary, the safety factor of dike type 2 and 3 are relatively high resulting
in a low probability of failure. A higher safety factor will not always result in a lower
probability of failure. When the standard deviation is large and the safety factor is high, still a

high probability of failure can be found.

TABLE 5.4: SAFETY FACTOR AND PROBABILITY OF FAILURE OF TWO EVENTS FROM THE
RHINE FOR TRANSIENT AND STATIONARY CALCULATIONS

Transient Stationary (SEEP/W) Variant Stationary (WBI)
Dike type 1 2 3 4 1 2 3 4 1 2 3 4
Safety
o E & factor 1.00 | 144 [ 150|101 | 087 | 148 | 113 |045| 1.13 | 1.19 | 1.06 | 1.23
Eggf (mean)
S fet
5O Safety 015 | 011 ]023]014| 018 | 019 | 018 |020| 026 | 0.12 | 0.16 | 0.19
£ 8 factor (std)
£ & [ Probability
. 0.86 | 0.00 | 0.01 | 089 | 097 | 000 | 036 | 1.0 | 044 | 023 | 050 | 0.12
of failure
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Safety

v o 2 factor 1.27 | 155 | 1.54 | 1.03 1.12 1.53 | 1.21 | 0.52 1.13 1.21 | 1.09 | 1.28
%Qg (mean)
g Safety

2 3 0.17 | 0.19 | 042 | 0.19 0.16 0.15 | 0.11 | 0.08 0.13 0.22 | 0.27 | 0.17
S E e factor (std)
=~ Probability

. 0.56 | 0.00 | 0.00 | 0.66 0.85 0.00 | 0.21 | 0.99 0.36 0.02 | 043 | 0.10
of failure

5.3.3. Total probability of failure

The total probability of failure of the four dike types for both flood waves from the Meuse and
Rhine is shown in Table 5.5. The probability of failure is equal to the integral of probability
density function that depends on the value of h;,4, and D5, an example of a function is shown
in Figure 5.10. Appendix Q. Results probabilistic analysis, shows the probability density functions
and the used 2D-fragility curves. From the plot can be seen that especially the events with a
high probability of occurrence contributes to the probability of failure, despite the high
probability of failure of the extreme events.

Lower total failure probabilities are obtained for the transient calculation compared to the
stationary calculation with SEEP/W. For a clay on sand dike the difference in probability of
failure are a factor of 1-2. For the clay on clay dike the differences in probability of failure are
a factor 35-50. For the sand dike the smallest differences are obtained between the two states.
The differences in probability of failure for the sand on sand dike are small, because the pore
pressures react instantaneously, whereby almost a stationary condition is reached during the
passage of a flood wave. The more clay is present, the more this response is delayed. Therefore,
the clay on clay dike shows the largest differences.

Looking at the variant of the stationary calculation, the total probability of failure of dike type
2 and dike type 3 is higher than the transient total probability of failure, which indicates that
the probability of failure is overestimated. Looking at dike type 1 and 4, the total probability
of failure is higher using transient pore water pressure, which means that WBI underestimates
the probability of failure. The probability of failure for dike type 1 are of the same order of
magnitude. The total probability of failure using different calculation methods deviates
maximum one order of magnitude; with exceptions of the sand on sand dike (type 2).

For the sand on sand dike very low total probabilities of failure are obtained, especially in the
transient and stationary calculation using SEEP/W. The governing failure mechanism for a
sand dike is micro stability, which is not investigated. So, considering only slope stability,
a sand on sand dike is a safe dike, but taking other failure mechanism into account, this
conclusion can differ. Looking at the other dike types, it can be concluded that that dike type
3, which consist completely out of clay is the safest dike, followed by dike type 1. Looking at
slope stability the least safe dike is dike type 4, where the core consists of sand.

The total probabilities of failure for events from the Meuse are somewhat lower than the
probability of failure for events from the Rhine. The reason for this finding, is the higher
duration and height of the flood waves in the Rhine.
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TABLE 5.5: PROBABILITY OF FAILURE INCLUDING PROBABILITY OF OCCURRENCE

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
Transient 9.13e-03 | 5.70e-03 0.00 0.00 1.04e-04 | 9.87e-05 | 1.11e-02 | 7.02e-03
Stationary
1.71e-02 | 1.19e-02 Ile- 26e-07 | 4.92e- .53e- 1.96e-02 | 1.34e-02
(SEEP/W) e-0 9e-0 3.91e-06 | 9.26e-0 92e-03 | 3.53e-03 96e-0 34e-0
St?:/l\;’;*;ry 22903 | 131e-03 | 1.82¢-03 | 1.79-03 | 3.05e-03 | 1.69e-03 | 1.72e-03 | 1.32e-03
Failure probability using stationair water levels Failure probability using transient water levels
Total failure probability: 5.70e-03

Failure probability using method of WBI
Total failure probability: 1.31e-03 Total failure probability: 1.19e-02
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FIGURE 5.10: PROBABILITY DENSITY FUNCTION FOR A CLAYEY DYKE ON SAND SUBSOIL FOR
A FLOOD WAVE FROM THE MEUSE

5.3.4. Sensitivity data

The duration and height of the flood waves and the permeability of the material are load
variables, because they have a negative contribution to the probability of failure. A variable
with a negative contribution increases the failure probability when the value of that variable
increases. The strength variables have a positive contribution to the probability of failure. In
some calculations the internal friction angle of the sand has a negative contribution to the

probability of failure. This is shown in Figure 5.11.

Sensitivity plots for flood events from the Rhine
Transient calculation, Dike type 1: Clayey dike on sandy subsoil
Reflex response using rank correlation

POP dike
POP hinterland
mo dike [ ]
mO hinterland -
S dike ]
S hinterland ]
phi | |
k sand ]
k clay |
pso [N
hmax ]

02 04 06

Parameter influence [-]

FIGURE 5.11: REFLEX RESPONSE FOR DIKE TYPE 1 FOR FLOOD WAVES FROM THE RHINE

Two parts determine the probability of failure; the calculation method (transient or stationary)
determines the average safety factor, while the chosen probability density functions of the
input variables determine the variation in the safety factor. The larger the variation in safety
factor the larger the probability of failure, when the average factor of safety is higher than 1.
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The variation in safety factor is represented by the Spearman correlation coefficient between
the safety factor and the input. The higher the Spearman coefficients the more sensitive the
safety factor is to any change in that input and vice versa. Table 5.6 till

Table 5.8 shows the relative contribution of the input to the distribution of the safety factor
and therefore to the probability of failure.

For all dikes, the strength of the material is the largest contributor to the distribution of the
safety factors and therefore to the probability of failure; followed by the shape of the flood
waves and the permeability. The variation in the pre overburden pressure contributes the most
to the distribution of the safety factors for clay dike bodies (dike type 1, 3 and 4). Especially
the pre overburden pressure of the dike body has a large contribution to the distribution of
safety factors of approximately 30-40%. Also, the normally consolidated undrained shear
strength ratio of the dike body has a large contribution of approximately 10-30%. The biggest
contribution for a sand dike is given by the variation in the internal friction angle, the
contribution is approximately equal to 75-80%.

In the previous Chapter was concluded that the duration of a flood wave has more influence
on the safety factor than the height of a flood wave. In the probabilistic calculation the
geometry and the permeability of the dikes are adjusted. The permeability has been increased,
causing the influence of the height to increase. In the transient calculation the height
contributes for 10% to the distribution of the safety factors, while the contribution of the
duration is 2-6%. For the clay dike types in combination with flood events from the Rhine, the
duration is still more of influence on the distribution of the safety factors than the height of a
flood wave. Looking at the events of the Meuse, the height has a larger contribution than the
duration. The height of the flood waves is lower than the flood waves from the Rhine. This
characteristic causes the large contribution of the height to the probability of failure; because
variation in height is more of influence for the lower waves, this can be seen in the block-wave
analysis.

When looking at the differences between the transient and stationary calculation, it can be
noted that despite the fact that the duration in the stationary calculation does not contribute
to the distribution of safety factors, the total contribution of the flood waves remains in the
same order as in the transient calculation. In the stationary calculation the contribution of the
flood waves is only caused by the peak wave height. In the stationary calculation the
contribution of the strength is higher, while the contribution of the permeability is lower,
because in the transient calculation the permeability determines the time of failure.

In the variant of the stationary calculation (WBI), the permeability of the material is not
considered; and simplification are used to determine the pore pressure field. The variation in
height of a flood wave hardly (1-6%) influences the distribution of safety factors for the clay
dikes, because the pore pressure field at the inner toe remains almost the same. The
distribution of safety factors is mainly determined by the strength variables. In the stability
calculation of the sand on sand dike, the height contributes for 20-23% to the distribution of
safety factors.
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TABLE 5.6: RELATIVE CONTRIBUTION OF A VARIABLE TO THE SPREAD OF THE SAFETY
FACTOR IN A TRANSIENT CALCULATION [%]

Dike type 1 Dike type 2 Dike type 3 Dike type 4

Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Romax 6.5 14.2 10.8 11.8 1.0 1.7 6.4 17.4
Dso 9.8 9.3 2.8 6.1 6.0 0.4 11.8 11.6
ky clau 2.7 3.8 1.9 1.7 4.2 3.8 3.6 5.0
ks sand 5.9 5.9 0.9 1.2 0 0 5.4 6.5
[0) 1.1 0.5 81.1 76.2 0 0 1.1 0.1
Shintertand 3.7 3.2 0 0 6.1 6.5 14 14
Saike 18.3 173 0.7 0.2 27.2 29.2 10.8 9.0
Mhinteriand 5.0 4.2 0 0 2.7 2.7 2.6 2.2
Maike 2.9 2.8 0.3 0.8 3.1 3.6 15.6 12.9
POPyinteriana | 10.0 8.1 0 0 116 11.9 4.0 2.9
POPixe 34.1 30.7 15 2.0 38.1 40.1 37.1 31.0
Flood wave 16.3 23.5 13.6 17.9 7.0 2.1 18.2 29.0
Permeability 8.6 9.7 2.8 29 4.2 3.8 9.0 11.5
Strength 75.1 66.8 83.6 79.2 88.8 94.1 72.8 59.5

TABLE 5.7: RELATIVE CONTRIBUTION OF A VARIABLE TO THE SPREAD OF THE SAFETY
FACTOR IN A STATIONARY CALCULATION USING SEEP/W [%]

Dike type 1 Dike type 2 Dike type 3 Dike type 4

Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Ronax 16.4 19.9 8.9 12.7 6.2 9.1 19.8 28.2
ky clau 3.2 2.3 1.9 1.7 0 0 04 0.2
Ky sand 5.9 5.0 0.8 1.3 0 0 43 45
o) 1.1 0.6 85.7 81.1 0 0 1.1 0.1
Shinteriand 3.6 35 0 0 6.4 6.3 1.5 1.6
Sdike 18.2 18.8 0.8 0.2 28.8 28.2 11.2 10.1
Mpinteriand 5.0 4.6 0 0 2.8 2.6 2.7 2.5
Myike 2.8 3.1 0.3 0.8 33 35 16.3 145
POPyinteriand 9.9 8.8 0 0 12.2 11.5 4.1 3.3
POPsixe 33.9 334 1.6 2.2 40.2 38.7 38.6 35.0
Flood wave 16.4 19.9 8.9 12.7 6.2 9.1 19.8 28.2
Permeability 9.1 7.3 2.7 3.0 0 0 4.7 4.7
Strength 74.5 72.8 88.4 84.3 93.8 90.9 84.9 67.2

TABLE 5.8: RELATIVE CONTRIBUTION OF A VARIABLE TO THE SPREAD OF THE SAFETY
FACTOR IN A VARIANT OF THE STATIONARY CALCULATION USING SIMPLIFICATIONS OF

WBI [%]
Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Romax 2.7 3.8 23.7 30.9 1.8 2.7 4.3 6.2
) 0.6 0.6 74.4 66.6 0 0 5.8 5.7
Shinteriand 5.6 5.7 0 0 5.6 56 8.2 8.1
Sdike 28.1 27.9 0 0.2 28.2 28.1 27.5 27.1
Mhinteriand 2.4 23 0 0 25 2.3 2.7 25
Maike 41 44 0.6 0.8 43 47 2.9 3.1
POPpinteriand 9.4 9.0 0 0 9.2 8.7 13.3 12.7
POPyire 47.1 46.3 12 15 484 479 353 345
Flood wave 2.7 3.8 23.7 30.9 1.8 2.7 4.3 6.2
Strength 97.3 96.2 76.3 69.1 98.2 97.3 95.7 93.8
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5.3.5. Delay in failure

The lowest safety factor during the passage of the flood wave is found after the peak of the
flood wave (see Figure 5.12). The permeability of the material mainly determines the time of
occurrence of the lowest safety factor. Dike type 1 and 4 (the clay on sand dikes) shows the
same characteristics as each other. The time of the lowest safety factor is found in the first 5
days after the peak water level. Pore water pressures in the sand aquifer reacts fast to the
increased pore water pressures of the flood wave and cause uplifting of the hinterland.
Exceptions were found, where the permeability of the aquifer is low. The lowest safety factor
for the sand on sand dike (dike type 2) occurs within a day after the peak of the flood wave.
Dike type 3 (the clay on clay dike), do not reached stationary condition, because the response
to the flood wave is delayed by the low permeability. Therefore, the safety factor is most found
in the latest investigated timestep. Looking at the results of the Meuse (presented in Appendix
Q. Results probabilistic analysis), the same results are obtained.

Histograms for different dikes types for flood events from the Rhine
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FIGURE 5.12: TIME AFTER THE PEAK OF THE FLOOD WAVE WHERE THE SAFETY FACTOR IS
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FIGURE 5.13: TIME OF FAILURE (FOS<1) FIGURE 5.14: TIME OF FAILURE INCLUDING

PROBABILITY OF OCCURRENCE P(FOS<1) x
PF(HMAX)/50 x PF (D50)

Failure of a dike occurs when the safety factor is lower than 1. Figure 5.13 shows that the sand
on sand dikes do not fail, and the clay on clay dikes hardly fail. The clay on sand dikes (type
1 and 4) usually fails before the peak water level is reached at t=15 days. The time of failure
depends on flood wave characteristics, permeability characteristics and strength
characteristics. High or long waves cause the failure to be earlier in time. When the probability
of occurrence of the maximum wave height and duration is multiplied with the probability of
failure in a specific time step, the results shown in Figure 5.14 are obtained.
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In the first 10 days the probability is increased, while probability of occurrence of long or high
wave is low. Therefore, this increase is not caused by the wave characteristics, but by the
permeability and strength characteristics of the soil. When the clay material is weak, failure of
an embankment occurs fast. For all 25 flood waves, dikes with a low strength are investigated,

and therefore the probability is high in the first 10 days.

5.3.6. Accuracy model

Figure 5.15 gives an example of the probability density function and the probability of failure
for the clay on sand dike at Lobith. The extrapolation and interpolation distance reduce with
the use of the 1500 flood waves instead of the 25 flood waves. The reduced extrapolation and
interpolation distances causes a smoother probability density function, which causes the
estimation of the total probability of failure to be more accurate. Table 5.9 shows the total
probability of failure for different dike types at Lobith and Borgharen. The differences in total
probability of failure are 6-18 %. Despite, the use of 1500 waves lead to more accurate results;
the differences are not that large. While using the 25 waves reduces the calculation time with
a factor 60. The differences between the total probabilities of failure are larger for the dikes at
Borgharen. At Borgharen the 25 flood waves are less uniformly distributed, causing the
extrapolation distances to be larger; which again causes the error to be larger than at Lobith.
So, to reduce the calculation time of a probabilistic calculation 25 flood waves can be used
instead of the 1500 flood waves, but the waves have to be chosen uniformly distributed over

the duration and height of the flood waves.
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TABLE 5.9: TOTAL PROBABILITY OF FAILURE CALCULATED WITH 25 AND 1500 FLOOD WAVES

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine | Meuse Rhine Meuse Rhine Meuse
Total probability of 9.13¢-3 | 5.70e-3 0 0 1.0de-4 | 9.87e5 | 1.11e2 | 7.02e-3
failure 25 flood waves
Total probability of
failure 1500 flood waves 8.49¢-3 | 5.16e-3 0 0 1.12e-3 | 1.17e-4 | 1.04e-2 | 6.39¢-3
Differences 6.9 % 9.4 % 0% 0% 8.1% 182 % 6.5 % 9.0 %

5.4. Conclusion

What is the effect on the probability of failure of slope stability by taking time
dependency into account and wat are the main variables determining this effect?

Taking time dependency into account, higher safety factors (factor 1.5-2) are obtained;
resulting in lower probabilities of failure. Except for a sand on sand dike, because the pore
water pressures reacts instantaneously to the increased pressures during the passage of a flood
wave; caused by the high permeability of the material. Therefore, the same order of safety
factor is found.

Time dependency also causes failure of the embankment to not occur simultaneously with the
maximum wave height. Failure of a clay on sand is most likely in the days before the maximum
wave height. The time of failure is determined by the strength and permeability characteristics
of the soil, which delays the response of the pore water pressures. For a sand on sand dike,
this delay is minimal and the pore water pressures reacts within a day. For impermeable dikes
located on a saturated aquifer, the maximum response to water level occurs within a week.
For a completely impermeable dike, the delay in response is very large (more than 2 weeks).

For all dikes, the strength of the material is the largest contributor to the distribution of the
safety factors and therefore to the probability of failure (approximately 60-95%). In a clay dike
the contribution to the probability of failure is caused by the pre overburden pressure and the
normally consolidated undrained shear strength ratio. In sand dikes the contribution to the
failure probability is impacted by the value of the internal friction angle. The contribution of
the strength decreases in a transient calculation, but the strength remains the largest
contributor to the probability of failure.

In a transient calculation, flood wave variables contribute for 2-30% to distribution of safety
factor. In permeable dikes this contribution is delivered by the height of the flood waves, while
in impermeable dikes the contribution is delivered through the duration of a flood wave. The
contribution of the permeability to the probability of failure is small, 2-12%.

Taking time dependency into account is useful for determining the correct safety factor but is
less useful in determining the probability of failure; because the strength of the material has
the largest contribution to the probability of failure. A sand on sand dike reacts
instantaneously, therefore a stationary calculation is sufficient. The variation in the
permeability in a probabilistic calculation can be neglected, because the contribution is 10-20
times lower than the strength of a dike.
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What are the differences in slope stability using the simplified pore water pressures of
WBI and the transient pore water pressures?

It is assumed that the transient pore water pressures are a better approximation of the practice.
Therefore, using the pore water pressures according WBI (2017), the safety factors and the
probability of failure are overestimated when a dike and subsoil consist completely out of sand
or clay. But the probability of failure is underestimated when is looked at clay on sand dikes.
Note that WBI does not take the permeability of the soil into account, so the results are
dependent on the chosen permeability and this conclusion only holds for the investigated dike

types.

The strength is the largest contributor to the safety factor for both calculation types. In a clay
dike, the contribution is caused by the pre overburden pressure and the normally consolidated
undrained shear strength ratio. In sand dikes the contribution is caused by the value of the
internal friction angle.
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6. REPRESENTATIVE FLOOD WAVE

6.1. Goal

In this chapter the use of a representative flood wave in a deterministic calculation is
investigated. The goal is to give advice about which flood wave shape and duration can be
used best in the Rhine and the Meuse. To find the representative flood wave, various flood
waves are averaged and the duration that results in the same probability of failure as
calculated in the probabilistic calculation is chosen.

6.2. Method

The duration of the representative flood wave is chosen in such a way that the total probability
of failure including occurrence of the maximum height and the duration of a flood wave
followed by the probabilistic calculation (equation 5.1) equals the total probability of failure
where a fixed duration is chosen (equation 6.1). In equation 6.1 the probability of occurrence
of the duration is not included but the cross-section associated with a duration that results in
the same total probability of failure as the probabilistic calculation is chosen.

1 hmax
Fros<1|hmaz=hmaxDso=Dso — ) fros<1|hmax=hmaxDso=Dso f fhmar (Mmax)dhmax 6.1
In which:
hmax = Maximum flood wave height [m]

Dsq = Duration halfway the flood wave [days]
Fros<iihmax=hmax.Dso = Total probability of failure including occurrence of the height [-]

fFos<1|hmax=hmarDso=Dso — LrObaDbility of failure given a height and duration of a flood [-]

frmax (Pmax) = Fitted probability density function of the maximum water level [-]
; Average flood wave at Lobith
TE 6
10 ‘; _ 5 === 25-percentile flood wave
T08 ,é _.E. 4 —+= 50-percentile flood wave
0.6 = [ 3 BV R | (ARNEENSEER 75-percentile flood wave
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FIGURE 6.1: PROBABILITY FIGURE 6.2: ALL 1557 FLOOD WAVES AT LOBITH WITH
DENSITY FUNCTION WITHOUT DIFFERENT PERCENTILE FLOOD WAVES AND THE FLOOD
INCLUDING PROBABILITY OF WAVE CALCULATED WITH THE
OCCURRENCE OF THE WATERSTANDSVERLOPENTOOL
DURATION
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The 1557 flood waves at Lobith and the 1486 flood waves at Borgharen are used to find the
representative shape of the flood wave. Section 4.2.2 describes how the GRADE dataset is
transformed into hydrographs of the water level with the use of SOBEK. All flood waves are
scaled by dividing the height with the differences between the maximum height and the height
after one day. Next, the scaled waves are multiplied with the maximum height of the flood
wave followed from the Waterstandsverlopentool. For each hour a percentile water level is
chosen, which results in a percentile flood wave. The percentile flood wave that has the same
duration as the duration explained in the paragraph above is chosen to be the representative
flood wave. Figure 6.2 gives an example of different percentile flood waves. For each type of
dike an advice is given about the use of a representative flood wave with exception of the sand
dike on a sand soil, because according to the probabilistic analysis the probability of failure is
zero.

6.3. Results

Table 6.1 shows the durations that results in the same total probability of failure as calculated
in the probabilistic calculation. The duration for the clay dike on clayey soil (dike type 3) is
higher than the duration found at dike type 1 and 4. This applies to both investigated locations.
Shorter waves result in a lower probability of failure, because the intrusion length of the water
is lower for this type of waves. This holds especially for dike type 3, because the permeability
of the material is lower; therefore, higher durations are found. Figure 6.3 shows the
representative flood wave for the three different dike types at Lobith. The percentiles are
chosen in such a way that the flood wave has the same duration as found in Table 6.1. In Figure
6.4 the representative flood wave for Borgharen is shown. The flood waves at Borgharen have
a longer duration than the flood wave used in the Waterstandsverlopentool, while the
representative flood waves at Lobith are almost have the same duration.

TABLE 6.1: DURATION THAT RESULTS IN THE SAME TOTAL PROBABILITY OF FAILURE AS
CALCULATED IN THE PROBABILISTIC CALCULATION

Lobith Borgharen
Dike type 1 3 4 1 3 4
Duration [days] 13.42 16.38 13.92 10.36 10.91 10.36

Total probability of failure

.13e- 1.04e-04 1.11e- .75e- 1.24e-04 .99e-
(probabilistic calculation, eq. 5.1) 9-13e-03 0de-0 e-02 5.75e-03 24e-0 6.99-03

Total probability of failure (eq.

6.1) 9.07e-03 | 1.06e-04 | 1.08e-02 | 5.76e-03 | 1.25e-04 | 6.97e-03
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Average flood wave at Lobith

56% percentile wave from the GRADE dataset
D50=13.42 days, representative wave for dike type 1
72% percentile wave from the GRADE dataset
D50=16.38 days, representative wave for dike type 3
59% percentile wave from the GRADE dataset
D50=13.92 days, representative wave for dike type 4
=== Level L50

Wave from the Waterstandverlopentool

D50=14.21 days
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FIGURE 6.3: REPRESENTATIVE FLOOD WAVE AT LOBITH

Average flood wave at Borgharen

69% percentile wave from the GRADE dataset
D5i=10.38 days, representative wave for dike type 1
72% percentile wave from the GRADE dataset
D50=10.92 days, representative wave for dike type 3
69% percentile wave from the GRADE dataset
D5i1=10.38 days, representative wave for dike type 4
=== Lewvel L50

Wave from the Waterstandverlopentool

D50=6.92 days
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FIGURE 6.4: REPRESENTATIVE FLOOD WAVE AT BORGHAREN

6.4. Conclusion

What is a representative flood wave in a deterministic stability calculation?

Figure 6.3 shows the representative flood wave that can be used in a deterministic stability
calculation at Lobith. The flood wave can be moved up or down to adjust the height of the
flood wave, but the shape remains unchanged. The same holds for the representative flood
wave at Borgharen, Figure 6.4 shows this representative wave. When both the dike body and
the subsoil consist out of an impermeable material, it is advised to use a longer duration than
when a permeable subsoil is present.

In some current calculations, average durations of flood waves are used in the deterministic
calculations. At Lobith, this average wave deviates slightly from the representative flood
waves. Using this average flood wave instead of the representative flood wave will lead to a
slightly different total probability of failure. In contrast to the representative flood wave at
Borgharen, which has a duration that is with a factor 1.5-1.6 higher than the average duration.
Hereby, lower Probabilities of failure are found with the use of an average flood wave, which
will underestimate the probability of failure. Concluding that, especially in the Meuse, it is
advised to use the representative flood wave.
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7. DISCUSSION

The main objective of this study was to investigate the variation in height and duration of a
flood wave and the effect of it on the stability of the inner slope. This was done by performing
a correlation analysis for different flood wave shape variables and a probabilistic analysis
which varied in the shape of a flood wave, the permeability and strength of the material. The
probabilistic analysis was used for both transient and stationary calculations of the pore water
pressures. By comparing the results, it should become clear whether it is useful to perform a
transient calculation in the assessment of slope stability.

7.1. Initial pore water pressures

In a transient calculation, the initial state before a flood wave passes must be chosen. In this
study, the initial water level is set to the first value of the water level of a flood wave. This
implies (especially since no rain is considered in the model), that a dike is dry before the
passage of a flood wave. This choice makes it possible to compare the results without influence
of the initial water level. Chances in safety factor can therefore only be caused by the variation
in the shape of a flood wave. De Loor (2018) confirms that the same initial state must be used
to adequately assess the effect of the different loads.

The pore water pressures in the dike, before the passage of a flood wave is determined by the
residual water content and the matric suction capacity of the material. The matric suction
capacity of sand is minimal, which causes the sand dike to be dry before a passage of a flood
wave. The hydraulic conductivity depends on the degree of saturation, causing very low
hydraulic conductivities in the sand material; therefore, the sand dikes react less
instantaneously than expected. In the case of flood waves with a duration within 5 days, the
correlation between the safety factor and the maximum height is affected. But the results still
give an indication about the degree of influence, especially for the longer and lower waves.

For a clay dike, the response of the water pressures is delayed causing the first few days for
the stability of the inner slope to be unchanged. The stability is determined by the choice of
the initial water level and initial state (degree of saturation). To keep this initial state as close
to practice, de Loor (2018) recommends applying several years of actual precipitation and
evaporation in combination with an initial level based on measurements of an actual dike.
From this can be concluded that a value that is too low of the initial state is chosen to represent
the practice, because this is not included in the model. The results of the correlation analysis
give still an indication of the influence of a variable. Increasing the initial state will decrease
the time the safety factor is unaffected; this will again increase the influence of the height of a
flood wave. In a permeable dike it is expected that the influence of the duration decreases and
in an impermeable dike the influence of the duration is expected to increase.

The safety factor of a clay dike is expected to be too high. Stationary conditions are not reached;
therefore, the initial state determines the safety factor. A higher initial state results in a lower
safety factor. For sand on sand dikes also the safety factor is expected to be too high, because
the degree is saturation is low, which causes a low hydraulic conductivity in the first days of
a flood. Using a higher initial state, increases the response in the first days.
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7.2. GRADE dataset combined with SOBEK

The GRADE dataset is used for the selecting hydrographs in the Rhine and the Meuse. The
GRADE dataset has a length of 50000 year and prevents extrapolation of the results of
measured data [Hegnauer et al, 2014]. The drawback of the use of GRADE is however that it
uses daily time steps which could be too large to include the dynamical behavior in the Rhine
and the Meuse. This would not affect the results of the correlation analysis, because the
correlation analysis is performed on a certain height and duration. Changing a flood wave
using a smaller time steps results in a changing the safety factor as well. This affected is
assumed to be small, because from the correlation analysis follows that the number of peaks
of a flood wave hardly influences the safety factor. If this influence is small, also the influence
of temporal resolution is expected to be small.

The hydrographs of the water level calculated with SOBEK are not accurate within the first 24
hour. Very fast increases of the water level are obtained, which is not realistic. A wave that
increases very fast in the first 24 hour is a wave, for which the initial water level was already
high before the passage of the flood wave. In the correlation analysis, these 24 hours have been
disregarded, but in the calculation with SEEP/W, the first 24 hours are included. This assumes
that each wave has the same initial condition. As stated above, this is a good method to
adequately assess the effect of the different loads; but it does not describe the practice. Further,
in SOBEK flood waves with a maximum duration of 30 days are investigated, while some flood
waves have a longer duration. The last part does not affect the results because the number of
waves is less than 1% of the total amount of waves.

7.3. Application of the probabilistic approach

Probabilistic method

In this thesis a Monte Carlo calculation is used in combination with numerical integration over
the loads. A Monte Carlo method provides a reasonably accurate estimate for the probability
of failure; in contrast to a FORM method, linearization of the limit state function is not
required. The drawback of a Monte Carlo method is the long calculation time. The calculation
is especially long when the probability of failure is low and many variables are assessed
probabilistically.

The advantage of numerical integration over the loads is that an error in the calculation of
extreme events is reduced. When the probability of failure is low, ideally more calculations
have to be done to obtain an accurate result. When numerical integration is used, this low
failure probability is multiplied with the probability of occurrence of the event, this probability
is low since the event is rare. The error in the calculation is therefore reduced compared to
common events.

The use of the Monte Carlo method is not preferred for models with a large number of
variables, because this would increase the calculation time significantly. When more variables
are included, an Adaptive Response Surface (FORM-ARS) can be used. Moellmann et al (2011)
uses this method in a research to embankment stability under transient seepage conditions.
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This method reduces the calculation time in the determination of the probability of failure and
is suitable if no limit state function is known. Moellmann et al (2011) has verified this method
with the use of a Monte Carlo calculation.

Load distributions

The load distributions of the permeability and strength parameters of the soil are based on a
sample collection of HHNK. The flood waves between a return period of 50 - 80,000 years were
used in the research. For estimating the correct total failure probability, the lower limit of the
range must be chosen based on the height below which it does not affect the stability of the
slope. Tigchelaar et al (2018) uses in a research water levels with a return period between the
10 — 10,000 years. Tigchelaar et al (2018) investigated with the chosen return period a range of
3 meters in water level height, while in this research a range of 2 meter is investigated. The
water level is Gumbel distributed; therefore, more variation is found in the water level for the
lower return periods. Therefore, lower failure probabilities are obtained; which still can be
used to illustrate how the method must be implemented.

The low variation in height, is not favorable to perform a correlation analysis with. The large
variation in the duration of a flood wave can affect the correlation. The correlation of the
duration is calculated correctly, but the correlation coefficient of the maximum height can be
underestimated. A lower variation of variable results in a lower contribution to the probability
of failure. The contribution of the flood wave to the probability of failure will therefore be
larger in practice.

In this research rainfall is not included in the model; but easily can be implemented by adding
a constant flow boundary to the model. The constant inflow rate can easily be varied in the
Monte Carlo analysis, the investigate the effect of the variation on the failure probabilities.

Selection 25 flood waves

Applying numerical integration over the two load variables, requires a Monte Carlo
calculation per combination of loads, because the failure probability per combination have to
be known. This leads to a very long calculation time, which is not practical. 25 Flood waves
based on the load parameters are chosen to reduce the calculation time. For each of the 25 flood
waves a Monte Carlo calculation is executed. The probability of failure of each combination of
loads is estimated by inter- and extrapolation of the results.

The 25 flood waves are chosen based on the height and the duration of a flood wave. It is
assumed that these two parameters completely describes the shape of a flood wave. The
variables have a high correlation with the safety factor, what supports this assumption. But it
is recommended to estimate the error of the use of these 25 flood waves, by calculating the
failure probability using all waves in the dataset. The assumption that two variables
completely describes the flood waves, causes findings in the fragility curve such as a higher
probability of failure for the same height when the duration of the flood is shorter.

The 25 flood waves are selected based on equal probability classes of the loads. The accuracy
of this choice is checked in section 5.2.5.5. Because equal probability classes are used; rare
events determine a large part of the probability of failure in the fragility curve. It is more
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accurate to select the events based on uniformly distributed classes. This causes the
contribution of an event to the probability of failure to be equal. Also, it is preferred to reduce
the extrapolated area, because this introduce the largest errors. To reduce the extrapolated
area; it is recommended to choose 4 extreme events at the edges of the fragility curve.

Using all flood waves instead of the 25 flood waves reduces the extrapolation and
interpolation distance, which causes a smoother probability density function, which causes
the estimation of the total probability of failure to be more accurate. From section 5.2.5.5 can
be concluded that this leads to a difference in the total probability of failure of 6-18 %. Despite,
the use of 1500 waves leads to more accurate results; the differences are not that large. While
using the 25 waves reduces the calculation time with a factor 60. Therefore, the use of 25 waves
is a good method in determining the total probability of failure (if the 25 events are chosen
correctly).

The use of 25 flood waves is not accurate in determining the representative flood wave, the
probability density function is rough. The total probability of failure of a cross-section with a
specific duration varies strongly over the different durations. The choice of the representative
flood wave must therefore be based on multiple flood waves to increase the accuracy. So, the
method illustrated in Chapter 6 can still be used, but the results are not accurate enough.

7.4. Generalization results

In this thesis generalized theoretical dikes are used. Obtained values are therefore useful to
get an insight in the processes and it illustrates how the method can be implemented. It do not
cover the full range of dike configuration in practice. There will always be special cases with
its own behaviour.

The choice of the geometry and soil characteristics of the theoretical dike influences the degree
of contribution of the duration and the maximum flood wave height to the safety factor. Which
can be seen, because different correlations are obtained per flood wave characteristic per dike
type. Therefore, specific results are obtained; but the conclusion is generalized. The findings
should be confirmed with the use of a real case studies.

Especially, the comparisons of the results of the transient calculation with the variant of the
stationary calculation using the simplified pore water pressure according WBI (2017) depends
on the chosen permeability. The pore water pressures in the variant are independent of the
permeability (WBI only make a distinguish between sand and clay). When, the permeability
is changed in the transient calculation, the results will differ; while the results of the variant of
the stationary calculation remains the same. Therefore, we cannot conclude, based on these
results if WBI underestimates or overestimates these results. The only thing that can be
concluded from the results is that a stationary calculation using the pore pressure according
WBI (2017) could under or overestimate the results, but this depends on the chosen
permeability.
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7.5. Comparison results

The results of the sensitivity factors followed from the probabilistic calculation show a good
agreement with the calibration STBI performed by Deltares (2016). Also, in this calibration
study, the contribution of the permeability of the material to probability of failure is small, the
largest contribution is delivered by the strength of the material. Both in this research and the
calibration study of Deltares (2016); the contribution to the strength of a clay dike to the
probability of failure is delivered by the pre overburden pressure and the normally
consolidated undrained shear strength ratio. In sand dikes, the contribution is caused by the
value of the internal friction angle.

From a research performed by Moellmann et al (2011) followed that the effective friction angle
and the effective cohesion influences the failure probability; whereas the permeability has a
negligible influence. This is in confirmation with the obtained findings of this thesis, where
the strength characteristics of the soil influences most the probability of failure. It is a
surprising result because the permeability of the soil should influence the internal pore water
pressures in a transient calculation. But the same results are obtained from multiple studies
(Moellmann et al (2009, 2011) and Deltares (2016)), even when the variation in permeability is
increased; the permeability has a negligible effect on the probability of failure.

Further confirms Moellmann et al (2011) in his research the finding that the minimum safety
factor does not occur simultaneously with the flood peak. There is a delay in the response
which depends although Moellmann et al (2011) on the permeability and the initial degree of
saturation.

Because multiple researches obtained the same results, it can be concluded that the software
GeoStudio (package SEEP/W and SLOPE/W) can indeed be used to perform a transient
analysis.
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8. CONCLUSIONS AND RECOMMENDATIONS

The purpose of this thesis was to investigate the influence of the flood duration on the stability
of the inner slope and in what degree it affects the design. The variation in the duration and
height of the flood wave was investigated, the effect of it on the response of the pore water
pressures and again the effect of the pore water pressures on the stability of the inner slope.
An answer in this Chapter is provided to the following main question:

“What is the influence of the flood duration on slope stability and in what degree affects
the flood duration the design?”

In most current dike assessments only the stationary water levels are investigated in the
assessment of the stability of the inner slope, while there are differences for all kinds of dikes
between the stationary and transient pore water pressures. The degree of influence of time
dependency on the pore water pressures and slope stability depends on dike characteristics,
flood wave characteristics and the delay in failure.

Dike characteristics

The differences in pore water pressure are especially large for dikes that consist of an
impermeable material such as clay. When the subsoil consists of clay, larger differences are
expected than when only the dike body consist of clay. Large differences in pore water
pressures do not necessarily lead to large differences in the safety factor, for example a clay
dike on top of clayey subsoil. The largest differences in safety factors are obtained when
uplifting of the hinterland takes place during the stationary state and/ or during the passage
of a flood wave. A transient calculation is therefore most useful for dikes with an aquifer and
a thin (thinner than 5 m) weak (low POP values) hinterland. A permeable core of a dike
increases the importance of a transient calculation.

Flood wave characteristics

The differences in safety factors during a permanent water level and the passage of a flood
wave are large when no stationary conditions are reached during the passage of a flood wave.
This is the case for high and short flood waves. Both in the Rhine and Meuse, the amount of
short waves (< 7days) is high (80-90%), which increases the influence of a time dependent
calculation.

Also, the importance of a time dependent calculation increases when the response to the
increased pore water pressures is delayed caused by the hydraulic conductivity of the
material. For example, a clay on clay dike is most affected by the duration of the flood event.
The influence of the height of a flood wave on the stability increases when the soil is
permeable, because the delay in response decreases. For example, a sand on sand dike reacts
instantaneously to the flood wave, when the sand material is partly saturated. If the dike is
dry before the passage of a flood wave, again the response is damped through the phreatic
storage capacity of the material. Dikes with a low degree of saturation are therefore more
affected by the duration than the height of a flood wave.
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Delay in failure

Time dependency causes failure of the embankment to not occur simultaneously with the
maximum wave height. The flood wave is decisive for the dike failure, but the permeability
and the strength of the dike determines the moment of failure. Especially, the permeability of
the subsoil determines the moment of failure. Failure for dikes on a permeable subsoil is most
likely in the days before the maximum flood wave height. For impermeable dikes on an
impermeable subsoil the delay in the response is large; causing the moment of failure to occur
later in time.

Influence on design

Taking time dependency into account leads to higher safety factors and lower probabilities of
failure with exception for dikes that consists completely out of sand. For these types of dikes,
the probabilities of failure and safety factors are in the same order of magnitude. This could
affect the design, because dikes need less reinforcement.

The strength of the material is the largest contributor to the distribution of the safety factors
and therefore to the probability of failure (around the 60-95%). In a clay dike the large
contribution in strength is caused by the pre overburden pressure and the normally
consolidated undrained shear strength ratio. In sand dikes the contribution is caused by the
value of the internal friction angle. Flood wave variables contribute for 2-30% to the
distribution of safety factor. In permeable dikes this contribution is delivered by the height of
the flood waves, while in impermeable dikes the contribution is delivered by the duration of
a flood wave. The contribution of the permeability to the probability of failure is small, 2-12%.
It is therefore useful to take time dependency into account in determining the correct safety
factor for impermeable dikes. It is not useful in determining the correct safety factor for
permeable dikes, because a stationary calculation is sufficient. A transient calculation inclusive
the variation of flood waves is less useful; because the strength of the material has the largest
contribution to the distribution of safety factors. Considering the variation in permeability in
a transient calculation is not useful, because the contribution is 10-20 times lower than the
strength of a dike.

When the variation of the duration of a flood wave is not considered, it is recommended to
use a representative duration of a flood wave; that results in the same total failure probability
as including the variation of the duration. For clay on sand dikes at Lobith the duration of the
representative flood wave varies from 13 - 14 days. For completely impermeable dikes a
duration of 16 days is recommended. At Borgharen the representative duration for clay on
sand dikes is 10 days, while for a completely impermeable dike it is suggest using a duration
of 11 days.

WBI (2017) uses a simplification in the calculation of the stationary pore water pressures in
which the permeability is not considered directly. The probability of failure, using the pore
water pressures according WBI (2017) is overestimated when a dike and subsoil consist
completely out of sand or clay. But the probability of failure is underestimated when is looked
at clay on sand dikes. Note that WBI does not take the permeability of the soil into account
(they make a distinguish between sand and clay), so the results are dependent on the chosen
permeability.
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8.1.

Recommendations

The following recommendations are based on the study findings and experiences while
performing this study:

1.

Validate the results with the use of a real cases for which pore water pressure
measurement, soil characteristics and dike geometry are available. This confirms if
obtained current practical findings approaches the practice.

To keep this initial level as close to practice, it is recommended to apply several years
of actual precipitation and evaporation in combination with an initial level based on
measurements of an actual dike.

Include a varying initial water level in the model. This could be done by using year
time series instead of monthly time series. In this way inaccuracies in the first day of a
flood way are left out of consideration and the initial state before a flood wave passes
(and therefore the degree of saturation of the dike body) is better approached.

Further develop the method for coastal regions and the Rhine-Meuse Delta. These area
deals with multiple time dependent loads (e.g. wind waves or the tide) that may affect
the stability of the inner slope.

Include multiple failure mechanisms in the research to the influence of time
dependency; like piping, overflow, micro stability and stability of the outer slope.

Couple the Dutch software D-GeoFlow and D-GeoStability to each other, to make it
easier to perform a time-dependent calculation.
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Overflow

Overflow is when the still water level is higher than the crest level of the dike and therefore
water will flow over the dike. Overflow can lead to direct flooding of the landside area and/or
erosion of the inner slope. The last can finally lead to a dike breach. [Jonkman, 2018]

Overtopping

For overtopping, the still water level is under the crest level of the dike, when waves running
up the slope the water can tops over. Wave overtopping can lead to erosion of the inner slope.
[Jonkman, 2018]

Micro instability

Micro instability is caused by a high phreatic surface that reaches the inner slope of a levee. In
case of a sand core with an impermeable cover on the inner slope, the increased pressure inside
the levee causes the top layer to slide, the top layer to push off, a combination of both or the
sand to wash away through the cracks in the top layer. If all material is permeable with a
permeable top layer above water, the inner slope can slide or some sediment is washed out at
the location where water flows horizontally from the exit point. When the top layer is under
water washing out and sliding will occur for flow perpendicular to the slope. After the dike is
affected at landside exit point, erosion processes and sliding processes will also occur above
exit point. If the processes continue the inner slope or the crest are undermined and will slide
till a new equilibrium is reached. If the crest becomes lower than the water side water level the
breach process will start. Most of the time the dike already fails by other mechanisms, like
piping or slope instability, see Figure A.1. [Hart, 2018]

FIGURE A.1: MICRO INSTABILITY PROCESS [HART, 2018]

Shearing

Shearing is caused by a horizontal force of the water exerted on the outer slope. When the soil
is relatively light (e.g. a peat dike) it can slide or shear along the base of the dike body.
[Jonkman, 2018]

Piping
Piping is caused by a head difference between the outer and inner slope. It is the erosion of

soil particles under the dike and is also called internal erosion. There are different forms of
internal erosion:
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o Erosion through cracks in cohesive material
o Backward erosion: soil particles are transported from the inner side and washed out.
A pipe is formed under the dike in reverse direction of the flow from the outer to the
inner side.
o Contact erosion: When a coarse layer is in contact with a fine layer. A strong flow can
transport the fine material through the coarse material.
o Suffusion: The fine particles are washed out from the coarser particles. The soil skeleton
of the coarse particle remains intact.
The first erosion type is in the Netherlands considered as a micro stability mechanism and the
last two internal erosion types are not significant in the Netherlands because the soil in the
Netherlands is relatively uniform and fine-grained. So, only the backward erosion will be
further discussed in this section. [Hart, 2018]

There are two different situations distinguished for backward erosion. The first situation is
when a clayey levee is located on top of a sand soil. There is no cohesive layer present on top
of the sand layer at the inner side of the dike. The other situation is a levee which is located on
a clay or peat layer. So, the levee is not directly located on top of the sand and between the
ground level at the inner side and the sand layer a clay or peat layer is present. [Hart, 2018]

In the first case the sand layer is directly in contact with the outer water level. When the water
level increases, a head difference occurs over the dike. When the hydraulic head difference at
the exit point exceed a critical value, the granular material can be transported. Fine material is
transported to the landside of the dike. When the outer water level further increased a pipe is
formed. The pipe works like a drain and when it becomes longer the gradient in the sand layer
becomes higher. If the flood duration is long enough a completely pipe will form under the
dike. The seepage discharge and sand transport increase causing the levee to collapse by
undermining, Figure A.2. [Hart, 2018]

b) Groundwater flow caused by head c) Pipe development and increase
a) Initial situation difference (seepage) gradient
m SWL - m HW m
Lw -
> - >

FIGURE A.2: PIPE DEVELOPMENT CLAYEY LEVEE ON SAND SOIL [[HART, 2018]

In the second case, more phases are distinguished. As in the case described above, first the
water level increases. The pore water pressures in the sand layer also increase due to the
hydraulic head difference over the dike. When the upward pressure on the landside exceeds
the weight of the clay or peat layer, the layer is lifted and will crack. Water starts to flow
upwards through the crack (seepage). If the gradient at the exit point exceeds a critical value,
the granular material can start eroding (heave). Through the erosion a pipe is formed.
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If erosion continues and the pipe further develops it can reach the water at the outer side of
the levee. At this point, the seepage discharge and the granular material transport increases
due to the loss of resistance. The structure can now collapse by undermining, Figure A.3. [Hart,
2018]

a) Excessive pressure in aquifer b) Grounduwater flow towards crack c) Start of erosion of granular
(uplift) in aquitard (seepage) material (heave)

e) Continuous pipe, accelerated
erosion e) Collapse by undermining

A A

- -
FIGURE A.3: PIPE DEVELOPMENT LEVEE ON CLAY/PEAT LAYER [HART, 2018]

If the flood duration is shorter than the duration needed to form a complete pipe, the dike will
not collapse. In general, a river dike experiences a high-water level with less fluctuation and a
longer duration (in order of two weeks). While downstream the water level is not only
determined by the river discharge, but also by the water level from the sea. The tide is of
influence. So, more fluctuations can be expected and the flood duration of a storm is relatively
short (order of 1 day). [Hart, 2018]

Erosion

Next to internal erosion, erosion can also take place at the outer slope of a dike or at the
foreshore. Erosion at the outer slope is caused by currents or waves. Dikes are protected
against erosion with the use of a revetment. At a foreshore erosion is caused by currents and
tidal currents. The slope becomes steeper till a flow slide occur. In a flow slide liquation,
unstable breaching or both processes can take place. Liquefaction happens fast. In unstable
breaching, sand from the slope will mix with the water after which a density current flows
along the slope and causes further erosion. This process is a slow process. [Jonkman, 2018]

Settlement

After a dike construction the soil is submitted to instantaneous settlement occurring under
undrained conditions, consolidation, creep and settlement due to irreversible lateral
movement. During the entire lifetime a dike the crest level must be high enough. [Jonkman,
2018]

Others

Other processes like drifting ice, collision by vessels or failure of the revetment due to
instability can cause dike failure.
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There are different methods to calculate the probability of failure, which are generally divided
into five levels. All described methods are based on lecture notes ‘Probabilistic Design: Risk
and Reliability Analysis in Civil Engineering’ by Jonkman et al (2016).

Level IV methods

In this method next to the uncertainties also the consequences and risk are considered for the
determination of the reliability. In this way a choice between different designs can made based
on these aspects.

Level IIT methods

In this method the probability of failure is calculated exactly using analytical formulation,
numerical integration or Monte Carlo simulation. The uncertainties are modelled by their joint
distribution functions. Analytical formulation can only be used for a limited number of simple
cases and numerical integration can be used when n is small. In the other cases Monte Carlo
simulation must be used. In this simulation random samples are generated from a certain
distribution. For each combination of samples, it is determined if a failure occurs. The
percentage of samples in the failure domain is equal to the probability of failure. The
advantage of Monte Carlo is that it is very flexible, empirical distributions can be handled. The
disadvantage is that it takes much more time than analytical models and the solution depends
on the number of drawn samples.

Level IT methods

The joint probability density function is simplified and the limit state function is linearized in
the design point, the point on the limit state function with the highest probability density.
Finding the design point is an iterative process, which can be done by two methods. The first
method transforms the base variables in a function of standard normally distributed values. A
more frequently used method is FORM (First Order Reliability Method). The advantage of this
method is that the base variables does not need to be transformed to a function of standard
normally distributed variables. After linearization, the reliability index be calculated using
equation B.1. The probability of failure is directly related to the reliability index. Sensitivity
factors are calculated with equation B.2. Calculation of sensitivity factors is an advantage of
this method compared to for example a Monte Carlo simulation, because it describes the
relative contribution of a variable to the uncertainty. Another advantage is that a level II
method is less time-consuming than a Monte Carlo simulation. The disadvantage of this
method is that linearization of the limit state function leads to a small error. Another
disadvantage of FORM is that it only can be used for an analytical limit state function
consisting out of normally distributed values.

Uy
B = U_z B.1
0Z o i
a; = G_Xla_z B.2
In which:
Uy = Mean of the limit state equation
o = Standard deviation of the limit state equation

s _
T U D e | ft Master thesis ‘H..{I

CONSULTANTS



August 2019 Appendix B. Reliability methods

Standard deviation of a variable
Sensitivity factor of a variable.

O;

a;

Level I methods

Level I methods are semi-probabilistic calculation. Conservative values are chosen for the
variables based on the probabilistic distribution, see equation B.3 and B.4. If an action is
favourable the k-value is negative and the factor will be positive in case of a non-favourable
action. Further, partial factors are used based on a level II calculation to transform the
conservative values into design values. For load variables this is done by multiplying the
conservative value with the partial factor and for strength variables the conservative value
must divide by the partial factor. For a safe design equation B.5 must hold. The procedure is
illustrated in Figure B.1.

Rk = Ur +kRO-R B.3
Sk = Ug + kso's B.4
Ry,
— > VsSk B.5
Yr
In which:

Ry = Characteristic value for the resistance

Sk = Characteristic value for the load

k = Factor

y = Partial factor

S, S, R, R,
FIGURE B.1: PROBABILITY DENSITY FUNCTIONS SHOWING THE VARIATIONS IN LOAD (RED)
AND RESISTANCE (GREEN) [JONKMAN ET AL, 2016]

Level 0 methods

Level 0 methods are deterministic calculations. It follows the same procedure as described for
the level I method, but no characteristic values are used. The probabilistic distribution is not
considered and a deterministic or nominal value is used in combination with a global safety
factor.

] _
T U D e | ft Master thesis ‘H..{IJ

CONSULTANTS

107



August 2019 Appendix C. Equations internal hydraulic
processes

APPENDIX C. EQUATIONS INTERNAL
HYDRAULIC PROCESSES

]
T U D e |ft Master thesis ‘"..{!,_

CONSULTANTS 108




August 2019 Appendix C. Equations internal hydraulic
processes

Basic hydraulic laws

In all ground waterflow models and calculation are based on two main principle: Darcy’s law
and the continuity equation. The two main principles assume homogenous soil,
incompressible liquid and isotropic permeability. Groundwater flow through saturated soil
is described by Darcy’s law, see the equations below.

= o
qx =~k 2 C.1
= ko
q,=—k7, C3
In which

= Specific discharge [m/s]
= Darcy’s coefficient of permeability or hydraulic [m/s]
= zZ+ pig =Head [m]

q
k
@
z = Altitude of considered point related to reference plan [m]

u = Internal pore pressure [kN/m?]

p = Volumetric mass [kN/m?]

g = Gravitational acceleration [m?/s]
For (quasi-)stationary flow the continuity equation can be derived from Darcy’s law, see
equation C.4. When the flow is not stationary; the continuity equation for phreatic storage is
given by equation C.5 and for elastic storage by equation C.6 [Van der Meer et al, 2004].
Phreatic storage is the storage in the unsaturated soil and elastic storage is the storage in the
soil skeleton [WBI, 2017].

04x 99y 99z _

ox  0dy + 0z Ca
oh  0(hqy) , 9(hay)
— == C-5
"ottt Tax tTay N
du dq,  0qy, 0q,
(mv‘i‘nﬁc)a—a‘i'g-l‘g C.6
In which:
h = Head related to the base of the aquifer [m]
N = Nett rain infiltration [m/s]
n = Effective phreatic porosity [-]
my, = Ground compressibility [m?/N]
B. = Water compressibility [m?/N]

Combining Darcy’s law with the continuity equation, a differential equation is the result which
describes groundwater flow as a function of the head and the pore water pressure. The
differential equation can be solved analytical, numerical, geometrical and graphical which
results in the location of the phreatic line [Van der Meer et al, 2004].
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Water Retention Curve (WRC) and Hydraulic Conductivity Function (HCF)

The first equation describes the Water Retention Curve (WRC), which is the relationship
between the volumetric water content and the matric suction, see equation C.7. The matric
suction is defined as the pore air pressure minus the pore water pressure. The second equation
describes the relation between relative permeability and matric suction and is called the
Hydraulic Conductivity Function (HCF), see equation C.8.

0, +6
0(p) = 6, + — 1 cy
[1+ Calpr] 7a
12
1 1‘n—d]
T
1__
K(S.) = KoSk | 1—-|(1-5, ™ | C38
9(1!)) - Qr
Se() = 0.—0, C9
In which:
K, = Matching point at saturation [cm/day]
Se = Effective saturation [-]
0, = Residual water content [-]
0, = Saturated water content [-]
Y| = Suction pressure [cm]
K(S,) = Hydraulic conductivity function [m?/day]
L = Empirical pore-connectivity variable [-]
ng = Measure of the pore-size distribution [-]
a = Related to the inverse of the air entry suction [1/cm]
o) = Water retention curve [-]
Leakage length
A=A~TC C.10
In which:
C = Hydraulic resistance [day]
D = Thickness aquifer [m]
T =kD = Transmissivity [m?/day]
k = Darcy’s coefficient of permeability or hydraulic conductivity
A = Leakage factor [m]

Time dependent leakage length

A

1 coth; C.11

/1[':
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In which:

A = Leakage length [m]

t = Time [s]

D = Thickness aquifer [m]

Cy = Consolidation coefficient [m?/s]

Change of flow direction

The change of flow direction is given in equation C.12 and the variables are shown in C.2

tana; kq

e, T C.12

laag 2

FIGURE C.1: FLOW OVER LAYER SEPARATIONS [VAN DER MEER ET AL, 2004]
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In this section more details about the used Software are explained. For all details is referred to
the website of GeoStudio: “‘www.geoslope.com’. To model the groundwater flow SEEP/W is
used, which models the flow using a finite element method. SEEP/W can model steady-state
problems using Darcy’s-law, also unsaturated transient analyses can be performed. SEEP/W
can be coupled to SLOPE/W. SLOPE/W calculates the slope stability for different slip surfaces
shapes, pore-water pressure conditions, soil properties and loading conditions. In this section
some aspects used in the software are explained.

SEEP/W

All described aspects are adapted from the manual ‘Seepage modelling with SEEP/W’ by GEO-
SLOPE International Ltd. (2012). SEEP/W assumes a constant total stress, so there is no loading
or unloading of the soil mass; and it assumes that the pore-air pressure remains constant
during a transient analysis and the geometry is fixed. All processes shown in Figure 2.11 are
included in SEEP/W.

Material models and properties
Material models

There are different material models in SEEP/W: saturated/ unsaturated model, saturated only
model and an interface model. The saturated/ unsaturated model makes use of a hydraulic
conductivity function and a water content function. The saturated only model can be used
when an area is always saturated, and make use of the hydraulic saturated conductivity,
saturated water content and the coefficient of volume compressibility.

Soil water storage- water content function

When the soil is saturated, the pore spaces are filled with water. The water content of the soil
is equal to the porosity. When the soil is unsaturated, the pores are also filled with air. The
amount of water and air in the pores depend on the matric suction, which is the difference
between the air pressure and water pressure. The volumetric water content function describes
how the water content varies with changing soil pressures (Figure D.1).

0351 | 05T
_;—MT ’,-"/
£ ot %/ A
= || oz 1 se £ -7 S0 Clay
3 A g (EE = !
8 o2t ‘2 A S
8 i g 0 !
2 0154 — | ; e ._
s 010':/ T E Sand
gt Residual wic | [ PR
005 t t : i t 1 00 —4+—4—4—4
40 20 10 0 10 20 a0 00 .80 60 40 20 0
Pore-Water Pressure (kPa) Pare-Water Pressure (kPa)
FIGURE D.1: VOLUMETRIC WATER CONTENT FIGURE D.2: TYPICAL STORAGE FUNCTIONS
(STORAGE) FUNCTION [GEO-SLOPE FOR 3 SOIL TYPES [GEO-SLOPE
INTERNATIONAL LTD., 2012] INTERNATIONAL LTD., 2012]

The function depends on the residual water content, the air-entry value and the coefficient of
volume compressibility (m,,). The size of the soil particles and particle distribution influences
these variables, see Figure D.2.
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The coefficient of volume compressibility indicates the amount of water stored or released
from the soil when the pore-water pressure changes. Water is assumed to be incompressible.
Both phreatic storage and elastic storage are considered.

Storage function types

For a transient analysis the volumetric water content function is required. The function can be
estimated in SEEP/W with methods. In this thesis the method with the sample functions is
used. In this method typical water content function for different types of soils are used, see
Figure D.3. Only the saturated water content and the residual water content must be specified.

05 —_

D=

Clay
03 ! i Siy Clay
S

a1 f - Sity Sand

ol Water Content {rrm?]

Sand
[RE S o Rack

0o f } } } H
L] o 1 10 100 1000

FIGURE D.3: SAMPLE FUNCTIONS IN GEOSTUDIO
[GEO-SLOPE INTERNATIONAL LTD., 2012]

Hydraulic conductivity

In saturated soils, the saturated hydraulic can be used. But when the is not fully saturated,
ground water flow depends on the amount of water in the soil, which depends on the
volumetric water content function. SEEP/W has different built-in function that estimates the
hydraulic conductivity function based on the volumetric water content function and the
saturated hydraulic conductivity. In this thesis the method defined by Van Genuchten (1980)
is used. In the Van Genuchten equation, the hydraulic conductivity is a function of the matric
suction.

SLOPE/W
All described aspects are adapted from the manual “Stability Modelling with SLOPE/W’ by
GEO-SLOPE International Ltd. (2012).

Limit equilibrium fundamentals

The basics of the limit equilibrium methods are explained in section 2.1.1.2. The limit
equilibrium methods are only based on summation of moment, vertical and horizontal forces.
The method does not take displacements or strains into account. Therefore, local variation in
the safety factor are not considered.

General limit equilibrium formulation

A general limit equilibrium formulation developed by Fredlund (1970) is based on two safety
factors. One the safety factor expresses the moment equilibrium, while the other safety factor
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expresses the horizontal force equilibrium. The interslice shear forces in the limit equilibrium
formulation are handled with equation D.1

X =E Agec f(X) D.1
In which:
E = The interslice normal force [N]
X = The interslice shear force [N]
fx) = A function for the interslice force
Adec = The percentage (in decimal form) of the function used

Different function can be used in SLOPE/W to describe the interslice force, for example: half-
sine, constant, clipped-sine, trapezoidal or fully specified functions. An example of the half-
sine function is given in Figure D.4. The upper curve represents the actual specified function

and the lower curve represents the used function. The ratio between these curves represents
A.
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FIGURE D.4: HALF-SINE INTERSLICE FORCE FIGURE D.5: A FACTOR OF SAFETY VERSUS
FUNCTION [GEO-SLOPE INTERNATIONAL LAMBDA PLOT [GEO-SLOPE
LTD., 2012] INTERNATIONAL LTD., 2012]

The general limit equilibrium computes the safety factor for moment equilibrium and force
equilibrium for a different range of lambda values. A plot like Figure D.5 is obtained. In this
figure can be seen that Bishop indeed neglect interslice shear forces (because lambda is equal
to 0) and the safety factor is only based on moment equilibrium. The Janbu’s simplified method
also ignores interslice forces and is based on force equilibrium. Morgenstern-Price and Spencer
based the safety factor on both moment and force equilibrium. Spencer considered a constant
function, which means that the ratio of shear to the normal is constant. Morgenstern-Price
considered any general appropriate function, for example a half-sine or trapezoidal function.

Slip surface shapes

Different slip surface shapes are implemented in GeoStudio like: circular slip surfaces, planer
slip surfaces, composite slip surfaces and block slip surfaces. The importance of the interslice
force function is strongly related to the shape of the potential slip surface.
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Tension cracks

In some calculations at the crest of a dike, the normal at the base of the first slice will point
away from the slice, see Figure D.6 and Figure D.7. This phenomenon indicates the presence
of tension in the soil. Which is, especially for non-cohesive soils, unrealistic. Therefore,
tensions cracks are introduced. If the base of a slice exceeds a specific angle, the slip surface is
removed from the analysis. The slice is ignored and replaced by a tension crack. The chosen
tension crack angle is specified in equation D.2. It is the angle with the horizontal. By taking
the crack angle into account, lower values of the factor of safety are found.

® =180 — (45 +2) D.2
In which:
0] = Internal friction angle [°]
D = Crack angle [°]
Slice # 1 //' N
\
b\
QBD41‘7- \
\' 10118
FIGURE D.6: SLIP FIGURE D.7: THE RED FORCE OF FIGURE D.8: SLIP
SURFACE WITHOUT THE NORMAL AT THE BASE OF THE SURFACE WITH
CONSIDERING THE FIRST SLICE POINTS AWAY FROM CONSIDERING THE
CRACK ANGLE [GEO- THE SLICE WHICH INDICATES CRACK ANGLE [GEO-
SLOPE] TENSION [GEO-SLOPE] SLOPE]
Geometry

SLOPE/W uses a variable slice width, this is done to ensure that only one soil material exist at
the bottom of a slice, to prevent surface break along the top of the slice and to prevent the
phreatic surface to flow through the base of a slice

Uplifting of the hinterland

Uplifting occurs when equation D.3 satisfies. WBI (2017) made different conservative choices,
looking at uplifting of the hinterland; while GeoStudio does not make these choices. An
overview of the most important differences is shown in Table D.1.

i
9vs

ot
Uplifting if YW¢ <y D3
9
TABLE D.1: OVERVIEW DIFFERENCES CHOICES WBI AND GEOSTUDIO LOOKING AT
UPLIFTING
WBI (2017) GeoStudio
Hydraulic head Lower than outer water level,
. . Same as outer water level .
in aquifer calculated using finite element method
Saf?t)f factor for 12 10
uplifting (y)
Effective stress Zero in the uplifting-zone which is defined o
) . . Only zero at the places where uplifting

reduction when | as 2 times the thickness of the cover layer .

" . occurs, so where equation 2.31 < 1.0
uplifting occurs | measured from the toe of the dike
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For the detailed analysis of slope stability, a semi-probabilistic approach is used. Design values
are used which are calculated using characteristic values in combination with partial safety
factors (model factor, material factor and a damage factor). The uncertainty caused by the used
model is covered by the model factor and are given in Table E.1. The material factor is
calculated using a probabilistic study. Based on FORM sensitivity coefficients, it follows that
the undrained shear strength has the highest influence and the other variables have little
influence. Therefore, all material factors with exception of the undrained shear strength factor
are equal to 1.0. For the undrained shear strength, a value between 1.0 and 1.3 can be used
[WBL 2016]. But still a factor of 1.0 is used. The first reason for this is that the safety format is
easily kept and the second reason is that the uncertainty is already covered in the choice for
the characteristic value. The material factors are shown in Table E.2.

TABLE E.1: MODEL FACTORS IN RING TABLE E.2: MATERIAL FACTORS IN RING TEST
TEST [WBI, 2016] [WBI, 2016]
Slip surface model Model factor Variable Material factor
Liftvan 1.06 Undrained shear strength ratioS[-] | 1.0
Spencer- Van der Meij 1.07 Strength increase exponent m [-] 1.0
Bishop 1.11 Boundary layer tension gy, [kPa] 1.0
Undrained shear stress S,, [kPa] 1.0
Angle of internal friction ¢ [°] 1.0

The design values in the semi-probabilistic calculation are therefore the same as the
characteristic values. This means that material factors do not have any influence, but in theory
every variable should have a partial safety factor which depends on the target reliability.
Therefore, the damage factor is introduced to cover all uncertainties and which is r -
dependent [Kanning, 2016]. The safety requirements for slope stability are shown in equation
E.1. However, the damage factor needs to be calibrated. This is done by investigating different
cases probabilistically and semi-probabilistically. For all cases the (3rvalue is determined and
is plotted against the damage factor. Finally, line is fit at the 20%-quantile of (3r and the
empirical relation shown in equation E.1, E.2 and E.3 is found [WBI, 2016]. This calibration
study is performed for the inner slope of normal dikes, but the relation is also used for the
outer slope.

F0%design _ 4 E.1
YdaVn
Yn = 0.15Bn0rmasn + 0.41 E.2
.Bnorm,dsn = _q)_l(Pnorm,dsn) E.3
In which:
Prorm,dsn = Required probability of failure per cross-section [1/year]
Brorm,dsn = Required reliability index [-]
Yd = Model factor [-]
Yn = Damage factor, Br — dependent [-]
FoSgesign = Factor of safety for dike stability [-]

The probability of failure per cross-section per scenario can now be derived from this empirical
relation and is given in equation E.4. The total probability of failure can be calculated with
equation E.5. The probability of failure must be compared with the norm (equation 2.8) in

s _
T U D e | ft Master thesis ‘H..{I

CONSULTANTS



August 2019 Appendix E. Method WBI for slope stability

which the length-effect for slope stability must be calculated with equation E.6. Because slope
stability of the outer slope is an indirect process while inner slope instability is a direct
mechanism, the norm of the outer slope must be multiplied with 10 [Rijkswaterstaat, 2016].

(%) —0.41
=@ 0.15 E4
n
Prasn = Z(P(Si)Pf,i ) E5
i=1
A Lirg;
Ndsn =1+ l~traject E6
b,
In which:
Liraject = Length of the dike trajectory, as stated in the Dutch water Act [m]
P asn = Probability of failure per cross-section [1/year]
P = Probability of failure per cross-section per scenario [1/year]
P(Sy) = Probability of the scenario [1/year]
@ = Mechanism sensitive factor of the dike trajectory length [-]
b, = Representative length for the analysis in a cross-section [m]
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Version 3.0.1 is used for the calculations of the design hydrograph of the water level.

TABLE F.1: INPUT WATERSTANDSVERLOPENTOOL

Location

Rotterdam

Rhine

Meuse

Location name

307841

100563

202434

water level

water level

Input database Waterstandsverloop_Ben | Waterstandverloop_Bove | Waterstandverloop_Bove
edenrivieren-WBI2017 nrijn-WBI2017 nmaas-WBI2017
Calculation type Design hydrograph of the | Design hydrograph of the | Design hydrograph of the

water level

Maximum water level

5/ 8 m tov bottom river

5/ 8 m tov bottom river

5/ 8 m tov bottom river

ROTTERDAM 5 M TOV BOTTOM

ROTTERDAM 8 M TOV BOTTOM

BORGHAREN 8 M TOV BOTTOM

LOBITH 5 M TOV BOTTOM

LOBITH 8 M TOV BOTTOM

FIGURE F.1: DESIGN HYDROGRAPH OF THE WATER LEVEL ROTTERDAM, RHINE AND MEUSE
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The input of the program SEEP/W is summed up below. Some choices are further explained.

Time

Number of steps: 20

Steps Increase: Linearly

Duration: 1.5 x duration hydrograph of the
water level

Boundary conditions

Drainage: Water Rate= 0 m3/sec, potential
seepage face review

Outer water level stationary: Water total

head= constant value

Outer water level transient t=0: Water total
head= constant value

Outer water level transient: Water total
head= Step data point function

Polder water level: Water total head=
constant value

Mesh

Approximate global element size: 0.5 m
Finite element mesh pattern: Quads &
triangles

Water

Unit weight of water: 9.807 kN/m3

Bulk modules of Pore-Fluid: 2.083.333,3
kPa

Deep Clay
Material model: Saturated only

Saturated X-Conductivity: 5.8e-07 m/sec 2 ¢
Sat. Vol water content: 0.38 3
Compressibility: 2e-3/kPa*

Ky’/Kx" Ratio: 0.333 ¢

Rotation: 0 degrees

Dike Clay
Material model: Saturated/ Unsaturated

2VERRUIJT, 2001
3CARSEL, 1988

3
TUDelft

Master thesis

Ky’/Kx’ Ratio: 0.333

Rotation: 0 degrees
Compressibility: 2e-3 /kPa 3
Estimation Method: Sample functions
Saturated WC: 0.38 2

Sample Material: Clay

Minimum suction: 0.01 kPa
Maximum suction: 30 kPa 5
Estimation method: van Genuchten
Saturated Kx: 5.8e-07 m/sec *
Residual water content: 0,068 2

Hinterland clay

Material model: Saturated/ Unsaturated
Ky’/Kx’ Ratio: 0.333 *

Rotation: 0 degrees

Compressibility: 2e-3 /kPa 3

Estimation Method: Sample functions
Saturated WC: 0.38 2

Sample Material: Clay

Minimum suction: 0.01 kPa

Maximum suction: 30 kPa 3
Estimation method: van Genuchten
Saturated Kx: 5.8 e-07 m/sec *
Residual water content: 0,068 2

Sand Layer
Material model: Saturated only

Saturated X-Conductivity: 2.3 e-05 m/sec *
Sat. Vol water content: 0.43 2
Compressibility: 1.5e-05 /kPa 3

Ky’/Kx’ Ratio: 0.667

Rotation: 0 degrees

Sand dike/ hinterland

Material model: Saturated/ Unsaturated
Ky’/Kx" Ratio: 0.667 *

Rotation: 0 degrees

4SMITH, 2013
5VAN DER MEER ET AL, 2004
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Compressibility: 1.5e-05 /kPa 3 Maximum suction: 2.35 kPa!
Estimation Method: Sample functions Estimation method: van Genuchten
Saturated WC: 0.43 2 Saturated Kx: 2.3e-05 m/sec *
Sample Material: Sand Residual water content: 0.045

Minimum suction: 0.01 kPa

Accuracy mesh grid

A global element size must be chosen, which determined the accuracy of the model. The
smaller the mesh grid, the more accurate the results will be, but the larger the calculation time
of the model. To know the influence of the choice; the pressure of the red point indicated in
the figure below in the four dike types is compared for varying element sizes, the results are
shown in Figure G.2. A linear line is fitted and the intercept indicates the value when an
infinity small grid size is chosen. Which is used to estimate the order of the error, see Table
G.1. Therefore, it is chosen to use a global element size of 0.5 meter.

FIGURE G.1: RED POINT INDICATES POINT FOR WHICH THE PRESSURE IS COMPARED

Accuracy mesh grid Dike type 1
32,8 .
—— Dike type 2
32,6
£l 324 ———— Dike type 3
_% 32,2
2z 32 Dike type 4
= 3.8
-§ 31,6
o Lineair (Dike type 1)
< 34 y =0,0143x + 32,269
= BL2 ettt e ——— ineai i
Lineair (Dike type 2)
31 y =0,0238x + 31,133
08— ... Lineair (Dike type 3)
0 1 2 3 4 y =0,0759x + 32,073
Mesh: approximate global element size Lineair (Dike ?]Zpe %)
y =0,0137x + 32,29

FIGURE G.2: ACCURACY MESH GRID

5
TUDelft Master thesis

CONSULTANTS

124



August 2019 Appendix G. Input SEEP/W

TABLE G.1: ACCURACY MESH GRID, ERROR

Dike type
Approximate global element size 1 2 3 4
3,5 0,4% 0,8% 2,0% 0,3%
3 0,1% 0,3% 0,5% 0,1%
2,5 0,0% 0,1% 0,1% 0,0%
2 0,1% 0,3% 0,9% 0,4%
1,5 0,0% 0,1% 0,2% 0,0%
1 0,1% 0,2% 0,5% 0,0%
0,5 0,0% 0,1% 0,2% 0,0%

Accuracy right boundary

At the right side of the model a boundary value needs to be specified, to indicate that there is
no influence at the flow pattern anymore. Ideally this boundary is present at an infinite
distance, but that caused an infinitely large calculation time. Normally the right distance is set
to a distance equal to 5 times the leakage length (657 meters). To know the influence of this
choice, first is looked at the stationary pressure of the point indicated in Figure G.1. The results
are presented in Figure G.3. A polynomial is fitted through the result to estimate the intercept,
which is used to estimate the accuracy with. From

Table G.2 is concluded that a distance of 195 m is sufficient. The influence is checked in time
in the same way for the governing pressure in time and the time of the governing phreatic
surface. The results are presented in Figure G.4 and Table 2.1. From this is concluded to use a
distance of 390 meters (2x the leakage length).

A=VTC =vKDC = \/2.3 x 1075 x 20 X 1000 x 24 X 3600 = 199 m G.1
Accuracy right boundary ——Diketypel
32,4
Dike type 2
32,2
E 0 Dike type 3
]
5
< 318 Dike type 4
=
3 316
I e Y B B Poly. (Dike type 1)
cg*é 314 y =-11674x2 + 48,133x + 32,24
312 Poly. (Dike type 2)
y =458,17x2 - 3,2433x + 31,138
31 Poly. (Dike type 3)
0 0002 0004 0006 0008 001 0012 y_1331 1529399 + 32,098
1/Distance right boundary [m] Poly. %)ike type 4
y = -11499x? + 45,433x + 32,27

FIGURE G.3: ACCURACY RIGHT BOUNDARY
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32
31,9
31,8
31,7
31,6
31,5

31,4

Water total head [m]

31,3

31,2

Appendix G. Input SEEP/W

TABLE G.2: ACCURACY RIGHT BOUNDARY, ERROR

Dike type
A Leakage length [m] 1 2 3 4
0,5 97 23% | 0,0% | 01% | 2,3%
0,6 125 1,1% | 0,1% | 0,1% | 1,2%
0,9 170 04% | 0,1% | 0,1% | 0,4%
1,0 195 01% | 0,1% | 0,1% | 0,2%
2,0 390 01% | 0,1% | 0,1% | 0,1%
3,9 780 01% | 0,1% | 0,1% | 0,1%
9,8 1950 01% | 0,1% | 0,1% | 0,1%
Accuracy right boundary
3,5
R Dike type4,
3 > maximum water
£ total head
25 '8
£z
2 g ﬁ Dike type 4, time of
15 é 3 maximum total
T 85 head
g
1 e 9
@
<
0,5 i Poly. (Dike type4,
g maximum water
0 = total head)
0,00 000 0,00 001 001 001 0,01 y = 9024,5x2 + 35,45x + 31,905

1/Distance right boundary [m]
FIGURE G.4: ACCURACY RIGHT BOUNDARY IN TIME

TABLE G.3: ACCURACY RIGHT BOUNDARY IN TIME, ERROR

Lambda Leakage | Time of maximum Maximum
length [m] total water head | water total head

0,5 97 0% 1,9%

0,6 125 0% 0,8%

0,9 170 0% 0,2%

1,0 195 0% 0,4%

2,0 390 0% 0,1%

3,9 780 0% 0,1%

9,8 1950 0% 0,1%

]
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Accuracy river width

The river width in upstream in the Rhine is around the 80 meters, upstream in de Meuse the
width is around the 100 meters. While downstream near Rotterdam the width varied between
the 265 and 465 meters. Therefore, the influence of the river width is investigated in a similar
way as the right boundary. The results of the stationary case are presented in Figure G.5 and
Table G.4, from which can be seen that the results do not vary a lot. This is also checked for
the results in time, see Figure G.6 and Table G.5. From this is decided to use a width of 90
meters in the model (so the left boundary is presented at a distance of 45 meters).

Accuracy river width Dike type 1

326 Dike type 2
32,4

22 | - Dike type 3
32

Dike type 4

--------- Lineair (Dike type 1)
y =-0,2669x + 32,297
Lineair (Dike type 2)

Water total head [m]
=2
o

31,2 y =-0,2384x + 31,149
31 Lineair (Dike type 3)
0 0,02 0,04 0,06 0,08 0,1 0,12 y = -0,2886x + 32,097
1/Distance left boundary [m] Lineair (Dike type 4)
y =-0,4867x + 32,334
FIGURE G.5: ACCURACY LEFT BOUNDARY
TABLE G.4: ACCURACY LEFT BOUNDARY, ERROR
Dike type
half river 1/ half river
width width 1 2 3 4
10 0,1 0,1% 0,1% 0,1% 0,2%
20 0,05 0,0% 0,0% 0,1% 0,0%
40 0,025 0,0% 0,1% 0,1% 0,1%
80 0,0125 0,0% 0,1% 0,1% 0,0%
232,5 0,004 0,0% 0,0% 0,1% 0,0%

] _
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Accuracy river width
31,955 3,5 "
s
31,95 3 g
= =
= 31,945 25 “g —_ Dike type4, maximum
f:«j 5 E —5 water total head
= 31,94 g =
s 153 % Dike type 4, time of
© S .
2 31,935 g 2 maximum total head
T 1 2@
= 3}
31,93 05 =
Q
31,925 0 E
0,000 0,020 0,040 0,060 0,080 0,100 0,120
1/Distance left boundary [m]
FIGURE G.6: ACCURACY LEFT BOUNDARY IN TIME
TABLE G.5: ACCURACY LEFT BOUNDARY IN TIME, ERROR
half river | 1/ half river | Time of maximum | Maximum
width [m] | width total water head water total head
10,0 0,100 0% 0,07%
15,0 0,080 0% 0,02%
25,0 0,040 0% 0,00%
45,0 0,022 0% 0,00%
85,0 0,012 0% 0,00%
165,0 0,006 0% 0,00%
232,5 0,004 0% 0,00%
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APPENDIX H. INPUT SLOPE/W
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Settings 5=0.22°5
Analysis Type: Spencer m=0.95
Direction of movement: Left to right POP =18 kPa®
Slip Surface Option: Entry and exit
No. of critical slip surfaces to store: 1 Hinterland/dike material Sand
Tension crack angle: 135 degrees Material Model: Mohr-Coulomb
Unit Weight 20 kN/m3

Clay- dike material Cohesion: 0 kPa
Material Model: SHANSEP Phi=30 degrees>
Unit Weight 16 kN/m?3 5

— S x (va)m Saturated Sand

i %o Material Model: Mohr-Coulomb
5=0.26° Unit Weight 20 kN/m?3 5
m=0.9° Cohesion: 0 kPa
POP =28 kPa® Phi=30 degrees?
Clay deep Time
Material Model: SHANSEP ﬁnber of steps: 20
Unit Weight 16 kN/m? 2 . Steps Increase: Linearly
Tau/Slgma =S X (‘:’3’) Duration: 1.5 x duration hydrograph of the
S 0265 i vt water level
1;10—29:52 A kpas Slip Surface Entry and Exit Range:

Number of increments over entry range: 60
Number of increments over exit range: 20

Hinterland material Cl ..
nierand materia’ L ay Number of radius increments: 7

Material Model: SHANSEP
Unit Weight 16 kN/m3 ©

m
Tau/Slgma— =S X (U”y )
i Ov,i

Accuracy number of increments entry range

The entry and exit range are shown in Figure H.1. The entry range is the is specified from the
toe of the dike at the outer slope till halfway the inner slope. Ideally an infinite number of
increments is used, but this caused the calculation time to be large. Therefore, the same method
as described in the section above is used to find a correct number of increments. The only
difference is that the safety factor for the inner slope is compared instead of the total water
head. The results are presented in Figure H.2 and Table H.1, from which is decided to use 55
increment over the entry range.

SWBI, 2017
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FIGURE H.1: ENTRY AND EXIT RANGE

Accuracy entry range

et
&)

N

y factor inner slope stability
—
&

05

g

[g8]

5]

50

0,03 0,02 0,07
-

g

FIGURE H.2: ACCURACY ENTRY RANGE

TABLE H.1: ACCURACY ENTRY RANGE, ERROR

0,12

1/number of increments

0,17

—— Dike type 2

——— Dike type 3

.....

Dike type 1

Dike type 4

Poly. (Dike type 1)
y = - 1E-14x + 0,485

Poly. (Dike type 2)
y =-1,3084x?+ 0,9924x + 1,8391
Poly. (Dike type 3)
0,22 y =-0,9046x2+ 0,4191x + 0,9855
Poly. (Dike type 4)
y =-4,8071x>+ 1,269x + 0,2489

Dike type
Number of increments
entry range ! 2 3 +
5 0,0% 7,9% 4,8% 25,8%
10 0,0% 4,7% 3,4% 25,8%
20 0,0% 2,6% 1,9% 24,5%
35 0,0% 1,4% 1,1% 25,8%
55 0,0% 0,8% 0,7% 1,6%
80 0,0% 0,5% 0,4% 4,1%
110 0,0% 0,8% 0,7% 1,6%
5
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Accuracy number of increments exit range

The exit range is defined from the toe of the dike at the inner slope till four times the thickness
of the cover layers right from the ditch. The same method as described for the entry range is
used to define the number of increments for the exit range. The results are presented in Figure
H.3 and Table H.2; therefore it is decided to use 10 increments in the exit range.

Accuracy exit range Dike type 1
= 2 Dike type 2
=18
S 16
® Dike type 3
L 14
2 12
oo Dike type 4
¢ 1
[
5
5 L B I e B E— I Lineair (Dike type 1)
g 0,6 y =0,0278x + 0,4842
. e A Lineair (Dike type 2)
)
5 02 y =0,1195x + 1,8255
G 0 Lineair (Dike type 3)
£ 0,00 0,05 0,10 0,15 0,20 0,25
= y =0,0409x + 0,9808

1/number of increments Lineair (Dike tvpe 4
y = -2E-15x+ 0,237

FIGURE H.3: ACCURACY EXIT RANGE

TABLE H.2: ACCURACY EXIT RANGE, ERROR

Dike type
Number ofr ;r;c;:zments exit 1 5 3 1
5 1,0% 1,4% 0,8% 0,0%
10 1,0% 0,5% 0,4% 0,0%
20 0,2% 0,3% 0,1% 0,0%
35 0,0% 0,2% 0,1% 0,0%
55 0,2% 0,2% 0,1% 0,0%

Accuracy number of increments radius

The method is repeated to determine the number of radius increments. The results are shown
in Table H.3 and Figure H.4 from which is concluded to use 4 increments.

s -
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Accuracy radius —— Dike type 1

25 |
—— Dike type 2

2 .
Dike type 3
. Dike type 4

—_

--------- Poly. (Dike type 1)

y =1,1231x2- 0,1836x + 1,808
--------- Poly. (Dike type 2)

y =0,3004x2 - 0,0272x + 0,9628

|

Critical safety factor inner slope stability

0 Poly. (Dike type 3)
0,00 0,10 0,20 0,30 0,40 0,50 0,60 y=0,9689x2-0,2133x + 0,4861
1/number of increments Poly. (Dike tgge 4)

y =1,3432x2- 0,1721x + 0,2496

FIGURE H.4: ACCURACY RADIUS

TABLE H.3: ACCURACY RADIUS, ERROR

Dike type
N ermens | 1|2 ’ ‘

2 27,3% 10,9% 6,7% 103,3%
3 3,2% 0,7% 0,1% 20,5%
4 1,7% 1,6% 2,5% 2,7%
5 2,3% 1,8% 1,0% 27,6%
6 3,1% 0,7% 0,1% 9,8%
7 0,2% 0,5% 0,3% 2,3%
11 2,7% 0,3% 0,2% 0,1%
15 2,3% 0,7% 0,1% 13,2%
55 3,3% 1,3% 0,5% 2,5%

5 -
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APPENDIX I. RESULTS PORE PRESSURE
FIELD
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August 2019 Appendix L. Results pore pressure field
C C
YZBD.S\m YZB 051
D A B
“o10m X-45m 560 m X705
Y=255m Y=255m ¥=25.5m Y=255

Location: Rhine, cross section: s1, description: clayey dike on sandy subsoil

Pore-water Pressure at the toes of the dike, at point A Pore-water Pressure for different timesteps at cross section D

Pore-water Pressure [kPa]

0 5 10 15 20 25 30 B
Time [days]
---- HW, Stationairy pore-water pressure outer toe
---- LW, Stationairy pore-water pressure outer toe
---- HW, Stationairy pore-water pressure inner toe
-=-- LW, Stationairy pore-water pressure inner toe
—— HW, transient pore-water pressure outer toe
—— LW, transient pore-water pressure outer toe
—— HW, transient pore-water pressure inner toe

— LW, transient pore-water pressure inner toe

-80 -60 -40 -20 0 20 40 B0
Pore-water Pressure [kPa]

---- HW, infitiy —— HW after: 9,42 days
=== LW, infitiy LW after: 9,42 days
—— HW after: 0 sec —— HW after: 18,8 days
LW after: 0 sec LW after: 18,8 days
—— HW after: 3,77 days HW after: 37,7 days
LW after: 3,77 days LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section B

Pore-water Pressure [kPa]
o2 B8&sy88I8

10 20 30
-==- HW, infitiy LW after: 0 sec
-==- LW, infitiy —— HW after: 3,77 days
—— HW after: 0 sec LW after: 3,77 days

40 50 60 0
X [m]
—— HW after: 9,42 days LW after: 18,8 days
LW after: 9,42 days HW after: 37,7 days
—— HW after: 18,8 days LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section C

8

-40 == —-
-50

Pore-water Pressure [kPa]
|
5]

---- HW, infitiy LW after: 0 sec
--=- LW, infitiy —— HW after: 3,77 days
—— HW after: 0 sec LW after: 3,77 days

45 50 55
X[m]
—— HW after: 9,42 days LW after: 18,8 days
LW after: 9,42 days HW after: 37,7 days
—— HW after: 18,8 days LW after: 37,7 days
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o
C C
—" ~
Y=305m Y305~
D A B
“odiom X=45m e m X=705
Y255 m Y=255m Y=255m Y255

Pore-water Pressure [kPa]

Pore-water Pressure [kPa]

&
=]

Location: Rhine, cross section: s2, description: sandy dike on sandy subsoil

Pore-water Pressure at the toes of the dike, at point A Pore-water Pressure for different timesteps at cross section D

Pore-water Pressure [kPa]
s Bgs88g838s

8

Aod b L
S & S o

5 10 15 20 25 30 B -60 -40 =20 0 20 40 60
Time [days] Pore-water Pressure [kPa]

---- HW, Stationairy pore-water pressure outer toe ===-- HW, infitiy —— HW after: 9,42 days
---- LW, Stationairy pore-water pressure outer toe -=== LW, infitiy LW after: 9,42 days
---- HW, Stationairy pore-water pressure inner toe —— HW after: 0 sec —— HW after: 18,8 days
-=== LW, Stationairy pore-water pressure inner toe LW after: 0 sec LW after: 18,8 days
—— HW, transient pore-water pressure outer toe —— HW after: 3,77 days HW after: 37,7 days
— LW, transient pore-water pressure outer toe LW after: 3,77 days LW after: 37,7 days

—— HW, transient pore-water pressure inner toe

— LW, transient pore-water pressure inner toe

Pore-water Pressure for different timesteps at cross section B

10 20 30 40 50 60 70
X [m]
---- HW, infitiy LW after: 0 sec —— HW after: 9,42 days LW after: 18,8 days
---- LW, infitiy —— HW after: 3,77 days LW after: 9,42 days HW after: 37,7 days
—— HW after: 0 sec LW after: 3,77 days —— HW after: 18,8 days LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section C

30 35 40 45 50 55
X [m]
---- HW, infitiy LW after: 0 sec —— HW after: 9,42 days LW after: 18,8 days
-==- LW, infitiy —— HW after: 3,77 days LW after: 9,42 days HW after: 37,7 days
—— HW after: 0 sec LW after: 3,77 days —— HW after: 18,8 days LW after: 37,7 days
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o
C C
—" ~
Y=305m Y305~
D A B
“odiom X=45m e m X=705
Y255 m Y=255m Y=255m Y255

Location: Rhine, cross section: s3, description: clayey dike on clayey subsoil

Pore-water Pressure at the toes of the dike, at point A Pore-water Pressure for different timesteps at cross section D
80
£
=2 70
u 60
H
@ 50
v
&
folel
4]
$ 20
T 10
=]
o0
0 5 10 15 20 25 30 Kl -60 -40 -20 0 20 40 60
Time [days] Pore-water Pressure [kPa]
---- HW, Stationairy pore-water pressure outer toe -==-- HW, infitiy —— HW after: 9,42 days
---- LW, Stationairy pore-water pressure outer toe -=== LW, infitiy LW after: 9,42 days
---- HW, Stationairy pore-water pressure inner toe —— HW after: 0 sec —— HW after: 18,8 days
-=== LW, Stationairy pore-water pressure inner toe LW after: 0 sec LW after: 18,8 days
—— HW, transient pore-water pressure outer toe —— HW after: 3,77 days HW after: 37,7 days
— LW, transient pore-water pressure outer toe LW after: 3,77 days LW after: 37,7 days

—— HW, transient pore-water pressure inner toe

— LW, transient pore-water pressure inner toe

Pore-water Pressure for different timesteps at cross section B

— 80

&

o, 70

v 60

2 50

& a0

%

o

£ 10

S

oo

10 20 30 40 50 60 70
X [m]

---- HW, infitiy LW after: 0 sec —— HW after: 9,42 days LW after: 18,8 days
---- LW, infitiy —— HW after: 3,77 days LW after: 9,42 days HW after: 37,7 days
— HW after: 0 sec LW after: 3,77 days —— HW after: 18,8 days LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section C

8

40
-50

Pore-water Pressure [kPa]
|
5]

6 63 40 4 50 55
X [m]

---- HW, infitiy LW after: 0 sec —— HW after: 9,42 days LW after: 18,8 days

-=== LW, infitiy —— HW after: 3,77 days LW after: 9,42 days HW after: 37,7 days
—— HW after: 0 sec LW after: 3,77 days —— HW after: 18,8 days LW after: 37,7 days
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C C
YZ3D.5\JI\ Yi3 05 o
D A B
Sodiom Xe45m oo m X705
Y=255m Y=255m Y=25.5m Y=255

Location: Rhine, cross section: s4, description: clayey dike wity sandy core on sandy subsoil

Pore-water Pressure at the toes of the dike, at point A

Pore-water Pressure [kPa]

0 5 10 15

20 25 K

Time [days]

HW, Stationairy pore-water pressure outer toe
LW, Stationairy pore-water pressure outer toe
HW, Stationairy pore-water pressure inner toe
LW, Stationairy pore-water pressure inner toe
HW, transient pore-water pressure outer toe
LW, transient pore-water pressure outer toe

Pore-water Pressure for different timesteps at cross section D

» -80 -60 -40 -20 0 20 40 60
Pore-water Pressure [kPa]
---- HW, infitiy —— HW after: 9,42 days
=== LW, infitiy LW after: 9,42 days

HW, transient pore-water pressure inner toe
LW, transient pore-water pressure inner toe

HW after: 0 sec
LW after: 0 sec
HW after: 3,77 days
LW after: 3,77 days

HW after: 18,8 days
LW after: 18,8 days
HW after: 37,7 days
LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section B

Pore-water Pressure [kPa]
o2 B88&88838

10 20

-==- HW, infitiy
---- LW, infitiy
—— HW after: 0 sec

LW after: 0 sec

—— HW after: 3,77 days
LW after: 3,77 days

X[m]
—— HW after: 9,42 days

LW after: 9,42 days
—— HW after: 18,8 days

LW after: 18,8 days
HW after: 37,7 days
LW after: 37,7 days

Pore-water Pressure for different timesteps at cross section C

Pore-water Pressure [kPa]
|
S

30
---- HW, infitiy

-==- LW, infitiy
—— HW after: 0 sec

i
TUDelft

LW after: 0 sec

—— HW after: 3,77 days
LW after: 3,77 days

40 45
X [m]
—— HW after: 9,42 days
LW after: 9,42 days
—— HW after: 18,8 days

Master thesis

LW after: 18,8 days
HW after: 37,7 days
LW after: 37,7 days
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August 2019 Appendix L. Results pore pressure field
C C
YZBD.S\m YZB 051
D A B
“o10m X-45m 560 m X705
Y=255m Y=255m ¥=25.5m Y=255

Location: Meuse, cross section: s1, description: clayey dike on sandy subsoil

Pore-water Pressure for different timesteps at cross section D

— .~
< 34 s
2,7 ‘\:\:\
t @
@
] —_
& E 3
[ 40 -
L
Y 28
5
v 20
5 2%
A1 N
0.0 25 5.0 75 10.0 12.5 16.0 -60 -40 =20 0 20 40 &0
Time [days] Pore-water Pressure [kPa]
---- HW, Stationairy pore-water pressure outer toe ==== HW, infitiy —— HW after: 6,55 days
---- LW, Stationairy pore-water pressure outer toe -=-= LW, infitiy LW after: 6,55 days

HW after: 0 sec
LW after: 0 sec
HW after: 3,28 days
LW after: 3,28 days

HW, Stationairy pore-water pressure inner toe —— HW after: 11,5 days
LW after: 11,5 days
HW after: 16,4 days

LW after: 16,4 days

LW, Stationairy pore-water pressure inner toe
HW, transient pore-water pressure outer toe
LW, transient pore-water pressure outer toe
HW, transient pore-water pressure inner toe

LW, transient pore-water pressure inner toe

Pore-water Pressure for different timesteps at cross section B

— &0
=
&
& 60
4 0
&
— 40 _
& e e
= 30 i
5 =
g S e
=] D ————
P10 —
10 20 30 40 = o o
X [m]
---- HW, infitiy LW after: 0 sec —— HW after: 6,55 days LW after: 11,5 days

---- LW, infitiy
— HW after: 0 sec

—— HW after: 3,28 days
LW after: 3,28 days

LW after: 6,55 days
—— HW after: 11,5 days

HW after: 16,4 days
LW after: 16,4 days

Pore-water Pressure for different timesteps at cross section C
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Dike type 1: Clayey dike on sandy subsoil Dike type 2: Sandy dike on sandy subsoil
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Appendix J. Results sensitivity assessment
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Hydrograph of the water level at Rotterdam
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Hydrograph of the water level at Borgharen
RSFD for cases with different dike cores RSFD for cases with and without foreland
20 O ®  Hydrograph 1 meter below crest 20 ¢ Hydrograph 1 meter below crest =
O ®  Hydrograph 1 meter above foreland ®  Hydrograph 1 meter above foreland o
= . - .
o 18 . 518 c
g .e L} El .
o} .
? L e . E » .
? 16 = 16
= g
£ -* = .
E . . : = g . "
@ @
g1e g 14 )
51 o o
: : s
[m) o - =
£ 12 =12 w o
m ” /
10 1.0
1.0 1.1 12 13 14 15 16 1.7 1.0 12 14 16 18 20
RSFD for cases with a clayey core [-] RSFD for cases with foreland [-]
RSFD for cases with and without ditch _ RSFD for cases with different layer thicknesses
20 *  Hydrograph 1 meter below crest O @ 20 ¢  Hydrograph 1 meter below crest, coverlayer thickness= 4m =
*  Hydrograph 1 meter above foreland A __5 ® Hydrograph 1 meter below crest, coverlayer thickness= 5m o
<
. . _g ®  Hydrograph 1 meter below crest, coverlayer thickness= 6m
E 18 . g‘ 1.8 ® Hydrograph 1 meter above foreland, coverlayer thickness= 4m
= : 5 Hydrograph 1 meter above fo?sland,.coverlayer thlckness:?m
=z ° * E ¢ Hydrograph 1 meter above foréland, toverlayer thickness= 6m
216 516
e
E =
3] * s
& i - E
£ 14 . c 14 .
~ ee® . = L] .
5] . . = e ® *. e . o o
= . = e @
.
E £~ . g. i o %8 . « * o $ H
@12 . o u 1.2 ] e
= N ) Lrg r * ™ . .
. WE 0. : Wl e s Jo o
) ¢ v & $o s &2. ..
10 210 4
5]
1.0 1.1 12 13 14 15 16 1.7 & 1.0 12 14 16 18
RSFD for cases with ditch [-] RSFD for cases where the cover layer is 3 meters thick [-]
RSFD for cases with different hinterland materials RSFD for cases with with different layer materials
20 = ®  Hydrograph 1 meter below crest :H ¢ Hydrograph 1 meter below crest
- . ®  Hydrograph 1 meter above foreland ﬂé. 17 ®  Hydrograph 1 meter above foreland
< 18 . £ 16
- 0 © E
g 2
il -’ £15
2,16 5
= =
Bl . 14
= - ., - = ss . .
= . - ® =
= <
£ 14 . ke s 18 T
3 o 8 = o o SR L]
« ° () -
- S ,'} g 12
A S Bioeeont e
- % . .
2 Xoe 5 12 :
=1 E M-.- ® dob o L)
10 & 10
1.0 1.1 12 13 14 15 16 1.7 1.0 12 14 16 18 20
RSFD for cases with a sandy hinterland [-] RSFD for cases with a sandy intermediate layer [-]
RSFD for cases with different POP values
20 .
]
E ..
g 18 LI
=9 e
Q o0
(=5} .e . @
g 16
= e ¢
b=l .
5 L]
§ 14 -
w *  Hydregraph 1 metet below crest, POP= S(ﬁﬁPa
o . L) ydrograp.
) u ! s _~Hydrograph 1 metet below crest, POP=80kPa
5]
512 HE S * Hydrograph 1 r;ete:' below crest, POP=130kPa
- .
5 .. ﬁ o *  Hydrograph 1 meter above foreland, POP= 30kPa
L@ 5 T Hydrograph 1 meter above foreland, POP= 80kPa
1.0 *  Hydrograph 1 meter above foreland, POP= 130kPa
1.0 1.1 1.2 1.3 14 1.5 16 1.7
RSFD for cases where the POP is 0 kPa [-]

i
TUDelft

Master thesis

HKY

CONSULTANTS

151



August 2019

Appendix J. Results sensitivity assessment
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The following Chapter is adopted from Pol (2014) - Hydrograph shape variability on the river

Meuse

Generalized Extreme Value distribution (GEV):

F(x) = exp(— (1 + k %)_é)

F(x) = exp(—exp(—ﬂ) )

a

f(x) = =exp (— (1 + K=k )_E) (1 + kra;u)“‘;

) = 2exp (- (2) - exp(- (%))

k = shape, o = scale, p = location

If k =0 this is a Gumbel distribution
If k < 0 this is a Weibull distribution
If k = 0 this is a Frechet distribution

Negative Weibull dlstributlun:b
F(x) = 1 —exp (- (i) )
00 =32()" e (-())

a=scale, b = shape

Generalized Pareto Distribution (GPD):
1

Fo) =1-(1+k =%) F

£( _1 x=8 _i_l
%) —;(1 + k T]

k = shape, o = scale, 8 = threshold
Ifk=0and 8 =0, this is equivalent to exponential
If k > 0 and 6 = o/k, this is equivalent to Pareto
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APPENDIX L. RESULTS CORRELATION
ANALYSIS, SAFETY FACTOR
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Appendix L. Results correlation analysis,

safety factor

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
Nonax -0,43 -0,38 -0,56 -0,4 -0,41 -0,14 -0,43 -0,38
Dy 0.12 -0.01 0.08 -0.06 0.12 0.03 0.11 -0.01
D, -0.76 -0.67 -0.87 -0.70 -0.76 -0.37 -0.76 -0.67
D5, -0.63 -0.32 -0.62 -0.35 -0.64 -0.14 -0.64 -0.32
Dgs -0.65 -0.38 -0.71 -0.44 -0.63 -0.16 -0.65 -0.38
Ay -0.08 0.04 -0.13 -0.01 -0.09 0.08 -0.09 0.04
Ay -0.65 -0.67 -0.78 -0.71 -0.65 -0.34 -0.65 -0.67
Asg -0.21 -0.09 -0.26 -0.14 -0.22 0.02 -0.22 -0.09
Ags -0.10 -0.10 -0.18 -0.16 -0.11 0.02 -0.10 -0.1
RA, -0.73 -0.44 -0.71 -0.45 -0.73 -0.23 -0.74 -0.44
RA, 0.53 -0.04 0.60 -0.09 0.52 -0.02 0.53 -0.04
RAsq -0.07 -0.28 -0.11 -0.30 -0.05 -0.1 -0.06 -0.28
RAgs 0.59 0.00 0.57 0.00 0.55 0.07 0.59 0.00
n 0.20 0.04 0.20 0.00 0.19 0.03 0.20 0.04
N50% 0.15 0.06 0.10 0.02 0.15 -0.02 0.15 0.06
Ngs9, 0.26 0.06 0.20 0.05 0.22 0.04 0.27 0.06
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Dike type 1
Scatterplot Rhine
Spearman correlation =-(0.632
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Dike type 3
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Spearman correlation =-0.639
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Dike type 1
Scatterplot Rhine
Spearman correlation =-0.734
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Dike type 3
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TABLE M.1: SPEARMAN CORRELATION BETWEEN LOCAL SHAPE VARIABLES AT LOBITH

Appendix M. Results correlation analysis,
variables

hmax | Do Dy D5y | Dgs Ay Ay Aso | Ags | RAg | RAp | RAso | RAgs | m N5o | Ngs
x| 1.0
Dy | -002 |10
D, 0.66 -0.05 | 1.0
Do | 025 | 026 |057 |10
Dgs 0.37 0.19 0.81 0.74 1.0
Ag 0.12 0.62 0.22 0.63 0.54 1.0
Ay 0.88 -0.04 | 0.92 0.44 0.65 0.19 1.0
Asp 0.20 0.51 0.39 0.71 0.71 0.95 0.32 1.0
Ags 0.15 0.50 0.4 0.52 0.69 0.87 0.3 0.93 1.0
RA, 0.25 -0.11 | 0.63 0.81 0.67 0.4 0.48 0.5 0.35 1.0
RA; -0.75 | 0.02 -0.66 | -0.35 | -045 | -0.13 | -0.75 | -0.22 | -0.14 | -0.37 | 1.0
RAs, | 0.08 -0.13 | 0.3 -0.26 | 0.32 -0.09 | 0.22 0.06 0.25 -0.09 | -0.09 | 1.0
RAgs -0.55 | -0.57 | -0.43 | -0.37 | -0.36 | -0.0 -0.51 | -0.09 | 0.1 -0.42 | 0.75 0.07 1.0
n -0.12 | -0.12 | -0.23 | -0.14 | -0.18 | -0.08 | -0.19 | -0.11 | -0.1 -0.18 | 0.21 -0.09 | 0.13 1.0
Ns09 -0.01 | -0.01 | -0.03 | -0.09 | 0.09 0.07 -0.02 | 0.12 0.15 -0.15 | -0.01 | 0.33 0.06 0.05 1.0
Ngsy, -0.05 | -0.04 | -0.18 | -0.25 | -0.29 | -0.17 | -0.13 | -0.23 | -0.18 | -0.25 | 0.12 -0.09 | 0.18 0.11 -0.01 | 1.0
TABLE M.2: SPEARMAN CORRELATION BETWEEN LOCAL SHAPE VARIABLES AT BORGHAREN
hmax | Do Dy D5y | Dgs Ao AL Aso | Ass | RAg | RAp | RAso | RAgs | ng N5o | Ngs
hmax | 1.0
Dy | 006 |10
D, 0.37 | 0.10 1.0
Dsy 0.18 0.58 0.58 1.0
Dgs 0.32 0.47 0.62 0.78 1.0
Ay 0.11 0.73 0.13 0.76 0.63 1.0
AL 0.64 0.13 0.9 0.54 0.72 0.17 1.0
Asp 0.18 0.66 0.32 0.84 0.79 0.95 0.36 1.0
Ags 0.27 0.61 0.28 0.71 0.84 0.87 0.42 0.94 1.0
RA, 0.21 0.02 0.7 0.73 0.65 0.38 0.65 0.53 0.46 1.0
RA; 0.28 0.08 -0.05 | 0.03 0.44 0.13 0.26 0.21 0.46 0.07 1.0
RAs5q 0.27 -0.15 | 0.34 -0.07 | 0.45 -0.11 | 0.47 0.08 0.25 0.2 0.57 1.0
RAgs | 0.30 0.05 -0.07 | -0.04 | 0.1 0.06 0.11 0.06 0.26 -0.03 | 048 0.21 1.0
] 0.10 0.10 -0.05 | 0.07 0.19 0.11 0.07 0.14 0.19 -0.02 | 0.27 0.16 0.06 1.0
Ns509, 0.03 0.03 -0.02 | 0.0 0.07 0.07 0.02 0.09 0.1 -0.03 | 0.09 0.15 0.01 0.12 1.0
Ngsy, 0.03 0.03 -0.14 | -0.07 | -0.06 | -0.0 -0.1 -0.04 | 0.01 -0.13 | 0.07 -0.04 | 0.12 0.08 0.07 1.0
% _
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Scatterplot Rhine
Spearman correlation = 1.0

Appendix M. Results correlation analysis,
variables
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Appendix M. Results correlation analysis,

variables
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Appendix M. Results correlation analysis,
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Appendix M. Results correlation analysis,
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Appendix M. Results correlation analysis,

Scatterplot Meuse
Spearman correlation = -0.062
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TABLE N.1: PARTIAL CORRELATION BETWEEN THE SHAPE VARIABLES AND THE SAFETY
FACTOR GIVEN D,
Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
[ 0.15 0.2 0.05 0.21 0.18 0 0.16 0.2
Dy -0.12 -0.08 -0.08 -0.01 -0.13 -0.07 -0.12 -0.08
Dsq -0.38 -0.12 -0.31 -0.09 -0.39 -0.1 -0.39 -0.12
Dgs -0.09 -0.07 -0.03 -0.02 -0.05 -0.1 -0.11 -0.07
Ag -0.15 -0.17 -0.14 -0.11 -0.12 -0.13 -0.13 -0.17
Ay 0.21 0.21 0.09 0.28 0.2 0.02 0.21 0.21
Asp 0.15 0.18 0.18 0.12 0.12 0.16 0.14 0.18
Ags -0.35 -0.13 -0.36 -0.05 -0.32 -0.13 -0.34 -0.13
RA, -0.5 -0.06 -0.41 -0.08 -0.5 -0.05 -0.51 -0.06
RA, 0.06 0.1 0.08 0.16 0.03 0.04 0.06 0.1
RAs, -0.27 -0.07 -0.32 -0.1 -0.3 -0.02 -0.27 -0.07
RAgs 0.45 0.06 0.43 0.06 0.38 0.04 0.45 0.06
n 0.04 0.01 0 0.04 0.02 0.01 0.04 0.01
Ns509, 0.2 0.07 0.16 0.02 0.21 0.02 0.2 0.07
Ngsy, 0.2 0.04 0.1 0.06 0.13 0.01 0.2 0.04
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TABLE N.2: PARTIAL CORRELATION BETWEEN THE SHAPE VARIABLES AND THE SAFETY
FACTOR GIVEN 4,

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
Ronax -0.38 -0.09 -0.42 -0.12 -0.42 -0.12 -0.38 -0.09
D, -0.12 -0.11 -0.09 -0.05 -0.13 -0.08 -0.12 -0.11
D; -0.55 -0.2 -0.61 -0.17 -0.55 -0.15 -0.55 -0.21
Dsq -0.51 -0.07 -0.49 -0.06 -0.52 -0.06 -0.52 -0.07
Dgs -0.4 -0.2 -0.42 -0.14 -0.36 -0.14 -0.4 -0.2
Ay -0.06 -0.21 -0.04 -0.16 -0.04 -0.15 -0.05 -0.21
Asp 0 -0.23 -0.02 -0.18 -0.02 -0.17 -0.01 -0.23
Ags -0.14 -0.27 -0.09 -0.22 -0.12 -0.19 -0.13 -0.27
RA, -0.63 0 -0.61 -0.03 -0.63 0 -0.64 -0.01
RA, 0.09 0.19 0.04 0.15 0.06 0.08 0.09 0.19
RAs, -0.11 -0.06 -0.1 -0.06 -0.13 -0.07 -0.11 -0.06
RAgs 0.4 0.1 0.32 0.12 0.34 0.11 0.4 0.1
n 0.11 0.13 0.09 0.08 0.09 0.06 0.11 0.13
Ns500 0.18 0.1 0.14 0.05 0.19 0.01 0.18 0.1
Ngso, 0.24 0 0.17 0.02 0.18 0.01 0.25 0
]
TUDelft Master thesis HRY

CONSULTANTS

193



August 2019

Regular Spearman: -0.73
Partial Spearman: -0.63

Safety factor dike type 1

- s a4 s o
o o @ -2} ~ ~
S & 3 & S a

=
I
@

04 05 06 07
RAO[-]

* AL[:37295.39 -
®  AL[:69319.99 -
*  AL[:80665.24 -

Regular Spearman: -0.1
Partial Spearman: 0.14

Appendix N. Results partial correlation

Conditional scatterplot at Lobith

Regular Spearman: -0.71
Partial Spearman: -0.61

Regular Spearman: -0.73
Partial Spearman: -0.63

1785

1.784
ol Lip]
% %
g £ 1783
i B
] ]
= = 1782
o S
=3 Q
g < 1781
8 ]
I =
z £ 1780 . L]
=3 =3
W w
1779 . .
- 1778 -
04 05 06 07 08 09 04 05 06 07 08 09
RAO[] RAO[-]

69319.99 o AL[:93032.09 - 105987.57 o AL[:141126.64 - 173742.81
80665.24 e AL[:105987.57 - 121526.63 s AL[: 173742.81 - 246660.67
93032.09 AL[: 121526.63 - 141126.64 ®  AL[: 246660.67 - 980759.77

Conditional scatterplot at Lobith
Regular Spearman: -0.18 Regular Spearman: -0.11
Partial Spearman: 0.09 Partial Spearman: 0.12

1.785
1.784
— (3] el
o o o
2 a, £, 1.783 eeomm—
2 2 2
] ] ]
= = £ 1782 cmmemmmmmes we wew o
= = =
j=] =] =]
g 51 T 1.781 emmmeaeces o
& & &
= > >
z g 51780 eem e o 4 -
< < <
& sl sl
1779 =
. 165 * e
OZSOOBHK)UGWBGZBDOOO 02‘50051]!)0@011)000 e ozsoomoom)uﬁoomooo
A85 [ms] A85 [ms] A85 [ms]
®  AL[:37295.39 - 69319.99 *  AL[:93032.09 - 105987.57 *  AL[:141126.64 - 173742.81
o AL[:69319.99 - 80665.24 *  AL[:105987.57 - 121526.63 °  AL[:173742.81 - 246660.67
®  AL[:80665.24 - 93032.09 AL [:121526.63 - 141126.64 ® AL [:246660.67 - 980759.77

Regular Spearman: -0.21
Partial Spearman:

Conditional scatterplot at Lobith

Regular Spearman: -0.26 Regular Spearman: -0.22
Partial Spearman: -0.02 Partial Spearman: -0.02
_ =

1.785
Y
1.784 .
— )
v w
o £, 1.783 ==
B il
k= k=
= e} s commenese
= 1782 cemame - .
IS IS
3] T 1781 wowencanas ¢ somae
= &
= B
k2 £ 1780 e s@es o s o
=) =)
@ @
1.779 o
° - - 1778 -
010 00AEI0RDIEIOSDINEOIOTIE0000 01000AEI0EDEHIIOEDIOENTI0TDI0000 0100 02000E@ININSTANENIITIA0000
A50 [m s] A50 [m s] A50 [m s]
°  AL[:37295.39 - 69319.99 AL [:93032.09 - 105987.57 *  AL[: 141126.64 - 173742.81

e AL[:69319.99 -

e AL[:80665.24 - 93032.09

Regular Spearman: -0.08
Partial Spearman: 0.06
175 FY P

Safety factor dike type 1
>
S

1.45

. -
00 02 04 06 08 10 1.2 14 16
A0 [ms] e

&  AL[:37295.39-
®  AL[:69319.99 -
®  AL[: 8066524 -

]
TUDelft

80665.24 *  AL[:105987.57 - 121526.63 .

AL [:121526.63 - 141126.64 .

AL [: 173742.81 - 246660.67
AL [: 246660.67 - 980759.77

Conditional scatterplot at Lobith
Regular Spearman: -0.13
Partial Spearman: 0.04

Regular Spearman: -0.09
Partial Spearman: 0.04

1785
1.85
1.784
- - >—<
v v
2, 180 £ 1783 o eeremm—
i i
= =
= Z 1782 smoman mowm e mmm e ©
L 175 =
2 T 1781 weee weewsonscemm o
& &
> >
T 170 L1780 s e @ . P
< <
52 52
1.779 . .
165
- 778 -
0002 04 06 08 1.0 1.2 14 186 000204 06 08 1.0 1.2 14 16
A0 [ms] e A0 [ms] et
69319.99 o AL[:93032.09 - 105987.57 *  AL[:141126.64 - 173742.81
80665.24 *  AL[:105987.57 - 121526.63 *  AL[:173742.81 - 246660.67
93032.09 AL[:121526.63 - 141126.64 *  AL[: 246660.67 - 980759.77

Master thesis

analysis

Regular Spearman: -0.74
Partial Spearman: -0.64

Safety factor dike type 4
N
@

04 05 06 07 08 09

—— Regular
— Partial

Regular Spearman: -0.1
Partial Spearman: 0.13

4
o o
o o

135

Safety factor dike type

w
(=

)

5 -
025000&!00?:@000
A85 [ms]

— Regular
— Partial

Regular Spearman: -0.22
Partial Spearman: -0.01

Safety factor dike type 4

— Regular
— Partial

1.25 - =
0100 (EIINECEO4TN0B000EITOTIT0000
A50 [m s]
Regular Spearman: -0.09
Partial Spearman: 0.05
YL
1.60
* 155
£
=150
=
T 145
£
5]
& 140
B
4135
%2
1.30

1.25 - -
0002 04 06 08 1.0 1.2 1.4 1.6
A0 [ms] e

— Regular
— Partial

CONSULTANTS

194



August 2019 Appendix N. Results partial correlation

analysis
Conditional scatterplot at Lobith
Regular Spearman: -0.63 Regular Spearman: -0.62 Regular Spearman: -0.64 Regular Spearman: -0.64
Partial Spearman: -0.51 Partial Spearman: -0.49 1785 Partial Spearman: -0.52 Partial Spearman: -0.52
. B N s e -
175 185 & . 2
4 . ( Ql0) 1.60
1784
1.70
3 P T T 155
o =% £ 1.783 o
2 165 = B2 2450
E E £ 1782 e
T 160 i T T 145
£ 2 2 1781 2
Il I & S 140
‘E) 1.55 E E E
7] 7] @ 1.780 . . CIRCRCT TR 7]
k= k= k= = 135 w °
o« 150 & & & I
1779 .. 130 o et e
145 1.65 LLb 5y o
- " - 1.778 - 125 - .
5000001000000150000(200000R500000 5000001000000150000200000R500000 50000010000001500002000002500000 500000 1000000150000(200000@500000
D50 [s] D50 [s] D50 [s] D50 [s]
®  AL[:37295.39 - 69319.99 ®  AL[:93032.09 - 105987.57 *  AL[:141126.64-17374281 —— Regular
e AL[:69319.99 - 80665.24 e AL[:105987.57 - 121526.63 ® AL [:173742.81 - 246660.67 — Partial
e AL [:80665.24 - 93032.09 AL [: 121526.63 - 141126.64 ® AL [:246660.67 - 980759.77
Conditional scatterplot at Lobith
Regular Spearman: -0.76 Regular Spearman: -0.87 Regular Spearman: -0.76 Regular Spearman: -0.76
Partial Spearman: -0.55 Partial Spearman: -0.61 1785 Partial Spearman: -0.55 Partial Spearman: -0.55
175 185 ’ 160
1.784
- 170 o « = 155
& £ 180 £ 1783 &
£ 165 = = =150
£ & Z 1.782 £
T 160 T s T T 145
2 = < 1781 £
S 5 S 1
{1 et bt T 140
2 = = =
] T 170 £ 1.780 T 135
- < ] - -
o 1.50 [} 3} o
1779 . . 130
145 1.65
H * - 1.778 - 125 = .
500000 100000015000002000000 500000 100000015000002000000 500000 100000015000002000000 500000 100000015000002000000
DL [s] DL [s] DL [s] DL [s]
e AL[:3729539 - 69319.99 e AL[:93032.09 - 105987.57 e AL[:141126.64 - 173742 .81 —— Regular
o AL[:69319.99 - 80665.24 e AL [:105987.57 - 121526.63 e AL [:173742.81 - 246660.67 —— Partial
o AL[:80665.24 - 93032.09 AL [ 121526.63 - 141126.64 o AL [: 246660.67 - 980759.77
Conditional scatterplot at Meuse
Regular Spearman: -0.44 Regular Spearman: -0.45 Regular Spearman: -0.23 Regular Spearman: -0.44
Partial Spearman: -0.0 Partial Spearman: 0.03 ; Partial Spearman: -0.0 Partial Spearman: -0.01
- . N . -
4 . o
_ 175 Condi i B 160
g 1.70 * . Z, 1.788 se @see o se o g
2 2 2 455
£ 165 £ 1787 ki
© ° T 1.50
5 160 or = =
E . E 1.786 oo esssswses - E 145
& 1.55 - = .
B = rl Q e
£ 150 ° £ 1785 co o comeem— 140 °: oo
vl %) o .
145 1.35
- - 1784 - -
03 04 05 06 07 08 03 04 05 06 07 08 03 04 05 06 07 08 03 04 05 06 07 08
RAO[] RAO[] RAO[] RAO[]
® AL [:93480.91 - 352657.6 s AL [:459966.06 - 525706.81 ®  AL[:698174.48 - 81660294 ~—— Regular
e AL[:352657.6 - 408602.81 e AL[:525706.81 - 603730.91 e AL[:816602.94 - 984542.27 — Tartial
e AL [:408602.81 - 459966.06 AL [: 603730.91 - 698174.48 o AL [:984542.27 - 1947865.7
Conditional scatterplot at Meuse
Regular Spearman: -0.1 Regular Spearman: -0.16 Regular Spearman: 0.02 Regular Spearman: -0.1
Partial Spearman: 0.27 Partial Spearman: 0.22 1789 Partial Spearman: 0.19 Partial Spearman: 0.27
175 “ " * 1560
& 170 £ L1788 sesmuemmm o e g
B £ B 2158
1] o 1] ] N
= 1.65 % = 1787 =
fa=1 = < < 150
g 1.60 g 8 g
< £ S 1786 I
Z 155 g & T & 145
B = B B
& 150 Z 155 & 1785 =e—m———mmemme= ¢ o 3 140
o ! 51 o 7l
145 150 1784 1.35
01000ZADCEID G CSTOCEID 0TIN000 01000ZEDORID CAD0SIOGEID OEI0000 ’ 0100 CZID ORIDOMID OSID D OTID000 0100QZEDCEID CAWCSI0 EIDOTED000
A85 [m s] A85 [m s] A85 [m s] AB85 [m s]
e AL[: 93480091 - 352657.6 AL [:459966.06 - 525706.81 o AL[: 698174.48 - 816602.94 — Regular
o AL [:352657.6 - 408602.81 s AL [:525706.81 - 603730.91 o AL[:816602.94 - 984542.27 —— Partial
e AL [:408602.81 - 459966.06 AL [: 603730.91 - 698174.48 o AL[:984542.27 - 1947865.7

5
TUDelft Master thesis

CONSULTANTS

195



August 2019 Appendix N. Results partial correlation

analysis
Conditional scatterplot at Meuse
Regular Spearman: -0.09 Regular Spearman: -0.14 Regular Spearman: 0.02 Regular Spearman: -0.09
Partial Spearman: 0.23 Partial Spearman: 0.18 1789 Partial Spearman: 0.17 Partial Spearman: 0.23
185 . - v . ettt fhh——
L4170 B L 1788 o omas cumaee oo g
2 2175 = 2
o v b v o
185 <
= 270 0 Sl N e & 1787 =
= 160 5 . . 5 5
< £ 1685 . ° T 1786 . el
£ 155 2 60 g g
2 B o B 2 P o
& 1.50 £ 156 L 1785 eome————=ee = g 140 * ., S
o . o3 2} o .
145 150 135
- - 1784 - -
05000000 CEIZIIZRIENDERTI000 0500000 CCEIIIINZEIDETIDERID 000 05006000 CENIEHIHEZEIEMIEEID000 0500000 CCRINZITNZRNTEIIERI0 000
A50 [ms] A50 [ms] A50 [ms] A50 [ms]
s AL[:93480.91 - 352657.6 s AL [:459966.06 - 525706.81 s AL[:698174.48-816602.94 —— Regular
o AL[:352657.6 - 408602.81 ®  AL[:525706.81 - 603730.91 o AL[:816602.94 - 984542.27 —— Partial
e AL [:408602.81 - 459966.06 AL [: 603730.91 - 698174.48 e AL[:984542.27 - 1947865.7
Conditional scatterplot at Meuse
Regular Spearman: 0.04 Regular Spearman: -0.01 Regular Spearman: 0.08 Regular Spearman: 0.04
Partial Spearman: 0.21 Partial Spearman: 0.16 1789 Partial Spearman: 0.15 Partial Spearman: 0.21
re - 185 v . = : WEOFCE T
3 S 160 2 3 160
2170 g L 1788 o seuse ‘o ceme @ o 2
= 2175 e = 2 455
2 165 g ‘. 1 e . i 1.787 i
3 Z 170 w? z = 450
5 160 5 165 .« o, 5 f 5
& 185 & i g 1ree F 145 .0 . 3
= . 160 . = = o e
£ 150 £ 155 g 1785 o 140 R SR
%2 . vl °2] [5] L]
145 1.50 1.35
- - 1.784 - -
0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8 0.0 0.2 0.4 0.6 0.8
A0 [ms] et A0 [ms] et A0 [ms] et A0 [ms] et
® AL [:93480.91 - 352657.6 o AL [:459966.06 - 525706.81 o AL[:698174.48 - 816602.94 —— Regular
e AL [:352657.6 - 408602.81 e AL [:525706.81 - 603730.91 o AL[:816602.94 - 984542.27 —— Partial
e AL [: 408602.81 - 459966.06 AL [: 603730.91 - 698174.48 e AL[:984542.27 - 1947865.7
Conditional scatterplot at Meuse
Regular Spearman: -0.32 Regular Spearman: -0.35 Regular Spearman: -0.14 Regular Spearman: -0.32
Partial Spearman: 0.07 Partial Spearman: 0.06 1789 Partial Spearman: 0.06 Partial Spearman: 0.07
185 o - . T . s
1.75 . 2 ¢ "¢
> o 180 b 3 160
o170 £ L 1788 o e emsesms s se 2
il £ 175 2 2 455
Y 165 £ I 2 5
=] 2 170 . . Ve e = 1787 Z 5 '
g 1.60 =) . 8 E 8
2 155 e e N 2 g 1786 Secm—e %145 B o
£ 150 . £ 155 g 1785 - g 140 ™ o
55 . o3 o & .
1.45 150 — 135
0200041006000800A000IRT0CAWO000 02000430 0600 08I0 A00 OIBIORLIO 000 : 02000480 0600 05D 100 0MBEOCAm 000 02000400600 CEE0 00 CTRIDOHTO000
D50 [s] D50 [s] D50 [s] D50 5]
e AL [: 9348091 - 352657.6 e AL [:459966.06 - 525706.81 ®  AL[:698174.48 - 816602.94 — Regular
e AL [:352657.6 - 408602.81 e AL [:525706.81 - 603730.91 o AL[:816602.94 - 98454227  —— Partial
e AL [:408602.81 - 459966.06 AL [: 603730.91 - 698174.48 o AL[:984542.27 - 1947865.7
Conditional scatterplot at Meuse
Regular Spearman: -0.67 Regular Spearman: -0.7 Regular Spearman: -0.37 Regular Spearman: -0.67
Partial Spearman: -0.2 Partial Spearman: -0.17 Partial Spearman: -0.15 Partial Spearman: -0.21
185 - e 1.789 E———
175
£170 g 0 L1788 eemmes = o - y
2 2175 2 £ 155
o U v v
= 165 = < 1787 =
< = 170 = T 150
g 160 2 g g
E 155 % 1o g 1786 E 145
B E B e
£ 150 Z 155 g 1785 g 140
%2 . vl %2 vl
145 1.50 1784 135
20004@O0GED C8B00MN OERTDHHTOTEI 000 20006ID060008T0A000AIOGAITEIN000 " 20004B006ID 0800 (00 02T H4TDEEIN000 20004L00ETDCENOA000IRO0CARIBIN000
DL [s] DL [s] DL [s] DL [s]
e AL[:93480.91 - 352657.6 e AL [: 459966.06 - 525706.81 e AL[: 698174.48 - 816602.94 —— Regular
e AL [:352657.6 - 408602.81 *  AL[:525706.81 - 603730.91 *  AL[: 816602.94 - 984542.27 — TPartial
e AL [: 40860281 - 459966.06 AL [: 60373091 - 698174.48 e AL [:984542.27 - 1947865.7

5
TUDelft Master thesis

CONSULTANTS 196



August 2019

Appendix N. Results partial correlation

analysis

TABLE N.3: PARTIAL CORRELATION BETWEEN THE SHAPE VARIABLES AND THE SAFETY
FACTOR GIVEN RA,

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
[ -0.37 -0.33 -0.55 -0.35 -0.35 -0.09 -0.37 -0.33
Dy -0.05 0 -0.01 -0.06 -0.06 -0.04 -0.04 0
D; -0.57 -0.57 -0.77 -0.6 -0.56 -0.3 -0.56 -0.57
Dgq -0.09 0 -0.1 -0.04 -0.11 -0.03 -0.1 0
Dgs -0.31 -0.13 -0.44 -0.22 -0.28 -0.01 -0.31 -0.13
Ay -0.35 -0.25 -0.24 -0.2 -0.33 -0.18 -0.34 -0.25
A -0.5 -0.57 -0.71 -0.62 -0.5 -0.26 -0.5 -0.57
Asp -0.27 -0.19 -0.15 -0.13 -0.24 -0.17 -0.26 -0.19
Ags -0.25 -0.13 -0.1 -0.06 -0.22 -0.14 -0.24 -0.13
RA; 0.41 0.01 0.51 0.06 0.38 0 0.4 0.01
RAs, -0.19 -0.22 -0.25 -0.24 -0.16 -0.06 -0.19 -0.21
RAgs 0.46 0.01 0.42 0.01 0.39 0.06 0.46 0.01
n 0.11 0.04 0.11 0 0.09 0.03 0.11 0.04
Ns509 0.06 0.06 0 0.01 0.07 0.02 0.07 0.06
Ngs, 0.13 0 0.04 0.01 0.06 0.01 0.13 0.01
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TABLE N.4: PARTIAL CORRELATION BETWEEN THE SHAPE VARIABLES AND THE SAFETY
FACTOR GIVEN HApgy

Dike type 1 Dike type 2 Dike type 3 Dike type 4
Rhine Meuse Rhine Meuse Rhine Meuse Rhine Meuse
Dy 0.12 0.02 0.09 -0.04 0.11 0.04 0.11 0.02
D, -0.71 -0.62 -0.80 -0.64 -0.71 -0.35 -0.71 -0.62
D5 -0.60 -0.28 -0.60 -0.31 -0.61 -0.12 -0.61 -0.28
Dgs -0.58 -0.29 -0.65 -0.37 -0.57 -0.12 -0.59 -0.29
A, -0.03 0.09 -0.07 0.04 -0.04 0.09 -0.04 0.08
A -0.63 -0.6 -0.73 -0.65 -0.65 -0.34 -0.63 -0.60
Asg -0.14 -0.02 -0.18 -0.08 -0.16 0.05 -0.15 -0.02
Ags -0.04 0.01 -0.12 -0.06 -0.06 0.06 -0.04 0.01
RA, -0.72 -0.4 -0.70 -0.41 -0.71 -0.2 -0.71 -0.40
RA,; 0.35 0.07 0.34 0.03 0.34 0.02 0.35 0.08
RA5, -0.04 -0.2 -0.09 -0.22 -0.02 -0.07 -0.03 -0.2
RAgs 047 0.13 0.38 0.14 0.43 0.11 0.47 0.13
n 0.17 0.09 0.16 0.05 0.15 0.05 0.17 0.09
Ns00, 0.16 0.08 0.12 0.04 0.16 -0.01 0.16 0.08
Ngsy, 0.27 0.08 0.22 0.07 0.22 0.05 0.27 0.08
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Conditional scatterplot at Lobith
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Appendix O. Results safety factor fits

FoS(himax» Dso) = Poo + ProRmax + Po1Dso + P11hmaxDso + P20himax + PozDéo

TABLE O.1: COEFFICIENTS SAFETY FACTOR FIT BASED ON HMAX AND D50

Poo P10 Po1 P11 P20 Poz

Dikel |-3.00 |0.36 1.81e-02 | -6.59¢-03 | -2.15e-04 | -5.49e-04

£ £ | Dike2 |-582 |053 5.04e-02 | -8.92e-03 | 8.12e-05 | -1.72e-03
= S [Dike3 | 158 128e-02 | 2.95e-03 | -2.00e-4 | -4.65e-06 | -8.86e-05
Dike4 |-147 |0.24 771e-02 | -4.41e-03 | -3.34e-04 | -2.23e-03

, 5 [Dikel [-1912 [129 0.10 2.00e-02 | -4.75e-04 | -2.98¢-03
£ 5 | Dike2 |-4452 | 282 0.15 -428e-02 | -1.95e-04 | -4.45¢-03
s ¥ | Dike3 | 1.50 1.68e-05 | 2.77e-03 | -2.45e-04 | -1.08e-06 | -8.42¢-05
R | Dike4 |-1754 | 1.18 0.11 -1.83e-02 | -4.66e-4 | -3.07e-03

TABLE O.2: RMSE FIT BASED ON HMAX AND D50 & HMAX & RA0 AND DL AND AL AND RAO

Fit Hmax & D50 Fit Hmax & RA0 Fit DL Fit AL Fit RAO
Rhine | Meuse | Rhine Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Dike type 1 | 0.0356 0.0382 0.0317 0.037 0.0325 | 0.0344 | 0.0391 0.0345 | 0.0345 | 0.0385
Dike type 2 | 0.0207 0.0346 0.0181 0.0333 0.0162 | 0.0302 0.0199 0.0297 0.0233 0.0352
Dike type 3 | 0.0007 0.0011 0.0006 0.0011 0.0006 | 0.0011 0.0007 | 0.0011 0.0006 | 0.0011
Dike type 4 | 0.0388 0.0362 0.0346 0.035 0.036 0.0326 | 0.0433 | 0.0328 | 0.0375 | 0.0364
Location: Lobith, Dike type 1: Clayey dike on sandy subsoil
RMSE: 0.0356 RMSE: 0.0356
1.9 1.9
18 18 ‘
1.7 1.7
5 g
< 16 D16
s s
& e Actual &
14 *  Predicted 14 *  Predicted
13 95% safety factor 13 95 % safety factor
' —— 5 % safety factor ' —— 5% safety factor
! 231 0 N5 32.0 325 3.0 33.5 34.0 45 35.0 2 10 15 20 25
hmax [m] D50 [days]
Data points vs fitted values Response surface plot
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Location: Lobith, Dike type 2: Sandy dike on sandy subsoil
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Location: Lobith, Dike type 4: Clayey dike with sandy core on sandy subsoil
RMSE: 0.0388 RMSE: 0.0388
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Location: Borgharen, Dike type 2: Sandy dike on sandy subsoil
RMSE: 0.0346 RMSE: 0.0346
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Location: Borgharen, Dike type 4: Clayey dike with sandy core on sandy subsoil
RMSE: 0.0362 RMSE: 0.0362
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FoS(himax RAo) = poo + Profmax + Po1RAo + P11hmaxRAo + P2oRinax + Po2RAG

TABLE O.3: COEFFICIENTS SAFETY FACTOR FIT BASED ON HMAX AND RAOQ

Poo P10 Po1 P11 P20 Po2

Dikel |-442 [040 3.06 -0.01 -0.43 -0.09

& E |Dike2 |-766 | 062 2.43 -0.01 0.07 -0.08
Z % [Dikes | 150 | 166e02 | 016 -2.38¢-04 | -1.28e-02 | -4.47e-03

Dike4 |-2.78 |024 6.61 -3.33¢-03 | -0.72 -0.19
, 5 |Dikel |-2667 | 174 1.69 -2.66e-02 | -0.34 -4.50e-02
2 & | Dike2 | -4637 |292 2.74 -4.42¢-02 | -7.26e-02 | -8.56e-02
S '&E" Dike3 [132 [267e02 |0.11 -3.78¢-04 | -4.32e-03 | -3.23e-03
P | Dike4 |-2599 | 1.68 2.17 -2.55e-02_| -0.35 -5.88e-02

TABLE O.4: RMSE FIT BASED ON HMAX AND D50 & HMAX & RA0 AND DL AND AL AND RAO

Fit Hmax & D50 | Fit Hmax & RAQ Fit DL Fit AL Fit RAQ

Rhine Meuse Rhine Meuse Rhine | Meuse | Rhine | Meuse | Rhine | Meuse

Dike type 1 | 0.0356 | 0.0382 | 0.0317 0.037 0.0325 | 0.0344 | 0.0391 | 0.0345 | 0.0345 | 0.0385

Dike type 2 | 0.0207 | 0.0346 | 0.0181 0.0333 | 0.0162 | 0.0302 | 0.0199 | 0.0297 | 0.0233 | 0.0352

Dike type 3 | 0.0007 | 0.0011 | 0.0006 0.0011 | 0.0006 | 0.0011 | 0.0007 | 0.0011 | 0.0006 | 0.0011

Dike type 4 | 0.0388 | 0.0362 | 0.0346 0.035 0.036 | 0.0326 | 0.0433 | 0.0328 | 0.0375 | 0.0364
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Location: Lobith, Dike type 1: Clayey dike on sandy subsoil
RMSE: 0.0317 RMSE: 0.0317
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Location: Lobith, Dike type 3: Clayey dike on clayey subsoil
RMSE: 0.0006 RMSE: 0.0006
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Location: Lobith, Dike type 4: Clayey dike with sandy core on sandy subsoil
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Location: Borgharen, Dike type 1: Clayey dike on sandy subsoil
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20 20
19 19
1.8 1.8
g g
E 1.7 E 1.7
fnd 2
g gt £1s
& *  Actual " °s . 0
15 s Predicted = 15
14 95% safety factor 14 95 % safety factor @
' —— 5 % safety factor —— 5% safety factor
1.3 1.3
315 320 325 33.0 335 340 03 04 0.5 0.6 07 08
hmax [m] RAO-]
Data points vs fitted values Response surface plot
1.80
1.75
170
o
_E 1.65
2.
£ 160
"
e 155
150 :
. * . y 0.7
145 o
H0 335 h33.0 325 320 35 e
145 150 155 160 165 170 175 180 MaX fm]
Fitted values
Location: Borgharen, Dike type 2: Sandy dike on sandy subsoil
RMSE: 0.0333 RMSE: 0.0333
20 20
19 19
1.8 1.8
et 1=
£ £
E 1.7 E 1.7
£ 16 . £ 16 .
3 *  Actual 3 *  Actual
15 . e Predicted 15 & Predicted .
14 —— 95% safety faclor 4 95 % safety factor
—— 5% safety factor —— 5% safety factor
13 1.3
N5 32.0 325 33.0 335 34.0 03 04 0.5 0.6 07 08
hmax [m] RAO[-]
Data points vs fitted values Response surface plot
185
1.80
175 4
p2]
£ 170
=
[=W
= 1865
a
1.60
1.55 E:
g . E 07
1.50 ! . 08
M0 335 g
ELE ST
1.50 1.55 1.60 1.65 1.70 175 180 185
Fitted values
T U D e |ft Master thesis :
CONSULTANTS




August 2019 Appendix O. Results safety factor fits

Location: Borgharen, Dike type 3: Clayey dike on clayey subsoil

RMSE: 0.0011 RMSE: 0.0011
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Location: Borgharen, Dike type 4: Clayey dike with sandy core on sandy subsoil
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FoS(himax RAg) = po + +p1 Dy, + poDf

Appendix O. Results safety factor fits

TABLE O.5: RMSE FIT BASED ON HMAX AND D50 & HMAX & RA0O AND DL AND AL AND RA0
Fit Hmax & D50 | Fit Hmax & RAQO Fit DL Fit AL Fit RAO
Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Dike type 1 | 0.0356 0.0382 0.0317 0.037 0.0325 | 0.0344 0.0391 0.0345 0.0345 0.0385
Dike type 2 | 0.0207 | 0.0346 | 0.0181 0.0333 0.0162 | 0.0302 | 0.0199 | 0.0297 | 0.0233 | 0.0352
Dike type 3 | 0.0007 0.0011 0.0006 0.0011 0.0006 | 0.0011 0.0007 | 0.0011 0.0006 0.0011
Dike type 4 | 0.0388 0.0362 0.0346 0.035 0.036 0.0326 0.0433 0.0328 0.0375 0.0364
Location: Lobith, fit using DL [days]
19 Dike type 1: Clayey dike on sandy subsoil, RMSE: 0.0325 Data points vs fitted values
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Appendix O. Results safety factor fits

5 Dike type 1: Clayey dike on sandy subsoil, RMSE: 0.0344
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FoS(himax RAo) = po + +p14L + poAf

TABLE O.6: RMSE FIT BASED ON HMAX AND D50 & HMAX & RAO0 AND DL AND AL AND RA0

Fit Hmax & D50 Fit Hmax & RA0 Fit DL Fit AL Fit RAO

Rhine | Meuse | Rhine Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Dike type 1 | 0.0356 | 0.0382 | 0.0317 0.037 0.0325 | 0.0344 | 0.0391 | 0.0345 | 0.0345 | 0.0385
Dike type 2 | 0.0207 | 0.0346 | 0.0181 0.0333 | 0.0162 | 0.0302 | 0.0199 | 0.0297 | 0.0233 | 0.0352
Dike type 3 | 0.0007 | 0.0011 | 0.0006 0.0011 | 0.0006 | 0.0011 | 0.0007 | 0.0011 | 0.0006 | 0.0011
Dike type 4 | 0.0388 | 0.0362 | 0.0346 0.035 0.036 | 0.0326 | 0.0433 | 0.0328 | 0.0375 | 0.0364
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Location: Lobith, fit using AL [m days]
Dike type 1: Clayey dike on sandy subsoil, RMSE: 0.0391
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Location: Borgharen, fit using AL [m day]
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FoS(hmax, RAg) = po + +p1RAg + p2RAG

Appendix O. Results safety factor fits

TABLE O.7: RMSE FIT BASED ON HMAX AND D50 & HMAX & RA0 AND DL AND AL AND RAO0
Fit Hmax & D50 | Fit Hmax & RA0O Fit DL Fit AL Fit RAO
Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse | Rhine | Meuse
Dike type 1 | 0.0356 0.0382 0.0317 0.037 0.0325 | 0.0344 | 0.0391 0.0345 | 0.0345 | 0.0385
Dike type 2 | 0.0207 | 0.0346 | 0.0181 0.0333 | 0.0162 | 0.0302 | 0.0199 | 0.0297 | 0.0233 | 0.0352
Dike type 3 | 0.0007 | 0.0011 0.0006 0.0011 0.0006 | 0.0011 | 0.0007 | 0.0011 | 0.0006 | 0.0011
Dike type 4 | 0.0388 0.0362 0.0346 0.035 0.036 0.0326 0.0433 | 0.0328 | 0.0375 | 0.0364
Location: Lobith, fit using RAO [-]
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Appendix O. Results safety factor fits
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Function random continuous Weibull minimum, Lobith
CDF curve for D50, RMSE: 0.011 PDF curve for D50, RMSE: 0.015
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Function random continuous Student’s t, Borgharen
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Histograms for different dikes types for flood events from the Rhine
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Histograms for different dikes types for flood events from the Rhine
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Histograms for different dikes types for flood events from the Rhine
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2D-Fragility curves

Appendix Q. Results probabilistic analysis

Failure probability for flood waves from the Rhine
Dike type 1: Clayey dike on sandy subsoil
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Failure probability including probability of occurence for flood waves from the Rhine
Dike type 1: Clayey dike on sandy subsoil
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Failure probability including probability of occurence for flood waves from the Rhine
Dike type 3: Clayey dike on clayey subsoil
Failure probability using method of WBI Failure probability using stationair water levels Failure probability using transient water levels
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Failure probability including probability of occurence for flood waves from the Meuse
Dike type 1: Clayey dike on sandy subsoil
Failure probability using method of WBI Failure probability using stationair water levels Failure probability using transient water levels
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Failure probability including probability of occurence for flood waves from the Meuse
Dike type 4: Clayey dike wint sandy core on sandy subsoil
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Location Rhine, dike type 1

Probability density function
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Appendix Q. Results probabilistic analysis

Rhine, dike type 3
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Location Meuse, dike type 1
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Location Meuse, dike type 3
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Sensitivity plots for flood events from the Rhine
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Sensitivity plots for flood events from the Meuse
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