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ABSTRACT

Medical applications often involve several data modalities, particularly medical images and clinical information,
which can be combined to enhance the decision-making process by improving accuracy. Multimodal learning
approaches can leverage all available data for increased robustness in the resulting models, consequently out-
performing unimodal approaches. Furthermore, AI frameworks must be human-verifiable and interpretable to
be deployed in real-world situations, considering legal and privacy aspects. Due to the opaque nature of Deep
Learning (DL) methods, interpretability is often limited despite their state-of-the-art performance in many tasks.
Genetic Programming (GP) can provide compact and interpretable symbolic expressions for tabular data but is
less effective for image analysis. We introduce MultiFIX: a new interpretability-focused pipeline for multimodal
learning that leverages the strengths of DL and GP to explicitly engineer features from different data types and
combine them to make the final prediction. The MultiFIX pipeline comprises two stages: the training stage,
where a DL (black-box) model is trained using different training procedures to extract relevant features from
each modality; and the inference stage, where the resulting model is transformed to be interpretable. Image
features are explained with attention maps by Grad-CAM, and inherently interpretable symbolic expressions
evolved with GP fully replace the tabular feature engineering block, and the fusion of the extracted features to
predict the target label. To show the application potential of the presented pipeline, we demonstrate MultiFIX
with a Melanoma Risk Assessment dataset. Results show that MultiFIX outperforms unimodal models while
offering explanations that can be straightforwardly analysed and are consistent with the expectations.

Keywords: explainability, genetic programming, medical image analysis, multimodal learning

1. INTRODUCTION

Within the field of Artificial Intelligence (AI), multimodal fusion has emerged as an important topic of research.
Multimodal Machine Learning (ML) approaches often outperform unimodal approaches for problems with a
multimodal nature,1 offering increased robustness and the ability to leverage diverse data sources.2 This is
particularly relevant in domains such as healthcare, where combining medical images and other clinical data can
improve predictions and decision-making accuracy.

While Deep Neural Networks (DNNs) achieve state-of-the-art performance across various tasks,3 their opaque
nature poses challenges in high-stakes domains such as healthcare, where interpretability and trust are essen-
tial.4 Genetic Programming (GP) offers promise in addressing this challenge by evolving symbolic expressions,
particularly for tabular data.5,6 Particularly, GP-GOMEA7 is a model-based evolutionary algorithm for GP
known for its efficiency in evolving small and, thus, potentially interpretable symbolic expressions.8 However,
GP is less suited for image analysis, where Deep Learning (DL) models excel. Methods like Gradient-weighted
Class Activation Mapping (Grad-CAM)9 provide post-hoc explainability for DL-based image analysis, but cur-
rent multimodal approaches remain limited in offering both high performance and interpretable feature analysis
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Table 1. Input-output Table for Melanoma Risk Assessment. Yoriginal concerns the original label, age > 60 is the
constructed tabular feature, and YGT is the new ground truth label and respective imbalance ratio.

Yoriginal age > 60 YGT

0 0 0 (56%)
0 1 1 (13%)
1 0 2 (16%)
1 1 3 (13%)

across modalities. Notable mentions demonstrate strong performance and interpretability in medical applica-
tions.10,11 However, these works rely on post-hoc explainability restricted to final predictions, without addressing
the feature extraction process for each modality or enabling integrated interpretability across modalities.

To address these gaps, we introduce MultiFIX: a Multimodal Feature engineering approach to eXplainable AI.
MultiFIX is a new interpretability-focused pipeline for multimodal data that leverages the integration of DL for
medical image analysis and feature extraction, and GP-GOMEA to generate interpretable symbolic expressions
that replace both the tabular feature engineering block and the fusion block. Thus, the design of the pipeline
provides not only the explanation for the prediction but also the individual contribution of each extracted feature.
MultiFIX has unique specifications pertaining to the integration of multiple modalities and interpretability:

• Embedded feature engineering to extract and optimise the number of representative features for each
data modality with modular feature engineering blocks, before fusion.

• Explainability of engineered features, including contribution heatmaps for image-engineered features
and symbolic expressions for tabular-engineered features.

• Explainability of multimodal fusion with symbolic expressions that combine the extracted features to
make the final prediction.

• Flexibility in training procedures to assess end-to-end, sequential, and hybrid learning to train the
DL models.

We demonstrate the novelty and potential of MultiFIX with proof-of-concept experiments for medical appli-
cations, through a dataset that involves both medical images and tabular clinical information.

2. DATASET

For the present work, data was sampled from the publicly available ISIC 2020 Challenge Dataset.12 A stratified
subset of 1,000 samples was used to detect melanoma with a class imbalance ratio of 30/70%, containing dermo-
scopic images with skin lesions and clinical tabular data with the following features: age, anatomical general site
of the lesion (torso, lower extremity, upper extremity, head/neck, or palms/soles), and sex. Cases with a malig-
nant diagnosis label were histopathologically verified. Benign-labeled cases went through an expert agreement,
longitudinal follow-up, or histopathology. Image data was cropped to be squared and resampled to a standard
resolution of 200× 200 pixels. Regarding the tabular features, the anatomical location of the lesion was one-hot
encoded, and age and sex remained in the original format.

Since multimodal learning on the original dataset has shown a marginal improvement compared to learning
using only the image model,13 we modified the dataset by increasing the strength of the dependence of the
tabular part on the final label, so that the workings of our proof-of-principle implementation can be clearly
observed. A new class label is constructed so that both image and tabular information are jointly correlated to
a new multiclass ground truth label between 0 and 3, YGT , which can be seen as a melanoma risk factor for the
patient. We assume the ground truth image feature, IGT , as the original dataset label, Yoriginal, and consider
the following constructed tabular feature: age > 60, as the ground truth tabular feature, TGT . We build the new
melanoma risk problem as presented in Table 1. With this new target label, both the image and the variable
age of the clinical data are needed to make the best prediction.
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Figure 1. Overview of MultiFIX. I and T are extracted from the input data in the feature-engineering blocks and fed to the
fusion block to make the final prediction in the Training Stage (top). In the Inference Stage, image features are explained
through Grad-CAM, and symbolic expressions are obtained for both the tabular features and the target prediction with
GP-GOMEA, replacing their DL counterparts.

3. METHODS

3.1 Pipeline and Experimental Setup

The MultiFIX pipeline consists of two stages, training and inference, resulting in an explainable model to make
the final prediction. An overview of the experimental setup is illustrated in Figure 1.

3.1.1 Training Stage

The training stage comprises the training process of a DL architecture with 3 blocks: image feature engineering,
tabular feature engineering, and fusion. Three training processes are studied: end-to-end learning, sequential
learning, and hybrid learning. End-to-end learning enables the simultaneous learning of both the feature ex-
traction from each modality and their influence on the prediction in the fusion block. Sequential learning uses
feature engineering methods for the feature engineering blocks separately and then uses the engineered features
to train the fusion block. Hybrid learning uses the pre-trained feature engineering blocks to train the pipeline
end-to-end for integrated optimisation.

For the present work, the following architectures are used for each block: a pre-trained ResNet1814 for
image feature engineering; a two hidden layer MultiLayer Perceptron (MLP) for tabular feature engineering; a
two hidden layer MLP for fusion. For the end-to-end learning setup, a bottleneck of representative features is
imposed for each feature engineering block. Sequential learning is trained by using the single modality models to
extract a latent feature representation of 64 nodes from each modality, from which a bottleneck for each branch
is trained in the fusion network. Hybrid learning uses the architecture of the single modality models as encoders
with the same latent representation as the sequential setup. These encoders are trained again in combination with
the fusion block. Due to the modularity of the pipeline, these architectures can be changed according to the task
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Table 2. Optimisation grid for optimisation of representative features and HPO. The best parameters are chosen according
to the loss (lowest average ± standard deviation over the 5 folds).

No. Features
Image features [1,2,3]
Tabular features [1,2,3]

HPO
Learning rate [1e-2, 1e-3, 1e-4, 1e-5]
Weight decay [1e-2, 1e-3, 1e-4, 0]

at hand and the preference of the user. We use grid-search to perform Hyper-Parameter Optimisation (HPO)
for the optimal learning rate and weight decay. To provide the most accurate interpretability and representation
of the data, we also employ grid search to systematically explore a predefined set of values for the number of
extracted features per modality by changing the number of output nodes of each feature engineering block and
thereby determine the best setting for the task at hand. For details, see Table 2.

The experimental setup uses stratified 5-fold cross-validation and an 80/20 train-validation split. We use
the Adam optimiser, Cross-Entropy loss, and a batch size of 32. Early stopping is used with a patience of 10
epochs, with a maximum training period of 100 epochs. The model with the best hyperparameters is used for
the Inference Stage.

3.1.2 Inference Stage

The inference stage comprises the interpretability of the trained DL models. The image feature engineering block
is explained in a post-hoc fashion with Grad-CAM,9 resulting in visual explanations that are correlated with image
contributions through the gradient information from the convolutional layers. GP-GOMEA,7 a modern, state-
of-the-art, model-based evolutionary algorithm for GP with proven efficiency in evolving small and potentially
interpretable symbolic expressions, is recently adapted to include a mixture of numeric and Boolean operators, as
well as the inclusion of if-then-else statements to model discontinuities.15 This new version of GP-GOMEA is used
to replace both the tabular feature engineering and fusion DL blocks with representative symbolic expressions.

Grad-CAM is applied on the activations from the first residual convolutional block of the ResNet. GP-
GOMEA runs with an initial population size of 64 using an Interleaved Multistart Scheme (IMS),7 for 256
generations. We provide numeric, [+,−, ∗, /, .2, .3, ], and Boolean, [==, ̸=, >,<,AND,OR] operators, along
with the if-then-else operator. For interpretability purposes, we ensure small final expressions by limiting the
maximum tree depth to 2 or 3. We run GP-GOMEA for 5 different seeds to evaluate the robustness of the
obtained expressions and select the best performing one for the explainable model.

The models are compared performance-wise using Balanced Accuracy (BAcc), to account for data imbalance.
To assess the benefits of multimodal learning, we use the architecture of each feature engineering block to assess
the performance of each modality to predict both the ground truth label, YGT , and the respective ground truth
engineered feature, IGT or TGT . The performance of the fusion block when given the IGT and TGT directly as
input is also assessed.

4. EXPERIMENTS AND RESULTS

To show the potential of MultiFIX in capturing multimodal relationships, we used the Melanoma Risk Assessment
problem, described in Section 2. It is important to highlight that the feature labels, IGT and TGT , are not given,
but rather learned by the model in an unsupervised fashion. This can lead to I and T features that, although
highly correlated with IGT and TGT , are not exactly the same.

4.1 Baseline Performance

As mentioned in Section 3, we use as baseline single modality results, i.e., models trained exclusively with the
image and exclusively with the tabular data, using the same relevant building blocks as used in MultiFIX.
Furthermore, to understand how well MultiFIX can capture the engineered features and the combination of the
latter, we also train the supervised version of each building block: image input to predict IGT using the image
feature-engineering block; tabular input to predict TGT using the tabular feature-engineering block; IGT and
TGT as input to predict YGT using the fusion block. Table 3 describes the presented results, according to the
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input given and target label to predict. The results show a BAcc of 0.794 ± 0.0480 when the image is given
to detect melanoma (IGT ), and a BAcc of 1.000 ± 0.000 when the tabular data is given to predict the feature
age > 60 (TGT ). Regarding unimodal performance results, both image and tabular inputs show low BAcc results
(0.541 ± 0.0239 and 0.500 ± 0.000, respectively). These results indicate that unimodal approaches show low
predictive potential towards the target label YGT , and that the image model is not able to fully extract the
original dataset label, denoted as IGT , which explains the limitation in performance for the multimodal models.

Table 3. Baseline Performance Results. IGT and TGT represent the intended engineered features from image and tabular
inputs. YGT denotes the ground truth label, described in Table 1.

Input Image Tabular IGT + TGT

Target IGT YGT TGT YGT YGT

BAcc 0.794 ± 0.0480 0.541 ± 0.0239 1.000 ± 0.000 0.500 ± 0.000 1.000 ± 0.000

4.2 DL Performance

The performance results presented in Table 4 show a clear benefit from using MultiFIX in comparison to single
modality approaches. The performance of MultiFIX with the studied training processes shows that, although
a sequential approach cannot capture the representative features as successfully as the other approaches, the
end-to-end and hybrid approaches achieve similar average performance values. The standard deviation in BAcc
of the hybrid model in combination with the performance of the best model indicates that although less robust
than the end-to-end approach, it can achieve higher performance values in some folds. Lastly, both in the end-
to-end and the hybrid setups selected, the optimal number of representative features for the problem is found.
Contrarily, the sequential approach, which achieved the lowest performance, achieved the best results using the
maximum number of features for both modalities. This can be seen as an indicator that sequential models were
not able to capture the problem as well as the remaining approaches.

4.2.1 Interpretability

The inference stage of the pipeline generated explainable models for the three setups. End-to-end and hybrid
learning setups generated models in which the symbolic expressions for both T and Y are similar to what was
to be expected. The explainable sequential model, although achieving similar performances to the DL model,
exhibits complex symbolic expressions that are not easily understandable.

Figure 2 demonstrates one of the obtained explainable models trained with the Hybrid learning approach.
In this explainable model, we can conclude that the learned image feature, I, correlates with the ground truth
feature, IGT , meaning that high values of I correspond to samples where IGT is 1. The corresponding heatmaps
display the most important regions in the image samples, which would be analysed by the expert in a real-world
setting. Additionally, the feature T can be inherently explained and calculated using the evolved expression
age < 63, which is highly similar and inversely correlated with the ground truth feature, TGT . As mentioned
previously, the model learned the opposite feature of the engineered one, since it was learned in an unsupervised
fashion. However, T provides the same information to the model as TGT , with a slightly different constant - 63
instead of 60. This is likely related to the patient samples provided to the model: the threshold evolved by GP
is optimised according to the given training samples, which may not have included patients with ages between
60 and 63. Finally, the final prediction Y can be easily calculated using the extracted features and the following
symbolic expression: 2 × I + T − 1. Given the ground truth expression to predict the label, 2 × IGT + TGT ,

Table 4. MultiFIX Performance Results in the training stage. The second and third rows show the number of representative
features chosen for each modality. The last row refers to the best model, chosen for the Inference Stage.

Training Procedure End-to-End Sequential Hybrid
Image Features 1 3 1

Tabular Features 1 3 1
BAcc (avg ± sd) 0.763 ± 0.019 0.656 ± 0.060 0.746 ± 0.093

BAcc of best model 0.765 0.736 0.838
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Figure 2. explainable model generated with MultiFIX for the Hybrid learning approach. Each image and respective
explanation refer to a different class label, from 0 to 3. Hollow shapes refer to the Ground Truth (GT), whilst filled
shapes refer to the outcome of the model. Although an expression is obtained that differs from the ground truth (it is
inverted and the target age is slightly off), it can be equivalently used to predict the correct outcome.

and knowing that T ≈ 1 − TGT , we can see that the obtained symbolic expression matches the ground truth
expression.

The performance of the explainable model is very similar to the performance of the surrogate DL model, with
a BAcc of 0.837 for the explainable model, and a BAcc of 0.838 for the DL model. This performance confirms
the expectations, knowing that the image feature engineering predictive ability was limited, thus limiting the
overall multimodal performance. The explainable model shows an approximation of the values, and thus also
infers that for image feature values, the binarisation may lead to faulty predictions. Likewise, the optimised
constant in the feature T can also lead to faulty predictions for patients aged between 60 and 63.

5. CONCLUSION

The present work showcases the use of MultiFIX using different training procedures for a Melanoma Risk Assess-
ment dataset. Results show a clear performance improvement compared to single-modality models, providing
inherently interpretable symbolic expressions, especially for tabular feature engineering. Both end-to-end and
hybrid learning approaches were successful. While end-to-end learning may be beneficial to train the full pipeline
from scratch and learn features from each modality simultaneously, hybrid learning can be the most successful
when application-specific feature extraction methods are available to use as pre-trained feature engineering blocks
to re-train simultaneously with the fusion block. GP is integral to the explainability of MultiFIX.

With this proof-of-concept of MultiFIX, we introduce for the first time, a highly flexible interpretability-
focused pipeline for integral learning from multimodal data that can be easily tailored to suit the preferences of
both the user and the specific application at hand: all the architecture blocks can be replaced, and the training
procedure can be adjusted accordingly to the specifications of the architecture.
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