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3D real–time path planning of UAVs in dynamic

environments

C. Zammit∗ and E. van Kampen†

Delft University of Technology, Delft, 2629HS, The Netherlands

Unmanned Aerial Vehicles (UAVs) are taking active roles in personal, commercial, in-
dustrial and military applications due to their efficiency, availability and low–cost. UAVs
must operate safely and in real–time in both static and dynamic environments. An ex-
tensive literature review, defines the dynamic environment term, the need for dynamic
path planning and reviews different solutions. This paper presents a 3D real–time path
planning platform to assess the performance of the A* and RRT algorithms. Four test
scenarios with varying difficulty are constructed consisting of V–obstacles, cubes and 2D
planes moving at time–varying speed, direction and orientation. Two rationales to either
wait or move further in the direction of the goal when an intermediate goal point is not
available are considered. Results show that for both A* and RRT the moving variant case
performs better especially in complex scenarios. RRT performs better in simple scenarios
and complex scenarios at low speed while A* performs better at high speeds in complex
scenarios. A success rate of over 95% is recorded for three scenarios for all considered
speeds and for both algorithm.

I. Introduction

The ever increasing availability of different Unmanned Aerial Vehicles (UAVs) for a wide range of personal,
commercial, industrial and military applications, is increasing the need for robust, reliable and autonomous
guidance, navigation and control systems that must operate in real–time even within obstacle–dense en-
vironments. The environment in which a UAV is operating may contain fixed and/or moving obstacles
that may vary in size, speed and orientation. Furthermore, these sometimes time-variant characteristics,
can change as the UAV is navigating to reach a pre–defined goal. Path planning algorithms are therefore
required to navigate the UAV in such time-varying environment with the available computational, sensory
and fuel resources available online.

In real indoor and outdoor environments, the UAV path planning algorithm must generate or update
a path in real time to reach an intermediate or final goal position. These systems mainly rely on the real-
time data of onboard sensory systems with their associated inaccuracies, latency and uncertainty to update
obstacle sizes and positions, intermediate goal and current UAV positions. In dynamic environments the
future size, position, speed and orientation of dynamic obstacles may be known or unknown beforehand.
In the latter case, the UAV can only rely on the real-time data of sensory systems. But in the former the
path planning algorithm can have apriori knowledge of future obstacle positions for example automatically
operated doors or gates. Furthermore, in the same environment in which the path planning algorithm is
guiding the assigned UAV, other UAVs may be operating. Their current and future assigned path maybe
fixed as their task would be very specific. For example, in a hospital environment delivering blood samples
from the laboratory to the consultants office is normal practice. In such cases a preassigned path maybe
available or not to the path planning algorithm apriori or in real-time. Oppositely other UAVs operating in
the same environment may operate independently or worst enemies.

In our previous work1,2 fixed obstacle 2D planes with tight windows were considered to assess the per-
formance of the two most utilised algorithms in the graph–based and sampling–based categories namely the
A* and Rapidly–Exploring Random Tree (RRT) algorithms which will be briefly explained in Section III.
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The next natural step owing the positive performance results of both algorithms is to assess their validity in
the dynamic environments described earlier. A valid path planning system shall be able to ensure that the
path to a goal position is always obstacle free. In this light, the path planning algorithm must be integrated
within a real–time or online platform. Such system shall re–assess already re–assigned paths and if necessary
re–evaluate to ensure that a path from the current UAV position to a goal position is obstacle free based on
real–time environmental awareness whilst the UAV is traversing the respective path segment, if and only if a
path exists. Such an assessment platform was developed in our previous work3 and will be briefly explained
in Section III.

The aim of this paper is to assess the performance and consequently the validity of the A* and RRT
algorithms for real–time 3D UAV path planning in dynamic environments. For the scope of this paper
a single agent path planning system with no a priori knowledge of the obstacles paths, including other
UAVs, shall be considered. The path length, computational time and success rates will be the performance
measured considered to assess the usability of both the A* and RRT algorithms in dynamic environments. In
the context of this work, a dynamic environment will contain both fixed and moving obstacles with the latter
having either a time–variant size, position, speed or orientation or any combination of these possibilities.
Furthermore, in this context, a real–time path planner is required to generate a path in the same or less
time than the time required by the UAV to traverse the same path.4–6

The paper will be organised as follows. Section II will present the state-of-the-art in path planning in
the presence of dynamic obstacles. Section III provides a brief resume of the A* and RRT algorithms,
the smoothing algorithm (a post–path generation algorithm applied to the RRT algorithm) and the real–
time path planning platform all extensively defined in our previous works.1–3 Section IV will define the
obstacle generation algorithm based on pre–defined static and dynamic obstacle characteristics. Section V
will describe the amendments to the developed real–time algorithm developed in our previous work.3 This
will be followed by Section VI which will present and analyse the results based on pre–defined performance
measures in view of real–time 3D UAV path planning. Finally, this paper will conclude (Section VII)
with a resume of the performance results highlighting strongholds and shortcomings of both algorithms and
integrated system’s applicability to real 3D UAV path planning in dynamic environments for both algorithms.
Furthermore, Section VII identifies future work that can be developed to implement this system in a real
UAV environment.

II. Path planning in dynamic environments review

A. Introduction

Autonomous path planning is the process of automatically generating a feasible path to the final goal
point even in the presence of static and dynamic constraints, obstacles and threats (COT).1,7 Therefore, a
sound path planner must always guarantee that the UAV will reach the goal node and remain at the goal
point unless given instructions otherwise in the presence of COTs and irrespective of sensing and control
uncertainties.8 Some path planners focused on path optimisation in an obstacle–free environment9–11 but
in real situations the environment incorporates different COTs.12–14 This review will analyse dynamic
environmental modelling with its various obstacle definitions in the context of real–time 3D UAV path
planning. It is not the scope of this work to review path planning of UAVs. For an extensive literature
review on different path planning solutions refer to Zammit et. al.1

B. Dynamic Environment Definition

A dynamic environment may include a vast spectrum of static and time–varying constraints, obstacles and
threats which can ’pop–up’ whilst the UAV is navigating through such an environment.12,15,16 These include
wind, fuel, altitude constraints, flight profile requirements, UAV kinematic and dynamic holonomic and non-
holonomic constraints, no fly zones, buildings, vehicles, changing weather conditions, control failures, moving
targets, addition/removal of COTs, surface to air missiles, tanks, lane markings, irrigation system, other
aircraft or UAVs and quality, loss or delay in communication between agents in a swarm setup.7,15–25 Not
all COTs incorporate the same level of complexity. Goerzen et. al.8 defined obstacle–complexity in terms
of obstacles edges and vertices, number of obstacles in a specific area and memory storage required for
obstacle representation and acknowledged that is a commonly used metric. Fujimura26 identified three
categories of dynamic environments: Moving obstacles in a known environment, Static obstacles in an
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unknown environment and Moving obstacles in an unknown environment. A combination of two or even all
situations requires also dynamic motion planning.

C. The need for dynamic path planning

Path planning can be segmented into two main categories: global and local path planning.27–29 A global
planner generates a low-resolution, long range offline path based on a fidelity situational awareness. This
path planning strategy is inadequate for a time–varying environment or in situations where obstacles, threats
or constraints are unknown apriori. In these situations the path is optimised prior the execution of a
path.27,30 Oppositely, a local planner creates higher resolution paths in a smaller environmental space
based on real–time information from on-board sensors. This reactive path planning approach is ideal for
dynamic environments.27,30 A hybrid approach is suggested to outweigh the weakness of one method with
the strongholds of the other.30–33

A review on path planning over a span of 15 years (2000–2015) presented by Mac et. al.27 showed that in
49% of the path planning projects, the obstacles and targets were considered to be static while in only 18%
of the projects considered a combination of static and dynamic obstacles. 11% considered a dynamic target
with 9% of which considered adaptive UAV velocity.27 So although different studies considered dynamic
COTs, the majority considered the agent to move at constant speed.27,34 This highlights the need for path
planning in dynamic environments, although path planning in dynamic environments is still considered a
challenging aspect for researchers.27

In a dynamic and/or unknown environment, an autonomous path planning algorithm must react in real–
time or over a predefined time window to re–plan utilising local onboard system information a collision free
path to goal based on new previously unknown COT without the assistance of an operator or guidance
ground systems.8,12,15,16,21,24,35,36 This obvious requirement,12 is a must for realistic path planning appli-
cations.37 Such path planners are referred to as reactive path planners.8,35,36,38 According to Goerzen et.
al.8 such planners are ideal to mitigate with rapid time–variant environment but suffer in global planning
problems finding difficulty in reaching the final goal position and therefore lacking in path length optimi-
sation. Although the future position of obstacles can be estimated in certain situations, such planner is
required to ensure non–collision in a given time window if these obstacles change state in an unexpected
manner.39

Ensuring safety in an unknown dynamic environment for a UAV operating in real–time is an important
requirement.24 Kuwata et. al.24 defined safety as a state into which a vehicle can remain indefinitely without
colliding with static and moving obstacles or breaching constraints, assuming a constant heading by moving
obstacles. In terms of safety, both control and obstacle avoidance systems must prove that they can reach
the goal node in all possible vehicular and environmental variations.14 Without these capabilities the use of
unmanned vehicular system will be highly restricted to time–invariant, a priori defined environments.14

For realistic path planning the UAV must be equipped with an advanced sensory system for environ-
mental sensing that shall be able to detect new COTs as they appear in the scenario space.12,13,16 The
sampling rate of such system is inversely proportional to the distance at which COTs must be detected.25

Furthermore, the path planning system must be provided with appropriate COT representation and map-
ping through mathematical models that incorporate kinematic and dynamic characteristics of obstacles with
minimal computational demand and a fast update rate to immediately detect changes in the environment in
harmonisation with the onboard environmental characteristic database.21,34,35,40 This stresses the need for
dynamic resolution that will be able to automatically adjust to handle different COTs at different distances
from the onboard sensing system so as to make optimal use of computational resources while accurately
defining obstacles eliminating the risk of leaving small passages between obstacle available.41 Moreover,
COT representation shall make use of approximations to mitigate with memory and computational power
limitations.8 The control algorithm must also react simultaneously with the path planning algorithm to avert
collisions, stressing the need for an online implementation.36 These requirements highlights the difficulty for
a UAV to operate in unknown areas. In fact, Dittrich et. al.12 remarked that the best solutions have yet to
be found.

D. Environmental Assumptions

It is assumed that the environmental space is made up of two disjoint subsets of either free space or obstacle
space.8 Different research works consider either that the environmental characteristics including obstacle
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geometry and locations are known a priori15,42 or oppositely no a priori knowledge of the environment is
provided to the path planning algorithm13,24,43 or a combination of both of the above.16,35,44

In the first case, COT information is provided as the exploration area expands due to moving target.15

In the second case, the path planner can initially assume an obstacle–free environment with obstacles known
only within a finite receding–horizon, re–planning a new non–colliding path when a new COT is detected from
sensory systems that violates the previously generated path.13,21,24,43 This option is ideal for surveillance,
moving targets and high time–variant environments24 In the third case, paths are generated offline based
on known environmental COT, triggering reactive re–planning in the eventuality of randomly–generated
COT pop–ups that will result in a collision or non–optimal paths if the offline generated path is not up-
dated.12,16,35,41,44–46 In high time–variant dynamic environments the planner has to re–plan frequently
demanding more computational power consequently limiting the ability of the path planning algorithm to
be applied online.

E. Constraints, Obstacle and Threats (COT) Sensing and Modelling Systems

Computational resources are very limited in real–time implementations and their efficient use is key for
realistic implementations.35 Therefore, COT modelling for dynamic re-planning in dynamic environments
require efficient storage, fast addition and deletion and fast and efficient collision checks.40 These require-
ments depend also on obstacle density which is dependent upon the environment into which the UAV will
operate. For example, Koenig et. al.47 considered an obstacle density of 30%. Amin et. al.35 remarked
that COT representations for unmanned vehicles in 2006 were in the majority not suitable for real–time
implementations such as48,49 and suggested that systems developed for the video gaming industry shall be
considered.

Obstacle representation formats can be classified into 3 main categories: (1) Raw Data (e.g. vertices-
edges sets); (2) Bounding Volumes (e.g. Oriented Bounding Boxes (OBB) and their variants) and (3) Spatial
Partitioning (e.g. Grids, Quadtrees and Octrees).35,50

1. Raw Data

Stereo vision was used to build 3D occupancy maps that allowed dynamic re–planning to be realised.51

Dittrich et. al.12 utilised also a stereo camera based system to construct polygonal lines or circles with a
minimal safety distance from each detected obstacle. Besides stereo vision, Scherer et. al.52 and Shim et.
al.53 utilised laser range finders for obstacle detection and re-planning. Owing to the weight of laser range
finders, Hrabar51 remarked that stereo vision offer the best solution for small UAVs although such obstacle
detection system shall be capable of defining absolute range measurements.

Similarly, a depth map can be constructed using computer vision algorithms to define the time to collision
estimates.43 Consequently, an obstacle map can be built in local frame of reference as a depth map can
provide the range to the obstacle derived from the airspeed and bearing to obstacle from the UAV current
position.43 Furthermore, Ya et. al.19 constructed a 500x500 cell environment utilising a variable probability
function (0% to 50%) that randomly places obstacles within each cell.

2. Bounding Volumes

Gottschalk et. al.54 modelled COTs using OBBs for fast and reliable dynamic collision identification in a 2D
environment. Similarly, Gros et. al.21 utilised the same obstacle modelling technique with a time-invariant
COTs of fixed radius of 150m. Results in a high density COT environment showed that real–time can be
achieved with a Finite Receding-Horizon Incremental-Sampling Tree (RHIST). Similarly, Ögren et. al.55

considered a constant obstacle margin of 15m was considered although in sparse environments this margin
was increased to 50m.

Foo et. al.,7 defined a threat zone as a sphere for above ground and a hemisphere for a ground vehicle of
user–defined radius surrounding an obstacle. A radius of 20,000ft. was arbitrary selected for such threats.
The radius tolerance was reduced by a factor of 4 times for non-enemy UAVs.7 Similarly, Srikanthakumar
et. al.14 considered spherical obstacles with a safe radius greater than the actual radius by 25% and an
variable influence range with a repulsive potential to divert the UAV from obstacles. Also, collision cones
are constructed for every obstacle which is also surrounded by a safety ball of 5m–20m radius.36 Similarly,
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Ok et. al.56 defined a low-level planner that adds repulsive forces to obstacles governed by a higher level
Generalized Vonoroi Diagram to construct a collision–free path in the presence of uncertainty.

Bollino et. al.15,57 defined obstacles by simple shapes including squares, diamonds, circles, ellipses and
rectangles using the p-norm formulation. Similarly, to Foo et. al.7 and Srikanthakumar et. al.,14 Bollino et.
al. defined a distance–dependent buffer to mitigate with uncertainty in obstacle modelling.15 Such buffer
increases with increase in distance to the obstacle from the UAV so as to emulate the uncertainty increases
as the UAV moves away from obstacles.15,58 Similarly, Likhachev et. al.44 considered a buffer zone around
obstacles with high costs that required the planner to stop and conduct 90 degree turns to avoid obstacles.

Adolf et. al.13 considered an incremental heuristic path planner for a priori known COTs and a reactive
anytime path planning algorithm for incremental obstacle pop–ups which were defined by 3D non–convex
polyhedral surfaces. A 3D voxel grid was used to index and update polygonal pop-up COTs. The helicopter
model was considered to be holonomic and the 3D path planning algorithm exhibited exponential runtime
complexity.13 Consequently, anytime planners may lack in constantly generating new global paths whenever
the environment changes.44 Similarly, Lee et. al.16 designed static obstacles using polygons, moving obstacles
using rectangular no–fly zones and pop–up threats as circles with the latter designed using the Markov Chain
method. Through a Model Predicative Control method the agent was able to manoeuvre in a 9 pop–up threat
environment with 5 targets and 5 static obstacles. Also a first order Markov Chain was developed in45,59 to
generate the sequence of pop–ups.

3. Spatial Partitioning

Visibility maps builds lines with all possible vertices from the agent position by considering that the shortest
path touches polygonal obstacles at their vertices.8 The Edge–Sampled Visibility Graph, a variant of the
primary method, defines a minimum edge length to build a visibility graph by assigning multiple vertices
along edges of polyhedral obstacles.8 Kim et. al.60 proposed the Quantized Visibility Graph (QVG)
to model polygon shaped obstacles. In a hybrid approach, the Freeway Method used bounding cylinders
around obstacles to build a map of lines. Results show that it is not limited to 2D but is incomplete and
non–optimal.8 Oppositely, the Silhoutte Method is complete for any obstacle geometry with any dimension.8

The visibility method in conjunction with a sparse uniform space sampling algorithm was developed by
Tsardoulias et. al.61 to model COTs. Sampling–based methods does not require explicit construction of
obstacles when opposed to more deterministic approaches reducing computational time.62 Results showed
that the A* algorithm for 3D path planning in combination with visibility graph for polygonal obstacles
modelling did not guarantee the shortest paths.63 Moreover, Visibility and Voronoi diagrams can only
generate shortest paths with optimal clearances in low–dimensional spaces with only polygonal obstacles.64,65

Voronoi diagrams were mainly used for static obstacles although Roos et. al.66 added bounds to Voronoi
channels to mitigate with dynamic COTs in 2D environments. Such approach can be extended for 3D
environments.67

A Quadtree data structure was utilised by Amin et. al.35 for obstacle representation. This was integrated
with a modified RRT algorithm for path planning. Another variant is the grid map decomposition technique
that offline defines obstacle–free rectangles and replaces all nodes within with edges so as to improve path
optimisation.68

F. Solutions

Numerous researchers have tried to use classical approaches such as classical algorithms such as cell decom-
position, potential field, sampling–based and sub-goal networks to achieve real–time path planning that can
then be applied for dynamic re-planning.27,69–71

Graph–based approaches such as the Sparse A* Search path planning algorithm is also a potential candi-
date for path planning in dynamic environments.72–74 To mitigate with the static nature of the A* algorithm,
a mechanism named the Virtual Force was proposed for dynamic re–planning.75 Likhachev et. al.44 suc-
cessfully implemented an A* based anytime algorithm in a time–variant obstacle where targets are randomly
generated. The trajectory planner was tested in a 500mx500m with a constant speed of 5m/s. Trajectories
included both parking, reverse manoeuvring in a dense environment.

Sampling–based methods were also proposed by a number of researchers for dynamic re-planning. Such
methods are considered due to their asymptotic optimality, efficiency although they cannot guarantee an
optimal solution.27,76,77 Hsu et. al.39 developed an online Probabilistic Roadmap (PRM) that generates
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a new path in a predefined time window when obstacle motion differs from estimated during execution.
Similarly, Otte et. al.78 developed an asymptotically optimal re–planning algorithm (RRTX) that updates
a goal rooted tree when new obstacles are detected. During re–planning the environment is assumed static.

Heuristic methods, such as Artificial Neural Network, Fuzzy Logic and Nature–inspired Methods can also
generate optimal path planning in uncertain, partially unknown and dynamic environments.27 However,
these methods require a learning phase and high computational demand. The latter is highly limited in
real–time applications especially for small UAVs.27

Different researchers model various different static and dynamic environments with different degrees of
complexity. Yu et. al.43 defined a 40mx10mx6m environmental space furnished with three poles of 3, 4m
poles, a 1.5m wall and a rectangular obstacle. It was concluded from this study that on average 0.15s were
required to re-plan a new non-colliding path when new obstacles were detected. Bollino et. al.57 considered
a 32 obstacle 2D environment into which the planner was allowed to travel backwards, solving problems that
otherwise would lead to no solutions. U-turns and backwards movements were also considered in.25

A different approach is the velocity obstacle concept that assumes known velocities of obstacles and
considers a range of possible agent velocities based upon a predefined maximum acceleration was used to
generate collision paths offline.12,79,80 This concept assigns discretises velocities and assigns associated costs
based on the vicinity to nearby velocity obstacles.12,79 Similarly, Ögren et. al.55 considered a variable agent
speed with a maximum acceleration of 30m/s2 and a maximum speed of 100m/s with moving obstacles
at constant direction and speed of 30m/s. Results show that by increasing horizon lengths performance
is enhanced for both static and moving obstacles. Others developed the Directional Priority Sequential
Selection81 and Predictive Trajectory Planning algorithms38 for 2D reactive trajectory planning in dynamic
environments.

In the majority of the studies constant speed scenarios are considered.34 For inspection purposes, UAV
typically fly at low speed, lower than 5m/s or just hover in situations when they are acquiring images.13,51

Such situation differs from high altitude problems as the agent is operating close to ground.12

The pre–defined time window requirement of reactive obstacle avoidance was defined by Chawla et. al.36

at 4s to 8s using a partial integrated guidance and control approach using a real six–DOF model that
executed in a single loop. It must be pointed out that such parameter increases significantly from 2D to 3D
in fact, path planning in 2D requires polynomial time while in 3D the solution is NP–hard for polygonal and
polyhedral obstacles respectively.82,83

Bohren et. al.25 developed a sensory system that is able to provide a sensing range varying from 4 to 60m
using 90 degree field of view sensors at rate of 10Hz. Results in a 300x300m map showed that vehicles were
detected out to 60m with an accuracy of 1m/s and ground points within a 30m range in good conditions and
depending on ground reflectivity. Furthermore, Benjamin et. al.84 implemented wireless communication
to provide the agent with real–time 2D obstacle information for real–time obstacle avoidance in marine
Unmanned Surface Vehicles (USVs). In the same field, Larson et. al.42 developed real–time obstacle
avoidance using the projected area method.

Different performance measures are used to assess the validity of different path planning algorithms. In
our previous work, path length and computational time were considered.1–3 Besides these two parameters
in dynamic environment the clearance criterion i.e. the minimum distance from the UAV to the COT
was considered as a performance measure.14,36 Simulations show that at least five times the radius of a
surrounding ball around the obstacle is required for safe operation.36 Furthermore, another performance
measure is the deviation to the goal point for the mission to be successful. In this regard, Chawla et. al.36

considered a maximum deviation of 0.5m radius around the goal position.

G. Conclusion

This extensive literature review initiated with an overview of what different researchers considered as a
dynamic environment. Such environment constituted time–invariant and time–variant COTs that are either
known, partially known or unknown to the path planner a priori. The need to generate a reactive real–
time path in such an environment was discussed in view of realistic UAV applications. This highlighted the
importance of the UAV to be equipped with all the reliable sensory systems and adequate computational
power. Then the review discussed the different COT sensing and modelling systems considered by different
researchers to best represent the dynamic environment in view of computational demand limitations and
efficient path planning. Finally, the most promising path planning solutions proposed by different researchers
in 2D/3D dynamic environments in different dynamic environments emulating reality even with USVs and
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robots as agents were reviewed and discussed. This review will form the basis of our 3D real–time path
planning in a dynamic environment that will be discussed in the next sections.

III. A*, RRT, Smoothing and Real–time Algorithms

A. Introduction

This section will briefly describe the two most utilised graph–based and sampling–based methods, namely the
A* and RRT algorithms. Then the smoothing algorithm employed to smoothen the non–optimal path gener-
ated by the RRT algorithm will be explained. This section will conclude with a resume of the implementation
of both path planning algorithms emulating real–time situations.

B. The A* algorithm

Graph–based methods define the state space into an occupancy grid defining obstacles residing in grid
points as inaccessible points. Based on the free grid points, the graph–based algorithms check whether a
path connecting the start and goal position exists.85 Graph–based algorithms only offer a guarantee of
solution if an adequate resolution is selected.77

The standard A* algorithm uses a heuristic evaluation function (f(n)) to determine the cost of neigh-
bouring grid points.22 This evaluation function sums the cost from the current position to a prospective
future position and the cost from the latter to its goal node.22,86 For a detailed explanation of this algorithm
refer to our previous work.1–3

C. The Rapidly–Exploring Random Tree (RRT) Algorithm

Sampling–based methods generate a path by connecting unevenly selected obstacle–free points in the config-
uration space.37,77 As opposed to graph–based methods, such algorithms can generate a path within infinite
time provided that a path exists.77

The standard Rapidly–Exploring Random Tree (RRT) constructs a unidirectional tree by randomly
selecting obstacle–free points. A new tree branch is defined a predefined distance from the nearest point on
the tree if a direct path to the latter does not collide with an obstacle. A path is formed when one of the
tree branches reaches the goal node and another connects to the start point.87–89 Such algorithm is efficient
in complex high–dimensional environments although the non-optimal path generated by this algorithm may
require smoothing.64,89,90 As for A* refer to our previous work for a more detailed explanation of the RRT
algorithm and its variants.1–3

D. The Smoothing Algorithm

The smoothing algorithm randomly selects two path points and then randomly defines two points on the path
segment connecting the formerly selected points and their respective next path points. If the interconnection
of the latter two points results in an obstacle–free line, then all points between these two points are neglected
from the path. This process is repeated until the percentage path length reduction over the last 20 iterations
is less than 1% and for at least 20 iterations. Please refer to our previous work for a more detailed explanation
and for assessing the algorithm’s effect on path planning performance.2,3

The smoothing algorithm is developed to target the non–optimality of paths generated by the RRT
algorithm. Oppositely, the A* algorithm generates the shortest available path based on the considered
resolution. Therefore the smoothing algorithm can only improve the path by eliminating the grid and
assumes that each point in the free space can be used to smoothen the path. From our previous work1,2

it was concluded that the improvement is marginal. Furthermore, the implementation of the A* algorithm
in real–time situations can lead to non–colliding smoothed path points which are very near to obstacles or
reside on obstacles due to different frame of reference in the next iterate when the start point is moved
further into the path. Such situation can result in a collision.

E. The Real–time Algorithm

As remarked earlier, real–time path planning is fundamental for a UAV to reach the final goal position in a
dynamic environment.57,91,92 In this light, an algorithm to emulate real–time behaviour was developed in
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our previous work.3

In a nutshell, this algorithm defines an obstacle–free intermediate goal point in the direction of the final
goal a predefined distance from the current UAV position based upon the sensory system’s Field of View
(FOV). An intermediate path, if possible, is generated by the A* or the RRT algorithm from the current
position to the intermediate goal point. Consequently, the UAV’s new position is defined a predefined
distance along the generated path. This distance is selected based upon the UAV speed and maximum
allocated intermediate time and assuming that actuator systems are defined with high fidelity and the UAV
is not effected by external factors. Owing that the time needed for the UAV to travel this arbitrary distance
is very low it was assumed that the environment will remain static in this time frame. The algorithm has
a two layer time limitation one to generate an intermediate path and another for the total duration of the
mission. Review our previous work3 for a thorough explanation, parameter definition and assignment and
performance results with both A* and RRT algorithms.

F. Conclusion

This section provided an overview of the algorithms that are utilised to generate a real–time path in a
dynamic environment. The A* and RRT algorithms formed the backbone of the path planning algorithms.
The smoothing algorithm is considered to mitigate with the non–optimality of the RRT algorithm. Finally,
the real–time algorithm provided a platform to assess the performance of both path planning algorithms in
situations derived from real life UAV applications.

IV. The obstacle generation algorithm

A. Introduction

The scope of this algorithm is to serve as a platform where different obstacles derived from real–life situations
but not only are modelled with custom user–defined fixed and time–variant characteristics to assess the
validity of the holistic real–time path planning algorithm. Although in this case the A* and RRT algorithms
are considered, this algorithm is modular enough to test any path planning algorithm using either the
previously developed real–time algorithm or any other platform.

The initial and future environments are generated prior the initiation of the real–time path planning
tests. In real–time path planning the environment is generated by the sensing and modelling system which is
independent of the path planning system. The computational demand required by the sensing and modelling
system is beyond the remit of this work and may vary depending upon the software and hardware utilised.
The maximum computational time to generate an intermediate path was selected in view of the UAV speed,
resolution and environmental size.

B. Theoretical Rationale

As derived from literature, in real–life situations every obstacle can be approximated by a regular shape.7,12,14,21

The algorithm initiates with retrieving from a predefined file the shape and size of each obstacle that will be
present initially and at a future time in the environment. The obstacle position in the obstacle characteristic
file was initially set at the middle of the environmental space. Each shape is modelled through a finite
number of planes which are interconnected with each other to form closed or open shapes. This shape is
then replicated for a predetermined number of times and each copy is randomly placed in the environmental
space. In case that also rotation is considered, besides the random placement, a rotation by a random value
different for all 3 dimensions about a random line is performed for each replica.

The next step is to differently shift and if requested rotate each of the generated replicas by a random
distance in a random direction for a finite number of times. In real terms, this implies variable speed, roll,
pitch and yaw obstacles. Each time all obstacles within the environmental space are shifted implies that a
predetermined amount of time has elapsed. This time is equal to the time required by the UAV to traverse
from the current point to a new point on the intermediate path. The distance moved by each obstacle in the
mentioned time is less than the distance to be covered by the UAV in the same amount of time as otherwise
the UAV will not be able to avoid the moving obstacle. Each environmental space is allocated a time stamp
to harmonise with the real–time algorithm. Obstacle are allowed to move in and out of the environmental
space and to combine into one another so as to emulate real–life situations.
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C. Implementation

In the implementation three shapes were considered, namely a cube, the V obstacle and 2D planes with
small windows. The characteristics of each are tabulated in Table 1. Four different scenarios with increasing
complexity are considered, namely:

• Scenario 1. 10 cubes of 0.1x0.1x0.1 with no rotation;

• Scenario 2. 10 cubes the same size as Scenario 1 but with random rotation at definition stage and with
changing independent rotation with time iterates;

• Scenario 3. 10 V obstacles constructed by adjoining one side of each of the two planes with an angle
of 53◦ between the planes. Each plane has a size of 0.1x0.112 and is randomly rotated as in Scenario
2. This plane size was considered so that it fits exactly into the considered cube; and

• Scenario 4. Two planes on the Y–Z axis separated by 0.4 each with a window of 0.2x0.2 as well as the
obstacles in Scenarios 2 and 3 combined.

Figure 1 illustrates pictorially each scenario for a random time iterate. The positions of each obstacle for
each scenario will change in every time iterate as described earlier.

Table 1. Obstacle shapes

Shape Size Number of Planes Closed/Open

Cube 0.05x0.05 6 Closed

V obstacle 0.05x0.05 2; (90o with each other) Open

Plane with window 1x1 1; window (0.05x0.05) Open

D. Conclusion

This section provided an overview of the rationale and implementation of the dynamic obstacle generation
algorithm. This modular algorithm was designed to emulate real–life situations and the user can design the
environment based on the already considered obstacles or new ones. Furthermore, the number, character-
istics, rotation and movement can be individually defined in a time–variant nature. In flight pop-ups and
real–time obstacle elimination can also be modelled.

V. Enhancements to the real–time path planning algorithm

The real–time algorithm thoroughly explained in3 was adapted to integrate the obstacle generation
algorithm described in Section IV. Table 2 adapted from our previous work3 tabulates the nominal parameter
values that are considered as constant for the scope of this paper. Each parameter is defined in a modular
way based on the rationale described in our previous work.3 All parameter assignments considered a 1x1x1
environment. Furthermore, for A* the environment and start and goal points were shifted by a random
distance between 0 and half the distance between grid points to eliminate path length ripple as thoroughly
explained in.2

The resolution is defined as the amount of grid points per dimension. The RRT is a sampling–based
method and therefore every point in the available space is available. The limitation is the distance the
planner can move during intermediate path construction in the generated path direction. The distance to
travel per iterate and the distance between the current UAV position and an intermediate goal point are
denoted by ds step and dint goal, respectively. The maximum time to generate an intermediate path and the
maximum time to reach the goal from start position are denoted by titerate max and tpath gen max, respectively.
Finally, the distance reduction factor (dfactor) is considered to reduce the distance to the intermediate goal
point and the new UAV position as the latter may reside on an obstacle.

The UAV speed which was considered to be constant during the traversal of the path was considered as
variable for both algorithms and all scenarios. For the analysis this modular parameter between 0.01[-]/s and
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(a) (b)

(c) (d)

Figure 1. Environmental scenarios: (a) Non-rotating cubes scenario, (b) Rotating cube scenarios, (c) V obstacle
rotating scenario and (d) Mixed scenario. These scenarios incorporate cubes, V obstacles and obstacle planes
in the Y-Z with windows as openings.

0.1[-]/s in steps of 0.01[-]/s, where [-] represent modular distance units. A 5000 × 5000 × 5000 distance unit
environment was considered. As described in,3 these values were determined based on the nominal speeds
for exploration situations in a nominal environment.

Table 2. Real–time algorithm parameter definition

Parameter Nominal Value Units

Resolution (res) 21 [-]

Step size RRT (dstep RRT ) 1
21−1 = 0.05 [-]

Distance to travel per iterate (ds step) 2
res−1 [-]

Distance between current UAV position and prospective new inter-
mediate goal point (dint goal)

0.4 and 0.6 for Mixed
case scenario

[-]

Maximum time to generate path segment (titerate max)
ds step×60×60
100×vUAV

s

Maximum time to generate path (tpath gen max) 10 × titerate max s

Distance reduction factor (dfactor) 0.8 [-]

Once the above parameters are defined, the environment is generated apriori for a predefined number of
times based on the expected amount of iterates required which varies significantly for different path planning
algorithms, environmental scenarios and random sequence that is different for different iterates but initiates
using the same random seed for both A* and RRT tests. Therefore, the number of environmental generations
was defined with a large margin.

Unless the intermediate and total path generation time is less than titerate max and tpath gen max, respec-
tively the real–time algorithm can continue searching for a path to intermediate goal otherwise no path is
possible. In a nutshell, during this searching process, the algorithm loads the respective environment, assigns

10 of 22

American Institute of Aeronautics and Astronautics

D
ow

nl
oa

de
d 

by
 T

U
 D

E
L

FT
 o

n 
Ja

nu
ar

y 
28

, 2
02

1 
| h

ttp
://

ar
c.

ai
aa

.o
rg

 | 
D

O
I:

 1
0.

25
14

/6
.2

02
1-

19
55

 

https://arc.aiaa.org/action/showImage?doi=10.2514/6.2021-1955&iName=master.img-000.jpg&w=339&h=276
https://arc.aiaa.org/action/showImage?doi=10.2514/6.2021-1955&iName=master.img-000.jpg&w=339&h=276
https://arc.aiaa.org/action/showImage?doi=10.2514/6.2021-1955&iName=master.img-000.jpg&w=339&h=276
https://arc.aiaa.org/action/showImage?doi=10.2514/6.2021-1955&iName=master.img-000.jpg&w=339&h=276


a new intermediate goal point, generate a path from the current UAV position to goal if possible and moves
the UAV to a new current position on the generated path.

The new intermediate goal point is determined by dint goal in the direction of the final goal provided
that the selected point does not reside on an obstacle otherwise dint goal is reduced by dfactor. If although
an intermediate goal point is available but a path cannot be constructed, the algorithm reduces dint goal

by dfactor to increases the chances of generating a path. This process is repeated until the intermediate
time exceeds the maximum allowable intermediate time. Another option that is considered is to wait at
the current UAV position until the intermediate goal point is available. This waiting process is halted if no
solution to the intermediate goal point results in the allowable maximum intermediate time. Both solutions
will be assessed and the results discussed in Section VI.

A similar approach was considered in defining a new UAV position based on the constructed path using
either the A* or RRT algorithms to the intermediate goal point. Although the intermediate path was obstacle
free when constructed, in the next iteration an obstacle may have moved in the path line. Therefore, the
algorithm must re–check that the path line ds step distance from the current UAV position have remained
obstacle–free. Otherwise, the algorithm will need to move the UAV ds step×dfactor distance on the path. In
case, the path segment in consideration remained non–obstacle–free the expression ds step×dfactor is further
re–multiplied by dfactor. This process is repeated until a non–colliding path segment to new UAV position
is found or the maximum intermediate time has been exceeded. Only in the case of A*, a movement less
than the resolution can yield a no movement whatsoever, resulting in a waiting phase for the UAV.

In contrast with our previous implementation3 that only considered 2D planes, this implementation
considered also open and closed 3D obstacles. Closed obstacles present a new situation that makes it more
difficult to determine whether the obstacle is closed and therefore points within the obstacle are unavailable
or opened from part of the 3D obstacle, implying that points within are freely available. This issue was
mitigated by checking that each point is not smaller than the maximum and not larger than the minimum of
coordinate in each plane for every dimension. In this case, the point will reside inside the closed 3D obstacle.
Besides this, for A*, a safety margin of half the distance between grid position was also considered.

VI. Results

A. Introduction

The whole algorithm described in the previous sections was implemented in MATLAB and simulations were
computed using an Intel Xeon ES–1650, 3.2GHz. The path length, computational time and success rate are
the performance measures considered. Each constant parameter tabulated in Table 2 was assigned as in the
same table whilst the UAV speed was varied as described in Section V.

B. A* results

Figure 2 illustrates the performance results of the A* algorithm for the two cases described earlier that
consider two contrasting rationale when a path to the intermediate goal point is not available. In the first
case, the real–time path planning system waits in its current UAV position until a path to the intermediate
goal point is available (A* waiting). In the second case, the real–time path planning system defines a new
intermediate goal point a shorter distance (governed by dfactor) towards the assigned UAV position (A*
moving).

The path lengths for A* waiting and A* moving are similar for the first three scenarios for all speeds
considered although the mean of the A* waiting instances results in a longer length of 0.6%, 0.1% and 0.3%
as compared to A* moving for the first three scenarios, respectively. This shows that by moving nearer to the
obstacle there is the possibility of finding shorter paths for the same environment. Another interesting point
is that the path length for the cube with no rotation is always less than the rotation case for the moving
algorithm. Oppositely, the waiting algorithm shows situations were the two lengths are equal or even the
rotating case is shorter with respect to the non–rotating case. By nearing in the vicinity of obstacles, the
planner can make optimal use of the non–rotating factor creating a shorter path. By waiting for the obstacle
to clear for the prospective intermediate goal position, being a rotating or a non–rotating obstacle will make
lesser of a difference in terms of path length.

Overall, the the shortest path length was recorded for the non–rotating cubes followed by the rotating
cube and the V–obstacle cases. Rotating objects virtually occupy a larger volume than their actual size as
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opposed to non–rotating equivalent objects resulting in longer paths as their effect on the generated path can
be larger once their orientation and position changes. Although the V–obstacle, being an open obstacle with
2, 2D planes occupies a lower volume with respect to the cube cases it may result in shorter paths, but this is
not the case as confirmed from the results. The definition of the V–obstacles in a graph–based environment
is dependent upon the resolution. For the considered resolution, inside the V–obstacle the distance between
the planes is at some parts (more than 50%) lower than the distance between grid positions (a buffer of
half the distance between grid positions is considered for all planes). Also, the V–obstacle is rotating with
each plane larger than each side of the obstacle. These two factors combined consequently increase the path
length with respect to the cube cases. Speed for both cases considered had no effect on the path length.
This is attributed to the fact that irrespective of speed the planner allocates the shortest sub–path. With
higher speeds the UAV will travel this sub–path faster consequently not effecting path length at all.

For the Mixed cases, the waiting algorithm resulted in 0% success rate for the majority of the speeds
considered with a maximum of 2% at 4 other different speeds. So although from the successful runs when
can deduce that the path length increases by approximately 1.5 times with respect to the first 3 scenarios,
statistically the successful sample is low to draw conclusions. From the moving case results, with an average
success rate of over 50%, the same conclusion as for the waiting case can be drawn. Owing to the difficulty and
lack of free space in the mixed scenario case, the planner has to traverse a larger portion of the environmental
space to reach the goal position resulting in 1.5 times path length with respect to the other scenarios. With
increase in speed a drop in path length is recorded for the moving situation. This does not imply that at
higher speeds the path length decreases but owing that the higher the speed the lower the success rate due to
less intermediate time allocation. Therefore the best performing iterations as speed increases are considered
in the path length analysis since the others lead to the maximum intermediate time violation.

The computational time for A* moving for all scenarios for all speed considered is longer by 2.31, 2.27,
6.32 and 7.19 times with respect to A* waiting for the non–rotating, rotating, V–obstacle and Mixed cases
respectively. The speed has no effect on computational time for both A* waiting and A* moving for the
reasons described earlier. If the mixed case scenarios are neglected due to low success rate for the A* waiting
algorithm, results show that by waiting for the obstacle to clear the UAV will reach to a solution faster. So if
computational demand is the bottleneck and the scenario complexity is in line with the first three scenario,
it is not worth the risk of nearing in the vicinity of an obstacle as the success rate is in line with A* moving.

The maximum intermediate time allocated for the first three scenarios is absolutely more than enough
to generate an intermediate path. The lowest computational time is recorded for the V–obstacle. It is only
8.0% and 21.8% of the non–rotating cube case for the A* waiting and moving respectively. The V–obstacle
scenario constitute the lowest obstacle restricted case since each obstacle consist of only two planes, therefore
it is easier to define the obstacle nodes in the graph space and check for collisions. The obstacle avoidance
sub–routines are the most computationally demanding parts of the algorithm. Therefore, the inclusion of
3D obstacles will increase the computational burden since besides check for collisions since besides a larger
number of planes from 20 (V–obstacle) to 60 (cubes) the algorithm need to model and check for collisions
inside the cubes. Also from Figure 2 it can be deduced that obstacle rotation increases computational time by
5.1% and 3.3% for A* waiting and moving, respectively. This is attributed to the rationale described earlier
that with rotation the unavailable space changes in orientation between one iterate and another causing more
adaptions in the construction of the new intermediate path. For the mixed case in the A* moving algorithm,
a larger mean and variance is recorded for the low speed situations. This is attributed to the higher success
rate for low speed situation due to the higher maximum intermediate time allocation.

For A* waiting the average success rate is 100%, 99.8%, 97.4% and 0.6% while for A* moving the success
rate is 99.7%, 100%, 98.7% and 66.2% both results for the four consecutive scenarios. The results show
that A* moving outperforming A* waiting in the mixed case scenario with an almost equal success rate
close to 100% for the other scenarios. The difference in success rate between the variants increases with the
complexity of the scenario. This can be attributed to the fact that the A* moving algorithm takes more risks
in approaching an obstacle with a greater chance of finding an available grid position behind the obstacle
while the A* waiting case is more vigilant and waits until a path is available within its safe zone. Although
the difference in success rate for the first three scenarios is minimal this does not imply that by adding
rotation the chances of finding a path to goal remain the same. Results of success rate only show that the
allocated maximum intermediate and total times are more than required for both. So the difference is not
visible. The rotating factor success rate reduction cannot be neglected if more stringent times are applied,
as is deduced in the computational time analysis.
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Figure 2. Performance parameters vs. speed: (a) Path Length for A* waiting, (b) Computational Time
for A* waiting, (c) Success and Failure rates for A* waiting, (d) Path Length for A* moving, (e) Com-
putational Time for A* moving and (f) Success and Failure rates for A* moving for 100 iterates for each
considered situation (speed and scenario) with 95% confidence interval. (res = 21, dint goal = 0.2, dfactor = 0.8
and titerate max, tpath gen max are a function of the UAV speed).
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Furthermore, the success rate is independent of speed for both variants for all scenarios except for the
mixed case in A* moving. With lower speeds the planner is allocated more time to find a path and therefore
the chance of finding one is higher. This trend is not shown in all cases except for the A* moving in the
mixed case since the success rate is saturated. For the A* moving mixed case a drop in success rate is visible
mainly due to the lower maximum intermediate time allocation. The main cause of unsuccessful runs in
both A* waiting and moving is the lack of intermediate time. A* moving success rate results also so some
total time violations for the mixed case as the path length is longest for this scenario. This violation never
triggered in A* waiting. Oppositely, the No path violation is recorded for A* waiting. This implies that
there are 2 instances out of 4000 where the planner waited but by waiting the obstacle moved towards her
causing a collision. This rare situation is very dangerous especially in combat applications. So the use of A*
waiting should be used with caution to eliminate this possibility. Otherwise it would be better to risk rather
than get crashed into by an enemy or moving obstacle.

In conclusion, the path length and computational time for both A* waiting and A* moving are similar
although the overall success rate is equal for the first three scenarios but better by 65.6% for A* moving with
respect to A* waiting. This shows that there exist a better chance of reaching the final goal if the planner
identifies a closer intermediate goal point that will allow the UAV to extend its visual line of sight at the
expense of being nearer to the obstacle. As the speed of the UAV is assumed to be equal or higher than
that of an obstacle in the environmental space, the UAV will always be safe to fly away from the obstacle.
Nearing an obstacle can result in putting the UAV at a larger risk especially if the obstacle if an armed
enemy. Speed have negligible effect on path length and computational time for the considered speed range.
Finally, obstacle density and rotation have adverse affect on path length, computational time and success
rate.

C. RRT results

Figure 3 illustrates the performance results for the RRT algorithm for the waiting and moving cases for the
scenarios described in the A* algorithm analysis. The lowest path length was exhibited for the cube case
with no rotation, followed by the rotating cube and V–obstacle scenarios with the mixed case exhibiting
a multiple times larger path length due to the multiple times higher scenario complexity with respect to
the other scenarios. Although the V–obstacle occupies less space than the cube, its two planes are larger
than each plane of the cube. Furthermore, since a path can be constructed multiple times faster for the
V–obstacle scenario than for both cube cases due to lower obstacle density, the constructed path will not be
as optimal since the requirement in our path construction algorithm is to construct a non–colliding path in
the minimum time possible and the amount of restrictions to tree propagation in the V–obstacle case will
be less restrictive with respect to the cube cases. Although the smoothing algorithm will reduce sharp turns
in the path it will not achieve the same result as if the path was smoother from the beginning.

The results in terms of mean and standard deviation for both RRT variants are equal for all speeds
considered for all scenarios except for the mixed case scenarios. The relatively large path length difference
for the moving configuration in the mixed case is attributed to the higher obstacle density. Results show
that path length is independent of speed for all scenarios. This implies that irrespective of speed the path
length is invariant although the path followed may differ depending on the random seed sequence. Rotation
adds to path length as can be deduced from the non–rotating and rotating scenarios. The addition is less
than 0.1% for both RRT waiting and moving configurations. This conclusions were also derived in the A*
case.

The computational time for RRT waiting is 3.0%, 2.4% and 1.2% times longer with respect to RRT
moving for non–rotating cubes, rotating cubes and V–obstacle rotating, respectively. For the mixed scenario,
comparison cannot be made since the success rate for the waiting configuration is 0% for all tests. Result
for the first three scenarios shows that in terms of computational time, the RRT moving option is better
than the RRT waiting option for all cases. As for A*, the lowest computational time is recorded for the
V–obstacle case, 5.0 and 4.9 times lower than the second best performing scenario i.e. non–rotating cube
case for RRT waiting and moving, respectively. By introducing rotation to the cubes the computational time
increased by 32.3% and 33.0% for RRT waiting and moving, respectively. The difference in computational
time between the mixed case and the other scenarios is 10s of multiple times longer for the moving case.

The low obstacle density of the V–obstacle case (open obstacle) is advantageous for the RRT planner as the
environment is almost free except for two planes per obstacle constituting the V–obstacle. Computationally
it is easier to check for collisions in tree branches, path segments and new intermediate and UAV positions if
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only obstacles are made of only 2D planes rather than closed obstacles. In closed obstacles, besides checking
for collisions with obstacle surfaces, the collision avoidance sub–algorithm must check if any part of the
path segment or the point lies inside the 3D obstacle. This explains the lower computational time of the
V-obstacle case with respect to the non–rotating cubes. Zooming in on Figures 3 (b) and (e), shows that as
the speed increases the computational time remains constant for all scenarios except for the Mixed case in
the moving case configuration. Only the maximum intermediate and total times are a function of speed. The
maximum intermediate and total times only determine the success rate. So independent of speed the planner
is required to construct a path a constant distance from the current UAV position to an intermediate goal
point and determine the new UAV position also a constant distance from the current UAV position on the
constructed path segment. This explains why for the different speeds considered the computational time is
invariant. For the mixed case in the moving configuration the reduction in computational time with increase
in speed is a consequence of the drop in success rate due to lower maximum intermediate time allocation
which is inversely proportional with speed. The computational time to generate an intermediate path is
mainly dependent upon scenario difficulty as can be deduced from Figure 3. Therefore, it can be concluded
that computational time is independent of speed for both RRT variants.
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Figure 3. Performance parameters vs. speed: (a) Path Length for RRT waiting, (b) Computational Time
for RRT waiting, (c) Success and Failure rates for RRT waiting, (d) Path Length for RRT moving, (e) Com-
putational Time for RRT moving and (f) Success and Failure rates for RRT moving for 100 iterates for each
considered situation (speed and scenario) with 95% confidence interval. (ds step = 0.05, dint goal = 0.1, dfactor = 0.8
and titerate max, tpath gen max are a function of the UAV speed).

Figures 3 (c) and (f) illustrates the success rate for RRT waiting and moving, respectively. The figure
show a 100% success rate for both configurations for the cube with and without rotation and the V–obstacle
scenarios. The result show the robustness of both RRT variants and the look–ahead distance algorithm that
is able to mitigate with moving obstacles. For the mixed case, the RRT waiting case showed no successful
runs while for the moving case a success rate of 98% was achieved for low speed reducing to 0 as the speed
increases. This is attributed to the fact that in the waiting case the planner waits until the intermediate
goal point a predetermined distance from the current UAV position is free from obstacles and a path to this
intermediate goal point is possible. The maximum intermediate time which is equal to the waiting time is
not enough for the obstacle to move away from the intermediate goal position. For the moving case, the
planner reduces this distance by the distance reduction factor until an intermediate path to an intermediate
goal point is possible. This effect is only visible for the mixed case since in this situation the environment is
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crowded with obstacles and so the above mentioned condition that an intermediate path is not possible is
more frequent.

As described earlier, speed defines the maximum allowable intermediate and total time for the planner
to generate a path. For the first three scenarios, time was never the bottleneck and the planner was able to
construct the path in a fraction of the maximum intermediate and total time. The planner in all situations will
require a range of times to generate intermediate paths as obstacles’ initial and time–variant positions change
during path construction from one run to another although the start and goal points, environmental space
and amount, size and shape of obstacles is constant for a particular scenario. Therefore as speed increases
and therefore the maximum allowable intermediate and maximum time reduces a higher percentage of runs
for the Mixed case will exceed the maximum allowable intermediate time at one instance, resulting in a
maximum intermediate time violation. In fact, the majority of unsuccessful runs result due to insufficient
intermediate time. This explains the drop in success rate with increase in speed.

Another aspect is that the RRT waiting case resulted in less No Path situations than RRT moving.
This is attributed to the fact that in the moving case the UAV is nearer to moving obstacles than in the
waiting case that waits until a path a predetermined distance from the current UAV position is possible.
This increases the risk of collision as the obstacles can move into the new or current UAV position for the
moving case with respect to the waiting case.

In conclusion results of both A* and RRT show that exploring further into the vicinity of an obstacle
in the direction of the goal increases the chances of finding a viable path around the obstacle vis− a− vis
waiting at the current position until an intermediate goal point is available and a path to it the intermediate
point is possible. The moving tactic increases the risk of collision due to a number of factors including sensor
inaccuracy and unknown future obstacle state. On the other hand, waiting allow the UAV to stay at a safer
position from the obstacle in its vicinity, but the UAV cannot stop forever and staying stationary will make
the UAV an easy prey. Therefore, for the scope of comparison between A* and RRT both moving cases will
be considered as for both A* and RRT the moving variant resulted in better success rates.

D. A* vs. RRT

Figure 4 illustrates the path length, computational time and success rate for the A* and RRT algorithms
for the moving variant. In terms of path length the RRT algorithm constructed shorter paths with respect
to the A* algorithm, although the mean difference is less than 1% for the cube cases increasing to 3.8% for
the V-obstacle cases. For the mixed case, the success rate at speed higher than 0.06[-]/s is 1% or less if we
consider the path length for speeds from 0.01[-]/s to 0.05[-]/s the RRT algorithm constructed paths 23.3%
shorter with respect to A*. In terms of variance, RRT also exhibits lower variance for all scenarios for all
speeds with respect to A*, implying that the constructed path is less effected by the movement of obstacles.
The shorter path length and larger variance range is mainly attributed to the graph–based nature of the A*
algorithm. In A*, obstacles are modelled as unavailable grid positions with a buffer equal to half the distance
between grid positions as otherwise during re–assignment a node which resides a distance lower than the
buffer from an obstacle may be unavailable in the next iterate even if the environment remains static both
due to quantisation and also due to the ripple reduction algorithm.2 The smoothing algorithm which was
only applied for the RRT algorithm cannot be applied to the A* algorithm since this will near the path to
a distance less than the buffer distance to the obstacles possibly resulting in collisions in the next iteration.
Refer to1–3 for further details. Furthermore, for both algorithms the path length is independent of speed as
speed only effects the maximum allocated time to construct the path.

The computational time characteristics illustrated in Figures 4 (b) and (e) for A* and RRT, respectively
show that a longer mean computational time with a higher variance is recorded for A* with respect to
RRT. For both algorithms, the V–obstacle results in the shortest path followed by the cube without and
with rotation and the mixed case. Also for both algorithms speed has no effect on performance. The mean
computational time for A* is 6.6, 5.1 and 7.0 times longer with respect to RRT for the first three scenarios
respectively and 17.9% shorter for A* with respect to RRT for speeds from 0.01[-]/s to 0.05[-]/s as success
rate is very low for RRT at larger speeds. The variance is similar for the first three scenarios but is larger
for A* in the Mixed case with respect to RRT for small speeds. This increase in variance is the result of the
quantisation of the graph–based nature of the A* algorithm.

From the computational time results it can be concluded that the RRT algorithm performed better than
the A* for the first three scenarios deteriorating at a faster rate than A* as the obstacle complexity increases.
In our previous analysis1,2 it was showed that the A* algorithm was faster than RRT in finding a goal offline
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in the presence of 2D obstacle. With the inclusion of 3D obstacles the computational demand to check
whether each node is within or residing at a distance lesser than half the distance between grid positions
has increased significantly. For RRT the difference in computational demand is less as the planner is not
required to model the environment within the sensory system field of view but only check for collision once
tree nodes and branches are to be constructed. Since the obstacle density in the first three scenarios is low
this explains why the RRT performed better than A*. For the highly–obstacle Mixed case the RRT the
chance of collisions with obstacle is much larger and therefore more time is required to find a sub–path. For
A* the difference is minimal as in all cases the planner need to check each node in the environment.

Figure 4 (c) and (f) show that the success rate is almost 100% for A* and 100% for RRT for the first three
scenarios for all speeds considered for both A* and RRT algorithms. From the results it can be concluded
that RRT will be able to generate a path in low complexity environments while A* may not be able to offer
this guarantee. The computational response shown in Figure 4 (b) and (e) show that the allocated time is
more than enough for the majority of the situations and the non successful runs are a consequence that no
path could be constructed with the considered FOV and resolution in A* in few situations for the first three
scenarios irrespective of the allowable time.

For the Mixed case a drop in success rate is shown as speed increases with the major drop exhibited
for RRT. The Mixed case is at least three times more complex than the other three scenarios. As scenario
complexity increases the computational requirements for RRT increases at a higher rate for RRT with respect
to A* resulting in maximum intermediate time violations. This is attributed to the fact that A* must model
all obstacles within its FOV irrespective of the complexity of the environment while the RRT only checks
for collisions as described earlier. Therefore it can be concluded that the RRT is more vulnerable to increase
in obstacle complexity with respect to RRT. The RRT algorithm was able to achieve a success rate of 95%
or better for the lowest three speeds considered. This high success rate was never recorded for A*. From
this it can be concluded that A* will not achieve the same level of success rate as RRT if the latter is
given appropriate time to construct sub–paths. More computational time can be achieved by reducing the
speed and/or increasing the computational processing power. Another point is that the RRT issued No Path
violations for certain mixed case scenarios while A* never issued this violation. This implies that a violation
occurred since the UAV cannot move as no path is possible to an intermediate goal point or that an obstacle
collided into the UAV. This situation is very dangerous as it could lead to the loss of the vehicle. For A*
this situation never resulted mainly due to the buffer distance considered for quantisation purposes and the
UAV although not reaching the path never collided or is at risk of colliding.

E. Conclusion

Throughout this section, the performance results of the A* and RRT algorithms using both waiting and
moving variants were illustrated, analysed and compared to select the best option in view of 3D UAV path
planning with moving obstacles. Results showed that the A* moving variant produced better results with
respect to A* waiting variant while similar results were recorded for RRT for both variants. Overall, RRT
results in better or equal success rate for all scenarios at all speeds with respect to A*, except for high speeds
in the Mixed case scenario. This shows that RRT is better suited for 3D real–time applications in dynamic
obstacle–rich environments provided that appropriate time is allocated for obstacle–rich environments. This
does not exclude the A* algorithm from dynamic environments especially if safety is a paramount requirement
and the computational power in complex environments is limited. In such case the A* would lead to better
results.

VII. Conclusion and future work

This paper implemented 3D real–time path planning A* and RRT algorithms in the presence of dynamic
constraints, obstacles and threats. Literature confirms that dynamic path planning is essential as UAVs
are sometimes required to operate in time-variant environments. In this regard, 4 different scenarios were
considered with increasing difficulty consisting of V–obstacles, enclosed cubes and 2D planes moving at
different time–varying speeds, direction and orientation. Only, obstacle characteristics a look–ahead distance
away from the current UAV position are known with certainty by the planner with updates being provided as
the UAV moves. This was done to emulate sensory systems onboard UAVs. The planner was time–limited
both in the construction of individual path segments and in the overall path as the UAV is not allowed
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to stop and is required to always have available the next position prior moving from the current position.
Two rationale were considered and implemented for both A* and RRT planners in case an intermediate
goal point was not available, namely waiting until the defined intermediate goal point becomes available or
moving to the intermediate goal point nearer to the current UAV position consequently increasing the chance
of moving further towards the final goal. Path length, computational time and success rate were considered
as the performance measures. These measures were assessed with UAV speed which was varied between 0.01
and 0.1[-/s].

Results show that the moving option yielded better overall results in terms of path length, computational
time and success rate for A* and RRT with respect to the waiting option especially for the Mixed case which
recorded an almost 0% success rate for the waiting case for both variants. UAV speed determines the
maximum intermediate and total time, reducing as speed increases. Results show that as speed increases
success rate drop due to lack of path planning time for the Mixed case scenarios in both A* and RRT as
in these situations the required path planning time is near the maximum while for the other scenarios the
allocated time is much more than required. Overall, both A* and RRT produced similar results for the first
three scenarios with RRT recording slightly better results in path length, computational time and success
rate. For the Mixed case, the RRT algorithm performed better at low speeds but worst than A* for high
speeds. Also, A* was only limited but time while the RRT resulted in No Path situations that can potentially
lead to collisions. The results show that both algorithms can be applied in low obstacle density environments
in real–time in the presence of moving obstacles. For complex scenarios the RRT is better suited if time is
not limited while the A* algorithm is less susceptible to time constraints. Finally, this work shows that 3D
real–time path planning in low and high obstacle density, moving obstacle environments is possible.

Future enhancement shall include the analysis of the effects of other parameters on the performance of
both path planners with both waiting and moving rationale. These parameters shall include, resolution and
step–size in case of A* and RRT respectively, look–ahead distance, distance to travel per iterate, intermediate
and total time and the distance factor which defines the reduction factor of look–ahead distance and distance
to travel per iterate in case the intermediate goal point or the new UAV position reside on an obstacle. This
analysis will flag the best configuration for both algorithms in the considered test scenarios which offer a
range of path construction difficulties. Furthermore, real sensory systems sense the environment within a
certain degree of uncertainty that changes with a number of factors including: distance to the object, shape
and light levels. This uncertainty may have an effect on the performance of the 3D real–time path planners
as paths are generated only with a certain degree of non–collision. This can generate unexpected collisions
with obstacles that can ultimately result in the loss of the UAV.
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