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Development of the Experimental Design for
the Validation of EEG Source Localization

With fMRI

Application of a Haptic Robot to Identify Active
Neuronal Ensembles

Abstract

Various source localization algorithms exist to perform localization with High Density (HD)-
ElectroEncephaloGraphy (EEG). However, validation of these EEG source localization algorithms is lacking.
The current gold standard for source localization in the brain is functional Magnetic Resonance Imaging (fMRI)
by calculating the difference in hemodynamic response to different stimuli. This study aims to validate HD-
EEG source localization with fMRI using an MR compatible haptic robot. Participants performed several tasks
with the robot to activate cortex patches and allow localization of source activity under various circumstances.
These hypothesized patches are the somatosensory, motor and visual cortex. No comparison is made with fMRI
due to time constraints. As no comparison could be made, we aim to validate the experimental methodology.
Activation of the somatosensory cortex is clearly visible. The visual cortex is often localized, but lacks power
in some settings. Activity during the torque task can be localized, but not conclusively to the motor cortex. In
all, the experiment was a success, as it was able to induce verifiable different brain states. Hypothesized task
contrasts contained different activity distributions. Improvements can be made by generating a more detailed
leadfield and by applying a linear manipulator.
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1 Introduction

The brain has been a topic of interest ever since
we had a basic understanding of the human body. It
processes the information received from our senses,
memorizes our past experiences, and dictates what
we do and how we behave. In short, it regulates how
we interact with the world around us. Unfortunately,
there are also many neurological diseases that can
impair these functions, such as ischemic stroke [6],
Parkinson’s disease [12], and migraines [47]. If we
want to understand how these neurological diseases
affect the brain, we need to gain insight into the
brain’s normal function. Various measuring modalities
allow us to gain this insight in normal and diseased
functioning of the brain. Two of the primary, non-
invasive brain functional recording devices are High
Density (HD)-ElectroEncephaloGraphy (EEG) and
functional Magnetic Resonance Imaging (fMRI).

HD-EEG directly measures the electric potentials
generated by neuronal ensembles in the cortex by plac-
ing electrodes on the scalp [14]. HD-EEG can acquire
the data at a high sampling frequency [4]. It is cheap
and mobile. The output of the EEG is the voltage,
which is measured per electrode compared to the com-
mon average. These voltage measurements do not rep-
resent the activity of the brain, as these are signals are
a mixture of dipoless originating from highly localized
locations [31]. Pyramidal cells are present throughout
the gray matter, creating dipole moments when acti-
vated or inhibited. When these ensembles are arranged
correctly and activate or inhibit synchronous, they can
generate a dipole moment large enough to be detected
by the EEG electrodes. This dipole signal can be found
in every electrode with a favorable orientation and lo-
cation. As such, electrodes ”see” all kinds of dipoles
located throughout the grey matter and the voltage
measurement represents a mixed signal.

The EEG recordings can be used to locate sources
in the brain. When the distribution of tissues in
the head is known, as well as the placement of elec-
trodes and the location of the cortical areas where
EEG sources are present, the activity of these corti-
cal areas can be calculated by inversing the calculation
from source to electrode. However, the true spatial dis-
tribution of HD-EEG sources is not well defined [27],
because the solution is unobservable. The amount of
neurons in the brain is far larger than the amount of
electrodes on the scalp during EEG. Hence, infinite
source distributions can explain the EEG data.

To find a unique solution to the inverse problem,
EEG source localization algorithms regulate the
source localization with constraints. The inverse
problem becomes an optimization problem within
these constraints, which has seen many solutions
over the years. The first solution is the Minimum
Norm Estimation (MNE) [18], after which came many
more, such as LORETA [39], DICS [16], and others.
MNE finds the set of dipole vectors with the least
squares solution explaining the measured data, which

corresponds to Thikonov regularization. LORETA
constraints the solution, such that the solution has
maximum smoothness. LORETA can find deeper
sources in the brain, while MNE primarily finds
sources at the surface of the cortex. DICS localizes
oscillatory power by averaging the power over a fre-
quency band and calculating the cross-spectral-density
accompanying the averaged frequency band. Then,
a linear transformation matrix is applied, which is
the inverse of the leadfield matrix and minimized by
constraints, to estimate the cross-spectrum between
source combinations. The power at a source node can
be extracted from the cross spectral density between
sources, as the auto-spectral density is contained
within.

fMRI uses the metabolism of neurons to find
the active cortical patches of the brain [29]. As
neurons are activated/inhibited, they consume more
oxygen. A change in metabolism induces a change
in Deoxyhemoglobin (dHb) in the blood vessels.
fMRI is an indirect measure of neuronal activity,
because it measures the dHb concentration instead
of electric potentials and is called the Blood-Oxygen-
Level-Dependent (BOLD) signal. The localization is
represented with voxels. An increase of dHb results
in an attenuated BOLD signal. By contrasting two
measurements, a change in the voxel output can be
recognized, and thus, a change in dHb concentration.
Hence, this change shows where source activity
changes between tasks. fMRI has an excellent spatial
resolution. It can produce images with voxels with
submillimeter dimensions [30]. This reflects the accu-
racy of fMRI because a source is present somewhere
close to that voxel. However, the temporal resolution
of fMRI is poor, due to the slow hemodynamic
response. The slow increase of blood flow to the active
patch, as a reaction to neurons increased metabolic
rate, reaches its peak 5-6 seconds after the neuronal
activity has started.

Validation of HD-EEG is only possible if compared
to a golden standard, such as fMRI. The measurements
of these modalities are connected by the metabolism of
the neuron. If the neuron is either excited or inhib-
ited, it will consume more oxygen, which causes dila-
tion of the veins in that area. The dilation causes more
OxyHemoglobin (Hb) to rush to the site and the dHb
concentration to decrease, increasing the BOLD signal
[20, 7].

The possibility still exists for EEG and fMRI to
point to slightly different locations. EEG measures the
activity of neurons in the brain, generated by dendrites
of neurons. fMRI cannot easily differentiate between
top-down and bottom-up signals, excitation, inhibi-
tion, task-specific processes and neuromodulation [28].
Furthermore, EEG measures the fast electrical activity
of dipoles, allowing insight into fast dynamics. fMRI
measures the slow hemodynamic system, which filters
out these fast dynamics.
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1.1 Problem Statement

Multiple algorithms exist that can perform source
localization with EEG data. Each algorithm has its
strengths and weaknesses. Such localization algorithms
are often only validated by themselves when compared
to a gold standard [2, 13, 22, 21, 23, 24, 25, 35, 42,
50, 51, 53, 55]. The validation is also done using simu-
lated data only [54]. The problem is that comparisons
of multiple EEG source localization algorithms com-
pared to a golden standard, such as fMRI, are lacking.
Two studies compared multiple source localization al-
gorithms to a gold standard with real data [5, 46]. In-
ter study comparison of results is also difficult due to
different data processing and outcome variables (Eu-
clidean Distance [13] vs Pearson’s Rho [19]) and dif-
ferent experimental setups, such as a different number
of electrodes [23, 48]. No optimal algorithm can be
found, as the numerous confounding factors differ be-
tween studies. The algorithm closest to fMRI sources
was found to be dynamic Statistical Parametric Map-
ping (dSPM) ([21]), but another study reported larger
errors ([44]).

1.2 Study Aim

EEG source localization needs to be validated with
a gold standard, such as fMRI. The aim of this study is
to develop an experimental design capable of validating
EEG SL algorithms.

1.3 Experimental Approach

The experimental protocol will be tested by acti-
vating the somatosensory, motor and visual cortex in
various combinations. These different brain states are
induced by performing different tasks with MR Com-
patible Wrist Manipulator (MR Pols Perturbator) (MR
PoPe). This robot is able to convey a perturbation to
the wrist of the participant, so that movements can eas-
ily be time locked. This robot is MRI compatible and
can be applied in both the EEG and fMRI experimen-
tal setups. By enabling and disabling the perturbation,
applying force to the robot, and giving visual feedback,
different brain states are achieved. The following states
are hypothesized:

• Applying a perturbation on the wrist by MR PoPe
should activate the somatosensory cortex.

• Applying a constant force by the participant to
the robot should activate the motor cortex.

• Receiving feedback from a screen on task perfor-
mance will activate the visual cortex.

The task descriptions will include various com-
binations of the 3 hypotheses above. By inducing
different brain states, the algorithm can be validated
under various circumstances (single source, multiple
sources, either close by or far apart).

The article will first explain the methods used for
the experiments and source localization in detail. This
includes the design of the various tasks, the design
of the perturbation, the data acquisition, the signal
processing of the robot and finally, the data processing
of EEG and the source localization. Hereafter, the
results of source localization for EEG are shown in the
results section. Their locations compared to literature
will be discussed, and conclusions will be drawn.

The comparison between fMRI and EEG will not
be made in this article due to time constraints during
the development of the experimental protocol. Source
localization will only be performed on EEG data.

2 Materials and Methods

2.1 Medical Ethics Committee (MEC)
Permission and Approval

The Medical Ethics Committee of the University
Medical Centre Amsterdam approved the experimen-
tal protocol, the hardware system and the CE-marking
before starting the research. The study was registered
at the Dutch Trial Register (NTR) on July 30, 2020
with identification number NL8783. Thus, the experi-
ment with human subjects for the research purpose are
agreed upon.

2.2 Participants Experiment

Two healthy participants (ages 25 (number 001)
and 33 (numbers 002 and 022), one female (001)) par-
ticipated in this study as part of a pilot study towards
the final protocol. One test subject was measured
twice to measure reproducibility of the meaurements.
Participants had to be 18 years old or older and be
capable of working with MR PoPe. The exclusion
criteria for this study were: (1) MR contra-indicators,
(2) medication use that might influence brain activity,
(3) neurological, psychiatric, or other disorders that
might influence brain activity, (4) abnormalities in
the hand/wrist or prior surgery in the hand/wrist,
and (5) a history of alcohol or drug abuse. Both test
subjects complied with the in- and exclusion criteria.
All participants gave written informed consent.

The handedness of each participant was deter-
mined using the Edinburgh Handedness Inventory
[36].The participant handednesses were right-handed
and ambidextrous. Due to constraints in the design of
MR PoPe (explained in Section 2.3.1) only the right
hand can be used during the experiment.

2.3 Experimental Setup

The experimental setup consisted of an MR
PoPe, an electroencephalogram EEG, a Magnetic Res-
onance Imaging (MRI) scanner, and ElectroMyoGra-
phy (EMG). The experiment included EEG measure-
ments and an MRI head scan if possible. Participant
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001 had no MRI taken due to time constraints. Prepa-
rations were made for the fMRI experiments. The EEG
experimental setup of can be found in Appendix A.

2.3.1 The MR Compatible Wrist Manipulator

An MR-compatible wrist manipulator called MR
PoPe [3] was used during the experiments. MR PoPe
conveys a designed mechanical perturbation to the par-
ticipant’s wrist. The kind of perturbation conveyed to
the participant is explained in Section 2.4.2. MR PoPe
consists of two parts: an MR-compatible manipulan-
dum and an MR-incompatible part. Figure 1 shows
both parts of the robot. The compatible manipulan-
dum must be inside the MRI scanner, while the in-
compatible part must stay outside the MRI room. MR
PoPe was applied in a earlier experimental fMRI study
[45].

The MR-compatible part (Figure 1a) was held by
the participant while performing the experiment in the
MRI machine. The white parts are in contact with
the participant (arm rest and hand grip). The hand
grip is connected to a hydraulic rotary vane motor.
Sensors in the manipulandum allowed for the recording
of force and position data of the hand grip. Nine meter
long plastic tubing and fiber optic cables were used to
convey oil and data between the MR-compatible and
the MR-incompatible part. The MR-compatible part
can be fastened to a table using glue clamps during the
EEG experiment. It can be fastened in the table of the
MRI machine when used during fMRI scanning.

The MR incompatible part, located outside of the
MR room (fig. 1b) consists of the following:

• A real-time computer

• A servo drive

• An electric motor

• A hydraulic reversible gear pump

• An oil reservoir

• An attachment for two 9-meter-long oil tubes to
the MR incompatible part

• Ports for the fiber optic cables

The servo drive processes the input from the
computer and transforms it into a usable signal for
the electromotor, which drives a hydraulic pump. As
such, the velocity signal introduced to the computer is
converted to an electrical signal for the electromotor,
which is transformed into radial movement pressur-
izing the oil. The pressurization of oil moves the
vane motor. The incompatible part obtains the force
and position measurements from the MR-compatible
part. It can send triggers to an amplifier to identify
which task is being performed, to specify when a
task has started and which motion type is being
introduced to the participant. The MR incompatible
part is not compatible with the MRI scanner, because
ferromagnetic metal parts are present within. As such,

it must be kept outside of the MRI room at all times.
The long oil tubes and fiber optic cables circumvent
this problem.

During EEG acquisition, the participant was
seated relaxed and comfortably next to the manipu-
landum. The arm was positioned next to the body,
and the elbow was under an 90◦ angle approximately.
The right forearm was constrained in an arm brace,
such that only the wrist could move. Only the right
arm could be attached to the manipulandum, due to
limitations in the arm brace positioning. As such, left-
handed participants were only able to use their off-
hand. The forearm was constrained so that the wrist
rotation axis was above the rotation axis of the vane
motor. The hand grip’s position can be modulated so
that the participant can comfortably grip the handle.

2.3.2 EEG Data Acquisition

EEG was acquired using a 128-electrode Wave-
Guard EEG cap (5/10 system, Al/AgCl electrodes,
ANT Neuro, Netherlands) in combination with a 136-
channel ReFa amplifier (TMSi, Netherlands). The
ground electrode was placed on the right mastoid.
The electrode distribution over each participant’s head
was measured with the Xensor system (ANT Neuro,
Netherlands).

2.3.3 EMG Data Acquisition

EMG was acquired for the EMG feedback tasks.
EMG was acquired during EEG with BlueSensor N
electrodes (Ambu, Denmark). The measured muscles
are the m. flexor carpi radialis and the m. extensor
carpi radialis brevis.

Figure 2 shows the processing of the position per-
turbation and target force/EMG by the participant to
the output data, where EEG measures brain activity,
EMG measures muscle activity, and MR PoPe provides
force and position measurements.

2.4 Experimental Protocol

The participants had to perform different tasks
to put the brain in different brain states. Each brain
state is associated with a different source distribution.
These different source distributions allowed the Source
Localization (SL) algorithms to be evaluated under dif-
ferent conditions. These conditions can include single
sources, multiple sources, sources close to each other,
and sources far apart. The aim is to activate the pri-
mary sensory, the primary motor, and the primary vi-
sual cortex in various combinations.

2.4.1 Task Design

Different brain states were induced by performing
various tasks with MR PoPe. These different tasks
adhere to a factorial design. These tasks were:
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(a) The MR-compatible part of MR PoPe.

(b) The MR-incompatible part of MR PoPe.

Figure 1: Photos of the MR-compatible (1a) and MR-incompatible (1b) parts of MR PoPe. Figure 1a: The
manipulandum is entirely made of plastics, as are the oil tubes and the glass fiber mantle. The participant’s
right forearm is constrained in an arm brace (left), while the wrist grasps the white hand grip. Figure 1b: At
the front, the electromotor can be seen (the black block), the hydraulic pump connected to the electric motor,
and the oil reservoir (under the white cap). The complex tubing system after the hydraulic pump is used to
build up pressure inside the black tubing. In the gap between wooden panels are the real-time computer and
the servo drive.
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1. Rest task (no perturbation, no visual feedback, no
active motor task).

2. Rest task with visual feedback

3. Relax task (perturbation present, no visual feed-
back present, no active motor task).

4. Relax task with visual feedback.

5. Constant torque task (20% of Maximum Volun-
tary Contraction (MVC), perturbation present, no
visual feedback).

6. Constant torque task with visual feedback.

7. EMG task. Constant cocontraction of the forearm
is expected from the participant (20% of maximum
EMG output).

Figure 2: A block overview of the processed signals during the experiment. The input (target force/EMG
(1)) is the force or EMG target the participant needs to achieve. The reference force is an internal value for
the participant and shown by the screen. It is handled by the Central Nervous System (CNS) (3), which will
relay a signal to the muscles (4) about what force to apply to the manipulandum and impedance to set in the
wrist joint. The reference position disturbance (2) is the position profile the manipulandum needs to follow.
MR PoPe (5) measures the displacement that needs to be created and applies a force to the manipulandum to
move. The robot and the muscle force move the manipulandum and the skeleton (6) in a specific direction. The
movement and force are picked up by muscle spindles (7) and Golgi tendon organs (8), while the actual applied
force or filtered EMG, measured by the manipulandum or surface EMG electrodes, respectively, is seen on a
screen (vision (9)). These signals are fed back to the CNS (3) to determine the following neuronal input. EEG
data was collected from the CNS (brain), while EMG data was collected from the wrist muscles. MR PoPe (5)
acquired data about the manipulandum position and force applied.
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These tasks differ depending on various forms of
inputs and participant induced outputs. The inputs
are wrist perturbations generated by MR PoPe and
visual feedback generated on a screen for both EEG
and fMRI. The participant induced output is motor
control (either applied torque or muscle activation).
The sensory cortex should process the wrist pertur-
bation, the visual cortex should process the visual
feedback on task performance or visual perturbations,
and the motor cortex should process the application
of a constant torque to the manipulandum, constant
muscle activation of the right forearm and responds to
wrist perturbations.

fMRI can only identify sources by creating a con-
trast between different task designs. Therefor, a similar
design is made for EEG SL. These trials can be con-
trasted, such that only certain functional brain areas
are shown as activated.

No significance testing and SL will be performed
on contrasts where both tasks activate different cortex
patches, such as the Relax task without visual feedback
and the Rest task with visual feedback. The previous
only activates the somatosensory cortex, while the lat-
ter only activates the visual cortex.

As such, the activation of various combinations
of cortex patches is hypothesized with the following
contrasts:

• Somatosensory cortex only

1. Relax task without visual feedback and Rest
task without visual feedback (1 vs 3)

2. Relax task with visual feedback and Rest task
with visual feedback (2 vs 4)

• Visual cortex only

1. Rest task with visual feedback and Rest task
without visual feedback (1 vs 2)

2. Relax task with visual feedback and Relax
task without visual feedback (3 vs 4)

3. Torque task with visual feedback and torque
without visual feedback (5 vs 6)

• Motor cortex only

1. Torque task without visual feedback and Re-
lax task without visual feedback (3 vs 5)

2. Torque task with visual feedback and Relax
task with visual feedback (4 vs 6)

• Somatosensory and visual cortex

1. Relax task with visual feedback and Rest task
without visual feedback (1 vs 4)

• Somatosensory and motor cortex

1. Torque task without visual feedback and Rest
task without visual feedback (1 vs 5)

2. Torque task with visual feedback and Rest
task with visual feedback (2 vs 6)

Table 1: An overview of the activated cortex patches
per task combination contrast. Each task induced a
different brain state. EEG could identify the sources
for each individual task. However, fMRI uses con-
trasts to determine the activated cortices. Hence,
EEG should do the same when the localization of both
modalities are compared. A + indicates the cortex
patch is expected to be activated when contrasting the
two tasks. A - indicates it the cortex patch is not hy-
pothesized to be active.

Activated cortex patches
Compared tasks Somatosensory Visual Motor

1 & 2 - + -
1 & 3 + - -
1 & 4 + + -
1 & 5 + - +
1 & 6 + + +
1 & 7 + + +
2 & 4 + - -
2 & 6 + - +
3 & 4 - + -
3 & 5 - - +
3 & 6 - + +
4 & 6 - - +
5 & 6 - + -
6 & 7 - - -

• Visual and motor cortex

1. Torque task with visual feedback and Relax
task without visual feedback (3 vs 6)

• Somatosensory, visual and motor cortex

1. Torque task with visual feedback and Rest
task without visual feedback (1 vs 6)

• Different motor cortex activation due to different
muscle activation

1. EMG task and the torque task with visual
feedback (6 vs 7)

The last contrast (the torque task with visual
feedback contrasted with the EMG task) is hypoth-
esized to not be different, due to the macro scale of
measurements compared to the difference in muscle
activation as both are regulated by the same cortex
patch. An overview of all contrasts can be found in
Table 1.

2.4.2 Wrist Perturbation

When system identification techniques are applied
to investigate the dynamic behaviour of a system,
the in- and output signals are measured to assess the
impact of the system on the output signal [41]. As can
be seen from Figure 2, the EEG data is extracted from
a closed loop system. To identify the dynamics of the
wrist and the interaction with the Central Nervous
System (CNS), such as causality, linearity and others,
an external input signal needs to be designed. A well
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designed input signal allows for a quick analysis of the
dynamics of the system. A well designed input takes
into account the bandwidth of the system perturbed,
the possibility of detecting non-linearities, sample
frequency and period length. If the frequency content
of the applied perturbation is known, the impact of
the corticomuscular system from this perturbation on
the brain can be extracted from EEG data.

fMRI has a poor temporal resolution, due to the
slow reaction time of the hemodynamic system. The
increase of the BOLD signal in response to an increase
in the metabolism of the neuronal cells of a cortical
patch is delayed by a few seconds [29], while electric
activity of the cortical patch reacts fast (milliseconds).
The impact of the fast movement of the manipulator
can only be assessed a few seconds after application.
Hence, quick properties of the physiological system
can only be assessed with EEG, which shows why
EEG can be more informative than fMRI.

Different perturbation design philosophies were
considered to enhance the data gathered during exper-
iment execution. These different philosophies were:

• a multisine perturbation based on the Reduced
Power method [34],

• a multisine perturbation based on odd multiples
of the base frequency,

• a multisine perturbation based on a controller set-
tings (Kp), frequency and amplitude sweep of MR
PoPe,

• a transient perturbation based on simple
(anti)clockwise movements, also called Ramp-
and-hold

The first three methods are based on a pertur-
bation created with known frequency content. The
perturbations consisted of multiple frequencies, each
with a certain power and random phase. These per-
turbations are known as multisines. Due to the non-
linear dynamics of MR PoPe, the output velocity dis-
turbances have a non-linear response when compared
to the input velocity vector. The output of the created
perturbations have a low correlation with the input
signal time representation. These perturbations were
deemed either not exciting enough or impractical to
use due to their methodology. Hence, the application
of the first three perturbations was not viable.

Hence, the participant had to interact with the
robot while a transient perturbation was present. This
perturbation is a Ramp-and-hold perturbation. A
Ramp-and-hold perturbation means the wrist is moved
to one position (flexion), held there for a certain
amount of time, and then moved to another position.
The wrist movement lasted for 0.2 seconds for both
flexion and extension. The range of motion was 0.8
radians. For EEG, the held amount of time is the min-
imum amount of time for the brain to process all the

information gained from the movement, which is 2 sec-
onds. Another extra uniformly chosen random time
delay between 0 and 0.3 is added to the wait time to
attenuate a learning curve and make the perturbation
unexpected. During one trial, 11 wrist flexion and ex-
tension movements occur. The first of which needs to
be removed, because the perturbation needs to settle.
This results in a task time of 48 seconds.

The most important aspect of this Ramp-and-
hold perturbation is the velocity profile used to move
the wrist. This profile needs to be constant over trials
[4, 1].

Experimenting with the participant was per-
formed as follows. The experiment was first explained
to the participant. Questions about the experiment
were answered fully. Hereafter, the maximum torque
during flexion and extension and the EMG during max-
imum co-contraction generated by the participant were
captured. Each was measured thrice, of which the max-
imum was gathered. These were then used for biofeed-
back in the training trials. The participant trained
each task at least once. Training could be extended
per request of the participant. The EEG data were
acquired by giving the task trials in a random order.
Each task trial adhered to one of the task settings, ex-
plained in Section 2.4.1. Each task was supplied twelve
times in total. Each task trial consisted of ten usable
flexion and extension movements if wrist perturbation
was present. Otherwise, a task block lasted 48 seconds
without perturbations, with triggers set at a temporal
resolution equal to tasks with wrist perturbations. The
amount of task blocks and the amount of perturbations
per block result in 120 epochs per task (flexion and ex-
tension). Randomizing the tasks dissipated dullness,
keeping the participant alert and engaged.

2.4.3 Visual Feedback Design

Participants were shown real-time feedback on
their performance via a screen. Only the torque
and EMG tasks required performance feedback. No
performance feedback could be given for the relax and
rest tasks, as the participant had no target torque
or EMG activation, so a non-timelocked multisine
feedback was generated (explained in section 2.5.1).
This feedback was not time-locked, meaning the visual
feedback was started at a different time index in a
multisine period at trigger onset. Hence, the average
of all trials contains a random phase per frequency for
visual feedback. As the visual system is non-linear
[40], the power of the incoming frequencies would also
be distributed to other frequencies.

The torque instructed to be applied to MR PoPe
by the participant during torque tasks was a continu-
ous flexion torque of the wrist. As the direction of this
torque was set, the only property varying is the am-
plitude of the torque. Muscle activation also has the
property that, once filtered, only the amplitude mat-
ters. Hence, the visual feedback only needed to display
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the amplitude of torque or muscle activation. The di-
rection of the moment generated during the torque task
was set to only give feedback when a positive torque
(flexion moment) is generated. Negative moments (ex-
tension moments) are set to zero. Otherwise, the par-
ticipant could erroneously interpret the task instruc-
tion and apply extension moment instead of the in-
structed flexion moment.

The visual feedback is a yellow circle on a
dark blue background (fig. 3). Suppose the ampli-
tude of the selected biofeedback grows (more flexion
torque/activation of the muscles), the circle diameter
increases. The circle shrinks when the amplitude de-
creases. An increased yellow circle increases the inten-
sity of light as compared to a dark blue background.
As the tasks without visual feedback lack such a light
source, the contrast should be able to localize differ-
ences between these brain states. The torque and mus-
cle activation required from the participant was cap-
tured in a red ring. The participant needs to keep the
outer edge of the circle inside the red ring. The red
ring denotes the target biofeedback ±10%. A black
cross was presented in the middle of the circle. The
participant was instructed and trained to focus on the
cross to minimize eye movement.

2.5 Data Processing

2.5.1 Biofeedback Processing

As stated in section 2.4.3, the feedback to the par-
ticipant depends only on the amplitude of the torque
supplied or the amplitude of the filtered EMG data.
Hence, only a target torque and EMG amplitude need
to be set. The EMG and torque data is acquired at
2048 Hz.

Figure 3: The visual feedback for the participant. The
yellow circle grows with torque and EMG input (de-
pendent on the task). When a relax or resting task is
presented with visual feedback, the circle’s radius is de-
termined by a multisine. The background of the circle
is dark blue for a high contrast (not shown). A black
cross was placed in the center of the circle. The par-
ticipant was trained to focus on the cross to minimize
eye movement.

The target torque for the participant is 20% of the
participant’s MVC. If the target torque for the partic-
ipant is higher than 0.8 Nm, the target torque is set to
0.8 Nm, due to the limitations of MR PoPe. MR PoPe
can only deliver a torque of 1.2 Nm [3]. The target
torque is enough to elicit an ERP [52].

The fed-back torque data to the participant is
the average of all data collected during the last screen
update cycle normalized with the target torque. The
screen update rate was set to 30 Hz. Flexion torques
were set as positive. If the total normalized torque was
negative, the circle’s diameter was set to 0 to prevent
giving feedback about torques in the wrong direction.

The EMG task target is the combination of the
activation of both measured muscles. The maximum
EMG for both flexion and extension muscles is deter-
mined during a co-contraction test. During the co-
contraction test, the participant was instructed to max-
imally contract the muscles in the forearm, while still
being able to move the wrist freely. The result is high-
pass filtered (10 Hz, third order), rectified and then
low-pass filtered (5 Hz, third order). The maximum
value for both muscles after filtering is the maximum
EMG value. During the task, the participant needed to
achieve 20% EMG output per muscle of their relative
maximum EMG. The red ring indicates the summed
up 20% of the maximum of both muscles.

The fed-back EMG data during the task depended
on data acquired during previous screen updates. A
1-dimensional digital filter (3rd order) was imple-
mented as online filtering. At the end of a screen
update, the last EMG data point was extracted for
both muscles. This data point was filtered with the
last data points of the previous three screen updates.
The filter pipeline was identical to the co-contraction
test, meaning the data is first high-pass filtered at
10 Hz, rectified, and then low-pass filtered at 5 Hz.
Finally, the filtered data were normalized with the
target muscle activity for each muscle.

For the relax and rest task, the visual feedback was
decoupled from the torque and EMG measurements of
the participant. During these tasks, the visual feed-
back shown was a multisine consisting of the frequen-
cies fi = 3, 7, and 11 Hz constructed as in Equation 1
with a random phase per frequency θi. The multisine
was not time-locked, meaning the visual perturbation
started at random time points in the multisine for each
trial. This means the multisine had a random phase per
period.

y(t) = 1 +

∑3
i=1 sin(2πtfi + θi)

3
(1)

2.6 Signal Processing

The global data processing steps from raw data
until Source Localization (SL) with EEG can be seen
in Figure 4. Two important data processing steps are
taken before EEG SL is performed. The first steps is

10



preprocessing the EEG data, which can be found in
Section 2.6.1. Hereafter, the steps taken to create a
leadfield from MRI and electrode locations are deter-
mined (section 2.6.2). Finally, the processing steps for
EEG SL are described in Section 2.6.3. EEG data was
preprocessed with EEGlab [11]. Leadfield creation and
SL were performed with FieldTrip [38].

2.6.1 EEG Preprocessing

Before SL could be performed on the EEG data, it
needed to be cleaned. Cleaning of the EEG data means
the data is filtered, bad channels are removed from
the electrode distribution, and muscle activity and eye
movement are to be removed from the EEG data. Fur-
thermore, the data needed to be cut up in periods of

Figure 4: Schematic overview of the EEG, fMRI, and Diffusion Tensor Imaging (DTI) (dMRI in the overview)
processing for source localization and ultimately visualizing the flow of Action Potentials (APs) in the brain.
All processing steps covered by the grey box are not used in the current data processing, but will be used in
a future processing pipeline. The EEG data is first cleaned in the preprocessing step. The structural MRI
is corrected for the bias field. From the structural scan, a headmodel and a sourcemodel were created. If no
scan is available, a standard head- and sourcemodel are used. These two models, together with the electrode
locations, create the leadfield. Then, the leadfield, the sourcemodel and the EEG data are used to derive the
source distribution over the brain by applying a SL algorithm. The block model mentions the VBMEG (hVB)
method [43], but any source localization algorithm can perform the localization.
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interest and assigned to the right task based on trigger
data gathered from MR PoPe. All these steps encom-
pass EEG preprocessing. The EEG data was acquired
at a sample rate of 2048 Hz, and was preprocessed ac-
cording to Figure 5.

The data was first demeaned. Hereafter, the trig-
gers were sorted. These triggers were assigned to the
different tasks performed, and whether the wrist move-
ment was flexion or extension. In the following step,
bad channels were removed. Bad channels were iden-
tified based on visual inspection. A band-pass filter
between 1 and 200 Hz was applied. A notch filter is ap-
plied at 50, 100, and 150 Hz to remove line noise. The
data is downsampled to 512 Hz. Hereafter, the data
is divided into epochs based on the triggers sent by
MR PoPe. The epochs are selected from -1000 to 1500
ms after trigger onset. These epochs were assigned
to their respective task by identifying the trigger volt-
age. Bad epochs were removed. Lastly, artifacts such
as eye blinks and muscle activity were removed from
the EEG data using ICA. EEG sensor locations were
included in the pre-processing stage to apply ICA arti-
fact removal. Including the electrode locations allowed
to find the distribution of the weighing matrix over the
scalp and identify artifacts based on said distribution.

2.6.2 Lead Field Creation

Before SL can be performed, a leadfield needs to
be created according to Figure 6. The leadfield de-
scribes the projection of activity per source node to
each electrode. A Boundary-Element-Method (BEM)
headmodel [15] was chosen for this project. The MRI
was segmented into three parts: brain, skull, and scalp.
The conductivities of each tissue were set to 0.33,
0.0042, 0.33 S/m, respectively [8]. The source space
is created by overlaying the brain volume with a cubic
volume filled with source nodes 7.5 mm apart. Source
nodes within the volume are viable for SL, while nodes
outside of the brain volume are not processed. The
head- and sourcemodel are then combined with elec-
trode locations to create the leadfield. No MRI data
was available for participant 001 as no MRI scan was
made due to time constraints. Hence, the measured
electrode positions were morphed to fit the template
MRI and electrode location data from Fieldtrip by
morphing according to the fiducial markers.

2.6.3 EEG Source Localization

Source localization is performed on the cleaned
ERP’s. Three different source localization pipelines
were constructed to assess the activation of cortex ar-
eas (fig. 7). These pipelines were:

1. MNE source localization (dynamic Statistical
Parametric Mapping (dSPM) method implemen-
tation [9]) on the individual task ERP’s

2. Contrasting MNE source localizations between
two tasks based on their respective ERP’s

3. DICS source localization [16] on a contrast be-
tween two tasks based on the wavelet transforma-
tion of their respective ERP

The leftmost pipeline is the source localization for
individual tasks. First, each epoch is shortened to -500
until 1500 ms after trigger onset to eliminate overlap
between epochs. Hereafter, Minimum Norm Estima-
tion (MNE) SL is performed for each time index for
the entire average epoch. As such, each time index
contains an individual source estimate. Each source es-
timate represents the source activity normalized with
the rest task covariance, without visual feedback. The
source space where sources occur is typically divided
into discrete elements, with dipole components repre-
senting the local current dipole within a small region.
The EEG data acquired from these dipoles is described
by (eq. (2)):

x(t) = Ay(t) + n(t), (2)

where x represents the gathered EEG data at
each electrode, A is the leadfield matrix, y is the
dipole strength, and n is additional noise from var-
ious sources. Source estimates are then calculated
multiplying EEG data with a linear operator W
(Equation (3), equation three from [26].

ŷ(t) = Wx(t), (3)

where ŷ(t) are the source node activity estimates, and
x)(t) is the EEG data. The source activity estimates
optimeze the amplitude of the dipole, as well as the ori-
entation, as no orientation was introduced. The linear
inverse operator is created in the following way (Equa-
tion (4), equation five from [26]):

W =
RAT

ARAT + λ2C
, (4)

where C and R are the rest task and source covariance
matrices, respectively. λ is calculated with respect to
SNR, which equates to eq. (5) (equation 6 of [26]):

λ =
trace(ARAT )

trace(C∗SNR2)
, (5)

where SNR was set to 5, as many evoked response
experiments reflect that value [26]. Hereafter, each SL
was rest task normalized by applying eq. (6) (equation
6 [26]).

zi(t) =
wi

.
= x(t)√
wiCwT

i

(6)

Dividing the estimated total dipole strength with
the predicted standard error (the rest task contains no
data of interest), a normalized dipole strength z(t) is
obtained at location i.

The middle pipeline estimates the contrast
between two tasks and is the SL of interest when com-
pared to fMRI in the time domain. First, the amount
of trials used for significance testing is equalized,
meaning that if one trial contain 109 measurements
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and the other 121, the latter has 12 random trials
removed to limit bias in the significance estimation.

Hereafter, cluster based non-parametric permuta-
tion tests were performed to assess significant differ-
ences between the ERP of the trials to be contrasted
[32]. Non-parametric statistical testing is performed as
follows:

1. The set of trials adhering to two different experi-
mental paradigms are collected.

2. Create two equally large datasets of randomly se-
lected trials from the data pool.

3. Calculate the test statistic on this random parti-
tion.

4. Repeat steps 2 and 3 a large number of times and
construct a histogram of the test statistics.

5. From the test statistic that was actually observed
and the histogram of step 4, calculate the propor-
tion of random partitions that resulted in larger
statistic that the observed one. This proportion is
called the p-statistic.

6. If the p-value is smaller than the critical alpha
level (α = 0.05), conclude that the data in the two
experimental conditions are significantly different.

The test statistic from step 3 is created as follows.

1. For every (time, electrode) pair in two experimen-
tal paradigms, calculate the t-statistic between the
two samples.

2. Select t-statistics that exceed a threshold. Here, a
two-sided t-test at alpha level 0.05 is performed.
The threshold is the 97.5 percentile.

3. Cluster samples based on spatial (, spectral) and
temporal adjacency.

4. Calculate the cluster statistic by taking the sum
of t-values in a cluster.

5. Each cluster is represented on each electrode ERP
data, where each cluster has a different t-test sum.

The randomization is performed a hundred times
to construct the histogram of test statistics. A
two-sided t-test at alpha level 0.05 is performed. The
threshold is the 97.5 percentile. Temporal and spectral
adjacency are easily defined as the next or previous
time index or frequency band. Spatial adjacency was
determined by triangulation of the electrode locations.
Each electrode defined as a neighbor could add to
the cluster of an electrode. The electrode positions
are first projected on a 2D-plane in the x, y and
z directions. Then, neighbors are determined by
Delaunay triangulation in each 2D-plane.

Figure 5: The figure gives a schematic overview of the EEG data pre-processsing. The data was first demeaned,
after which bad channels were removed based on visual inspection. A band-pass filter was applied between 1-200
Hz, and notch filters were set at 50, 100, and 150 Hz. The data was downsampled to 512 Hz to save memory.
Epochs were selected based on trigger onset, with time windows -1000 ms to 1500 ms after trigger onset. Bad
epochs were removed, and lastly, artifacts such as eyeblinks and movement were removed by applying ICA.
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The time indices within these significant time win-
dows will be extracted to evaluate the accuracy of the
SL. The SL for each individual task is loaded from the
individual task Source Localization (SL) pipeline. The
time index with maximum difference between ERPs is
chosen within each significant time window, and the
SL for that time index is extracted. As the magnitude
of the source node is of importance, it can be taken as
absolute. The tasks are then contrasted in three ways:

• subtraction of the SL of the contrasting task from
the task of interest (eq. (7)),

SL(t) = SLi(t)− SLc(t) (7)

• division of the SL of the contrasting task from the
task of interest and coverting to Decibel (eq. (8)),

SL(t) = p ∗ log10(SLi(t)

SLc(t
), (8)

where p equal 20 for ERP SL and 10 for TFR SL,

• a combination of the previous two called the iscdc
contrast (eq. (9)).

SL(t) =
SLi(t)− SLc(t)

SLc(t)
(9)

SLi indicates the magnitude of interest, and SLc

is the magnitude to be contrasted with. It is not yet
known which contrasting method is preferred for each
pipeline.

Figure 6: A block diagram visualizing the steps taken to create the leadfield used for SL. The MRI was first
resliced such that the volume is made of 256 × 256 × 256 voxels. Hereafter, the MRI is realigned to the
RAS coordinate system (Right, Anterior, Superior for the x, y and z axes respectively, origin at the anterior
commissure). Hereafter, the MRI was segmented into three tissues for the BEM head model (brain, skull, scalp)
and a mesh was created at the border of all three tissues. The fiducials are extracted from the scalp mesh and
used to realign the electrode locations to the MRI voxels. A headmodel is created using the bemcp method
from Fieldtrip, where the conductivities of each tissue were set to 0.33, 0.0042 and 0.33S/m for the brain, skull
and scalp respectively [8]. Hereafter, the sourcemodel is created by distributing source nodes throughout the
grey and white matter with an internode distance of 7.5 mm. The nodes are placed by filling a cube volume
over the inner headmodel volume, with source nodes at the inter node distance from each other. Any nodes
outside the inner headmodel volume were not taken into account during SL. Lastly, the leadfield is created
by combining the headmodel, sourcemodel and the realigned electrode locations. Participants 002 and 022’s
sourcemodel contains 3624 source nodes, while the sourcemodel of participant 001 contains 3630 source nodes.
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Contrasting the ERP SL indicates that the am-
plitude or source power at a source node has changed
in comparison to the source distribution of the task
to be contrasted with. A positive difference in the
case of subtract would indicate that the extracellular
fluid is more positively charged in comparison to the
task that was contrasted with. The function of the
more positive charge is not known, as a lot of chemical
processes are executed synchronously.

ERP SL contrasts are visualized at the time index
in a significant different cluster of time indices, where
the largest voltage difference between the contrasting

task ERP’s occurs at electrodes of interest. The time
index must be in a significant different cluster, as sig-
nificant testing shows that the data from the ERP’s
at these clusters cannot be drawn from the same data
pool. The largest difference between ERP’s was cho-
sen, because it implies the largest projected difference
between source distributions between the contrasting
tasks. The electrodes C3 and OZ were chosen as elec-
trodes of interest, as they lie above the sensory-motor
cortex and the visual cortex respectively. The SL at
the selected time index is interpolated over the MRI of
the participant and visualized by transversely slicing
the interpolated data.

Figure 7: A schematic overview of the various source localization pipelines. The left column shows MNE source
localization for single-task ERP’s. The middle column shows MNE source localization for contrasting two tasks
with ERP’s. Data from the first pipeline is used in the second pipeline, as indicated by the crossing arrow. The
last column shows source localization using TF windows and DICS. For each source localization, the created
headmodel and leadfield were created according to Figure 6.
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The Time-Frequency Response (TFR) pipeline
works approximately the same as the time domain con-
trast SL, except for a different data representation.
First, significant TF windows need to be created to
apply TFR SL. The ERP’s were converted to time-
frequency data from 3 to 50 Hz at a 1 Hz resolution by
applying Morlet wavelets [49]. The number of cycles in-
creased incrementally for 3 to 50 Hz from 3 to 10 cycles.
Hereafter, the amount of trials in each task was equal-
ized. The frequency window (either alpha (8-12 Hz) or
beta band (15-30)) for significance testing is selected.
These bands reflect cortical visual [10] and motor [33]
activity, respectively. Again, cluster based permuta-
tion tests are performed to identify significantly differ-
ent time-frequency windows. Significant TF windows
are selected from electrodes C3 (motor cortex) and OZ
(visual cortex).

To perform SL, all tasks are again converted from
the time-domain to frequency data using the mtmfft
method in Fieldtrip for each TF window with a length
larger than 0.2 s for the alpha band and 0.13 s for
the beta band, due to the smoothing constraint of
the mtmfft method. The mtmfft method removes the
time aspect of the Wavelet analysis and concentrates
all power from the significant TF window in a single
value for each frequency band, while also calculating
the cross-spectral density between all electrodes. For
SL, a single frequency needs to be selected, and the
smoothing constraint ensures that all power from the
frequency window of interest is concentrated in the sin-
gle frequency selected for SL. The frequency used for
SL is always the frequency at the middle of the fre-
quency band (10 Hz for alpha and 22.5 for beta). The
entire frequency band is used for SL, even when not
indicated by the TF window. A common spatial filter
is created among all tasks (including Rest) by perform-
ing SL by applying the DICS algorithm. The common
filter is then used to apply SL for the tasks of interest
and rest. The SL are normalized with rest. The tasks
are contrasted in an equal fashion to the contrasting in
the middle SL pipeline, and visualized on the MRI of
the participant.

The DICS algorithm [16] uses the estimation of
the cross spectral density C(f) of a frequency band
centered at f to perform SL. The cross spectrum esti-
mates between four tangential source combinations at
locations r1 and r2 at frequency f are represented by
the 2× 2 matrix (eq. (10)):

Cs(r1, r2, f) = A(r1, f)C(f)A∗T (r2, f), (10)

where A is a linear transformation matrix that, when
applied to the data, passes the activity of location r
with unit gain for a specified frequency band, while
suppressing contributions from other sources. When
r1 = r2, C2 becomes a 2 × 2 matrix containing the
power estimates (eq. (11).

P(r, f) = Cs(r, r, f) (11)

The power at the source then complies to Equa-
tion (12):

p(r, f) = λ1(P(r, f)), (12)

where λ are the singular values of Cs and λ1 ≫ λ2.
The dipole power at each source node is then normal-
ized with the power of the resting task (eq. (13)).

pN (rf) =
p(r, f)

pRest(r, f)
(13)

An increase or decrease for frequency band
power at a source node indicates an amplification or
attenuation of oscillatory power for sources in that
area. No physiological meaning has been found behind
the (a)synchronous activity.

The localization of sources will only be evaluated
empirically. Due to the limited participant pool, the
experiment’s parameters can be validated, but no hard
conclusions can be drawn about the data. It is nec-
essary to validate if the SL pipelines can differenti-
ate between task executions and localize attenuation
or amplification to different cortex patches.

3 Results

Identification of the activation of individual and
multiple cortex patches was hypothesized with vari-
ous contrasts in section 2.4. The contrasting formu-
lae used to contrast between tasks were discussed in
section 2.6.3. First, the contrasting method is chosen
for the ERP and TFR SL pipelines used to compare
tasks (only the middle and left, fig. 7) to reduce the
results for source localization. Hereafter, an overview
of the outcomes of localization of each functional area
is shown, and examples of these outcomes.

3.1 The Contrasting Method

To perform SL, the significant time and TF win-
dows for ERP and TFR SL, respectively, need to be
selected. An example of the significant windows for
each contrasting SL pipeline can be found in Figure 8.

The SLs are plotted over a transverse sliced MRI
scan. The slice on the top right is the most superior
slice, while the slice down left is the most inferior slice.
Anterior is on the top of each slice, and left on a slice
is left.

When localizing in the time domain (ERP), the
subtract contrast is the best option for localization. A
correct localization of activity for ERP SL is shown in
Figure 9, which is created by the contrast subtract.
The division method results in focal sources spread
throughout the brain, and the iscdc method results in
one singular focal source localized somewhere in the
cerebrum. Hence, contrasting at the ERP level will be
performed by the subtract method.

Localization in the TF domain is performed with
the division method. A correct localization using the
method division is shown in fig. 10. Localizations for all
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three methods appear approximately equal. Localiza-
tions for the subtract and iscdc methods appear more
precise compared to the division method. Large dif-
ferences appear however when both power attenuation
and amplification are localized in a singular SL. The

amplifications fade when division is employed, while
these remain when the iscdc and subtract methods are
used. Division will be used to evaluate the correct lo-
calization of TFR SL.

(a) ERP significance testing for participant 002 at electrode C3 for the contrast between the relax task and rest task,
both without visual feedback.

(b) TFR significance testing for participant 002 at electrode C3 for the contrast between the relax task and rest task,
both without visual feedback, in the beta frequency band.

Figure 8: Significance testing on both the ERP and TFR level. Significant windows are grey colored on ERP
level, while significant TF windows are not bleached. Each ERP grey area has an accompanying SL on the
time index with the highest difference between ERPs within the area. Each large enough TF window has an
accompanying SL, if the window is temporally long enough.
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Figure 9: ERP SL at time index 0.150 s at OZ for the contrast relax with rest, both without visual feedback,
for participant 002. A positive activity difference is localized to the superior left. The most superior slice is on
the top right, anterior is at the top of each slice, and left remains left.

Figure 10: TFR SL from time index -0.32617 until 1.3262 s in the alpha band for electrode OZ for participant
002 for the contrast rest, with and without visual feedback. Power attenuation is localized to the posteroinferior
right.
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3.2 The Location of Functional Areas

Three individual functional areas are hypothe-
sized to be localized with the current experimental
setup. These areas are the visual, somatosensory
and motor cortex. The correct localization of these
functional areas is compared to Figure 12.7 and 12.8
from Marieb and Hoehn [31]. These figures represent
the already established knowledge of functional areas
in the human brain and the spread of cortical tissue
devoted to each function of the human body.
The visual cortex is located to the posteroinferior
of the cerebrum. As such, localization would be
deemed correct if localization of activity points to the
posteroinferior. However, complex visual processes
involve the entire posterior half of both hemispheres.
As such, localization of the visual cortex is deemed
correct if activity is localized posterior of the brain
middle. The primary somatosensory and motor cortex
are located around the central sulcus and neighbor
each other. As each hemisphere governs the function
of the contralateral side, localization of activity is
expected to occur in the left hemisphere as the right
wrist is moved and used to apply torque. The body
map for the somatosensory and motor cortex shows
that sensory processing and control of the wrist are
superior in the cerebrum. Hence, both the localization
of the somatosensory and motor cortex is expected
to lead to activity superior in the left hemisphere.
The motor cortex should be localized anterior to
the somatosensory cortex. An overview of correct
localizations can be found at Figure 11. Various out-
comes exist for hypothesized and non-hyptothesized
functional areas. Results for each possible outcome
are shown below.

Correct localization of the somatosensory, visual
and motor cortices is shown in Figures 9, 10 and 12.
Activity of the somatosensory cortex fig. 9 is clearly lo-
cated to the superior left of the cerebrum. The visual
cortex fig. 10 is localized to the posterior, which is a
correct localization. The highest attenuation is local-
ized slightly to the right of the primary visual cortex,

and is deemed a correct localization by the previous set
standards. Correct localization of the motor cortex is
achieved by Figure 12. Power attenuation is achieved
superior left in the cerebrum. The time window used
for localization is -0.21 until 0.025 s after trigger onset,
meaning slight wrist movement contaminates the TF
window. As such, a localization to the superior left
can only be attributed to the constant torque applied
to the manipulandum.

Finally, correct localization can be found at other
electrodes, instead of the hypothesized electrode.
These are deemed correct localizations. No SL can
be performed when no significant time windows can
be found in either the ERP or no large enough TF
windows can be found in the TFR domain (marked
blue in fig. 11).

Previously shown localizations are deemed cor-
rect. However, in some settings, SLs are not in line
with the hypothesis. Sometimes activity is not local-
ized to the hypothesized location (false positive), non-
hypothesized neuronal ensembles become active (false
negative), or the activated neuronal ensemble could be
explained by the activation of multiple functional ar-
eas. For example, a false positive localization of the
somatosensory cortex would be the contrast relax and
rest, both with visual feedback, for participant 001 at
C3 at timestamp 0.152 s (fig. 13). The time stamp
matches correct localization for the other participants.
However, localization of activity is too widespread and
too inferior, and therefore not in line with the hypoth-
esis.

An example of unhypothesized localization activ-
ity is presented by Figure 14. Alpha band localization
at OZ localizes the visual cortex (power attenuation
posterior). However, a power attenuation spike is also
localized at the superior left, indicating the somatosen-
sory cortex. These localizations are false negatives.

An example of inconclusive localization is localiza-
tion of the not hypothesized visual cortex shown in the
contrast identifying the motor cortex (fig. 12). Beta
power attenuation is localized to the posterosuperior

Figure 11: An overview of the localizations per task contrast and whether they were deemed correct. Other
possible outcomes are: false positive (no activity at hypothesized location), false negative (not hypothesized and
active) significance is reached, localization achieved on another electrode, localization is unclear about what is
localized. S: somatosensory, V (in activated cortex patches): visual, M: motor, R: rest, Rl: relax, T: torque, V
(in task description): with visual feedback.
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Figure 12: Correct TFR beta band SL for the force task contrasted with the relax task, both without visual
feedback. Power attenuation is localized to the anterosuperior left. However, a steep spike is also localized to
the posteroinferior, indicating activity to the visual or the somatosensory association cortex, which leads to
possible localization of the visual cortex.

Figure 13: Unexpected (bd) SL for the contrast relax and rest, both with visual feedback for participant 001 at
electrode C3. The left somatosensory should be localized in the current contrast. This is an example of a false
positive (bd).
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Figure 14: TFR SL for participant 002 at OZ for the contrast relax, with and without visual feedback. The
visual cortex is localized as expected. However, a source is also present at the somatosensory cortex (superior
left). This is an example of a false negative (-).

Figure 15: In conclusive localization of either the motor or somatosensory cortex. Beta power attenuation is
localized to the superior left. The task localization is however contaminated with wrist movement for both
tasks. Localization of the somatosensory cortex can not be excluded from possible functional areas, resulting
in possible localization of both functional areas.
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side of the cerebrum. The activity appears localized to
the visual association cortex. However, as the localiza-
tion is superior, it could also indicate the somatosen-
sory association area. These visual cortex localizations
are performed at the frequency bands used for motor
cortex localization (beta band). Such localizations re-
sult in a possible activity in the visual area in Figure 11.

Another example of inconclusive localization is the
determination of the motor cortex at TF windows after
trigger onset. Figure 8b shows beta power attenuation,
followed by power amplification for significance testing
of the relax task contrasted with the rest task, both

without visual feedback. Significance testing for the
torque task contrasted with the rest task, both with-
out visual feedback (fig. 16a), shows the same attenua-
tion and amplification trend. However, differences can
be seen. The power attenuation window starts before
trigger onset for the latter figure. The power amplifi-
cation window starts later in the epoch, compared to
the contrast relax with rest. It shows that continuous
application of a torque creates continuous beta power
attenuation. However, it is unclear whether the wrist
movement or applied torque are mainly responsible for
the power differences. Hence, motor cortex localization

(a) Significance testing for the torque task (F) contrasted with the rest task (R), both without visual feedback.

(b) Significance testing for the torque task (F) contrasted with the relax task (Rl), both without visual feedback.

Figure 16: Significance testing for participant 002 in the beta band at C3. Figure 16a has beta power attenuation
before trigger onset, indicating the constant torque applied on the manipulandum. The beta power amplification
window starts later compared to Figure 8b. Figure 16b shows the difference between the torque and relax
significance tests. It shows no difference before trigger onset, indicating no difference in activation. The
significant window shows the delay in power amplification caused by applying a torque to the manipulandum.
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after trigger onset can be attributed to both the mo-
tor and somatosensory cortex, as both neighbor each
other. The contrast torque with relax, both without vi-
sual feedback (fig. 16b), shows power attenuation from
0.5 until 0.9 s after trigger onset. The question remains
if this window is created due to the beta desynchro-
nization of the torque task or the increased power of
the wrist movement. Hence, again, localization after
trigger onset can be attributed to both the somatosen-
sory and motor cortex. Finally, localization of mul-
tiple functional areas does localize the somatosensory
cortex, but shows a possible localization for the mo-
tor cortex. The motor cortex is possibly localized, due
to contamination of wrist movement. However, ERP
SL localized the somatosensory cortex correctly and is
therefore deemed correct instead of possibly localized.

4 Discussion

First, a recap of the localization of source activi-
ties for all pipelines. For ERP SL, the SL per task is
calculated. Hereafter, the time index to inspect the lo-
calization needs to be determined. For the single task
localization, it is the time index with the maximum and
minimum for the ERPs at C3 and OZ. For contrasting,
it is the time index with the highest difference between
ERPs per significant window at C3 or OZ. The SL for
the tasks to be contrasted is loaded in, the time index
is selected, and the SLs are contrasted according to the
subtraction method.

TFR SL localizes activity different. First, each
task is a Morelet transformation to create a TF repre-
sentation of the data. A significance test is performed
between the two tasks of interest. This test will inform
the SL of the TF window to localize activity on. DICS
need the power over the TF window localized into a
single frequency. Hence, the mtmfft method is applied
to average the frequency band to the center frequency
(middle frequency of the frequency band) and to find
the cross spectral density between electrodes for the
TF window. After SL, the division method is used to
contrast between localizations.

4.1 The Contrasting Method

Careful examination of the localization for the so-
matosensory cortex only (Rest contrasted with relax
task, both with and without feedback) in both the
ERP and TFR domain shows that different contrasting
methods need to be used for each Source Localization
(SL) pipeline. As the somatosensory cortex is acti-
vated by the right wrist, the source activity should be
localized to the left side of the brain ([31]). Where
Event-Related Potential (ERP) localization only ap-
pears spread out for division and very focal or not ex-
istent for iscdc, subtraction provides an answer in ac-
cordance with the truth. Only subtraction shows clear
localization to the left. While the source activity is
spread out over a large volume, only one overarching
source can be found.

The contrasting method to be used for Time-
Frequency Response (TFR) SL is division. Activity
is localized approximately equal across all contrasting
methods. When significant power differences in only
the positive or negative direction are found between
the SL of the task of interest and the contrasting task,
these visualisations are almost interchangeable. How-
ever, contrasting with iscdc and subtract appears more
intense when power amplification is present, and for
good reason. Sources visualized by division converted
to decibel can attain power [−∞,∞]. Iscdc has a range
of [−1,∞]. The pivot point for both is at 0. Hence,
the iscdc contrasting method is not linear, which is why
iscdc can show a higher color for power amplification.
Subtraction will compare the contrast between tasks
with the power in noise. For example, when the torque
and relax task are contrasted, subtract will show the
following data, due to the normalization step with the
rest task (eq. (14)).

Pcontrasted(t, f) =
PT (r, f)− PRl(r, f)

PR(r, f)
(14)

The division with the rest task for the contrast subtract
will further complicate the interpretation of localiza-
tion. Hence, division is preferred over subtraction and
iscdc.

4.2 Localization of Functional Areas

As evidenced by Figure 11, localization of the so-
matosensory cortex was no problem for participants
002 and 022. The localization has a temporal consis-
tency over the participants. Around 0.15 s after trigger
onset, a peak occurs at which the somatosensory cortex
can be localized. This time index is considerably later
compared to Campfens et al. [4], which reports a peak
0.03 s after trigger onset and a long latency peak max-
imally 0.15 s after trigger onset, but averaged at 0.067
s. The longer long latency response in comparison to
Campfens et al. [4] can be explained by the longer per-
turbation duration (200 ms instead of 50 ms). The
peak does not necessarily have to be present at C3,
as the somatosensory cortex for participant 002 in the
torque task, with visual feedback, contrasted with the
rest task, with visual feedback, is localized at electrode
OZ at the same time index.

Localization of the visual cortex was more trouble-
some, but can be concluded successful, as both partic-
ipant 002 and 022 can locate the functional area when
a significant difference is present. However, participant
022 often has no large enough significant TF window to
localize the visual cortex. An explanation for this lack
of difference between datasets is that the visual feed-
back does not induce enough activity when switched
on.

Localization of the motor cortex is often incon-
clusive due to contamination of the wrist movement.
The constant applied torque generates beta power
attenuation over the entire epoch. However, the wrist
movement induces beta power attenuation after trigger
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onset and follows it up with power amplification near
the end of the epoch. A single instance for participant
002 localizes activity to the superior left and at time
indices before trigger onset, indicating only the motor
cortex.

Localization for participant 001 is less agreeable
with the data of the other participants. Localization of
the somatosensory cortex is often non congruent with
the hypothesis or not significant. The visual cortex
is localized correctly more often. The visual cortex is
more often possibly localized, when localization is not
hypothesized. The motor cortex is always an incon-
clusive localization, which is in agreement with partic-
ipant 022.

An explanation for the vast amount of bad local-
izations of the somatosensory cortex and the high suc-
cess rate of localization of the visual cortex for partic-
ipant 001 is bad alignment of the electrodes with the
headmodel. As can be seen in Figure 17, the spread of
electrodes for participant 001 is far more to the pos-
terior of the head. The participant had a lot of curly
hair, which made the alignment of the electrodes with
the headmodel problematic. The lack of an individual
headmodel could also impact localization.

Localization of multiple functional areas can be
performed, but interpretation of the data is complex.
The data is retrieved via different processing pipelines,
making localization of different functional areas easier.
Localization of the somatosensory cortex can still be
performed when multiple functional areas are active.
The visual cortex is also often active when multiple
cortex patches are localized. The localization of the
motor cortex is always troublesome.

4.3 The Experiment

Setting up the experiment proved difficult, due
to problems with MR PoPe. The previously thought
out experiment with multisines would have excited
the motor cortex in a different way. Instead of
reacting to a twitch motion each time, the participant
would have to set the damping and stiffness of the
wrist and actively change it based on the frequency
content. Hence, MR PoPe should not be used for the
application of multisine signals. The haptic robot was
intended for use in a MRI scanner, and not with EEG
data. A EEG experiment involving a multisine and
the identification of the corticomuscular system is not
viable, as MR PoPe cannot process these multisine
movements.

Better headmodels need to be used during data
processing to increase the accuracy of the SL. The
currently used headmodels are constructed with the
BEM, with source nodes spread throughout the gray
and white matter. A standard headmodel was used
for the SL of one participant, instead of a unique own
headmodel created from a head scan. More detailed
headmodels for each participant increase the accuracy
of SL.

5 Future Work

First of all, more participants need to be included
in the experiment to draw hard conclusions. Two
participants, of which one was measured twice, is too
shallow of a participant pool to find significant over-
lap. The potential for human errors to be introduced
exists, either by the experimenter or the participant
during experimenting. Errors made during these
measurements have a significant impact on further
conclusions, due to the shallow participant pool.

Several parameters can be improved about the ex-
ecution of the experiment. These parameters to be
improved are presented starting at the end of the data
processing and converging back to the beginning of task
execution to improve the experiment.

Each participant’s own head model should be
used during source localization for the most accu-
rate results. It can be used to align the electrodes
well onto the headmodel as mentioned in Section 4.3.
A better representation of the brain would include
the Finite-Element-Method (FEM) method, in which
anisotropy can be incorporated in the leadfield [17].
The anisotropy could be acquired by applying a DTI
measurement on the participant, which would indicate
the neuronal tracts running through the brain.

The source space should only include the pyrami-
dal cells in the grey matter instead of the entire grey
and white matter volume. The EEG signal is created
by the synchronous activity of neuronal ensembles
with the correct orientation [37]. Neighbouring pyra-
midal cells have the same orientation and can thus
create a dipole moment. Neurons in the white matter
are oriented random, resulting in a net dipole moment
of approximately 0. If only the grey matter was used,
the orientation of the dipole moment can be set to be
perpendicular to the cortex surface. Currently, the
direction of dipoles is optimized during SL, creating
dipole orientations probably not in line with anatomy.

Not only the electrodes close to the expected
location of activation should be sampled to find
significant different areas, as dipoles can project on
the electrodes, such that less signal is seen. Multiple
electrodes spread over the skin should be sampled
to find time (frequency) windows with significant
differences.

The current time indices used for ERP SL are
determined by ERP level significance testing. How-
ever, the source localization per node is already known
before significance testing of the EEG data. Hence,
it is also possible to perform significance testing on
the SL data. The proposed way of significance testing
on source data to find meaningful sources cannot
be applied to TFR data, as TFR SL relies on the
temporal and spectral dimensions selected in the
cross-spectral-density matrix constructed to perform
TFR SL on.
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During preprocessing, the cleaned ERP data was
mixed after cleanup using ICA. When independent
components are individually inspected, some may have
differences that are in line with the task contrasts. For
example, the tasks with visual feedback could have an
independent component with alpha power attenuation
over the entire epoch, while the tasks without visual
feedback do not. The mixing of signals impacts
theERP and TF window. The current significant
windows represent a summation of all neurological
processes active in the cerebrum.

Tasks can be added or adjusted. A singular force
task without wrist perturbation needs to be added to
identify the motor cortex in the absence of activation
of the somatosensory cortex by wrist movement. The
wrist movement contaminates the data. When the
torque task is contrasted with the relax task, the motor
cortex cannot be readily identified due to the proximity
of the somatosensory cortex. Both can be located using
TFR SL in the beta band. Both have power attenua-
tion, only the wrist movement contains power amplifi-
cation later in the epoch. Adding the task would also
complete the factorial design of tasks to be executed by
the participant. It would however increase experiment
time, and the task would be dull, as no perturbation is
active to excite the participant, reducing alertness in
the participant.

The visual cortex can be identified using the
currently existing model. However, to increase the
contrast between activation of the visual cortex, the
tasks without visual feedback could be enhanced
by placing a blindfold over the participants eyes,
excluding any visual inputs. This would increase
experimenter/participant interaction and increase
experimental time. The participant could also be
asked to close their eyes themselves. In this case, a
non-visual signal needs to be given to instruct the par-

ticipant to open their eyes. The current methodology
only instructs participants on the upcoming task via
text on the visual feedback screen. More pause needs
to be given in between tasks to let the paricipant
adjust to having their eyes open.

Electrode resistance data needs to be collected
before and after the experiment. It shows if the cap
came loose or which electrodes gathered worse data
over the span of the experiment. These errors can then
be accounted for, or the electrode can immediately be
deemed a bad channel.

6 Conclusion

The following conclusions can be drawn:

• the somatosensory cortex can correctly and con-
sistently be localized,

• the visual cortex can be localized, but the contrast
can be improved by adding an eyes closed task,

• localization of the motor cortex is inconclusive due
to the additional presence of wrist movement,

• MR PoPe can be used for transient perturbations,

• individual headmodels need to be created for op-
timal SL,

• the found localizations need to be compared to a
golden standard, such as fMRI,

• the participant pool needs to be enlarged to estab-
lish hard conclusions.

(a) Alignment of the electrodes to the headmodel for par-
ticipant 001.

(b) Alignment of the electrodes to the headmodel for par-
ticipant 002 and 022.

Figure 17: A visualization of the alignment of the electrodes to the headmodel after the fiducials are aligned
and the electrode locations morphed to the skin. The grey dots indicate an electrode each. As can be seen, the
electrodes are aligned more to the posterior for participant 001, compared to 002.
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Appendices

A Schematics of EEG Data Acquisition

The schematic overview of the EEG data acquisition is shown in Figure 18. The setup consists of a laptop,
MR PoPe and the accompanying manipulandum, a 128 electrode EEG cap with accompanying ReFa amplifier
and usb-converter (tMSI, Netherlands), EMG sensors and a computer screen. The perturbation to be presented
is uploaded to MR PoPe before the start of the experiment. During the experiment, the mechanical perturbation
is send from MR PoPe to the MR PoPe manipulandum. The manipulandum sends back information about
the torque (Tor) and position (Pos) applied to the manipulandum and therefore the wrist to MR PoPe. The
mechanical perturbation is processed by the participant CNS. From the participant, EMG and EEG data is
transferred to the ReFa amplifier (tMSI, Netherlands). MR PoPe also sends the postion, torque and trigger
data to the ReFa amplifier. The data is synchronized at the amplifier as the measurements enter at the same
time and continuously. The ReFa sends all information via a usb converter to the laptop. The laptop filters
the necessary input data for the task and supplies it to the feedback screen, where it is shown to the participant.
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