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Abstract “Sub-10 nm focused electron beam induced deposition”

Electron beam induced deposition (EBID) is a process in which precursor molecules
are adsorbed on a substrate and are dissociated under the influence of a focused
electron beam. Nonvolatile fragments of the molecules stick to the substrate and form
a deposit, while the volatile fragments are pumped away by the vacuum system.

In the project preceding the presently described work, EBID was studied to find out
what was required to write features smaller than 10-15 nm (which was the limit at that
time). A strategy was found and demonstrated with the writing of 2 nm wide
contamination lines. The aim for the work described here was to reach the next limit
and using an organometallic precursor.

Work started with a critical review of literature from the past 70-odd years. The
review shows that the physical processes occurring in EBID are generally well
understood. By combining models for electron scattering in a solid and electron beam
induced heating and knowledge of growth regimes, the majority of the experimental
results was explained qualitatively. The review makes clear that several major issues
remain. The fact that cross sections for electron scattering in a solid and electron-
induced precursor dissociation are not well known, makes it difficult to interpret
experiments where the accelleration voltage is varied. Related to this is the limited
understanding of electron-induced precursor dissociation. The dissociation
mechanism is one of the key factors determining the purity of the deposits and a better
understanding of this process will help to develop EBID to its full potential.

The growth behavior at the sub-10 nm regime was explored by writing lines and
arrays of dots from W(CO)s. The smallest average values that have been found for the
full width at half maximum, are 1.9 nm for lines and 0.72 nm for dots. These are
world records for EBID and for the first time, it is shown that growth on this scale is
determined by random processes. The deposits consist of so few molecules, that the
counting statistics become visible. The result is that, despite identical conditions,
deposits are not identical. The final deposited mass varies from dot to dot and dots do
not nucleate exactly on the irradiated position, but randomly around it. This results in
nonsymmetrical dots in the early stage of growth.

More insight into the deposition process is obtained by monitoring the annular dark
field signal during the growth. This revealed that the growth rate during the deposition
is not constant. The method also allowed control over the growth, for instance to
prevent the occurrence of a proximity effect.

Atomic force microscopy measurements allowed quantification of the deposited
volume. The distributions of the deposited volume as a function of dwell time bear a
close similarity to Poisson distributions, which suggests that the deposited dots
consist of a number of discrete units. From a fit of Poisson distributions to the volume
distributions, it was concluded that the volume per unit is as small as 0.4 nm’. This
volume is almost just as small as a single W(CO)s molecule in the solid phase.

The work described in this thesis opens up a whole new decade of feature sizes from
20 to sub-1 nm and brings the ultimate resolution of single molecules within reach.
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Samenvatting “Sub-10 nm gefocusseerde elektronenbundelgeinduceerde depositie”

Bij elektronengeinduceerde depositie (EBID) worden precursormoleculen die op
een oppervlak zijn geadsorbeerd, ontleed onder invloed van een gefocuseerde
elektronenbundel. De niet-vluchtige delen hechten aan het substraat en vormen het
deposiet. De vluchtige delen worden weggepompt door het vacuumsysteem.

In het project dat aan het hier beschreven werk voorafging, werd onderzocht wat er
voor nodig was om met EBID kleiner te kunnen schrijven dan 10-15 nm (de toen-
malige grens). Een strategie werd gevonden en gedemonstreerd met het schrijven van
2 nm brede contaminatie lijnen. Het hier beschreven werk heeft als doel het bereiken
van de volgende grens gebruikmakend van een organometallische precursor.

Allereerst is de literatuur van de afgelopen 70 jaar kritisch bekeken. Deze studie
wijst uit dat de fysische processen die bij EBID een rol spelen, over het algemeen
goed zijn begrepen. Met modellen voor verstrooiing van elektronen in een vaste stof
en elektronengeinduceerde opwarming en kennis van groeiregimes kunnen de meeste
resultaten verklaard worden. Het overzicht brengt ook onduidelijkheden naar voren.
Dat de doorsnedes voor verstrooiing van elektronen in vaste stof en voor het ontleden
van precursormoleculen niet goed bekend zijn, bemoeilijkt de interpretatie resultaten
van experimenten waar de energie van de elektronen gevarieerd is. Dit vindt zijn
oorzaak in het beperkte begrip van de manier waarop elektronen precursormoleculen
ontleden. Dit mechanisme is (onder andere) bepalend voor de zuiverheid van het
deposiet en meer begrip is nodig om de voordelen van EBID ten volste te benutten.

Het groeigedrag in het sub-10 nm regime is bestudeerd door lijnen en arrays van
puntjes te schrijven met W(CO)s. De kleinste gemiddelde waarden die gevonden zijn
voor de breedte bij halve hoogte, zijn 1.9 nm voor lijnen 0.72 nm voor puntjes. Dit
zijn wereldrecords en voor het eerst is laten zien dat groei op deze schaal bepaald
wordt door willekeurige processen. De deposieten bevatten zo weinig moleculen, dat
de telstatistiek zichtbaar wordt. Het gevolg is dat, ondanks identieke omstandigheden,
de deposieten niet identiek zijn. De neergelegde massa varieert van puntje tot puntje
en nucleatie gebeurt niet precies op de belichte plek, maar willekeurig daar omheen.
Het gevolg is dat puntjes in het begin van het groeiproces asymmetrisch zijn.

Het volgen van het annular dark field signaal tijdens de groei biedt meer inzicht in
het groeiproces. Het blijkt dat de groeisnelheid tijdens het schrijven niet constant is.
Het groeiproces kan met deze methode ook worden beheerst, bijvoorbeeld om te
voorkomen dat de groei beinvloed wordt door de nabijheid van andere deposieten.

De hoeveelheid neergelegd materiaal is gekwantificeerd met metingen met een
atomaire krachtmicroscoop. De verdelingen van het neergelegde volume als functie
van de schrijftijd lijken sterk op Poisson verdelingen. Dat impliceert dat de puntjes
bestaan uit een discreet aantal eenheden. Door Poisson verdelingen met de volume
verdelingen te vergelijken, is bepaald dat het volume van zo’n eenheid 0.4 nm’ is. Dit
is bijna net zo klein als een enkel W(CO)s molecuul in de vaste fase.

Het hier beschreven werk opent een geheel nieuw gebied voor patronen van 20 tot
minder dan 1 nm en brengt de ultieme resolutie van enkele moleculen binnen bereik.
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Chapter 1.

|. What isEBID?

Focused electron beam induced processing (FEBIP) is a direct-write lithography technique.
An electron beam is focused onto a substrate in the presence of a precursor gas. Localy,
under the influence of the electron beam, the precursor molecules are dissociated into volatile
and nonvolatile fragments (see Fig. 1). Depending on the type of precursor, the nonvolatile
components stick to the substrate and form a deposit (in the case of electron beam induced
deposition, EBID) or react with the substrate and form volatile species (in the case of electron
beam induced etching, EBIE). Since it is possible to focus electron beams down to sizes
smaller than a tenth of a nanometer, this technique is very well suited for the definition of
micro- to nanometer-sized structures. By controlling the scan pattern, two and three-
dimensional structures can be created. Since EBID is usually performed in scanning electron
microscopes, positioning and imaging of the desired structure can be done very quickly and
accurately.
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Fig. 1. A schematic representation of focused electron beam induced deposition. Locally,
under the influence of the electron beam, precursor molecules are dissociated. The
nonvolatile fragments form a deposit.

I1. Why study sub-10 nm EBID?

The resolution of patterning techniques is ever increasing. The dominant method for the
patterning for integrated circuits (IC’'s) is light lithography. EBID is very unlikely to become
such a high throughput technique in the foreseeable future, but IC’'s give a practical reference
frame as they are a well known application. IC’s available in the shops today are fabricated
using ultraviolet light and masks and have features that are 45 nm wide and spaced 130 nm
apart. The state of the art for extreme ultraviolet light is around 30 nm [1].

A maskless technique that is capable of higher resolution than the techniques using light is
electron beam lithography (EBL). The best result (using an organic resist) at the time of
writing is lines of 5-6 nm wide, spaced at 20 nm [2]. A disadvantage of this technique is that
it is slower than light lithography. Flood exposures (such as in light lithography) are not
possible and every part of the pattern has to be defined by an electron beam individually.
There are developments to increase the throughput for EBL (by using multiple beams instead
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of just one), but currently the main applications are dedicated circuits or devices for science
and industry.

The smallest building blocks available to us are atoms, so a single atom is the ultimate
lithographic resolution. This ultimate limit has been reached with the positioning of Xe atoms
in a pattern on a Cu surface with a scanning tip microscope (STM) [3]. However, this
technique is a lot slower than EBL, because the atoms need to be moved around one by one.
This is very time consuming and at the moment not at all a likely candidate for any serious
application as a lithography tool.

EBID is a technique that is situated somewhere between EBL and STM, both in resolution
and in speed. At present, it is capable of achieving a higher resolution than EBL, but is also
slower. It is much faster than STM, but it cannot (yet) reach the ultimate resolution of asingle
atom. A significant advantage of EBID is that the pattern is written directly, without the use
of resists. This means flat substrates are not required and less process steps are involved in the
fabrication. Another advantage is that the definition is not limited to 2D patterns, but that 3D
fabrication is possible. At present, a serious disadvantage is the low metal content and low
conductivity of wires fabricated by EBID.

It is the capability of obtaining the high resolution that makes this technique very
interesting. At the start of the research for this thesis, a resolution of 2 nm was demonstrated
[4]. If the problem of the low conductivity can be solved, it has the potential of becoming an
important tool for rapid prototyping. If the disadvantage of the low speed can be compensated
with the use of multiple beams, it may also become suitable for larger-scale applications. In
this thesis, the growth behavior at the sub-10 nm regime was explored. One reason to do this,
is to see how far the resolution of this technique can be pushed. Can EBID match STM in
achieving the ultimate resolution of a single atom? Another reason is to learn about the
relevant physics and the requirements for fabrication on this scale. This knowledge can be
used to develop EBID into a unique additive technique, capable of locally modifying products
with the ultimate resolution and a high flexibility.

EBID is already being used as a mask repair technique and to functionalize tips for scanning
probe microscopy. It is a good candidate to add ultra-high resolution details to imprint masks.
If the current limitations are solved, future applications can be more diverse. For instance,
EBID can be used to create quantum dots in IC's. One can also envision the deposition of
single molecules or nanometer-sized dots in microreactors to act as a binding site for
bioactive complexes or as catalyst particles to locally enhance reactions. In the far future, it
might even be possible to create new phases of material by combining atoms of different
elements.

I1. Contents of thisthesis

Chapter 2 is a critical review of the available literature on the subject of EBID. There are
many parameters involved in EBID and the process has been studied by many in many
different ways and under many different conditions. Not surprisingly, this has resulted in a
large amount and a large variety of results. The intent of this literature review isto make clear
to what extent these results lead to a comprehensive understanding of all mechanisms
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involved. What is the consistency of the results? And can everything be explained with the
models that are available now? How far are we from fabricating the products that we want to
make? The critical review leads to a number of conclusions; amongst others that the physical
processes are generally speaking well understood and modeled.

Before starting with the experimental results, information regarding the experiments is
given in Chapter 3. Essential experimental details are described together with the results in
the corresponding Chapters 4-8, so Chapter 3 only contains background information.

As mentioned, Chapters 4-8 contain the experimental results. In Chapter 4, it is
demonstrated that a resolution of 1.0 nm can be obtained for dots and 1.9 nm for lines. Also,
two nonlinearities are observed. (1) Dots fabricated under identical conditions do not have the
same mass and size, but a variation in mass is observed. (2) A proximity effect is observed,
where the height of parallel lines is dependent on the spacing between the lines.

The first nonlinear effect, the variation in dot mass, is studied in more detail in Chapter 5.
The variation is studied for 2 average deposit masses and an estimation of the number of
molecules per deposit is made. Based on this estimation, the nonlinear effect is attributed to
the number of molecules involved in the deposition process rather than the number of
electrons.

The second nonlinear effect, the proximity effect, is studied in more detail in Chapter 6. An
explanation for the underlying mechanism is given and strategies for avoiding the proximity
effect are presented.

It was found that more control over and insight into the deposition process was desirable. In
Chapter 7, experiments are described where the ADF signal was monitored and used to
control the growth in situ. The control over the ADF signal appeared to be insufficient to
reduce the variation in dot mass, but it was effective in avoiding the proximity effect.
Comparison of the signal to noise ratio of the ADF signal indicated a potential sensitivity of a
single molecule.

Chapter 8 describes how the techniques used are pushed further towards their limit. The
gpatial resolution of EBID was increased to 0.8 nm for dots. The randomness of the
deposition process, already apparent from the variation in deposit mass, is also made visible
in the nonsymmetrical deposit shapes. To obtain more insight in the number of molecules per
deposit, ADF imaging was combined with atomic force microscopy. A detailed comparison
was made between the observed mass distributions and Poisson distributions. A new scan
strategy was developed to get an improved sampling of the deposits. This allowed the
observation that the growth rate of dotsis not constant during the deposition. Discrete steps of
aconstant height, indicative of the deposition of single molecules, were not detected.

Remaining issues that did not lead to definite conclusions are discussed in Chapter 9.
Finally, in Chapter 10, conclusions are drawn and an outlook for further research is presented.
An explanatory list of the precursor names, symbols used in Chapter 2 and abbreviations is
given in the appendix.

Because many of the chapters in this thesis are intended for publication or have already
been published, it is possible that the same information appears more than once.
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2. A critical literature review of focused electron beam induced deposition

W.F. van Dorp, C.W. Hagen

Delft University of Technology, Faculty of Applied Sciences, Lorentzweg 1, 2628 CJ Delft,
the Netherlands

Abstract

An extensive review is given of the results from literature. Focused electron beam induced
deposition (EBID) is a complex process, where many and often mutually dependent factors
are involved. The process has been studied by many over many years in many different
experimental setups, o it is not suprising that there is a great variety of experimental results.
To come to a better understanding of the process, it is important to see to which extent the
experimental results are consistent with each other and with the existing model. To do this, it
IS necessary to categorize and interpret all these results. In this review, this has been done by
sorting all data from literature by the specific parameter that was varied (current density,
acceleration voltage, scan patterns, etc.). Each of these parameters can have an effect on the
final deposit properties, such as the physical dimensions, the composition, the morphology or
the conductivity. For each parameter-property combination, the available data is discussed
and (as far as possible) interpreted.
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Chapter 2.

|. Introduction

Focused electron beam induced deposition (EBID) is a lithography technique that allows the
definition of patterns on a substrate using electron beams. By scanning a focused electron
beam over the sample in the presence of a precursor gas, the pattern is defined directly and (in
principle) no pre- or postprocessing is required. EBID is mostly performed in electron
microscopes, so direct in situ inspection of the fabricated structureis very easy. Since electron
beams can be focused into spots with diameters varying from micrometers down to sub-
Angstrom level, this direct-write process is suitable for the micro- and nanometer regime.
EBID is a technique that is part of the larger family of focused electron beam processes
(FEBIP). Apart from EBID, this family also includes, for instance, focused electron beam
induced etching (EBIE) and focused electron beam induced heating.

EBID and EBIE are lithography techniques that have been around for many decades now,
the first reports on the topic coming from Steward in 1934 [5]. He found contamination
growth in his electron optical system. While he considered the deposits as a “very insidious
and prevalent source of errors’, something that clearly needed to be avoided, Christy [6] and
Baker et al. [7] were among the first to see a potentially useful side of the technique and
deposited conducting films. In recent years, EBID isa field of growing interest (see Fig. 1).
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Fig. 1. Number of publications as function of the year of publication. Snce the first mention
of contamination growth in 1934, FEBIP gained increasing interest since the end of the
1980’s.

The precursors used in EBID are contamination (carbon species from the residual gas in the
electron optical system), metalorganic precursors (for instance W(CO)s or MesPtCp) or
inorganic precursors (for instance WFs). Typical examples of deposits are shown in Fig. 2.
One of the major advantages of EBID is that the deposition can be performed on flat (Fig. 2a)
as well astopographical surfaces (Fig. 2b). Aslong asit is possible to focus the electron beam
properly on the sample, deposition can be performed. Another advantage is that the
fabrication of 3-dimensional structures is possible. Disadvantages are the low growth rates
compared to other lithography techniques such as electron beam lithography (EBL), and the
deposit composition. The typical deposit created from metalorganic precursors consists of a
nanocomposite material: metal crystals of a few nanometers in size embedded in a matrix of
amorphous carbon (a-C). See also Fig. 2c. Such deposits contain around 10% metal and the
other 90% is carbon and other elements originally contained in the precursor molecule.
Inorganic precursors, especially the fluorine-based precursors, tend to yield deposits with
higher metal concentrations.
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In the course of time, many applications have been developed. A nonexhaustive list is
presented in Table .

50 nm

ok bl -
Fig. 2. Typical examples of EBID deposits. (a) A topographical map of the world on a flat
substrate. Note the presence of the Himalayas, the Rocky Mountains and the Andes. (b) A tip
grown on an STM probe [8]. (c) High resolution TEM image of a typical EBID deposit,
showing nanocomposite material (nanometer sized metal crystals in an amorphous carbon
matrix) [9].

Table I. Applications that have been devel oped based on EBID.

Application References

Probes (functionalized tips for scanning [10], [11], [12], [13], [14], [15], [16],
probe microscopy or for local conductivity — [17], [18]
measurements)

Conducting or nonconducting joining [19], [20], [21], [22], [23], [24]

technique

Conducting wires [25], [26], [27], [28]

Mask repair [29], [30], [31]

Electron sources [32], [33], [34]

Micro-Hall and micro-SQUID devices [35], [36]

Nanotweezers and gripping devices [37], [38]

Nano-optic patterns or photonic crystals [39], [40]

Entire miniature electron optical systems [41]

Diodes [42]

Seeds for nanotube growth [43]

Despite its long history, detailed knowledge of the process is still very much dispersed. Not
only “a plethora of materials’ has been studied, as Randolph et al. [44] have put it, but the
entire collection of publications on FEBIP can be described as a plethora of results. The fact
that the process is known under many names, is perfectly illustrating for this unhelpful
situation: EBID (electron beam induced deposition), EBIR (electron beam induced resist),
EBIM (electron beam induced metal formation), EBAD (electron beam assisted deposition),
EBISED (electron beam induced selective etching and deposition), EB-CVD (electron beam
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induced chemical vapor deposition), electron beam stimulated deposition, electron beam
induced surface reaction, electron beam or e-beam writing, environmental electron beam
deposition, electron beam assisted direct-write nanolithography, contamination lithography,
additive lithography or 3D deposition lithography.

Since EBID is a very complex phenomenon (as will become clear in the next chapter), it is
important to have an overview of all available useful results that is as complete as possible.
This is not the first review on EBID: reviews by Silvis-Cividjian et al. [45] and Randolph et
al. [46] have appeared earlier and summarize published results and achievements. It is felt
that there is a need for a more critical review, in which it is determined to which extent the
available models for the EBID process are valid and complete. To do this, it is important to
compare as many results as possible and try to recognize the mgjor trends. This overview isan
attempt at such a study. Out of the approximately 400 articles that have appeared on FEBIP,
we have selected nearly 200 articles. The results from these articles have been sorted and
interpreted as far as possible using a model that is presented. We do not claim to be fully
complete, but we have tried to make this overview extensive. Since EBID is the most studied
member of the FEBIP family, we restrict ourselves to EBID. For a good review on EBIE, we
refer the reader to [46].

This review serves three purposes. (1) To collect and summarize relevant information from
available literature. (2) To interpret this information and, where possible, compare to available
(qualitative) models. (3) To suggest strategies for further research into EBID.

The setup of the review is as follows. After giving a short introduction in chapter Il on the
various parameters that are important for the process, we discuss the effect of each of the
parameters that can be varied in the EBID process. the electron beam (chapter 111), the scan
pattern and the scan strategy (chapter 1V), additional circumstances, such as heating the
substrate during or after deposition (chapter V), the substrate (chapter VI) and finally the
precursor (chapter VII). We discuss the reported influence of these parameters on relevant
properties of the deposition process and, if possible, we suggest a qualitative model.
Conclusions from all described results and an outlook for further work are presented in
chapter 1X.

Il. Focused electron beam induced processesin general

The basic principle of FEBIP is quite simple. Gas molecules (most commonly metalorganic
molecules) are adsorbed on a substrate. Under the influence of the electron beam, the
precursor molecules are dissociated into volatile and nonvolatile components. Depending on
the type of precursor, the nonvolatile components adhere to the substrate and form a deposit
(in the case of EBID) or react with the substrate and form volatile species (in the case of
EBIE). Hence, a structure is grown (Fig. 3a) or the substrate is etched (Fig. 3b). This beam
induced reaction occurs only locally, at or around the irradiated area. We now will go into
more detail by describing the most important interactions playing arole in FEBIP.
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Fig. 3. A schematic drawing of EBID (a) and EBIE (b). Courtesy of |. Utke.

I1.A. Substrate — precursor molecule interaction

The many different interactions complicate matters quite severely. To begin with, there are
the interactions between substrate and precursor molecules, such as diffusion, adsorption and
desorption. Adsorption of the precursor molecule may occur as chemisorption or
physisorption, depending on the combination of precursor, substrate and temperature. The
residence time t of the precursor molecule on the substrate also can affect beam induced
processes. A longer T gives a higher probability of dissociation by the incoming or emitted
electrons. Taking into account that the majority of the FEBIP experiments are done under
non-UHV conditions, the precise condition of the vacuum and the substrate surface is
generally unknown. Furthermore, as soon as the deposition process starts in the case of EBID,
the interface of interest changes from substrate surface to deposit surface. This transition stage
is specifically important for the fabrication of the high resolution structures, where the growth
is stopped in or soon after the nucleation stage of the deposit.

I1.B. Electron— substrate interaction

Then there are the interactions between electron beam and substrate. At the start of the
FEBIP experiment, a beam of electrons (primary electrons, PE’S) is focused onto a clean
substrate. In a simplified picture, the PE’'s collide with the solid and are deflected from their
original trajectory. If an inelastic collision occurs, part of the initial energy can be transferred
from the PE to other electrons in the solid. These electrons will in turn interact with the solid
and scatter. The newly generated electrons are called secondary electrons (SE’s) if their
energy upon leaving the substrate is smaller than 50 eV and backscattered electrons (BSE's) if
their energy is larger than 50 eV. The average length these electrons travel between two
collisions (the mean free path) is dependent on their energy. As aresult of all these collisions,
there is a (sort of onion shaped) volume of scattering events in the solid below the irradiated
spot (Fig. 4a). The shape and the size of this volume depend on the PE energy and the
substrate. From this volume, SE’s and BSE’ s can escape from the substrate and enter into the
vacuum. So on the substrate surface, around the irradiated spot, an energy spectrum (Fig. 4b)
and a spatial distribution (Fig. 4c) exists of electrons being emitted. Monte Carlo simulations
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have been developed to model this process [4749850]. Precursor molecule dissociation
can occur every time an electron crosses the aderbetween substrate and vacuum.

Matters become more complicated by the fact thatstiape and often the composition of
the target change during the FEBIP experimenthéncase of EBID for instance, a pillar can
grow and the electron scattering volume will becanme confined to the pillar as it becomes
longer. Electrons (for instance forward scatterlettteons, FSE'’s) can also cross the target-
vacuum interface several times (Fig. 4d). As a ltesuthe electron scattering, there is a
constant energy transfer from the PE’s to the satestand/or the growing structure, which
may lead to electron beam induced heating (EBI)tHermore, if the target is electrically
nonconducting, a difference between the flux obund PE’s and outbound SE’s and BSE'’s
can lead to charging of the sample. Finally, whes RPE energy is around 50 keV or larger,
physical sputtering of the target material by thghhenergy PE’s can occur [51]. This is
especially relevant for FEBIP experiments in (s@aghtransmission electron microscopes
((S)TEMSs), where the acceleration voltage is ugu20i0-300 keV.

Plasmon

losses \

2keV E=eU
Electron energy ~—=

PE

SEpp
FSE BSE

SErsp SEpsg

Fig. 4.(a) A schematic drawing of the electron scattering volume in a flat substrate [52].
(b) A typical energy spectrum of electrons emitted from the substrate [52]. The PE energy is
equal to eU. (c) Top view of (simulated) SE emission sites on a flat substrate, showing the
gpatial distribution [53]. (d) In the case of a growing 3-dimensional deposit, electrons can
cross the target-vacuum interface in many different ways. For tips longer than the BSE range,
the electron scattering volume will be more confined to the tip.
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I1.C. Electron— precursor molecule interaction

Finally, there is the interaction between the electrons and the precursor molecules.
Dissociation is the most important one for this review, but electron beam stimulated
desorption also can occur. The probability that an electron induces the scission of abond in a
precursor molecule depends on the electron energy and is generally expressed as a cross
section (g [cm?]. The larger the cross section, the larger the probability that a bond in the
molecule is broken. The cross section for dissociation of adsorbed molecules is a difficult
issue, since it depends on many parameters. It depends for instance on the energy of the bonds
within the molecule and is strongly influenced by the environment, the available reaction
paths for the dissociation event or even the specific geometry in which the molecule is
adsorbed. Studies on the interaction between adsorbed molecules and low energy electrons
show that dissociative electron attachment (DEA) and dipolar dissociation (DD) are important
processes [54]. Energies as low as a few eV can be sufficient to induce the scission of bonds
in precursor molecules, such as for hydrocarbons present on a contaminated sample [55] and
hfac-Cu-VTMS [56]. George and Beauchamp [57] used broad area UV irradiation to induce
precursor decomposition and found that the yield was primarily dependent on the
photoelectron yield of the substrate. There was no deposition when the photon energy was
below the photoelectron emission threshold. In Fig. 5a, three cross sections for low-energy
electron induced dissociation are plotted for Fe(CO)s. Rowntree reports cag and cgc, Cross
sections for a two-step dissociation; from the original Fe(CO)s molecule (A) into an
intermediate species (B) and from B into the final material that remains after prolonged
irradiation (C) [58]. Henderson et al. measured o, the total cross section for the
dissociation of a monolayer of adsorbed Fe(CO)s [59].

These studies clearly indicate that low-energy electrons (i.e. SE's) are relevant for the
deposition process. However, they do not exclude the possibility that electrons with a higher
energy can also contribute to EBID growth. This can be for instance by dissociative ionization
(D), which typically has a cross section (measured for molecules in the gas phase) with a
peak at around 100 eV and decreases with increasing electron energy [60].

The mentioned dissociation mechanisms (DEA, DD and DI) have cross sections that have
their maximum well below 1 keV. One may be tempted to conclude from this that the deposit
growth is determined by electrons with energies <1 keV, but that could be premature. In the
typical EBID experiment, the current density of >1 keV electrons in the area directly under
the PE beam is very high, compared to the current density of low-energy electrons. That
means that, although the absolute cross sections for high-energy electrons may be small, the
absolute number may be high enough to make their contribution to deposit growth significant
(see Fig. 5b). Definite conclusions cannot be drawn, since there is little information on the
balance between the contributions of low- and high-energy electrons to the dissociation of
adsorbed molecules.

As aresult, there is no consensus yet on this particular topic in the field of FEBIP research.
The lack of information becomes most evident in the different Monte Carlo simulations that
have been developed to model EBID growth. In these simulations, a dissociation cross section
has to be assumed. Silvis-Cividjian et al. [61] concentrate on the effect of electrons with
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energies <1 keV, while Fowlkes et al. [62] have taken a more even balance between low- and
high-energy electrons. Mitsuishi et al. [63] on the other hand used a cross section where the
low-energy cut-off was set at 35.5 eV. The three cross sections are plotted in Fig. 5a.

Apart from influencing the growth rates, it is also conceivable that the different dissociation
processes (DEA, DD and DI) influence the composition of the deposit. It is possible that the
dissociation mechanism determines which fragment of the molecule desorbs after electron
impact. Ideally, all carrier groups desorb and only the target material (for instance Fe in the
case of Fe(CO)s) remains in the deposit. In any case, to advance the understanding and
modelling of FEBIP, the progress of the study of dissociation processes such as DEA, DD and
DI isvery important.
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Fig. 5. (a) Measured and estimated cross sections for the dissociation of precursors often
used in EBID. Cross sections for Fe(CO)s are reported by Rowntree (oag and ogc) [58] and
Henderson et al. (owta) [59]. In Monte Carlo simulations, cross section for C;Hs (Slvis-
Cividjian et al. [61] ), WFs (Fowlkes et al. [62]) and W(CO)e (Mitsuishi et al. [ 63]) were used.
(b) The simulated energy distribution of SE's and BSE's emitted from a Ge substrate and the
estimated cross section for the dissociation of WFg as function of electron energy. All

distributions are normalized. From [62] .

[1.D. Interplay between factors

Looking at the 3 types of interactions discussed in the previous paragraphs, it appears that
there are alot of factorsinvolved in the deposition process. One can think of the electron flux,
the energy spectrum of the electrons that cross the substrate-vacuum interface, the spatial
distribution of electron scattering in the irradiated target, the cross section of the precursor as
function of electron energy, precursor adsorption behavior (physisorption, chemisorption),
precursor residence time on the substrate, precursor diffusion, (electron stimulated)
desorption, electron beam induced heating, the gas flux, the orientation of the precursor
source with respect to the deposition location, the deposit or surface geometry, chemical
reaction paths that are available, background gas pressure and composition or the thermal and
electrical conductance of substrate and deposit. All of these factors act simultaneously and
many of them only locally, in or around the irradiated area. The factors are not independent of
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each other and, since the shape of the irradiated target evolves during the process, the
dependence is not constant. And, as if matters were not complex enough, most of the FEBIP
experiments are performed under non-UHV conditions, so often quite a number of factors
during the experiment are unknown and/or uncontrolled. The interplay between all these
factors can lead to an immense variety of possible phenomena, of which perhaps only a small
part has yet been observed and isreported in this overview.

I11. Theoretical model
I11.A. Basic model

Before discussing experimental results, it is helpful to see what we can expect on the basis
of the description of the process given in the previous chapter. A lot of parameters were
mentioned and not all of these parameters can be put into a theoretical model straight away.
So to study the effect of some of the parameters, we start with arather simple model similar to
that suggested by Scheuer et al. [64]. Starting with the precursor molecule coverage N [cm™?],
it will depend on the number of molecules that adsorb from the gas phase, the number of
molecules that are decomposed by the electron beam and the number of molecules that desorb
to the gas phase. This gives:

d—Nnga?L- ﬂg oENJ - N Q)
dt 8 No @ T

with g the sticking factor, F [cm? s7] the gas flux arriving at the substrate, No [cm™?] the
available adsorption site density in a monolayer, J [electrons s* cm™] the current density and =
the residence time [s] of precursor molecules on the surface. Usually, two simplifications are
made. As explained in paragraph I1.C, the cross section for dissociation o is dependent on
the electron energy. Since o is unknown, o (the integral value of o(g) is used. Furthermore,
in reality J = Jpe + Jgse + Jse, Where Jpg, Jese and Js= are the PE, BSE and SE current
densities, respectively. Since Jgse and Js= are usually not measured during experiments, it is
assumed that J = Jpe. A steady state situation for the coverage N is reached when dN/dt = 0O,
which means:

(2)

If the growth rate R [cr/s] is defined as:

R = Vinolecue N 0 (3)
With Vinoiewte [€M®] the volume of a deposited molecule, the combination of equation (2) and
(3) gives:

F
& 0 4

8Noﬂ (4)

R =VmolecueNo———————
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I11.B. Electron- and precursor-limited regimes

We will now look at two simplified cases that give us insight in the deposition process. For
simplicity, desorption is ignored. Two distinguishing regimes can be defined, (gF/No) >> ¢J
and (gF/Np) << ¢J. This reduces equation (4) to:

(gF/Ng) >> 63 : R = Vinglecule No 0J (5)
(gF/Ng) << 03 : R = Vinoleaule OF (6)

In the first regime, the growth is limited by the current density and has become independent
of the gas flux. This is defined as the electron-limited regime. In the second regime, the
growth is limited by the number of molecules arriving at the irradiated area and has become
independent of the current density. This is defined as the precursor-limited regime. The effect
of the two different regimes can be large. For a constant area, a change in J isachange in the
time-scale at which a specific number of electrons is supplied. This affects not only R, but it
can also affect other deposit properties. The ratio of electrons per deposited molecule can
change dramatically, which can give different degrees of fragmentation.

Practical reasons for measuring the growth rate are for instance to determine the rate of
contamination growth in an electron optical system, to find suitable growth conditions for the
fabrication of applications or to study fundamental aspects of the deposition process. We will
see in the next chapter that measurements of the growth rate are presented in different waysin
literature. Different units are used: some authors report Vgeposit [nm®], some report R [nnvs]
and some report the deposit height h [nm]. This is measured as function of J, beam current |
[electrons Y] or the accumulated charge Q [C]. The relations are:

Vdeposit = R tawell Adeposit (7)
h =R tgwel (8
| =J Apeam 9)
Q=1 tawen (10)

With tawer [S] the dwell time, Adeost [cM?] the area of the deposit and Ayeam [c] the area of
the electron beam.

The various ways results are presented, complicate the comparison of results from the
different sources. Another complicating matter is that in (nearly) every electron optical
system, the beam diameter (dveary) Changes when | is changed. A change in dyeam Will affect R
(if deposition is done in spot-mode), because dyeposit Will change accordingly. If Vaeposit IS kept
constant and dyeposit decreases, R becomes higher. In many cases, dpeam OF Ogeposit are not
measured or reported, in which case it is not clear how R or h should be interpreted precisely.
To avoid this complication for cases where only | is reported, we restrict ourselves to
measurements of Vgeposit 8S function of |. This complication is absent for measurements where
h was reported as function of J, because both parameters are expressed per area (h =
Veposit/ Adeposit aNd J = 1/Apeam).

It was mentioned in the previous paragraph that the growth regimes can be of significant
influence. It is interesting to see how the two regimes can be recognized in the various
representations we have just discussed. The electron-limited (e.l.) and precursor-limited (p.l.)
regimes are indicated in Fig. 6. At low current densities, (gF/No) >> ¢J and h is linearly
dependent on J (according to equation 5). At high current densities, (gF/Ny) << ¢J and h
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becomes independent of J (according to equation 6). The same behavior is observed when
Vaeposit 1S Used instead of h, except for the scaling with dyeposit-

b [nm] |

T ] VmolecufegF tdwefl

Vm ofecufeN OGJ rdweif

—  J[Acm?

Fig. 6. Schematic drawing of the deposit height h as function of the J.

Alternatively, h can be plotted as function of Q. According to equation 9, there are 2 ways
to do this: either vary J (or |) and keep tawei cOnstant, or vary tawe and keep J (or 1) constant.
Both cases are shown in Fig. 7. The first case, where J (or I) is varied (Fig. 7a), is the same
situation as in Fig. 6. The second case, where tywi IS varied, the electron and precursor-
limited regimes are characterized merely by a different slope (Fig. 7b).

Y et another representation of the deposit growth behavior is a plot of h as function of tye,
for a constant | (see Fig. 7¢). This is basically the same data as shown in Fig. 7b, and both
plots can be made for the same experiment. The difference is that in Fig. 7c the time scale is
made visible. Similarly, the growth regime cannot be easily distinguished in the plot of h
versus Q, since the regimes are again characterized merely by a different slope.

The measurements of the deposited amount of material as function of the growth conditions
allow for a determination of the growth efficiency. This can be defined as the increase in h per
PE [nm/electron]. From the definition of the 2 regimes, it becomes clear that the growth
efficiency is highest in the electron-limited regime and lowest in the precursor-limited regime.

I11.C. Temperature

The simplifications made in the previous paragraph are not allowed when the effect of
desorption cannot be ignored. This is for instance the case when the temperature is varied to
study the effect on the growth rate, composition or conductivity, or where the temperature is
not constant during the deposition process. In these cases, the temperature will influence the
residence time of molecules on the substrate. The relation between t and temperature can be
expressed by:

7= (1/v) exp(Eqed/ KT) (11)

where v is the vibrational frequency of an adsorbed molecule [s7], Eqes is the desorption
energy [J], k is the Boltzmann constant [m? kg s? K] and T is the temperature [K].
Qualitatively speaking, equation (11) shows that as the temperature increases, t will decrease.
In equation (4), a decrease in T will lead to a decrease of R. So as the temperature increases,
the growth rate will decrease.
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Fig. 7. Schematic drawing of the deposit height h as function of Q. The electron-limited
(e.l.) and precursor-limited (p.l.) regimes are indicated. (a) Behavior where J (or I) is varied
and tqwar 1S kept constant. (b) Behavior where tawe iS varied and J (or 1) is kept constant. ()
Same as (b), but now as function of tgue-

How the temperature affects the growth rate quantitatively cannot be established that easily.
A situation where the growth is either electron- or precursor-limited can till be obtained, but
the conditions under which this occurs are less straightforward to estimate.

V. Beam parameters
IV.A. Current density
IV.A.1. Height
Now that we have a (simple) growth model and know how to interpret it, we can discuss
results from literature. In Fig. 8a b and ¢ h as function of J is plotted for 5 different
experiments. The data is shown in 3 different graphs to present the different orders of
magnitude and yet still use linear scales. Linear behavior is found for deposition with Pt(PFs)4
and Os3(CO)12, while for Rus(CO)1,, diffusion pump oil and SiH,Cl, the h saturates with
increasing J. Based on the model discussed in the previous chapter, this means an electron-
limited regime was found for Pt(PFs)s and Os;(CO)12, and a precursor-limited regime was
found for Ruz(CO)1, diffusion pump oil and SiH,Cl,. The different results can be explained
guantitatively to a (relatively) large extent. For instance, based on the results for Rus(CO)12
where growth was precursor-limited, one would expect that growth was precursor-limited for
Pt(PFs)4 too, because J was largest in the latter case. However, the opposite is true. This can
be explained by differences in g and F. The amount of electrons needed for the dissociation
of 1 Pt(PFs), molecule is estimated a 1.8 x 10° [65] and for Rus(CO):. this was about 280
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of 1 Pt(Pk), molecule is estimated at 1.8 x3165] and for Rg(CO). this was about 280
[64]. The gas flux in the experiment with PtgRFwas larger than in the experiment with
Rus(CO)2 (1 x 10° vs. 3 x 16* molecules cif sY). These two differences explain the two
growth regimes. For the experiment with diffusianmgp oil, the precursor-limited regime can
be explained by the limite# (about 5 x 18 molecules cii s%). In the experiment with
SiH,Cl, a significantly larger precursor flux was usedttia order of 18 molecules cii s%)
[66], but due to the fact thdtwas a factor of I0times larger than for the other experiments,
growth was still precursor-limited. The only case fvhich a quantitative explanation is
difficult to give, is Og(CO),. For Og(CO)», h was higher (see Fig. 8c) akdwas lower
than for Ry(CO),» [64], but the growth was still in the electron-ited regime. The highdr
indicates that eitherg or N was larger. IfF was lower)N can only be larger if the sticking
coefficient was higher. One would expect that batthigherog and a higher sticking
coefficient would lead to a precursor-limited reginbut the linear dependency on current
density indicates that the growth is electron-ledit An explanation is not given by the

authors.
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Fig. 8. Tip height as function of the current density. Data is plotted in 3 graphs to present
the different orders of magnitude and yet still use linear scales.

¢ Diffusionpumpoil  Christy [6]

o SH.Cl; Ichihashi etal. [66]
m Os3(CO)12 Scheuer et al. [64]
e Ruz(CO)12 Scheuer et al. [64]
A Pt(PF3)q Wang et al. [65]

Measurements Ofgenosit @S function of are shown in Fig. 9a and b. For all data poigis
was 120 s. For the experiment with TEGS [39] two things can be noticed for the change
from 20 to 100 pA: (1)Vaepost IS larger at 100 pA than at 20 pA and Y2.ost Saturates. This
indicates that the growth regime changes from madimited to precursor-limited between
20 and 100 pA. The same behavior, except now iroeeraxtreme form, is observed for the
deposition with Mg-Au-acac ¢) [19]. The increase iVgepost IS roughly linear for beam
currents of about 2 pA to 200 pA, which indicatég tlectron-limited regime. When a
significantly larger amount of electrons (beam euntrof 6 nA instead of 200 pA) is supplied
in the same time spaWgeposit Saturates. This indicates the precursor-limitggine.

Entirely different behavior is observed for the esment with contamination&() [13]. For
low beam currents (between 3 and 30 Mgost increases roughly linear with increasing
But whenl is increased above 30 pA (up to 200 p¥gyosit decreases. Similar behavior was
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found for contamination growth for beam currents >25 pA by Miura et al. [42] (not shown
because the dwell times used were not reported). A decrease in Vgepost does not mean that
material was removed from a deposit, but that less material was deposited in the same dwell
time. F was constant during the entire experiment, so the number of molecules arriving at the
irradiated area was also constant. The decrease in Vyeposit could be the result of a decrease in
Vmolecule @ higher beam currents. Extrapolating R from low | (i.e. from the electron-limited
regime) to 200 pA, this would be a decrease in Vioiecie in the order of 10°. Such a strong
decrease is not very likely. So this decrease cannot be explained anymore with the simplified
model we used to describe the electron- and precursor-limited regime and we must turn to the
more complicated model that includes the residence time 7. As mentioned in paragraph 111.C,
adecrease int will lead to a decrease in R and therefore in Vigeposit.
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Fig. 9. Deposited volume as function of beam current.The dwell time was 120 sin all cases.
A Contamination Schiffmann [13]
m TEOS Perentesetal. [39]
e Mey-Au-acac Molhaveetal. [19]

If all other conditions are kept constant during the experiment, a decrease in t can only be
the result of an increase in temperature. This can be caused by electron beam induced heating
(EBIH). EBIH is the result of energy transfer from the PE’s to phonons in the substrate. The
theoretical power Pthat is supplied by the electron beam to an irradiated target is.

P=Vp x| (2)

with Ve the acceleration voltage and | the beam current. In practice, the effect of this power
input on the target temperature will depend on the amount of energy that is actually transfered
(for instance BSE’s or SE’s emitted from the target do not transfer their energy) and on the
heat dissipation from irradiated area to bulk. If the heat dissipation is larger than the power
input, the temperature will not be affected. But if the heat dissipation is less, the temperature
will rise. There is some disagreement on the question whether EBIH plays a significant role in
EBID. Based on calculations, Li et al. [67] assume that EBIH has a negligibile effect. Folch et
al. [68] come to the same conclusion based on experimental data. However, Bret et al. [69],
Randolph et al. [44] and Utke et al. [70] assume that the increase in temperature can be as
much as 60 - 80 °C for tip depositions. And the sharp decrease in growth efficiency for
contamination in Fig. 9a (A) is certainly consistent with the behavior that is expected when
there is significant EBIH.
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Until now we have discussed measurements of h as function of J (Fig. 8) and Vyeposit 8
function of | (Fig. 9). The growth of deposits is often characterized by measuring h as
function of Q or tgwei. In practice, this is the same measurement. As mentioned in paragraph
I11.B, the 2 plots give a different picture. Results from literature for the growth of tips are
shown in Fig. 10 on alog-log scale (h versus Q in Fig. 10a, h versus tgwer in Fig. 10b). There
is not sufficient information available to explain the trends in Fig. 10 completely. It is also
difficult to compare results obtained with different precursors. With information that is
available, we will try to explain 2 trends. First of all, Fig. 10a shows that tips fabricated from
Mex-Au-acac (A) and Me,-Au-tfac (@) were grown to the same height, but the Q required to
obtain that height differs by 2 orders of magnitude. On the other hand, Fig. 10b shows that the
same height was obtained in practically the same time span. Considering the chemical
similarity of the precursors, it is expected that o) and Vilecuie @€ similar. The gas flux was
reported in different units (Pal s* versus Pa), so F cannot be compared. However, | is known
for both experiments. In the experiment with Me,-Au-acac a beam current of 60 pA was used,
versus a beam current of 10 nA for the experiment with Me,-Au-tfac. Since the same h was
obtained in the same tqwe, this must mean that | was not the determining factor for the tip
grown from Me,-Au-tfac. In other words, the experiment with Me,-Au-tfac was precursor-
limited and a large part of the electrons was simply wasted, speaking from the point of view
of growth efficiency.
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Fig. 10. (a) Deposit height as function of accunulated charge. (b) Same data, now as
function of dwell time.

A Me,-Au-acac Koops et al. [71]
e Me,-Au-tfac Koops et al. [29]
m W(CO)s Koops et al. [29]
+ W(CO)s Kohlmann et al. [72]
¢ W(CO)e Liuetal. [73]
A CpPt Mes Hubner et al. [74]
X Co,COg Lau et al. [12]
o WFe Hiroshima and Komuro [75]
o Contamination Hiroshima and Komuro [75]
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Something similar can be said for the deposition with W(CO)s. PE energies used for the
deposition were 20 keV (Kohlmann et al. (+)), 25 keV (Koops et al. (m)) and 200 keV (Liu et
al. (0)). The gas flux can again not be compared (no numbers are given or different units are
used). The only information available is the beam current. Kohlmann et al. have used the
lowest I, 100 pA, and have the highest growth efficiency [nm/C]. The beam current in the
experiment by Koops et al. was 10 nA. Compared to Kohlmann et al., this resulted in a
growth efficiency of about 500 times smaller (Fig. 10a), while the tqwei to reach the same h
was only about 5 times longer (Fig. 10b). The difference of a factor of 100 is a strong
indication that the experiment by Koops et al. was precursor-limited. Liu et al. (0) used a
beam current of 0.5 nA. Compared to the experiment by Kohlmann et al., the growth
efficiency is a factor of 50 times smaller and it took about 10 times longer to reach the same
h. This leaves a factor of 5 to be explained. Possibly, the difference is due to the higher PE
energy, growth was precursor-limited or Vilecule decreased during the deposition.Data from
different diagrams can be combined. Enough information is available from the articles to
compare results from Fig. 9 and Fig. 10a. Thisisdonein Fig. 11. A comparison with Fig. 10b
is not possible, because the datain Fig. 9 was obtained by keeping tqwe constant. When trying
to compare the data in Fig. 11, we have to keep in mind that the time-dependence is different
for both types of data. The measurements from Fig. 9 (shown in black in Fig. 11) were
obtained by varying the | for a constant tqwei, While the measurements from Fig. 10 (shown in
grey in Fig. 11) were obtained by varying tawei for a constant |. So when a black curve has a
negative slope (such as for instance for contamination (A) or for Me,-Au-acac (e)), it does
not mean that material was removed, but it means that h decreased when | was increased for a
constant tgwei. From the negative slopes, it is observed that the growth regimes in the
experiments where | was varied (black curves), were all precursor-limited at the highest beam
currents.

IV.B.2. Width

Concerning the lateral growth, it is consistently reported that increasing | leads to an
increase in duepost  [19, 42, 72, 78], with dgepost increasing proportional to VI [19, 72].
However, as mentioned in paragraph I11.B, dpeam a0 increases with |, also proportional to VI
(to afirst approximation). This implies that dgepost depends on dpeam rather than on I. Thisis
confirmed by Beaulieu et al. [ 78], who report that the lateral growth rate is independent of |.

Not only is dueposit dependent on dpeam, there is also a distinct dependence on Q. To keep
matters simple, we consider the growth of tips (by keeping the beam in a stationary position
on the sample). It is consistently measured that (1) the dyeposit inCreases with increasing dpeam
and (2) the development of dgeposit 8 function of tawen consists of a fast increase, followed by
saturation [72, 10, 76, 13, 77, 78]. Experimental results are shown in Fig. 12a, the inset shows
a blow-up of the very early growth stage. A similar trend was found by Mitsuishi et al. [79]
and Liu et al. [73] (not shown). The deposit diameter is always larger than the primary
electron beam diameter.
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Fig. 11. Data from Fig. 9 and b superimposed on Fig. 10a to compare the effect of beam
current and dwell time.

Me;s-Au-acac Koops et al. [71]
Mesr-Au-tfac Koops et al. [29]
W(CO)s Koops et al. [29]
W(CO)s (20kV) Kohlmann et al. [72]
W(CO)s Liu et al. [73]
A CpPtMe; Hiibner et al. [74]
Co,COs Lau et al. [12]
WF Hiroshima and Komuro [75]
Contamination  Hiroshima and Komuro [75]
Contamination  Schiffmann [13]
m TEOS Perentes et al. [39]
® Mes-Au-acac Molhave et al. [19]

A model for this lateral broadening of tips was suggested by Silvis-Cividjian ef al. [61]. At
the start of the deposition process, the electron beam is focused on a fixed spot on a flat
surface. SE’s are being emitted from the substrate around the irradiated point and dissociate
adsorbed precursor molecules. As the deposit starts to grow, SE’s continue to be emitted from
the substrate, but emission from the deposit itself will also occur. The electrons exit from all
sides of the deposit and cause deposition on all sides of it. Since the SE’s have a certain
escape length, deposition can occur outside the trajectories of the PE’s. This is the initial
growth stage were dyeposic Increases rapidly. Once deposic 1 about equal to the dpeqm plus twice
the SE escape length, the lateral growth stops. Fig. 12b shows a typical result from a Monte
Carlo simulation. The lines indicate the time evolution of the cross-sectional tip profiles.

In paragraph II.C., we have seen that it is not clear what the relative contribution of the
PE’s, BSE’s and SE’s is to the growth. The results of the model by Silvis-Cividjian, which
takes into account only dissociation by SE’s, are qualitatively consistent with the
experimentally observed lateral growth behavior. In the Monte Carlo simulation by Fowlkes
et al. [62], a dissociation cross section was used that also takes into account the contribution
of PE’s and BSE’s. Analysis of tip growth behavior showed that the vertical growth is due
mostly to direct dissociation by PE’s and the lateral growth is due mostly to SE’s. As the tip
grows longer, its sidewall surface area becomes larger and the amount of SE’s that cross the
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substrate-vacuum interface (and contribute to the lateral growth) increases. So although the
real cross section for dissociation is unknown, it seems reasonable to assume that the lateral
broadening is due mostly to dissociation by SE’s.
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Fig. 12. The development of the width of an EBID structure. (a) Experimental results. Inset
shows the width development for short times. (b) Result from a Monte Carlo smulation. The
lines indicate the time evolution of the cross-sectional profiles[61].

A MeCpPtMe; Beaulieuetal. [78]

o TEOS Perentes et al. [39]
. W(CO)e Kohlmannetal. [72]
o FeCO)s Shimojo et al. [77]
¢ CpPtMe; Hubner et al. [74]
¢ Contamination  Schiffmann [13]

Deposits with a small width can be fabricated by using a small beam and stopping the
deposition process before lateral widening occurs. In that case, a dot is deposited instead of a
high aspect ratio tip. Stopping the growth process in its initial stage influences also the height
of the deposits, so in thisregime it is not possible to control the aspect ratio independently of
the width of the deposit merely with the accumulated charge. Sub-10 nm structures have been
fabricated with widths of 8 nm [80, 81], 5 nm [82], 4 nm [83], 3.5 nm [84], 1.5 nm [85] and
even 1.0 nm [86]. While for large deposits the deposited mass is identical every time the
experiment is repeated, a significant variation in mass is found for the very smallest deposits.
Van Dorp et al. [87] have deposited arrays of sub-5 nm dots on an &C substrate with a
constant dwell time per array. A typical array is shown in Fig. 13a (an annular dark field
image obtained in a STEM). It is observed that the intensity of the dots (= proportional to the
deposited mass) is not constant over the array; some of the dots are very bright while other
dots are barely visible. When the average deposit mass is determined for each array, a linear
dependency on the dwell time is found (Fig. 13b). In Fig. 13c, the distribution of deposited
masses is shown for these arrays. The scaling of the arbitrary units for the deposited mass is
identical for Fig. 13b and c. Negative values are the result of background substractions used to
determine the deposited mass from the STEM images. As the dwell time decreases, the width
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of the distribution of masses increases (relative to the average deposited mass) and the
distributions become skewed. This is behavior that is consistent with Poisson statistics.
Poisson theory describes the probability that an event occurs during a particular interval,
given an expected number of discrete occurrances. In other words, these experiments suggest
that the deposition process consists of discrete dissociation events and this becomes visible
during the nucleation stage of a deposit.

The difficulty with these high resolution experiments is that the precise experimental
conditions are not well known, especially since deposition is done under non-UHV conditions
(10° mbar). For the micrometer-sized tips we discussed earlier this is less relevant, since for
nearly the entire growth process the deposit surface is the determining factor, not the substrate
surface. For the high resolution experiments, the growth is terminated in the nucleation stage
and the substrate surface and its chemical condition play a major role.
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Fig. 13 (a) ADF |mage of an array of sub-5 nm dots. Although the dwell time was constant
(0.125 ) for all the dots in the array, it is observed that the dot intensity (= proportional to
the deposited mass) is not constant. (b) The average mass per array as function of dwell time.
(c) The distribution of masses for the different dwell times. The scaling of the arbitrary units
for the deposited massisidentical for (b) and (c).

IV.C.3. Composition and morphology

For nearly all experiments with metal containing precursors, the metal content increases
with increasing beam current. Results for Mo(CO)s, CpPtMes and Mex-Au-tfac [88, 89, 90,
33] and Co,COs [11] are shown in Fig. 14. The metal content for deposits of Me,-Au-acac
and Mex-Au-hfac show a similar dependency on beam current as Me,-Au-tfac [33]. An
increase of the Co content with beam current was also reported by [12].

The increase of the metal content with beam current that is observed in Fig. 14 can be due to
two parallel processes. First of all, with an increase in beam current, the time frame in which
the deposit is exposed to a specific amount of accumulated charge decreases. As we have seen
earlier, this can lead to a shift from electron-limited to precursor-limited regime. Related to
this, the increase in beam current can induce an increase in the desorption of fragments of
(initially only partially dissociated) precursor molecules. This can lead to higher
concentrations of nonvolatile (amongst others metal) components in the final deposit. Another
mechanism is EBIH. As we have seen in the previous paragraph, there are indications that
EBIH can lead to a significant rise in temperature for tip depositions. A raise in temperature
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may for instance facilitate the desorption of volatile species, as well as change the dissociation
mechanism. We will discuss this in more detail below, where we present the dependence of
the deposit morphology on the beam current.
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Fig. 14. The metal content as function of the beam current. Lines are drawn to guide the eye.

m  Co0y(CO)g Utkeet al. [11]
A Mey-Au-tcac Weber et al. [33]
e CpPtMe; Weber et al. [90]

Mo(CO)e Weber et al. [90]

The morphology of tips can clearly be affected by the beam current. It is reported for tips
deposited from Me,-Au-acac, Mex-Au-tfac, Me,-Au-hfac, Cu(hfac),, Mo(CO)s and CpPtMe;
that a low beam currents, the tips have a smooth shank and are completely amorphous. In
contrast, tips deposited with high beam currents have an irregular shape and are
polycrystalline, the crystallites being between 2 and 8 nm in size[90]. The transition between
the two regimes was for instance for Au(CHs).-tfac around 60 pA. An example of the
roughening of the Mo tip surface is shown in Fig. 15a. Similar surface roughening was also
observed for hfac-Cu-VMTS [91] (Fig. 15b) and in a more extreme form for [ Co(CO3)NQ],
(Fig. 15c, [12]) and Co.COs (Fig. 15d, [11]). Please note that al deposits in Fig. 15 were
created with the beam in spot-mode.

In an elaborate study, the development of the morphology during the growth of tips
deposited from Co,(CO)g was determined and was found to be quite complex [92]. At low
beam currents (20 and 112 pA) the surface of the tips is smooth surface and the material
consists of nano-composite material (1-2 nm Co crystals embedded in an amorphous C and O
rich matrix). The surface of the longer tips (dwell times of 300 to 600 s) is still smooth, but on
the inside a crust and core forms at the bottom of the tips. This sub-structure of crust and core
becomes more apparent for deposits from higher beam currents (1.1 and 10 nA), where it
extends along the entire length of the tip (see Fig. 16). The crust, consisting of Co crystals,
surrounds the nano-composite core. When the beam current is increased further to 82 nA, the
core/crugt structure is absent and only Co rich crystalline material is found. When the beam
current is finally increased to 3 pA, the surface becomes rough and the deposit consists of
crystals of micrometer length growing in a whisker-like shape towards the precursor source
(see Fig. 15d).
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Fig. 15. Surface morphologies for high current deposits created with the beam in spot
mode. Deposits from (a) Mo(CO)s [90], (b) HFA-Cu-VMTS[91], (c) [ Co(CO3)NQ] [12] and
(d) Co.COg [11].

Fig. 16. Core-crust structurein a tip grown from Cox(CO)s. [92] .

The authors explain these results to a significant extent by EBIH. Taking into account the
limited thermal conductivity of the deposit material, the heat dissipation from tip to substrate
will be adetermining factor for the temperature of the tip. At low beam currents and when the
tip is still short, the heat dissipation will be sufficient to keep the tip at room temperature. But
when the tip length or the beam current increases, the temperature of the tip will be raised
above room temperature. At 82 nA, the estimated temperature rise is nearly one degree, which
increases to more than 30 degrees at 3 pA for the described experimental conditions. The
desorption of volatile species can be facilitated by the higher temperature, leading to a higher
metal content. Apart from this, the dissociation mechanism can change at higher temperatures.
C0,(CO)g normally has an endothermal decomposition reaction occuring around 100 °C,
which is above the estimated temperature reached in tips at the highest beam current. But this
thermal decomposition temperature can be significantly lowered if the activation energy for
decomposition is lowered by autocatalytic effects. In this example, deposited Co would act as
cataylst for the decomposition of Coy(CO)s. Similar behavior has been observed for Fe(CO)s
and Cr(CO)s [93]. These autocatalytic effects can bring the thermal decomposition
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temperature to within the temperature range reached during the described experiments. A
similar combination of temperature rise and autocatalytic effect is expected to be the cause for
the development of the deposit from [Co(CO3)NO].

The roughening that was observed at the highest beam currents for Me,-Au-acac, Me-Au-
tfac, Mex-Au-hfac, Cu(hfac),, Mo(CO)s, CpPtMe; and hfac-Cu-VMTS may be due to
crystallization. As a result of the increase in temperature, volatile fragments desorb more
easily and the (increased amount of) metal rearranges into small crystals. The fact that the
roughening was observed for quite different precursors indicates again that EBIH can play a
significant role in EBID.

There are also examples where the effect of the beam current is not fundamentally different
from the effect of the accumulated charge. For instance, the deposition of Ni-containing
sguares on a carbon substrate (kept a —85 °C) from Ni(CsHs)2 [81]. At a low accumulated
charge, the squares were open, porous structures and the deposited material formed a network
with (relatively) large openings (Fig. 17a). Upon continued irradiation, the porous structures
closed to form (nearly) solid films (Fig. 17b). Structures created with different beam currents
but with a similar accumulated charge were in a similar state of transition from open structure
to closed film. The fact that accumulated charge and beam current were interchangable
indicates that the accumulated charge is the only parameter relevant for the deposition
behavior under these specific conditions. An explanation for the formation of the open
structures was not given.

Fig. 17. The effect of accumulated charge on the morphology of squares deposited from
Ni(CsHs)2 at -85 °C. (a) At a low accumulated charge, a porous, open structure is formed. (b)
At higher accumulated charges, a closed, solid filmisformed [81] .

111.D.3. Density

Another property that can be measured as function of the beam current is the deposit
density. The density of tips deposited from TMOS, HFA-Cu-VMTS and Co,COg has been
measured for beam currents of 0.1, 1 and 100 nA [70]. It was found that the density of the
deposit from TMOS is independent of the beam current used. For deposits from HFA-Cu-
VMTS both the density and the metal content increased with increasing beam current. Tips
created with 1 nA had arough surface. For Co,COg, similar behavior was observed. See Table
Il for asummary of the results. The bulk density is 8.96 g/cm® for Cu and 8.90 g/cm?® for Co.

The independence of the density and composition of deposits from TEOS led the authors to
the conclusion that the decomposition is fully due to dissociation by electrons and that
thermal effects are absent. The TEOS precursor molecule dissociates thermally at about 580
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°C, which is much higher than the calculated temperature rise for a beam current of 1 nA
(about 87 °C). The rough surface in the case of the Cu deposits and the large increase in metal
content for the Co deposits indicate thermally assisted deposition (see also the previous

paragraph).

Table 1. The effect of increasing beam current on the density and metal content of deposits
from HFA-Cu-VMTS and Co,(CO)g [70]. Higher beam currents lead to a higher density and
metal content for both precursors. Bulk density are 8.96 g/cm® (Cu) and 8.90 g/cm?® (Co).

Metal content Total deposit density
Beam current (at%) (glem®)
(nA) Cu Co Cu Co
0.1 14 31 2.05 4.2
1 30 - 4.3 -
100 - 73 - 7.2

[11.E.4. Conductivity

Consistent with the increase in metal content, the resistivity of EBID wires decreases with
increasing beam current. The relevant data is summarized in Table 111 and a typical example
of the dependency is shown in Fig. 18a. Koops et al. and Weber et al. [33, 88, 89, 90] only
give specific details for experiments with Me,-Au-tfac, but mention a similar behavior for the
other two gold precursors. A wide spread in resistivities for constant beam currents was found
for Coy(CO)g deposits and this was attributed to the scan method used to fabricate the Co
containing wires. More details on this aspect can be found in paragraph V.E.2.

For nearly all precursorsin Table I11, the resistivity behavior as function of the beam current
is related to the metal content. As shown in Fig. 14, the metal content consistently increases
with increasing beam current. This is also consistent with the I-V characteristics, which were
determined after deposition at different temperatures for the platinum and the gold wires. The
gold wires deposited with the high beam current show ohmic behavior, which is probably
caused by tunneling of current between the gold crystals which are spaced about 1-2 nm apart.
At lower beam currents, the gold wires contain less metal and show nonlinear characteristics,
probably Poole-Frenkel conduction or activated tunneling. The platinum wires have a lower
metal content than the gold wires (see Fig. 14), and show only the nonlinear behavior. An
exception to this rule is the experiment with AuCI(PFs)s [94]. This precursor yielded pure
gold crystals, even at the lowest beam current. The resistivity of wires decreased with
increasing beam current, which is the result of better grain percolation (see Fig. 18), so thisis
effectively not so much the result of the beam current, but rather the result of more
accumulated charge.

When the conductivity of deposits is measured as function of accumulated charge, the
general trend is that the resistance decreases with increasing accumulated charge. This is for
instance the case in measurements by Bruk et al. [95]. They have found that the resistance of
wires deposited from Fe3(CO)., decreases with increasing accumulated charge. However,
since the dimensions of the deposits were not reported, it is not possible to elucidate the
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mechanism by which the resistance decreased. This can be the result of merely a larger wire
cross section (a thicker wire can carry more current) or also of a change in resistivity. The
latter case would imply an accumulated charge-dependent change in material properties.

Table Ill. Results from measurements of the resistivity of EBID wires as function of the
beam current.

Material Author(s) Ref. Highest resistivity Lowest resistivity (beam
(beam current) current)

CpPtMe; Koopset al., [33] 5.5Qcm (200 pA) 1 Qcm (660 pA)
Me-Au-acac, Weber et al., [88] | 400 Qcm (100pA) = 2 x 10 Qcm (900 pA)
Me>-Au-tfac, | Schlofleretal. | [89]
Me,-Au-hfac [90]
Mo(CO)s [96] 2 x 10° Qem (-)
Co,(CO)s Lau et al. [12] 5Qcm (183 pA) | 1.6 x 10*Qcm (10.7 nA)
W(CO)s Kohlmannetal. [113] 2 x 10*Qcm (1000 pA)
Fe3(CO)12 Bruk et al. [95] = 10°Qcm(11pA) | 4 x 107 Qcm (232 nA)
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Fig. 18. (a) A typical example of the dependence of the resistivity of EBID wires on the
beam current [96] . (b) Grains of gold deposited from Au(PFs3)s. The grains were found for all
beam currents, so changes in resistivity as function of beam current are the result of grain
percolation [94].

A more complete experiment was performed with W(CO)e [76]. The electrical properties of
EBID wires were measured in situ, for electron doses varying from 0.1 x 10° -5 x 10° C/m?.
A fixed potential was applied over the wire at regular intervals during the deposition. This
gives the development of the current passed through the wire as function of the total
accumulated charge. For the various beam energies used, a constant trend was observed.
Initially, the current increment per charge increment increased rapidly, after which the current
increment stabilized to a constant value. In other words, the conductivity increases
nonlinearly in the initial stage and shows a linear increase later on. The authors explain the
initial nonlinear stage by a change in the structure of the wire. The wire starts as a
discontinuous line of nuclel and evolves into a continuous wire. In the later stage, when the
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wire has become continuous, the increase in conductivity is merely the result of an increase in
wire cross section. This implies that the deposition mechanism remains unchanged during the
growth and that it is independent of the accumulated charge.

An anomalously high decrease in resistivity is reported for squares deposited from WFg
[97]. The accumulated charge was varied by varying the pitch between the pixels. With a
variation in accumulated charge of a factor of 16, the amount of deposited material increased
by a factor of about 10 and the resistivity decreased from 1.3 x 10° to 8.4 x 102 Ohm cm (a
factor of 10°). An explanation for this behavior is not given.

IV.B. Electron Energy

Aswas discussed in paragraph 11.C, experiments have shown that electronswith energies of
about 5 to a few hundred eV contribute significantly to the growth of deposits. The relative
contribution of high-energy electrons to the growth is less clear. It is tempting to think that
oE can be determined for a specific precursor by measuring the deposition yield as function
of the PE energy. Thisis, however, not as sraightforward as it seems.
Relevant for the deposition yield is the amount, the energy and the location of the electrons
that cross the target-vacuum interface. For flat surfaces, the energy spectrum of emitted
electrons (BSE's, SE's) remains aimost unaffected by the PE energy [98], except for PE
energies close to the SE peak (see Fig. 19a). The most significant change is in the total yield
of emitted electrons, which increases sharply to a maximum with increasing PE energy, after
which it slowly decreases (see Fig. 19b). This increase is mostly due to an increase in the
amount of SE’'s. For PE energies close to the SE peak, the energy spectrum becomes
dominated by the PE’s.
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Fig. 19. (a) Energy spectrum of emitted electrons for various PE energies ranging from5 —
100 eV [99]. (b) Total yield of emitted electrons (BSE's and SE’s) as function of PE energy
[52].

The total flux of electrons is the sum of the PE’s and the total yield of emitted electrons.
When the deposition yield changes with changing PE energy, this can be the result of two
parallel effects: (1) a change in cross section for dissociation by the PE’'s and (2) a change in
the amount of emitted electrons. Since we want to determine the first effect, we need to have a
measure or a model for the second effect. And the model needs to be very accurate, because
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most of the emitted electrons are SE’s and the effect of the change in cross section may be
relatively small. Building such an accurate model is not easy and it is made more difficult by
the fact that the spatial distribution of PE’s and emitted SE’s varies strongly as function of
location on the substrate. For deposition with a focused beam, the incident PE's are
concentrated in a small area, while the SE’s are distributed over a much larger region. This
becomes even more complex when tips are deposited. The balance between SE's, BSE's and
PE’s can shift during the evolution of the tip. And on top of this, there is the difficulty that in
the typical experiment, the PE energy is not the only parameter that is varied. Usually in
SEMs, the beam size and/or the beam current changes together with the accelleration voltage
[100].

In EBID experiments, occasionally the electron currents are measured in situ [101, 102], but
in general the yield of emitted electrons is not measured. Elaborate models are being
developed [62], which can give valuable insight in how balances shift during EBID growth.
However, it is still not straightforward to distinguish between the different mechanisms
influencing the deposition process and to point out the prevailing one.

IV.B.1. Height and width
Having put things in perspective, we will discuss results from experiments. Two types of
behavior are observed when varying the PE energy. A decrease of deposit height with
increasing PE energy is shown in Fig. 20a [103, 104, 105, 106] and Fig. 20b [107]. Data
presented in some reports does not allow sufficient quantification to distinguish precisely this
behaviour, but is consistent in the trend that the growth rate is higher at low voltages than at
high voltages [108, 109, 78, 20, 26].
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Fig. 20. (a) Deposit heights as function of the PE energy shows a similar dependence as the
generation behavior of secondary electrons. Inset shows the experiment by Hoyle et al.
between 0.06 and 2 kV. (b) The deposit yield in g cmi? s for diffusion pump oil as function of
PE energy [107].

¢ MePtCp Takai etal. [105]
B W(CO)s Bauerdicketal. [104]
A MesPtCp Lipp et al. [103]

W(CO)s Hoyle et al. [106]
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A different type of behavior is shown in Fig. 21: an increase of the deposit height with
increasing energy between 2 and 20 kV, after which the deposit height stays constant or
shows a slight decrease [110, 44, 13, 72]. In some cases [13, 72], this behavior is very
consistent for different dwell times (seconds and minutes, resp.).
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Fig. 21. Deposit heights as function of primary electron energy.

o Contamination  Schiffmann [13]
W(CO)s Kohlmann et al.  [72]

A TEOS Randolph et al.  [44]

o  Contamination Miura et al. [110]

The dependency of deposit height on PE energy in Fig. 20 seems to be consistent with the
dependency of the yield of emitted electrons (BSE’s and SE’s) on PE energy in Fig. 19b.
Starting at PE energies of a few hundred eV, the deposition yield decreases strongly and
becomes nearly constant for PE energies of 10-30 keV. This implies that in these experiments
the deposit height was mainly dependent on the number of emitted SE’s.

The results in Fig. 21 seem to be conflicting with this trend. An increase of the deposit
height for higher PE energies is found, not a decrease. This can possibly be explained by the
size of the interaction volume of scattered electrons in the target. As Weber et al. [33] point
out, “the major difference when dealing with tips instead of flat substrates is the reduced
scattering volume.” At high energies, the probability for a primary electron to exit the tip after
a scattering event is significant, because the tip is a high and narrow structure. At low
energies, scattering occurs mostly within the tip, which can have EBIH as result. Depending
on the PE energy, the temperature rise can be as much as 50 °C, as becomes clear from a
model by Randolph et al. [44] based on the effect suggested by Weber et al. (see Fig. 22).
Due to the temperature rise at lower PE energies, the residence time 7 of adsorbed precursor
molecules decreases, which in turn leads to a lower vertical growth rate. This trend is
consistent with the trend found in the experiments by Randolph et al. (A, Fig. 21). The effect
of EBIH would also explain the other results in Fig. 21. Kohlmann et al. (X, Fig. 21)
deposited tips. And for the experiments by Schiffmann (0) and by Miura et al. (0) we have
already seen that EBIH most likely played a significant role during variations of the beam
current (see paragraph IV.A.1).
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Fig. 22. Calculated temperature in tips (60 nm and 100 nm length) compared to a thin film.
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The trends in Fig. 21 may be explained with EBIH, but this explanation raises some
questions for the trends observed in Fig. 20. Bauerdick et al. (m, Fig. 20) and Beaulieu et al.
[78], Ding et al. [20] and Croitoru et al. [26] (not shown) have also deposited tips or dots and
they measure a decrease in growth rate with increasing PE energy. This is in contradiction
with the trend we would expect if the effect of EBIH was significant. For Bauerdick et al. (m,
Fig. 20), this inconsistency can be explained by a different scan strategy. The tips were not
grown by keeping the e-beam in a stationary position on the sample, but by giving a series of
short exposures. Between the exposures, there is time for the thermal energy to dissipate to
the underlying substrate, so the effect of EBIH is expected to be much less. It is not possible
to use this explanation for the results by Beaulieu et al. [78], Ding et al. [20] and Croitoru et
al. [26], because they grew tips with the beam in spot mode. Due to the lack of detailed
information (local precursor pressure, beam currents used, etc.) this inconsistency remains
unexplained. In conclusion, the combined model of (1) the correlation between deposition
yield and SE yield and (2) EBIH seems to be valid for most experiments. However, it leaves
some experimental results unexplained and the measurements are not sufficiently accurate to
exclude the contribution from PE’s to the growth.

As for the lateral dimensions, all measurements are influenced by the fact that the diameter
of the primary electron beam changes with changing the electron energy. For the case where
the beam diameter was measured, it was reported that there is little dependence of lateral
dimension on electron beam energy [72].

IV.B.2. Composition and morphology

The results from articles reporting on the influence of the PE energy on the composition of
deposits vary quite significantly. Details about the experiments are often not given, so the
interpretation of the results is difficult. A clear influence of the PE energy was reported by
Weber et al. for anumber of precursors (Mey-Au-tfac, Mex-Au-hfac, Me,-Au-acac, Mo(CO)g)
[33]. The metal content of tips increased with decreasing the PE energy. Numbers
(compositions or PE energies) are not given. When irradiating condensated WFs layers in an
Auger SEM, the dissociation rate was found to decrease with increasing beam energy [111].
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The behavior observed for the Au and Mo precursors was explained by the authors as
resulting from “the cross section for inelastic scattering, which is increasing with decreasing
electron energy” [33]. Most likely, they refer to the cross section for scattering of PE’s, which
is larger at lower PE energies. By this, they imply that the higher metal content of the tips at
lower PE energies is the result of the larger abundance of SE’s. In this picture, a decrease in
PE energy is equivalent to increasing the accumulated charge per unit time. This mechanism
would be consistent with the behavior observed for WFs.

In several other studies, no influence of the PE energy was found. Folch et al. report that the
composition of deposits from Me,-Au-hfac was constant for PE energies between 10 and 40
keV [68]. For contamination deposits, the ratio between sp?- and sp*-bonded C was measured
for PE energies between 3 keV and 20 keV [20]. Variations were not above the uncertainty
level of about 10% of the measurement technique (EELS). The diffraction patterns of 50 nm
thick films deposited from W(CO)e obtained in the TEM showed no visible difference when
fabricated with different beam energies [76]. And the composition of rectangles deposited
from [RhCI(PF3),] 2 was found to be independent of the PE energy [112].

The independence of the composition from PE energy for deposits Me,-Au-hfac found by
Folch et al. [68] is surprising, since Weber et al. did find a dependence for the same precursor
[33]. According to Folch et al., the observed lack of dependence “rules out the possibility that
substrate heating by the impinging electrons plays a significant role in the EBID mechanism,
as the heating effect increases with increasing energy.” It is not straightforward to see why
thisis so, because it is not mentioned whether tips or squares are deposited. Thiswould imply
that in the results by Weber et al. EBIH did play a significant role. Keeping in mind the
discussion in the previous paragraph and the fact that Weber et al. deposited tips, this sounds
plausible. However, lack of information prevents more definite conclusions.

IV.B.3. Conductivity

The inconsistency in the effect of the PE energy on the composition of deposits is also
found for measurements of the conductivity. It was found for W(CO)es by Hoyle et al. that the
conductivity increases with decreasing energy (varied between 500 eV and 20 keV) [106].
This trend was confirmed for W(CO)s lines deposited with energies between 20 keV and 30
keV by Kohlmann et al. [113]. In contradiction with these results, the conductivity of lines
deposited from MeCpPtMe; decreased by a factor of 3 when the PE energy increased from 5
to 20 keV [114].

These inconsistent results are difficult to explain. In all 3 cases, the deposits were created by
scanning the pattern (lines or squares) a large number of times to obtain sufficient height.
This, and the fact that low aspect ratio structures were used (instead of tips for instance),
makes the occurrence of EBIH in any of the experiments not very likely. Hoyle et al. explain
their results by assuming that SE’s play a major role in the deposition process. At lower PE
energies, precursor molecules undergo more collisions with electrons, increasing the
desorption of volatile species and increasing the metal content. The same mechanism would
have occurred for the Pt-precursor, o that does not explain the difference. The contrasting
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results may be due to difference in precursor chemistry, but again, a mechanism is not easy to
see.

IV.C. Conclusions

Regarding the vertical growth of deposits, measurements of the effect of the current density
are mostly consistent with each other and with the existing growth model. The plot that gives
most insight into the growth process is a measurement of h as function of J (or Vgepost @s
function of 1). The electron-limited and precursor-limited regimes can be identified and
explained quantitatively (to some extent) for experimental results. An experiment with
contamination indicates that a high J (or I) can lead to EBIH, which significantly affects the
vertical growth rate. Often, the vertical growth is reported in terms of h as function of Q or
tawe- FOr most of these cases, too much information is missing (such as the local precursor
flux) to explain the observed behavior quantitatively, and sometimes even qualitatively.
Contradictory results were found for experiments where the influence of the PE energy on the
vertical growth was studied. These contradictions could be explained to a large extent with a
combination of the growth model and EBIH, but this approach leaves some results
unexplained. Unfortunately, there is not enough information available to find out why.

Concerning the lateral growth, this is consistently found to be independent of J and the PE
energy. Instead, daeposit depends on dpeam and on Q (for growth in the electron-limited regime)
and shows a fast initial increase followed by saturation. This behavior can be explained by
dissociation by SE’s emitted from the growing deposit itself. Deposits with a dgepost as small
as 1.0 nm have been created by stopping the growth in the fast increase stage. At these
dimensions, the number of molecules per deposit is so small that the effect of the counting
statistics becomes visible.

For metal-organic precursors, an increasing J generally leads to an increase in metal
content, conductivity and density. Additionally, the deposit surface changes from smooth to
rough. This is partially due to an increased degree of electron-induced dissociation and
partially due to a change in dissociation mechanism. At a high J, EBIH can occur. If the
precursor has a thermal decomposition temperature within the range of temperatures that can
be reached by EBIH, the dissociation mechanism may not be merely electron-induced, but can
also be thermally-induced. For precursors with a thermal decomposition temperature well
above temperatures reached with EBIH (such as TEOS), no effect of J is observed.
Inconsistent results were found for the effect of the PE energy on the composition,
morphology and conductivity. It is suggested that EBIH or the amount of emitted SE’s played
a significant role during these experiments, but the lack of information prevents definite
conclusions.

V. Scan pattern and scan strategy

One of the advantages of EBID is that 2-dimensional as well as 3-dimensional patterns can
be defined. Apart from the properties of the beam (size, current, energy), the scan pattern as
well as the scan strategy can have a significant influence on the deposit. A number of
parameters are defined in the scan strategy. In the case of lines, for instance, the line length
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and the scan speed are most apparent parameters. Related to this is the period between
subsequent visits of the same point on the substrate. This is known under several names;
“repeat times”, “loop times’, “refresh times, “line times’ or “delay times’. We will use the
term “loop time”. Apart from these variables, the dose per scan can also be varied. For digital
deflection systems, this is the number of pixels per line. These parameters can be
interconnected (for instance the scan speed and the loop time), so it requires some care to
perform and describe experiments in such a manner that conclusions can be drawn from the
results.

V.A. Scan pattern
V.A.1. Height and width

Until now we have mainly discussed the deposition of tips by spot irradiation. Although this
is perhaps conceptually the simplest EBID experiment, we have already seen that this can
lead to quite complex behavior. The fact whether the process is electron- or precursor-limited
can significantly influence the growth rate, the composition and the morphology. Here we will
see that it can also affect the height distribution of the deposit. In the extreme case, growth is
precursor-limited almost directly from the start. An example is the use of residual gas as a
(carbon) precursor. If a large beam is used, nonuniform height distributions are found, as for
instance reported by Fourie [115] and Reimer et al. [116]. They studied contamination growth
in early electron optical systems. When irradiating a substrate with a beam with a diameter of
some um’s, deposition of carbon occurred only along the edge of the beam and not in the
centre. Typical deposit height profiles are shown in Fig. 23a, b and c.

The explanation for this behavior isthe following [116]. If ¢J >> (gF/Ny), the area under the
beam will quickly become depleted of mobile precursor molecules. The supply of new
molecules will have to come from outside the irradiated area. If direct adsorption from the gas
phase is the prevalent supply mechanism, all locations under the e-beam have an equal
probability for adsorption (and dissociation). If surface diffusion is the prevalent supply
mechanism, molecules will diffuse from the outside inwards and will be pinned down before
they reach the centre of the irradiated area. The fact that a ring structure is found, indicates
that (for these particular experimental conditions) surface diffusion was the prevalent supply
mechanism.

The effect of the 2 growth regimes can be reproduced well with theoretical models. Results
from a continuum model developed by Utke et al. [117] and a Monte Carlo simulation
developed by Smith et al. [118] are shown in Fig. 23d and e, respectively. The precursor-
limited regime is called diffusion-limited in Fig. 23d. That the ring shape is not visible in Fig.
23eis probably due to the fact that a very small beam diameter was used.

Similar results were later found experimentally in similar conditions for lines and squares.
The middle sections of lines (deposited from contamination, several um’s wide) showed a
different height profile than the end sections [119]. Fig. 24a shows an AFM image, Fig. 24b
shows the height profiles. This indicates that the precursor supply is mainly by surface
diffusion. The end sections have a larger area to draw hydrocarbons from than the middle
section and therefore the end sections become higher than the middle section. The theory of
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supply by diffusion was tested with a dedicated experiment. Around a spot on the substrate, 4
lines were scanned that connected to make a square. The spot and the surrounding lines were
irradiated in alternating sequence. While keeping the scan strategy (total accumulated charge,
dwell times, loop times) constant for the dot in the middle, the influence of the presence and
the length of the 4 lines was studied (see Fig. 24c for a schematic representation). The height
of an isolated dot was 209 nm, and this decreased to 139, 133 and 111 nm for squares of
80x80 pm?, 60x60 um? and 40x40 um?, respectively. This result is consistent with the theory
that the primary supply mechanism is diffusion over the surface.
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Fig. 23. (a) Contamination ring as result of broadbeam illumination [116]. (b) Height
profile and (c) contamination ring [115]. (d) The growth rate as function of the normalized
distance with the beam in spot-mode for different growth regimes, calculated from a
continuum model [117]. The precursor-limited regime is called diffusion-limited. () Same as
in (d), but now calculated from a Monte Carlo ssmulation [118]. The deposit profiles for the
precursor-limited regime (—) and electron-limited regime (— —) are shown, together with
the electron beam profile (— = —).

The same conclusion was drawn by Ding et al. [20] when depositing squares, using paraffin
as a precursor. A small amount of paraffin was placed on a cleaned Si substrate and about 35
um away a square of several micrometers length and width was defined. The height profile of
the resulting structure is shown in Fig. 24d. The edges are thicker than the middle, and the
four corners are again higher than the edges. This is consistent with the diffusion picture
sketched above, where the supply of molecules is largest for the corners and smallest for the
middle of the square.
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Fig. 24. Height profiles of deposits indicating that surface diffusion is the prevalent
precursor supply mechanism. (a) AFM image of a line several xm wide. The line end has a
different height profile than the line middle. (b) The absolute height profiles. (c) Test pattern
to study the effect of surface diffusion. (d) Scanned sguare, where paraffin was used as
precursor. (a, b, ¢) from[119], (d) from[20].

V.A.2. Composition and morphology

We have seen strong indications in paragraph 1V.A.1 that EBIH can play a significant role
in the deposition process. This happens when the energy input by the electron beam is larger
than the energy dissipation from the deposit, as we have seen for deposits created with the
beam in spot mode. Further evidence for EBIH in other instances comes from an experiment
by Utke et al. [120]. Using HFA-Cu-VMTS as precursor, they created self-standing
horizontal rods by scanning the beam (500 pA, 132 nm diameter) into vacuum from a copper
substrate. The rods had a smooth surface, consisted of an amorphous C-rich matrix with
dispersed 2-5 nm Cu nanocrystals and all precursor ligand elements (F, Si, O and C) were
present. The next step was to deposit a vertical tip at the end of the self-standing rod. Close to
where the vertical tip was grown, the rod was fully transformed into >100 nm facetted Cu
nanocrystals (Fig. 25a). F, O and Si had disappeared and the amount of C was greatly
reduced. The explanation that the authors offer, is that during the growth of the vertical tip,
the amount of inelastic scattering becomes much higher than during the growth of the
(relatively thin) self-standing rod, smply because there is a larger volume of material under
the beam. There will be a larger energy transfer from beam to target and due to the poor
thermal conductivity, there will a temperature gradient over the rod. Near the vertical tip, the
decomposition temperature of the precursor can be approached and faceted Cu crystals are the
result.

Liu et al. [121] did a similar experiment, also with a 500 pA beam current, but now with
W(CO)s, a PE energy of 200 keV and a beam size of approximately 0.8 nm. They deposited
self-standing sheets at the end of a pillar at the end of a self-standing rod (see Fig. 25c). The
entire deposit remains amorphous. Probably, the amount of energy transferred to the entire

39



Chapter 2.

structure is much smaller than in the experiment by Utke et al., because the high energy PE’s
have a much larger inelastical mean free path and scatter much less.

1000

Fig. 25 (a) A self-standing rod after a point exposure at the end of the rod (not shown in the
image). Initially, the rod consisted of an amorphous C-rich matrix with dispersed 2-5 nm Cu
nanocrystals. As a result of the point the rod now consists of Cu crystals [ 120]. (b) Sructure
deposited from W(CO)g by Liu et al. [ 121].

The composition of deposits from [RhCI(PFs)2]. and [RhCI(CO),]. appears to be unaffected
by the scan pattern. Cicoira et al. [112] measured the composition for these precursors with
AES. Deposits were created with the beam (2 and 10 nA) in area mode and in point mode and
analysis showed a homogeneous distribution of the elements, with a Rh content of around 60
at.%, indifferent of the scan pattern (or other parameters such as beam current or PE energy).
Analysis of [RhCI(PFs),]. deposits by TEM and EELS confirmed this[122].

V.B. Scan strategy
V.B.1. Height and width

The scan strategy concerns parameters such as the dose per scan, dwell times and loop
times. Kohlmann et al. [113] have studied the effect of the dwell time and the loop time
independently for depositions with the electron beam in spot mode. The precursor was
W(CO)s and the total accumulated charge per spot was kept constant. The deposit heights
presented in Fig. 26a and Fig. 26b are normalized to a deposit height obtained with a
continuous exposure (at the same accumulated charge). For aconstant loop time, a decrease in
dwell time from 150 psto 20 ps leads to an increased normalized yield from 1 to 2 - 2.5 (see
Fig. 26a). The decreasing yields at the longer dwell times is the result of “the progressing
consumption of the adsorbate layer. ... The amount of decomposed precursor molecules per
time unit is larger in the beginning than in later intervals of the dwell time.” In other words,
the dissociation rate during an exposure period is not constant, but decreases because the
surface coverage N decreases. At a constant dwell time, an increase in loop time from O to 150
us leads to an increase in normalized height from 1 to around 2 respectively (Fig. 26b). The
higher yields at the longer loop times are due to the longer precursor replenishing times. The
appearance of a saturation level for the yield indicates that n becomes constant at the higher
loop times. At those loop times, the yield becomes independent of the dwell time.
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Fig. 26. The results from independent variations of the dwell times (a) and loop times (b)
for tip deposits from W(CO)s. The accumulated charge was kept constant. Yields were
normalized to the yield of a tip deposited with a continuous exposure (at the same
accumulated charge) [113].

Other studies where the loop time was varied confirm this proposed model. Similar
behavior was found for squares deposited from TEOS (Lipp et al., [123]) and lines and dots
deposited from contamination (Amman et al., [119]). Beaulieu et al. [78] do not give exact
numbers, but do report that an increase in loop time by a factor of 4 gives an increase in
vertical growth rate of a factor of 4. It is interesting that, for the different experiments,
saturation of the deposition yield for the longer loop times occurs at different time scales.
While saturation occurs in the order of 100-200 us in the experiments by Kohlmann et al.,
Lipp et al. find time scales of 10-20 ms and Amman et al. find time scales in the order of 20 s.
This must be due to differencesin F. Amman et al. used contamination as a precursor and are
therefore dependent on surface diffusion as supply mechanism (see also paragraph IV.A.1).
Kohlmann et al. and Lipp et al. both report an F of 10" molecules cm™ s™. The difference
between the results by Kohlmann et al. and Lipp et al. are possibly due to the sticking
coefficients of the precursors (W(CO)e and TEOS, respectively).

Results are less consistent when the dwell time is varied. Sanchez et al. [124] mention
(without giving absolute numbers) that short dwell times are beneficial for a high growth rate
when scanning squares, similar to what Kohlmann et al. found. On the other hand, Lipp et al.
[123] found that the effect on the deposition yield was less pronounced than in the
experiments by Kohlmann et al. This may be due to the fact that the dwell times may have
been too short. The current density Lipp et al. used was smaller than what Kohlmann et al.
used (10 A cm? instead of 75 A cm™®), which means one would expect that depletion occurs at
longer dwell times (i.e. the curve in Fig. 26a shifts to the right). However, Lipp et al. used
shorter dwell times (0.5-2 us), where depletion may not have occurred at all. Beaulieu et al.
[78] report that the dwell time did not appear to be significant at al. This can perhaps be
explained by the fact that Beaulieu et al. used dwell times in the range of 5-500 ms; much
longer than in the experiments by Kohlmann et al. or Lipp et al. It is possible that the
deposition area was depleted from precursor molecules even at the smallest dwell times.

In some cases, the way the experiment is performed does not allow a full interpretation of
the influence of dwell and loop times. For instance, when scanning a line of constant length
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and with constant total accumulated charge, the dose per scan (in C/nf) was varied [125].
Effectively, this results in the simultaneous variation of both the dwell time per point and the
loop time. Another example is a variation of the “linedose” (in uC/cm) without keeping the
total accumulated charge constant [75]. The simultaneous variation of several parameters
prevents the determination of the influence of individual parameters such as dwell and loop
times.

There are two reports of a dependency of the line width on the dwell and loop times. For
contamination lines, a decrease in the loop time leads to a different height profile [119]. Fig.
27a snows profiles of lines written with loop times of 100.2, 30.6, 20.2 and 5.2 s (constant
dwell time), a schematic drawing is shown in Fig. 27b. At the shorter loop times, the surface
diffusion length is not sufficient to supply the central part of the line with contamination
molecules and deposition only occurs at the edge of the structure. Beaulieu et al. [78] mention
that a combined increase of dwell time and loop time gave a definite decrease in linewidth.
However, since further details are not mentioned, it remains unclear why thisis so.
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Fig. 27. (a) The height profiles of contamination lines deposited with different loop times
(constant dwell time) [119]. The loop times are indicated in the figure. (b) Schematic drawing
of the setup.

V.B.2. Conductivity

Hoyle et al. [125] have written 30 um lines with W(CO)s with a total dose of 5 x 10° C/n,
while the scan speed and corresponding number of scans were varied. Effectively, this results
in a corresponding simultaneous variation of both the dwell time per point and the loop time.
Measurements of the resistivity show two regimes. For fast scans (doses less than about 500
C/m?, relatively short dwell and loop times), a high resistivity deposit is found, while for slow
scans (doses larger than about 5000 C/nv, relatively long dwell and loop times) a low
resistivity is found. The authors describe these two regimes as “electron-flux limited” and
“gas-flux limited”. In the gas-flux limited regime, “each deposited molecule undergoes a
larger number of electron collisions while at the surface, and this may result in additional
desorption of CO” and therefore contribute to alower resistivity.

This model is confirmed by experiments by Hiroshima et al. [75] for WFs and Utke et al.
[126] for Mex-Au-tfa. Hiroshima et al. report that a single slow scan yielded a line with lower
resistivity than 200 fast scans. Similarly, Utke et al. have kept the total line dose constant and
have tried a single slow pass (9 nm/s) versus 6 x 10° fast passes (500 unvs) per line. The
resistivity is about 60 times higher for the fast scan (with relatively short dwell and loop
times) than for the single slow scan (with relatively long dwell and loop times).
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In conclusion, the trend seems to be that the effect of the scan strategy on the conductivity is
dependent on the ratio between electrons and deposited molecules. If this ratio increases
(more electrons per deposited molecule), the dissociation of molecules will be more complete
and the conductivity increases.

V.C. Scan speed

If a line is scanned by the electron beam in a single pass and the scan speed is increased
from O nm/s onwards, a transition will be observed from pillar-growth to line-deposition. First
studied by [71] and [127], the evolution of the growth behavior is well presented in Fig. 28a
and b [128]. As the scan speed is increased (increasing from a to |), the structures become
more and more inclined. At the same time, a second deposit starts to grow on the substrate,
which becomes visible from pillar d or e onwards in Fig. 28a. Asthe pillar becomes more and
more inclined, the second deposit can also “take off” from the substrate (illustrated by k and |
in Fig. 284). If the scan speeds are increased even further, periodic fence-like structures and
finally solid lines (see Fig. 28c) are deposited [129, 130]. Based on an extensive study, it was
found that the growth of these secondary structures and the periodic growth is caused by the
decreasing precursor supply efficiency to the end of the inclined pillar. As a result of the
increased diffusion path, the flux of precursor molecules reaching the end of the pillar
decreases and the tip becomes thinner and narrower. From a certain scan speed onwards, the
electron beam can penetrate the inclined pillar and create a second deposit on the substrate.
As the primary pillar becomes thinner and thinner, more electrons pentrate and the vertical
growth rate of the secondary structure increases. Finally, the primary and the secondary
structure meet. The process then repeats itself. If the scan speed is increased, the thinning of
the primary pillar and the growth of the secondary structure start earlier and the periodicity
becomes smaller. Finally, aflat line is scanned.

A few other cases are known of secondary structures growing parallel to free-standing
primary structures [127, 131]. It is likely that this is caused by the primary electrons getting
through to the underlying substrate.

Fig. 28. (a, b) The inclination of tips as function of the scan speed [128]. At sufficiently
large scan speeds, secondary deposits start to grow (starting from pillar e and f onwards) ()
At increased scan speeds, fence-like structures and finally solid lines are deposited [ 130].

The influence of the scan speed has also been studied for very high resolution (<10 nm
width) self-standing structures. When the electron beam is scanned over a hole, a self-
standing rod will grow. It is consistently reported that the width of the rods (dimension
perpendicular to the e-beam and the scan direction) decreases with increasing speed of the
electron beam [132, 133]. See dso Fig. 29a. The width at scan speeds above ~10 nm s*
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saturates at 7-10 nm. The width evolution of the rods is roughly similar to the evolution of
dots as proposed by Silvis-Cividjian [61]. If the electron beam irradiates each position on the
rod for a longer time, more SE’s are emitted at the side of the rod and it becomes wider. The
1/scan speed relationship seems to indicate that the amount of material that is deposited per
unit time remains constant for scan speeds up to 10 nms™.

Apart from the width of the rods, the angle of inclination of the rods also appears to be
dependent on the scan speed [132]. The angle between substrate and rod decreases with
increasing scan speed. For scan speeds of 0.8, 4 and 24 nm s*, the angle of inclination was
+55, 0 and -15°, respectively. The authors explain this with the (digitized) step sizes of the e-
beam, which are made smaller when the scan speed is decreased. It is assumed that Gaussian
shaped e-beam (0.8 nm diameter) creates Gaussian shaped deposits at each step of the e
beam. In Fig. 29c, a schematic drawing is depicted for three scan speeds: 0.8, 4 and 24 nm s™.
At every new step, the beam is positioned somewhere on the slope of the already existing
deposit. For alow, intermediate or high scan speed, this position is above (position A), around
(position B) or below (position C) the initial height of the substrate. Hence, the inclination of
the rods is dependent on the scan speed. Similar results were found by [127] for depositionsin
an ESEM.
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Fig. 29. (a) Width dependence of self-standing rods as function of the scan speed. (b) The
dependence of the angle of inclination on the scan speed. (c) Schematic drawing of the effect
of changing the scan speed [132].

V.D. Writing direction
V.D.1. Height

It has been observed that the writing direction with respect to the precursor source can be of
influence on the vertical growth rate. The effect of the position of the gas nozzle was tested by
depositing lines at a constant speed [134]. At the starting position of the line, a tip of constant
height was deposited. The line was written from this tip towards the nozzle, or from this tip
away from the nozzle (see Fig. 30). Considerably more material was deposited when the beam
was scanned towards the gas nozzle than when it was scanned away from the gas nozzle,
although the final line height remains constant. This dependency of the vertical growth rate on
the orientation with respect to the nozzle was also found for other patterns. The proposed
explanation is that the coverage of precursor molecules is not constant over the surface of the
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tip. The side of the tip facing the gas nozzle has a higher coverage of precursor molecules
than the side of the tip away from the gas nozzle. This shadowing effect causes the lower
growth rate for the line that was written away from the gas nozzle. Estimations of the
precursor coverage N in the shadowed areas based on the kinetic theory of gas quantitatively
agree with the experimental results.
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Fig. 30. The effect of the writing direction with respect to gas nozze. A tip was deposited,
followed by a line deposition. When the line was written away from the nozze, significantly
less material was deposited than when the line was written towards the nozze [ 134].

A similar dependency was observed in an experiment where the precursor supply was
mainly by diffusion over the surface instead of through the gas phase [20]. A small amount of
paraffin was placed on a Si wafer and used as a precursor for the deposition a square about 35
um away. An complete AFM image of this square is shown in Fig. 24d and the height profile
over line A in that figure is shown in Fig. 31. It shows that the side closest to the paraffin
source (O) is higher than the side furthest away from the paraffin source (O’).

Height Profile [A] 0
A [
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o 4 8Lm —
Fig. 31. Height profile of a square, demonstrating the influence of the direction of the
precursor supply. The precursor source was located about 35 #m away, on the left side of O.

V.D.2. Composition and morphology

The position of the gas nozzle with respect to the deposit can influence the deposit
morphology, as can be seen in lateral cross sections taken from tips deposited from Co,(CO)s
[92]. For the image in Fig. 32, the gas nozzle was positioned on the right side. A cobalt-poor
region is found in the area towards the gas nozzle, consisting of Co nanocrystals embedded in
a matrix of aC. This cobalt-poor region is asymmetrically surrounded by a crust with larger
Co-grains (see aso Fig. 16). In paragraph I11.B.2, it was explained that the core/crust effect
was probably due to EBIH. The authors suggest that the Co-poor region is directed towards
the gas nozzle as a consequence of a cooling effect of the arriving precursor molecules. The
cooling effect is absent on the side of the tip that is shadowed from the gas nozzle and there
EBIH leads to the larger Co-grains in the surrounding crust. The shadowing effects can also
lead to void formation in tips deposited with a high beam current (82 nA) [92].
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Fig. 32. Cross section demonstrating the influence of the direction of the gas nozze. A Co-
poor region is found off-center, on the side facing the precursor supply [92].

V.E. Proximity effects
V.E.1. Deposit location

A proximity effect is strictly speaking not really a parameter that can be varied, such as for
instance the beam current or the PE energy. However, a significant number of proximity
effects has been reported until now for EBID, arising from different causes. Since these
effects can significantly influence the final deposit shape or deposit distribution over the
surface, we feel that a dedicated paragraph is justified. Proximity effects are well known in
resist based electron beam lithography (EBL). It is usually caused by BSE's and presents
itself as an extra and unintentional exposure of the resist layer surrounding the irradiated
areas. Several types of proximity effects have already been reported for EBID, where matters
are more complicated due to the fact that the irradiated targets are growing and therefore
change in shape.

An effect similar to that in EBL, here called the “BSE proximity effect”, was reported by for
instance Lau et al. [12], Boero et al. [35] and Edinger et al. [30]. Extra deposition can be
observed as a halo around the base of tips (Fig. 33a) or around lines (Fig. 33b). In Fig. 33b,
the width of the halo was much larger on the SiO, than on the (pre-fabricated) pure Au pads.
This is consistent with the larger backscatter range of the incident PE’s for SO, than for Au.
Since the backscatter range is (amongst others) dependent on the energy of the incident PE’s,
working at low accelleration voltages is beneficial in reducing this proximity effect.

1’ SE 10 .I Hivac D
19.4 Hall devices top

Fig. 33. Examples of a proximity effect asit is known in EBL. (a) A halo around a deposited
tip [12]. In the article, no comment is given on the presence of the white line in the image. (b)
A halo round deposited lines[91] . The width of the halo islarger on the S than on the Au.
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There is a proximity effect that is similar to the BSE proximity effect, except for the fact
that it causes parasitic deposition on larger length scales. It was observed when a tall tip was
grown on a substrate on which small Si particles were scattered [69]. Parasitic deposition was
observed in the entire area surrounding the tip, but not in locations directly behind the Si
particles (see Fig. 34). This excludes the BSE proximity effect, since that causes radially
decreasing yet uniform parasitic deposition. Here, the parasitic deposition is caused by the
spraying of high energy electrons that are scattered in the growing tip. These electrons have a
much larger range than BSE's and will be blocked by obstacles in their path (such as Si
particles). Although strictly speaking any electron that has undergone a scattering event and
has an energy >50 eV is defined as a BSE, this effect is here called the “FSE proximity
effect”. A few articles report parasitic deposition that can probably be attributed to this
proximity effect. Zhang et al. [135] have observed parasitic deposition on very thin electron
transparent membranes, where the substrate is too thin for BSE's to play a significant role
(see Fig. 34b). Secondary ion mass spectroscopy (SIMS) performed by Gopal et al. [114, 136]
has shown that Pt was distributed around a tall tip in an area many tens of micrometer wide
(see Fig. 34c and d). They explained this by thermally assisted diffusion of dissociated species
over the surface. Under influence of EBIH of the grown tip, the life time of dissociated
precursor molecules would then be sufficient to diffuse over large distances. We think, in the
light of the above described experiments, it is more likely that the parasitic deposition is the
result of the FSE proximity effect.
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Fig. 34 (a) The shadowing effect of PE scattering from a growing tip ([1rCI(PF3)2] 2) can be
observed behind the surrounding S particles [69]. (b) Growth of Fe crystals around a
growing tip, deposited from Fe(CO)s [135]. (c) SEM image of a tip deposited from a Pt-
precursor. (d) The SMS map shows a wide spread of Pt deposition in the area surrounding
the dot [114].

Several authors reported a type of proximity effect where parasitic deposition occurred on
already existing structures when new deposits were created in the close vicinity. This was
found for self-standing rods (Martin et al. [137], Aristov et al. [138]), dots (Lau et al. [12])
and tips (Mglhave et al. [127]). Aristov et al. have observed that the upper rod in Fig. 35a
thickened as result of the fabrication of the lower rod, even though the deposition parameters
were identical. Lau et al. deposited an array of dots with constant dwell time and observed
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that the dots written earlier in the array were considerably thicker (Fig. 35b, array written
from top to bottom, left to right). Aristov et al. suggest that the extra deposition is caused by
SE spraying from the structure that is being fabricated. This effect is here called the “SE
proximity effect”. In reality, the energy of the electrons is not measured and in principle, this
unintentional growth can in principle also be caused by >50 eV electrons which are scattered
or generated in the newly grown structure. It istherefore possible that there is no fundamental
difference between the FSE and the SE proximity effect.

a)

Fig. 35. Examples of the SE proximity effect. (a) During the writing of the second (lower)
rod, the first (upper) rod became thicker [138]. (b) An array of dots, written from top to
bottomm, left to right. With the deposition of every new dot, previousy written dots have
become thicker [12].

Hiroshima and Komuro [75] and Van Dorp et al. [139] have reported studies on a proximity
effect that is different from the proximity effects discussed until now in the sense that it
affects the structures that are being written instead of the structures that are already present at
the time of writing. The amount of material that is deposited under the electron beam
(excluding parasitic deposition as result of the proximity effects described above) appears to
be larger when the e-beam irradiates the side of an already existing structure then when it
irradiates a flat area on the substrate. Hiroshima and Komuro observed a surprisingly high
vertical growth rate when depositing lines in a single slow line scan, while Van Dorp et al.
observed an increase in amount of deposited material when writing parallel lines with
constant dwell time at a spacing of roughly the same magnitude as the width of the lines. The
amount of deposited material is found to be proportional to 1/sin(a), where o is the angle
between the substrate and the e-beam. The effect is called here the “slope dependent
proximity effect”. Van Dorp et al. found a good (qualitative) correlation between the SE
emission from the irradiated structure and the extra amount of growth due to the proximity
effect. However, this does not necessarily imply that the extra deposition is caused by
enhanced SE emission from the sidewall of the irradiated structure. When one pictures the
adsorbed precursor molecules as a uniform adsorbant layer, the probability for dissociation by
PE’s increases with decreasing o due to the enhanced path length through that adsorbant
layer.
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Fig. 36. (a) AFM image of a wire composed of stitched 80 nm long segments. At each start
of each new stitch, extra material was deposited even though the accumulated charge was
constant over the entire segments. [ 75] (b) Proximity effect as observed by Van Dorp et al.
Lines were written from left to right [ 139].

In general, the deposition is assumed to be primarily the cause of dissociation by electrons.
Experiments by Aristov et al. [138, 140] have indicated that surface plasmons can also
contribute to the growth of EBID deposits. When positioning a stationary ~1 nm beam about
35 nm away from the edge of a Fe film (circle in Fig. 37a), a protrusion grew away from the
edge into the electron beam after an irradiation time of 160 s (Fig. 37b). EELS measurements
suggested that the protrusion consisted of carbon (solid spectrum in Fig. 37c). When the
EEL S spectrum was recorded while the electron beam was positioned about 10 nm away from
the protrusion, a peak of energy losses around 18 eV was observed (dotted spectrum in Fig.
37c). This value is clearly different from the plasmon loss energy for the carbon (25 eV) and
indicates that surface plasmons (whose maximum energy for aC is 17.7 eV) are responsible
for the growth of the protrusion.
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Fig. 37. An example of a proximity effect caused by surface plasmons. (a) Stuation before
and (b) after the electron beam was positioned in the circle. (c) The EELS spectrum when the
e-beam is positioned on the protrusion (solid line) and 10 nm away from the protrusion
(dotted line). The peak just below 20 eV isindicative of surface plasmons.

A proximity effect that is fundamentally different from all other types of proximity effect
discussed until now, was observed by several authors [140, 127, 141]. It was observed that
(initially straight) tips can bend when a new deposit is fabricated in the direct vicinity. This
deformation can also occur during irradiation without precursor gas present and the bending
of the pillar is generally in the direction towards the irradiated neighboring area. Fig. 38a
shows 2 pillars which are bent plastically as result of post-deposition irradiation. Mitsuishi et
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al. [141] came to the conclusion that the deformation was the result of charging. During the
deposition of the second (lower) rod in Fig. 38b, electrons are emitted from the second rod
itself. This leads to positive charging of the second rod, while the first rod is negatively
charged. The opposite charges lead to deformation. Repeating the writing of the same pattern
on a conducting Au-coated carbon substrate showed that this deformation proximity effect did
not appear (Fig. 38c). This indicates that the bending and plastic deformation is caused by
charging. Another strategy of avoiding the charging proximity effect is to use an alternating
scan sequence, where the desired structures are grown simultaneously by scanning alternately.

Fig. 38. (a) Deformation by post deposition imaging [127]. (b) Deformation of-‘ the upper
rod as result of the fabrication of the lower rod. (c) The deformation in (b) can be prevented
by writing the pillarsin an alternating pattern or by using a conductive substrate. (b, c) from
[141].

V.E.2. Composition and resistivity

It is interesting to note that the composition of the parasitic deposits resulting from the
different types of proximity effects can be quite different from the intended, primary deposit.
Lau et al. [12] have found a lower Co concentration in the parasitic deposits that were the
result of the BSE and/or the SE proximity effect. The parasitic deposits typically have about 8
at% Co, whereas the primary deposit contains 35-45 at% Co. The lower metal content in the
parasitic deposits drastically influenced the measured resistivity of EBID fabricated arches
over 2 electrodes (Fig. 39a). The arches were written by alternatingly irradiating the two legs
with decreasing spacing. While irradiating one leg, parasitic material was deposited on the
other. The measured resistivity decreased significantly when tips were deposited, from which
the authors conclude that the parasitic deposit has caused the high resistivity of the arches.
Consistent with these observations, Molhave et al. [19] found a lower metal content in the
parasitic deposits of the SE proximity effect. A layer with very low gold content formed on
already deposited tips at the side that faced the irradiated spot nearby. In constrast to these
findings, Zhang et al. [135, 142] and Shimojo et al. [77] have found the parasitic growth of
bcc a-Fe crystals when irradiating a small area on aC membranes for prolonged dwell times
(40-60 minutes) in the presence of Fe(CO)s (Fig. 39b). The presence of deposits outside the
irradiated primary area can be explained with the FSE proximity effect.

It is surprising that the metal content is lower in the parasitic deposit (compared to the
primary deposit) when using Co,(CO)g or Me,-Au-acac and higher when using Fe(CO)s. For
Fe(CO)s, Zhang et al. [135] explain this by the time dissociated molecules have to re-arrange
into a more energetically favourable position. Precursor molecules that are dissociated in the
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primary irradiation area (the growing tip) do not get enough time to re-arrange because of the
large number of PE’s that impinge on a small area, and therefore the tip becomes amorphous.
In the surrounding area, the current density on the substrate as result of the FSE proximity
effect is much less and dissociated precursor molecules get more time to re-arrange.

There is some evidence to support this mechanism. Fe(CO)s is known to thermally
decompose at temperatures as low as room temperature [143] or autocatalytically in the
presence of Fe [144]. And an indication of the mobility of dissociated precursor molecules
comes from an experiment by Ketheranathan et al. [145] with Mex-Au-acac in a TEM. While
irradiating the sample with a broad beam, cluster growth was observed in the bright field
transmission images (Fig. 39c). The clusters nucleated, increased in size and sintered during
the deposition process. This behavior suggests that dissociated precursor molecules diffuse
over the surface to more energetically favourable positions. Similar mechanisms may have
occurred during the parasitic depositions with Fe(CO)s.

For the Co and Au precursors, the mechanism might have been different. The thermal
decomposition temperatures are well above room temperature and although autocatalytic
decomposition has been reported for Co(CO)s (see also paragraph 111.B.2), this still requires a
temperature of about 60 °C [146]. This temperature was not reached for the parasitic deposits,
nor for the primary deposits (judging from the absence of anomalously high growth rates such
asin Fig. 15). So the Co or Au content of the parasitic deposits is perhaps a base value, which
can become higher in the primary deposit due to the higher current density (more electrons to
induce the desorption of fragments) or due to modest EBIH.

100 nm

Fig. 39 (a) The measurement of the conductivity of deposits from Co,(CO)s [12]. (b)
Around 3 intentionally deposited tips, the parasitic deposition of Fe crystals was found [ 135].
The precursor was Fe(CO)s. (c) Cluster formation for broad beam deposition from Me,-Au-
acac [145].

V.F. Conclusions

In experiments where the main precursor supply mechanism is diffusion, the central part of
a pattern can become depleted of molecules and fresh precursor molecules diffusing inwards
are dissociated on the edge of the pattern. These effects are well reproduced by a continuum
model and a Monte Carlo simulation reported in literature. The deposit composition and
morphology will only be affected by the scan pattern if EBIH occurs. Beneficial for a high
vertical growth rate is a scan strategy where dwell times are short and loop times are long.
Beneficial for ahigh conductivity is a scan strategy where dwell times are long and loop times
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are short. The two competing processes are on the one hand a high probability for an electron
to dissociate a precursor molecule and on the other hand a large number of electrons per
precursor molecule to achieve a high degree of fragmentation. The deposit height profile will
be affected if loop times are so short that the surface is not replenished and growth is
precursor-limited. This will result in deposition on the edge of the pattern, not in the central
part.

If aline is scanned in a single pass and the scan speed is increased from O nm/s onwards, a
transition will be observed from pillar-growth to line-deposition. This transition involves the
growth of periodic, fence-like structures. This behavior is explained by variations in the
balance between the vertical growth rate and the length of the precursor diffusion path. For
high resolution self-standing deposits, the width and the inclination of the lines depend on the
scan speed.

The writing direction with respect to the precursor source can affect the vertical growth rate
for um-sized deposits. The side of the structure facing the precursor source has the highest
vertical growth rate. During deposition where EBIH occurs and the precursor is supplied by a
gas nozzle, the arriving precursor molecules can have a cooling effect. This is shown to have
an effect on the deposit morphology.

Six types of proximity effects are identified and explained. These effects cause parasitic
deposition (on ranges varying from nm's to tens of um's), affect the deposition rate of the
primary deposit or cause deformation of neighboring deposits. It is observed that the
composition, morphology and conductivity of parasitic deposits can be dramatically different
from the primary deposit. There are indications that mechanisms such as EBIH and
autocatalytic decomposition were involved, but conclusive evidence is missing.

V1. Additional circumstances
VI.A. During experiments
VI.A.1. Substrate heating
VI.A.1l.a. Height and width

Substrate heating has been shown as early as 1960 to have a large influence on the vertical
deposition rate. The deposit heights as function of the temperature (at constant accumulated
charge) are shown in Fig. 40. The overall trend is that the deposit height decreases with an
increasing substrate temperature.

As discussed in paragraph 111.C, a higher T will lead to a smaller residence time t hence a
smaller probability that a precursor molecule is dissociated. Hence, the deposit height
decreases. This trend is consistent with nearly all reported results in Fig. 40 and qualitatively
confirmed by some authors [29, 15, 147]. Li et al. [67] show that this model is valid only for a
specific regime: the electron-limited regime. For low beam currents (51 pA in this
experiment) the deposition yield was only a function of t. At high beam currents (403 pA and
higher) a precursor-limited regime was reached. The dissociation rate on the top of the tip was
now not only a function of t, but also of the diffusion length of precursor molecules and the
gpatial distribution of the electron emission sites on the tip sidewall.
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Fig. 40. Deposit height as function of temperature.
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Another factor that can complicate the deposition behavior at nonambient temperatures is
the precursor chemistry. This is what Matsui et al. (®, Fig. 40) [148] observed when they
deposited W from WFs on SiO; in a temperature range of -110 to 160 °C. For temperatures
below 50 °C, the relatively simple relationship described above (a decrease of growth rate
with an increase in temperature as result of shorter residence times) was valid. But at
temperatures above 50 °C etching of the substrate occurred instead of deposition. The authors
explained their results by assuming that the induced process involved both deposition and
etching at all temperatures, and that the etching became the most influential process above 50
°C. The sensitivity of the precursor chemistry to the combination of substrate and precursor
becomes clear from the fact that Li et al. [67] did not observe any etching of the Si substrate
by WF¢ at temperatures above 50 °C.

If the substrate temperature is high enough, thermal decomposition can occur parallel to
electron induced decomposition. For instance, for Fe(CO)s only electron induced
decomposition is found at room temperature, while at 250 °C pure thermal decomposition is
found. At an intermediate temperature (125 °C) a combination of electron induced and
thermal decomposition was found [144] and the deposition efficiency was anomalously high
(40 molecules per PE). This appeared to be due to catalytic effects, since small deposits
continued to grow after the electron flux had stopped. Similar combinations of electron and
thermally induced decomposition can also lead to the oriented growth of small crystals. When
irradiating a Si(111) substrate, kept at temperatures between 400 °C and 600 °C, in the
presence of Fe(CO)s, small iron silicide rods (length 10-80 nm, width 5-10 nm) developed
along step edges [150, 151]. While the width of the rods stayed constant, the length of the
rods increased with increasing dwell time.

Finally, at low temperatures condensation effects can occur. Ochiai et al. [152] observed
that at a temperature of -12 °C so much material (other than the intended film) was deposited

53



Chapter 2.

that the pattern written with the electron beam could not be seen anymore. The authors
mention that the condensation seems to be “enhanced by the electron beam irradiation”, but
give no further details.

A direct influence of the temperature on the width of deposited pillars is not observed.
Kohlmann et al. [72] have measured the dependence of the deposit width on substrate
temperature, but have found no significant effect. Li et al. [67] did observe an effect, but that
was indirectly the result of the growth regime. At high beam currents, the top of the pillar
becomes depleted of precursor molecules and diffusion over the side walls of the pillar
becomes the main source of precursor supply to the top. At lower temperatures, many of the
molecules diffuse onto the pillar but are dissociated before they reach the top. At higher
temperatures, the diffusion speed increases and less molecules are dissociated on the side
walls. Asaresult, the pillar width increases with decreasing temperature (see Fig. 41).
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Fig. 41. Relative width of a tip asfunction of temperature, for different beam currents[67].

V1.A.1.b. Composition and mor phology

Nearly all experiments where the metal content of the deposit was studied as function of the
substrate temperature show a consistent trend: a higher temperature leads to a higher metal
content. Fig. 42 shows the results for WFg [148], Mex-Au-tfac [153, 90], Pt(PFs)4 [65] and tri-
methyl-gallium (TMG) in combination with cracked AsH; [147].

This trend will be caused partially by the fact that the amount of adsorbed contamination
(from the residual gas) decreases with temperature. But there are also precursor specific
differences. The effect of substrate heating is very strong for the Au and Pt precursor. Wang
et al. [65] suggest that the higher metal content at higher temperatures in their experiments is
the result of the increased desorption of volatile groups. While electrons usually only affect
the P-F bond (see also paragraph VIII.B), the raised temperature could increase the
probability that the complete PF; ligand is removed after electron impact. Another (possibly
parallel) mechanism is that atoms or fragments that are separated after electron impact desorb
more easily at higher temperature and are not trapped in the deposit. A similar mechanism
could perhaps also explain the strong increase in metal content as function of temperature for
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the Au precursor and the somewhat smaller increase of metal content in the deposits from
TMG and cracked AsHs.
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Fig. 42. The temperature dependence of the metal content.
¢ TMGandAsH; Takahashi etal. [147]

X WFg Matsui et al. [148]
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Me,-Au-tfac Weber et al. [90]
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The effect of the temperature is rather weak for depositions with WF. F is hardly detected
(2% or less) for the temperature range used in the experiment [148]. Apparently, F is volatile
enough to desorb completely even at low temperatures, in contrast to fragments of precursors
described above. The other components in the deposit are C and O, most likely originating
from the residual gas.

VI.A.1.c. Conductivity

If the general trend isthat the metal content increases with increasing substrate temperature,
then one would expect that the conductivity of deposits also increases. There are not many
articles reporting measurements of the resistivity of the deposit as function of the temperature
during deposition, but the available reports are consistent with this hypothesis. A resistivity of
10 Qcm was measured for deposits from Mex-Au-tfac at 80 °C [153], while this was 107
Qcm at room temperature [33]. In another report, a decrease in resistivity of a factor of 2 was
reported for the same precursor when the substrate temperature was increased from room
temperature to 60 °C [126].

VI.A.2. Tilting during deposition
In general, nearly all of the depositions are done with the sample surface perpendicular to
the focused electron beam. There are two reports where the effect of tilting of the sample on
the deposition rate has been measured. Using Fe(CO)s as a precursor, the deposition rate on a
Au substrate was studied for two angles. 90° and 30° (angle between beam and substrate). The

55



Chapter 2.

deposition rate increased from 8.5 x 10 atoms/e’ to 1.2 x 10 atoms/e’, respectively, a factor
of around 1.4 [144]. Under the same conditions, the SE emission increased by a factor of 2. In
another study specific numbers were not mentioned, but the deposition yield and the SE yield
showed a similar dependence on the angle between beam and specimen [103].

These results are an indication that there is a correlation between the SE yield and the
deposition yield. We have seen more indications of this in paragraph IV.B.1 and V.E.1, for
instance. However, it needs to be remarked that, athough there is a correlation, these
experiments do not give a direct evidence that the deposition is caused merely by the SE's.
Similar to the argument used for the slope dependent proximity effect (discussed in paragraph
V.D.1), one can argue that the adsorbed precursor molecules form a layer covering the
substrate. The length of the trajectory that the incident PE’ s travel through that layer increases
with 1/sin(a), which is roughly similar to the angular dependence of the SE yield.

VI.A.3. Biasing sample during deposition

In an attempt to fabricate narrower structures, Yavas et al. [154] have positively biased the
sample to suppress the emission of SE’s (no numbers given). The authors report that the pillar
width was not affected by the bias.

That the expected result was not obtained by biasing the sample, is not surprising. The
experiment was performed assuming that the SE's play a significant role in the deposition
process. Supposing this assumption is correct, it is not straightforward to see how the bias
would exactly influence the deposition process. In the first place, the emission of SE’'s may
not have been suppressed. There is no electric field inside a conductor, so SE’s will only be
influenced by the electric field once they exit the sample. The bias affects the electron
trajectories (redirecting them towards the sample), but does not suppress the emission of SE’s.
In practice, the deposit is not a perfect conductor, so the electric field will penetrate the
deposit. But it is not clear to what extent this will influence the emission of the SE’s. In the
second place, SE’'s may not even need to exit the substrate in order to dissociate an adsorbed
precursor molecule. It is conceivable that DEA or DD is possible when SE’s approach the
adsorbed molecule from the bulk of the substrate, without actually exiting the material. So
without a better understanding of the influence of a bias on the SE behavior, this experiment
is not very useful.

VI.B. Post-deposition treatment

VI1.B.1. Extrairradiation
Post-deposition treatments are usually applied to improve the properties of the deposit and
to remove unwanted fragments. One way to do this, is to expose the deposit to a high current
beam after the precuror supply has been stopped. This extra exposure can have various
effects, such as for instance graphitization. When exposing a-C deposits from contamination
inthe SEM to an 80 keV beam in a TEM for several minutes, a significant part of the aC was
transformed into graphite [24]. Other types of morphological change are also possible: the
surface of atip (~8 um high, deposited from hfac-Cu-VTMS) changed from smooth to rough
when the apex of the tip was observed with a high current beam [91]. Interestingly, this
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change occurred over the entire surface of the tip even though only the top part was irradiated
(the tip was viewed under a tilt angle of 70°). Apart from affecting the morphology, post-
deposition irradiation can also affect the conductivity. For deposits from Fe;(CO)1,, it was
reported that “additional irradiation of high-resistance lines (preliminarily deposited at low
beam current values) at high | values leads to a considerable increase in the conductivity of
lines’ [95]. Similar results were found for deposits from W(CO)s, where the resistivity
decreased with a factor of 20 [76]. And finally, post-deposition irradiation can be used to
sculpt a deposit. A freestanding wire of about 10 nm width was grown in the SEM (from
TEOS), after which the wire was exposed to a 200 keV high current electron beam in a TEM.
The irradiation caused a relative increase of the Si content and a decrease in the width of the
wire down to 1 nm before finally breaking [155].

The effect of the extra exposure can be the result of several (parallel) mechanisms. It can be
the completion of the (initially) partial decomposition of the precursors, or the formation of
volatile components with the help of residual background gases. The change in morphology
of the copper tip seems to indicate that the influence of EBIH can be significant, because the
bottom of the tip was affected without having been exposed (after deposition) to the e-beam.
For the experiments in the TEM, knock-on damage by high energy (>50 kV) electrons is a
likely mechanism behind the changes in properties, especially since it strongly affects light
elementsin the target.

VI.B.2. Annealing
V1.B.2.a. Composition

Apart from an extra post-deposition exposure, the deposit properties can also be improved
with annealing. Free-standing, amorphous rods (deposited from Fe(CO)s on Si) changed into
single-crystal o-Fe when annealed under UHV-conditions at a temperature of 600 °C [156,
157, 158]. Carbon and oxygen were hardly detected in the annealed rods and the shape
remained almost unchanged. When repeating this procedure for deposits grown on a carbon
grid, the deposits contained iron carbide or polycrystalline a-Fe. Apparently, material from
the substrate moves into the final deposit during annealing. The incorporation of elements
from the substrate was also found for thin &C films deposited on Si(100) from ethylene. At
temperatures above 1170 K, the aC film turned into SIC [159].

In other cases, crystals in an amorphous matrix are formed. After in situ annealing of
selfstanding deposits created from Cr(CO)s, W(CO)s and Rey(CO)10 nanocrystals (~20 nm in
size) formed [160]. Electron diffraction of the crystals showed that the rhenium deposits
contained pure Re crystals. For the other two materials, various phases were present, amongst
others carbides. The growth of crystals was also found after the annealing of a rod deposit
from hfac-Cu-VTMS [91]. Initially, the tip was smooth and showed uniform contrast, with the
diffraction pattern showing mainly randomly oriented small Cu crystallites. Above
temperatures of 140 °C, larger Cu crystals formed. The tip morphology is shown in Fig. 43.
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Fig. 43. Annealing of a rod deposited from hfac-Cu-VTMS[91].

Crystallization is found not only for metals, but also for carbon. When freestanding a-C rods
are annealed in the presence of iron nanoparticles, the aC can be converted into graphite
[161, 162, 82]. An example is shown in the TEM micrographs in Fig. 44. At atemperature of
650 °C, iron particles migrated into the nanorod and graphitized the carbon as they did so.
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Fig. 44.Graphiti zéti on of carbon nanowire by an iron particle [ 161]. The annealing
temperature was 650 °C.

Finally, when nanoscale deposits are annealed, annealing can entirely destroy the structure.
While this did not occur for the Fe-deposit described above, it clearly occurred for a pattern
consisting of Pt-containing dots. The dots were a few nanometers in size and when heated to a
temperature of 800 °C, it was found that the pattern was completely deformed [163].

V1.B.2.b. Conductivity
For carbon structures that are graphitized during annealing, the conductivity clearly
increases. Already in 1934, Steward studied films deposited from contamination [164]. When
testing the conductivity with atelephone receiver, he found that the initially isolating film had
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become conducting after heating the platinum substrate “bright red in vacuo”. The amorphous
carbon had most likely turned into graphite. Similar results were found for graphitized
nanorods, for which the resistivity decreased from 68.9 Qcmto 5.2 x 10™ Qecm [82).

Positive results have also been found for metal containing deposits. Deposits from WF
showed an improvement of a factor of 10 when annealed at 500 °C in a H, atmosphere [165].
An improvement in conductivity of as much as 3 orders of magnitude was observed for
deposits that were created with a low beam current. This is probably due to the fact that in
those particular deposits, the dissociation of the precursor molecules was less complete and
relatively more precursor fragments desorbed. See also Fig. 45. Annealing was also beneficial
for the conductivity of deposits from CpPtMes. For wires, annealing for 2 hours at 180 °C led
to adrop by a factor of 3 in the resistance [96]. For tips used as emitters, the field emission
current and the reliability of the emitters increased when annealing between 400 and 750 °C
[166].
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Fig. 45. The effect of annealing of wires deposited from WFg. For wires deposited with a

low beam current, the annealing has a stronger effect, up to as much as 3 orders of
magnitude [ 165].

Annealing does not always improve the conductivity. For instance, annealing at 170 °C for
10 minutes had no effect on wires deposited from Fe;(CO)12 [95]. The temperature may not
have been high enough, since annealing at 600 °C did give an effect for similar Fe containing
deposits [156, 157, 158]. But even at high temperatures, annealing does not necessarily lead
to improved conductivity. Annealing of lines deposited from Mex-Au-tfac or Cox(CO)s at
temperatures around 300 °C gave de-wetting instead of wetting: the lines seperated into
solidified droplets [126, 108, 167]. Apparently, the amorphous carbon matrix had oxidized
and disappeared, leaving the (oxidized) metal grains.

VI.C. Conclusions

It is consistently reported that a higher substrate temperature during deposition leads to
lower vertical growth rates. This is caused by shorter residence times of adsorbed precursor
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molecules. The lateral growth rate is only affected if the temperature leads to a change in the
growth regime. If the substrate temperature is in the order of the precursor thermal
decomposition temperature, dissociation can be thermally-induced parallel to electron-
induced. This has been observed for a number of metal-organic precursors. The result is a
higher metal content and a higher conductivity.

Experiments where the substrate is tilted during deposition indicate that there is a
correlation between the deposition yield and the SE yield.

Post-deposition irradiation induces graphitization of aC deposits, it can induce EBIH
(thereby changing the deposit morphology from smooth to rough), the deposit conductivity
can increase and deposits can be sculpted.

Pogst-deposition annealing can graphitize a-C deposits and can improve the metal content for
metal containing deposits. Having said this, carbon appears to be an element that is difficult to
remove by annealing. In most reported cases, carbon was generally still present in the deposit
after annealing, often in the form of carbides. The formation of carbides is unfavourable,
because it is a thermodynamically very stable compound. Another issue is the diffusion of
substrate material into the deposit (observed for C, Si and Fe) and the deformation of the
structure. The conductivity generally improves, provided the deposit stays intact and de-
wetting does not occur.

VII. Substrate

Important for the understanding of the physics of the deposition process is whether the
substrate is of any influence. An influence can either be expected for substrate-precursor
interactions (e.g. adsorption) or for electron-substrate interactions (e.g. SE yields). The first
type of interaction was suggested to explain experiments where thin films (tens of Angstroms
thick at most) were deposited from WFs. It was found that the growth rate on Si is higher than
on Au (at the same pressure) [168]. According to the authors, the difference in growth rate is
the result of a smaller adsorption coefficient of WFs on Au than on Si. This seems likely,
since the SE yield isin general larger for Au than for Si [169].

However, in most other studies, deposits are thicker and the relevant surface is the deposit
surface, not the substrate surface. So in most cases, the electron-substrate interactions are
dominant instead of the substrate-precursor interactions. The former become visible as
differences in BSE and SE yields and in the spatial extent of the electron scattering in the
substrate. Indications of the influence of BSE and SE yields come from experiments and
simulations on, again, deposition on Au and Si. A S sample was partially coated with a 500
nm layer of Au and deposition was performed over the edge of the Au layer with hfac-Cu-
VTMS. The vertical growth rate was a factor of about 1.5 larger on the Au than on the Si [91].
This ratio compared well to calculated BSE yields for the two situations. Unfortunately, the
deposition yields for a carbon precursor (acrylic acid) on the same substrate agree less well
with the simulated BSE and SE yields. The author tentatively suggests a slightly different
dissociation process (radical or ion assisted) but still assumes that the model is correct.

As far as the vertical growth rate is concerned, one would expect that the influence of the
substrate is negligible when depositing tips. For most of the time, the interactions take place
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in the tip and not in the underlying substrate. This theory is confirmed by experiments where
tips were deposited on Al, Ti, Cu, W, Mo and Pb. There was no significant effect of the
substrate on the vertical growth rate, composition or morphology [91]. Contradicting results
were found for the deposition of selfstanding contamination rods. Different growth rates were
observed for various substrates (amongst others Al, Ti, Cu, W) [170]. But since the residual
gas was used as precursor and cleaning procedures of the substrates were not described, the
concentration of residual gas molecules on the samples may not have been constant.
Furthermore, one would expect substrate effects to be very small, because the majority of the
relevant interactions occur on the growing selfstanding rod, nearly completely away from the
substrate.

More clear examples of the influence of the substrate-electron interactions come from
experiments where the deposit width is studied. For instance, when depositing contamination
lines on GaAs and Si, significant shoulders on the lines were observed [119]. The width of the
shoulders appears to be dependent on the substrate. Region 1 in Fig. 46a is the area where the
PE’s impinge on the GaAs substrate, region 2 indicates the range over which BSE'sand SE's
“interact with the substrate surface”. They calculated the spatial extent of BSE scattering in
the substrate for GaAs and Si and indicated this with the dashed lines in Fig. 46a and Fig.
46b, respectively. The calculated range is larger in Si than in GaAs, which is the result of the
smaller density of Si. This coincides “fairly well” with the extent of region 2 for both
samples. Furthermore, the measured height in region 2 isalso less for Si than for GaAs, which
is “consistent with the energy of the electron beam being scattered over a larger volume in the
Si”. This is a similar effect to the BSE proximity effect described in paragraph 1V.E.1 (see
also Fig. 33b). A similar dependency on the spatial distribution of electron scattering in the
substrate was found for the diameter of tips. The diameter of tips deposited from CpPtMe; on
Si, Cu and SiOx substrates were 199, 146 and 49 nm respectively, at identical accumulated
charges [74]. These diameters “correspond with the main path length of those materials and
the related proximity-function”.
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Fig. 46. Height profilesfor line depositions on (a) GaAsand (b) S [119].

Regarding the influence of the thickness of the substrate, there seems to be no effect on the
width of deposits. Dots were deposited from W(CO)g on areas that were transparent (thin) and
nontransparent (thick) to 200 keV electrons of a Si(110) sample. The width of the dots was
not significantly influenced by substrate thickness [171]. This was confirmed by Monte Carlo
simulations[172, 173].
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Apart from adsorption behavior or the spatial extent of electron scattering, the conductivity
of the substrate is also found to be of influence on the deposition process. An example of this,
the deformation proximity effect, was already discussed in paragraph V.E.1. Depending on
the conductivity of the substrate, already deposited structures were found to deform when new
structures were grown in the neighborhood (see Fig. 38b and c). Another example is the
growth of dentritic structures on insulating substates such as Al,O3 [174, 175, 176, 177], BN
[178] and tetragonal zirconia crystals [179]. The dimensions of the structures can vary by
orders of magnitude (see Fig. 47a and b) and the formation was observed for metalorganic
precursors (e.g. W(CO)g) and contamination. It is assumed that the dendritic growth is caused
by charging of the sample. As aresult of the charging, alocal electric field is formed, which
concentrates at convex areas. If the electric field is strong enough, (estimated field strengths
in the order of 10°-10" V/m) precursor molecules in the gas phase are polarized and/or ionized
and will follow deterministic instead of ballistic trajectories [178]. Similar growth was also
observed for W(CO)s on 10 nm thick SisN4 membranes [180]. Arrays of dots were deposited
in the STEM (Fig. 47c). When the sample wasttilted, it became apparent that some of the dots
were considerably higher than the average dots (Fig. 47d). These outliers also showed
branching in some cases. This, and the fact that the irregular growth was not observed close to
conducting areas on the substrate, is a strong indication that charging played a significant role.

Fig. 47. Examples of the effect of an insulating substrate. (a) Dendritic growth from
hydrocarbons on a BN crystal as result of broad beam illumination [178]. (b) Dendritic
growth fromW(CO)s on Al,O3 asa result of braod beamillumination [ 174]. (c) An array of
dots deposited from W(CO)s on S3Na. (d) Same array as in (c), but now viewed under a tilt
angle of 20° The outliers are clearly higher than the average deposit and also show
branching [ 180].
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In conclusion, the substrate can affect the vertical growth rate. This can be due to changesin
the adsorption behavior (for deposits several A thick) and/or changes in the BSE and SE
yields. The width of the deposits is found to be dependent on the spatial extent of the electron
scattering in the substrate. The thickness of the substrate does not seem to affect the width of
deposits. On insulating substrates, dendritic and irregular growth was observed, behavior that
is most likely due to charging effects.

VIII. Precursor
VIII.A. Introduction

The precursor molecules contain the material to be deposited and as such, it is a crucial
factor in the deposition process. Many different precursors have been tried for EBID. Fig. 48
shows that carbon precursors (residual gas, contamination in the electron optical system or
carbon precursors) are most widely studied. W(CO)s, F&(CO)s and PtCpMe; are the most
popular metalorganic precursors and WFs is the most frequently used anorganic precursor.
Silvis-Cividjian and Hagen [45] present a fairly complete list of the precursors used, together
with references.
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Fig. 48. Histogram of the number of articles that report on work on specific precursors. The
10 most popular precursors are shown.

According to Hoffmann [181], a suitable and useful precursor has a number of
requirements: it needs to be a volatile compound at room temperature (either a gas, liquid or
solid), it needs to decompose to the desired “product” in a fast, clean and highly selective way
(ideally without additional reactant gas), vacuum contamination (corrosion) should not occur,
it needs to evaporate completely, fast and without residue, it needs to be stable during storage
and supply and it is preferably nontoxic and not expensive. On top of these requirements, we
have to keep in mind that EBID experiments usually take place in high vacuum conditions
and not in ultrahigh vacuum conditions. This means that there is a backgroud pressure of
water or air in the order of 10® mbar. And still we want to have pure deposits.

At the moment, none of the precursors used for EBID reach the desired level of
performance. Frequently used stable compounds such as W(CO)s or PtCpMe; yield deposits
that contain typically about 10% metal. WFs, a stable compound that yields a higher
concentration of metal (80 — 100%) is an aggressive precursor that can damage electron
optical equipment [182]. AuCI(PF); or D,GaNs, precursors that are known to yield pure
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deposits and are not aggressive, are very unstable and can be difficult or even dangerous to
work with [183]. And a precursor such as AuCls does, in certain conditions, not yield any Au
at all [184]. It can be safely stated that at the moment, the main factor limiting the application
of EBID in devices is the lack of control over the composition of the deposits. Despite the
importance of a good understanding of the dissociation mechanism for the progress in EBID
research, the subject receives a relatively small amount attention compared to the other
parameters described in this review. Improvement is mainly tried through tweaking of the
beam parameters (beam current, acceleration voltage) or post-processing. The choice of
precursor is mostly determined by the fact whether it is used often and whether it is readily
available. Nearly all of the precursors used for EBID stem from the CVD world and there has
been hardly any search for precursors dedicated to EBID.

VII1.B. Precursor gasonly

In order to make a start with the understanding of the dissociation mechanisms of
precursors, systematic studies are required. There are afew such studies.

A study was made of the composition of deposits from purely organic precursors (styrene,
acrylic acid, propionic acid, acetic acid and formic acid) and precursors containing fluorine,
nitrogen and chlorine (trifluoroacetic acid, acetonitrile and CCl,). Analysis techniques used
were EDX, micro elastic recoil detection analysis (WERDA), micro-Fourier transform infrared
spectroscopy (uFTIR) and micro-Raman. Surprisingly, the EDX, uERDA and pFTIR
measurements show that the deposits from the purely organic precursors are all chemically
very similar [185, 91]. The composition is CoH,O; (regardless of the stoichiometric
composition of the precursor), 90-95% of the carbon is sp? bonded (carbon - carbon), 5-10%
is sp® bonded (carbon — H) and the micro-Raman measurements indicate that the carbon
deposits consist of nanocrystalline graphite with cluster sizes around 2 nm. Similar results are
found for the precursors containing the components F, N and Cl. It was found that 90% of
these specific components are lost during the deposition, either during precursor fixation or by
continued irradiation of already deposited material during the deposition process. Analysis of
deposits from two paraffins (CxHas and Ca4Hsp) with EELS and Raman confirm these results
[20]. Again, 80-90% of the carbon atoms was sp® bonded and Raman studies showed a similar
amount of disorder in the carbon.

Regarding the growth rate and the growth behavior, significant differences were found
between acrylic acid and styrene. With a similar precursor flux reaching the irradiated area,
acrylic acid has a 5 times higher growth rate than styrene [185]. This is most likely due to
longer residence times of the acrylic acid molecules on the adsorption sites, which means its
sticking coefficient is higher. This is caused by the fact that acrylic acid is a polar molecule
and can form H-bonds, interactions which are much stronger than the Van der Waals forces
for styrene.

Another difference is the deposit smoothness. While most of the precursors yield a smooth
deposit, the deposits from formic acid are sometimes (and not reproducibly) rough and have a
hollow structure (see Fig. 49) [185]. Apparently, electron-induced desorption of volatile
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elements occurs inside the deposits after precursor fixation because these volatile elements are
present in the precursor in a high ratio compared to the carbon (C/(O+H) = Y4).

Fig. 49. Hollow pear shaped deposits from formic acid [91].

In another comparative study, the composition of deposits from 4 Cu-precursors was
determined: Cu(hfac),, hfac-Cu-MHY, hfac-Cu-VTMS, hfac-Cu-DMB. For Cu(hfac), and
hfac-Cu-MHY stable compositions of 13-14% Cu and 75-80% C were found during
sputtering cycles [129]. The Cu content for hfac-Cu-VTMS and hfac-Cu-DMB was estimated
to be 15-20% and 60-70% C. The fluorine signal was not above the noise level. The authors
conclude that the Cu content is not determined by the stoichiometric composition of the
precursors, but more by the thermodynamic precursor stability and the electron/precursor flux
ratio. These results are mostly consistent with experiments where the composition of
physisorbed multilayers and deposits from hfac-Cu-VTMS was studied. It was found that the
electron bombardment mostly affects the fluorine and oxygen containing groups in the hfac
ligands, while the CHx groups from the VTMS and hfac ligands remain mostly unaffected
[56].

Two Rh precursors, [RhCI(PFs);]. and [RhCI(COy)]2, appear to have very similar
decomposition paths [112]. The composition for both precursors was independent on the
accumulated charge, which indicates that the deposit is chemically quite stable. The Rh
content was 60% and 56%, resp. and the Cl content was 7% and 5%, resp. The elements that
are at the core of the precursor molecules are present in relatively high concentrations (19% P
for the carbon-free precursor, 34% C for the carbon-containing precursor) and fluorine was
not detected in either of the deposits. These experimental results are in contradiction with a
theoretical model made for [RhCI(PFs),].. Calculations based on density functional theory on
the lowest energy pathways for decomposition indicate that the loss of the PF; ligands is most
favourably [186]. However, the electron beam induced deposits contain P and no F. Similar
results were obtained for P{(PFs3)s. It was found that electrons mainly induce scissions of the
P-F bond [65] and not the removal of complete PF ligands as in the case for thermal
decomposition in CVD. The discrepancy between results from EBID on the one hand and
results from calculations and CVD on the other, suggests that the electron induced
dissociation is more complex than just a simple single-step process.

Few differences were observed between deposits from three Au precursors. Me,-Au-acac,
Mex-Au-tfac and Me,-Au-hfac. For all precursors, the deposit composition is 10% Au, 20% O
and 70% C for beam currents >900 pA [33]. Again, fluorine is not detected. This indicates
that the decomposition mechanism is similar.
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For the cases described above, the dissociation was electron induced. In some of the
preceding chapters and paragraphs, it has become clear that the contribution of thermal
decomposition to the growth can be significant. In general, this is beneficial for the purity of
the deposits, but in some cases the size and/or precise location of the deposit is more difficult
to control. This was for instance observed when creating deposits with a large accumulated
charge (Co,COs [92]), with high beam currents (Mex-Au-acac, Mex--Au-tfac, Me,-Au-hfac,
Cu(hfac)2, Mo(CO)s, MesPtCp [90], Co,COsg [92], Co(CO3)NO [12], hfac-Cu-VTMS [91]) or
in situations where the thermal conductivity of the deposit was low (hfac-Cu-VTMS [120]).
And indications of autocatalytic effects were found for Fe(CO)s) [142]. These thermal effects
are clearly precursor dependent. As an example, no thermal effects have been observed for
[RhCI(PFs3)2]2 , even though different scan patterns and deposition conditions have been tried
[186].

Degpite the indications that thermal effects are involved, it is not so easy to link the above
mentioned effects to the thermal decomposition temperature. The precursors Co,(CO)s and
hfac-Cu-VTMS showed thermally enhanced decomposition and have a low thermal
decomposition temperature: 60 °C [146] and 63 °C [129], respectively. Fe(CO)s has
demonstrated steady-state thermal decomposition even at -20 °C [143]. For these precursors
thermally assisted decomposition has been observed during EBID. As mentioned, thermally
assisted decomposition was not observed for [RhCI(PFs)2]2 . which also has a much higher
thermal decomposition temperature (160 °C [187]). So far the trend is consistent, but this
trend is contradicted by the thermal decomposition temperature of Co(CO3)NO and Mex-Au-
hfac: 162 °C [188] and 160 °C [189], respectively.

Further evidence of the complexity of the dissociation process comes from studies on the
proximity effects and the deposition on insulators. From the discussion of the various
proximity effects in paragraph V.E.2 it became apparent that the composition of parasitic
deposits can be very different from the primary deposits. And the composition of dendritic
structures created on insulating substrates (discussed in paragraph VII) can also be very
different from the usual, nondendritic deposits. For instance, deposits created from W(CO)s
are usualy are nano-composites [133], with small W crystals in an aC matrix. But the
dendritic structures obtained on insulating surfaces were pure bcc tungsten crystals [174]. In
contrast, dendritic structures created on insulators from the Pt precursor were not pure Pt, but
nanocomposites [176].

Such contradictions, together with the observations that (1) in some cases the stoichiometric
composition of a precursor seems to be irrelevant for the deposit composition (for the
mentioned C, Cu and Au precursors) and (2) that EBID does not necessarily follow either the
theoretically calculated lowest energy pathway or the thermal decomposition path, shows that
the dissociation mechanism is not so simple as one may initially expect. The results also show
that further detailed studies into the precursor chemistry and dissociation mechanisms are
required to be able to improve the deposit composition.
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VIII.C. Reactive gases

Although the precursor chemistry is complex enough when the precursor gas isthe only gas,
as became clear in the preceding paragraph, it is possible to influence the decomposition
mechanism by mixing in additional gases, so called reactive gases. The idea is that the
reactive gas forms volatile components with unwanted fragments that otherwise remain on the
sample after the dissociation of the precursor molecules. This prevents these fragments from
polluting the deposit. Strictly speaking, nearly all experiments described in this review are
done in the presence of a reactive gas. After all, the typical EBID system has a background
vacuum of no better than 10 or 10" mbar, which is mostly due to the presence of water and
air. Depending on the cleanliness of the system, carbon contamination will also be present. So
during a typical EBID experiment, precursor molecules will be competing with for instance
water molecules for surface adsorption sites and there will always be oxidizing components
available to react with dissociation fragments.

However, there is a number of reports where the pressure of reactive gases was raised
significantly above the background level. In a relatively simple example of precursor
chemistry, the effect of mixing H, with WClg during deposition was tested [148]. This made
the W content increase from 95% to 100%, probably by the formation of HCI. Using a more
complicated combination, Folch et al. [190] mixed 130 mTorr of Me,-Au-hfac with 3 Torr of
H>0O and with a mixture of 2 Torr of O, and 8 Torr of Ar. While the Au content of squares
deposited without reactive gas was 2-3% at most, this increased to 20% when H,O was added
and increased to about 50% when the Ar/O, mixture was added. According to the authors,
H>O or O, are ionized by the electron beam, react with the C from the deposits and form CO,
or CO. Thiswould explain that the Ar/O, mixture has more effect than the H,O, because there
is more O present. Molhave et al. [19] performed a similar experiment. They used a similar
precursor (Mex-Au-acac, partial pressure not reported), mixed in 0.4-0.9 Torr H,O and instead
of depositing squares, they deposited tips and wires. The results are quite different. The Au
content increased, but not homogeneously distributed over the deposits. The gold was
concentrated mostly in the core of the tips and wire, surrounded by a shell of amorphous
carbonaceous material. This particular core-shell structure could only be fabricated in the
presence of water; mixtures of H, and O, with the same amount of H and O as 0.8 Torr of
H,0O did not have such an effect. That the effect of H,O on the deposit composition is far from
consistent, becomes evident from experiments by Crozier and Hagen [191]. Me;sPtCp was
mixed with H,O and no influence was found on the deposit composition.

Wang et al. [65] have introduced O, during deposition from Pt(PFs)4, but the Pt content
increased only by a small amount, from around 17% to around 22 at%. Better results were
obtained by Fischer et al. [109], who added oxygen during the deposition of SiO, (precursor
not mentioned) and were able to create carbon-free deposits.

VII1.D. Precursor pressure

It is consistently reported that higher gas pressures lead to higher growth rates [29, 64, 149,
192]. In Fig. 51 the growth rate is plotted as function of the current density for 3 different
Rus(CO)12 fluxes: (1) = 3 cm?s?, (2) = 1.5 cm?s?, (3) = 0.9 cm?s™. As the precursor flux
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increases, so does the growth rate. In the initial stages, the growth is electron-limited. In the
final stages, the growth is precursor-limited.

Fig. 50. Core-shell structure for a tip deposited from Me,-Au-acac in the presence of H,O
[19].

A simulation has been developed to determine the local distribution of precursor molecules
on the substrate for the supply from a gas nozzle typically used in EBID experiments. In the
Monte Carlo simulation, molecular flow conditions are assumed. The distribution from the
model is compared to the height distribution of impinging precursor molecules that are
thermally dissociated on a heated substrate. A good quantitative agreement is found (see Fig.
51b) [193].
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Fig. 51 (a) Growth rate as function of the current density for 3 different Ruz(CO)1. fluxes.
Precursor flux 1 = 3 cm?s?, 2= 1.5 cm?s?, 3= 0.9 cm?s™* [64]. (b) Comparison of the
impinging precursor distribution between experiment (grey scale height map) and simulation
(isodensity contours) [193].
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Some reports mention the existence of a minimum gas pressure required for deposition. A
pressure threshold of 8.6 x 10™ Pa was also found for deposition from CrO,Cl, [102]. Below
this pressure, no Cr deposition was observed. It was found that etching of the (Cl-deficient)
CrOCly, film occurred during post-deposition irradiating in the presence of Cl,. The authors
suggest that there are 2 competing processes during growth from CrO,Cl,: dissociation of
CrOCl; and recombination of CrO«Cl, with Cl. But how the presence of these 2 competing
processes would lead to the observed pressure threshold does not become quite clear. Pressure
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thresholds were also found for W(CO)s (1 x 10° Pa) and Me,-Au-acac (5 x 107 Pa) [85].
Growth was not observed below these thresholds regardless of the beam current. The authors
suggest that the a requirement for deposit growth is the presence of stable nuclei on the
substrate. Below the mentioned precursor pressures, “the nuclei will not grow”. This would
indicate anonlinearity of atype that has not yet been reported elsewhere. Another explanation
for the pressure threshold could be again 2 competing processes. this time dissociation of
precursor molecules and knock-on damage by the PE's. The PE energy was 200 keV and
sputtering of the deposit nuclei by the PE’s is conceivable [51].

Morphological changes were observed for deposits from Ni(CsHs), as function of the gas
pressure (range 10° — 10® mbar) and substrate temperature (range -103 — 25 °C). Depending
on the precise conditions, uniform (Fig. 52a and b) or open structures (Fig. 52c and d) were
found [81]. It appeared that the formation of uniform or open structures was determined by
the ratio between the precursor partial pressure Ppatia and the precursor equilibrium pressure
Pequitibrium 8t the corresponding substrate temperature. Uniform deposits were formed for
ratio’s Ppatia/Pequilioium <1, open deposits were formed for Ppartia/Pegilioium >1. How these
conditions lead to the observed morphologies was not explained.

108 e

Fig. 52. The morphology of deposits from Ni(CsHs), was found to depend on the ratio
bet\l\leen Ppartial/Pequilibrium. The I’a'[IO’S Ppartial/Pequilibrium al’e (a) 17 X 10-4, (b) 65 X 10-4, (C) 18
x 10" and (d) 9.6 x 10°[81].

VII1.E. Conclusions

From the few systematic studies that have been performed, it becomes clear that electron-
induced decomposition is a complex process. It is consistently reported that the deposit
composition is not directly dependent on the stoichiometric composition of the precursor. For
five purely organic precursors, the composition is constantly CoH,O;. Most of the carbon is
sp® bonded, a small fraction is sp® bonded. For four Cu precursors, the Cu content is 10-20%
and a similar metal content is found for three gold precursors. Two Rh precursors, one having
PFs-ligands and the other CO,-ligands, show similar decomposition paths. The elements at the
core of the precursors (P and C, respectively) are present in relatively high concentrations. For
all precursors, it is consistently reported that elements such as F, N and Cl are removed almost
completely from the deposit. Further evidence of the complexity of the dissociation process
comes from studies on the proximity effects and the deposition on insulators. The
composition of parasitic deposits and dendritic deposits can be very different from the
primary deposits.
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For the Cu precursors, it is concluded that, rather than the stoichiometric composition, it is
the thermodynamic stability of the precursor and the electron/precursor flux ratio that
determines the final composition. For other precursors, this link is not so easy to see. For
instance, the electron induced decomposition paths of the Rh precursors are very different
from decomposition paths expected from calculations or thermal decomposition.

The influence of reactive gases is far from consistent. Adding H.O to Me;sPtCp did not
influence the deposit composition. Adding H, to WClg or O, to Pt(PFs)4 gave only a minor
increase in metal content. The only cases where a significant effect was reported were for
Mex-Au-hfac mixed with O, and Mex-Au-acac mixed with H,O. The former gave an increase
in Au content from a few to twenty percent, the latter resulted in a Au core surrounded by an
aC shell.

A model has been developed to determine the distribution of gas molecules on a substrate
for a nozzle geometry and results are consistent with experimental results. Higher precursor
pressures lead to higher growth rates and in some cases a pressure threshold for EBID growth
is reported.

I X. Conclusions

In this review, the consistency of experimental results with each other and with existing
models has been discussed. Most of the observed effects can be explained with available
models. The lateral growth of deposits as function of the accumulated charge is characterized
by a rapid increase followed by saturation. Deposits as small as 1.0 nm can be obtained by
stopping the growth in the stage of rapid increase. At these small scales, the counting statistics
of precursor molecules become visible as variations of the mass of the deposits. The vertical
growth rate depends on the growth regime. In the electron-limited regime, the deposit height
is proportional to the current density. In the precursor-limited regime, the deposit height
depends on the gas flux. The substrate mainly affects the deposit dimensions, by the BSE and
SE yields and the spatial extent of the electron scattering in the bulk.

Electron beam induced heating (EBIH) can play a significant role in EBID. Whether EBIH
occurs, depends on the current density, the PE energy, the thermal conductivity of the deposit
and the extent to which the electron scattering is confined to the deposit. The temperature rise
as result of EBIH in specific cases is estimated to be about 50° C. Apart from reducing the
vertical growth rate, EBIH can induce a change from electron- to precursor-limited growth.
Additionally, it can lead to a change in the dissociation mechanism (see below). Similar
effects are observed in experiments where the sample is heated during deposition. If the
temperature reached during an experiment is in the order of the precursor thermal
decomposition temperature, dissociation can be thermally-induced parallel to electron-
induced. This has been observed for a number of metal-organic precursors. The result is a
deposit with a (relatively) high purity, high density and high conductivity. This is the reason
why high current densities are beneficial for the deposit properties; (1) a higher degree of
electron-induced fragmentation is obtained and (2) EBIH occurs. The lateral growth rate is
only affected if the temperature leads to a change of growth regime.
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Studies of the influence of the PE energy on the vertical growth, composition, morphology
and conductivity gave contradictory results. These contradictions could be explained to a
large extent with a combination of the growth model and EBIH, but this approach leaves
some results unexplained. The scan pattern and scan strategy will mainly influence the deposit
properties or the growth rate in the case that a change from the electron- limited to the
precursor-limited regime (or vice versa) is induced. For instance, short dwell times and long
loop times are beneficial for obtaining a high growth rate. On the other hand, long dwell times
and short loop times are beneficial for obtaining a high-conductivity deposit. Post-deposition
irradiation induces growth of metal crystals in metal-containing deposits and increases the
conductivity. Post-deposition annealing can improve the metal content for metal containing
deposits, athough the treatment generally does not not completely remove carbon.

Regarding the precursor chemistry, it is consistently reported that the deposit composition is
not directly dependent on the stoichiometric composition of the precursor. For Cu precursors,
it is concluded the thermodynamic stability of the precursor and the electron/precursor flux
ratio are the main determining factors for the deposit composition. For other precursors, the
electron-induced decomposition paths can be very different from those expected from
calculations or thermal decomposition. It is consistently reported that elements such as F, N
and Cl easily desorb during EBID. The influence of reactive gases is far from consistent. In a
few cases the metal content significantly improves, in other cases a minor or even no change
IS observed.

From this review, it becomes clear that several major issues remain. A problem that is
encountered when interpreting all the results from literature is the lack of information on the
precise experimental conditions. Especially the local gas flux is often not mentioned, while
thisis important for getting an estimate of the regime in which growth occurred. To be helpful
for the understanding of EBID, each report should at least mention the precursor, the local
precursor flux (in units that allow a calculation of the number of molecules arriving at the
irradiated spot per area per time unit), residual gas pressure, beam current, beam diameter,
accelleration voltage and substrate. Ideally, articles are accompanied by a measurement of the
deposit height as function of the current density (or deposited volume as function of the beam
current) to demonstrate the growth regime in which the experiment of interest took place.
Table IV shows an example of a checklist that can be used.

Secondly, the limited understanding of electron-induced precursor dissociation is an
important issue. The situation in this review is perhaps typical: only about 10% of the pages
are dedicated to the precursor chemistry. The precursor chemistry is one of the key factors
determining the purity of the deposits and it is exactly the purity of the deposits that is the
main limiting factor for a wider application of EBID. Now that elaborate continuum models
and Monte Carlo simulations are being developed and a deeper understanding of the interplay
between physical mechanisms (such as electron scattering, EBIH and the growth regimes)
emerges, it istime to develop a better understanding of the precursor chemistry.
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Table 1V. Checklist that would ideally be included in every article reporting on EBID
experiments. The essential experimental details are given, together with a measurement of the
deposit height as function of the current density (or deposited volume as function of the beam
current) to demonstrate the growth regime in which the experiment of interest (indicated with
an arrow in the plot) took place.

Growth conditions

Beam current h (] .

Beam energy l

Beam diameter I ] S
7/

Precursor | I

Local precursor flux ‘//

Residual gas pressure

—  J[AcmY

Substrate

It was mentioned that the inconsistencies observed for variations of the PE energy cannot be
fully explained. This may be related to the fact that the cross sections for dissociation are
unknown. In several cases, a correlation between the vertical growth rate and the SE yield is
observed (for variations of the PE energy, the slope dependent proximity effect and the
deposition on a tilted sample). This correlation suggests that the contribution of the SE's is
dominant over the contribution of direct dissociation by the PE’s, but it is not hard evidence.
Hard evidence will be difficult to obtain, since cross sections for SE generation and
dissociative ionization of molecules in the gas phase show a similar dependency on the PE
energy. If there isasignificant contribution of the PE’sto the growth, thisis expected to occur
only in the area irradiated by the PE’s. Perhaps the only way to get an indication of the
contribution of the PE’s, is to model the growth of a tip for different PE energies. A
comparison between the apex shapes from the model and from real experiments may give
insight in the relative contributions of SE's and PE’s.

To advance the understanding of EBID in a structural manner, Koops proposed the
development of a standardized experiment [194]. In this experiment, deposition is performed
under standard conditions with a standard precursor, which gives a common reference frame
for future experiments. If inconsistencies still occur, they can be traced more easily to a
specific difference between the experiments, thereby leading to a better understanding of the
process. Finally, the development of EBID into a viable nanofabrication technique would
benefit greatly from a ‘diamond’, a process that yields a deposit with properties that are
widely applicable [194].
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3. Experimental details
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|. Precursor

The precursors used for deposition experiments described in this thesis were W(CO)s and
contamination. All experiments with W(CO)s were performed at the Center for Solid State
Science at Arizona State University, where it was stored in a glass flask at room temperature.
The same supply was used for all experiments. W(CO)s was chosen because it is stable,
commercially available, not very toxic, easy to handle and well known in literature. For
contamination experiments, no special effort was made to increase or remove the amount of
contamination on the sample.

II. Sample preparation

Substrates used for deposition experiments were SizN4 membranes, amorphous carbon (a-C)
membranes, quantifoils, BN crystals and graphite flakes. The SisN, membranes were obtained
from different sources (commercial products, fabricated at Philips in Eindhoven or fabricated
at Dimes in Delft). It was found that the precise stoichiometry of the SisN4 can vary per
manufacturer and the growth behavior of deposits on such membranes was sometimes found
to be unpredictable and difficult to interpret. It is tentatively suggested that charging plays a
significant role during deposition (see also Chapter 9).

Amorphous carbon (a-C) membranes were bought from a commercial supplier [195]. The
thickness was 10 nm and the membranes were mounted on copper grids. The BN crystals
were obtained from a commercial supplier.

For the preparation of electron transparent graphite flakes, it was found that ultrasonic
exfoliation yielded the best results. Highly oriented pyrolitic graphite particles were dispersed
in toluene (purity >99.999%) and put in a 600 W ultrasonic bath. After ultrasonic exfoliation
for about 45 minutes, a few drops of the dispersion were placed onto a holey carbon TEM
membrane using a pipette. This method does not yield freestanding sheets of graphite larger
than about a few hundred nanometers, but the method is free of materials that are known to
cause contamination. It was found for instance that exfoliation using adhesive tape gave very
high levels of contamination in the electron microscope. Thin areas of graphite on the edges
of the flakes provide very low contrast in the STEM, which makes them in principle very well
suited for the study of the deposition behavior. Unfortunately, the graphite was not found to
be homogeneous. Fig. 1a shows an ADF STEM image of typical graphite particle. The bright
areain the top left is a (relatively) thick part of the graphite, the dark area in the bottom right
is vacuum and in between is a thin area of graphite. On this thin part, there are brighter and
darker areas. There was no precursor gas present during the imaging. Fig. 1b shows a bright
field TEM image of a similar (though not identical) area. The darker area in the top left of the
image is caused by a thicker part of the graphite particle and the vacuum is shown in the
bottom right. The area in between isthin graphite. A blow-up of the boxed area shows lattice
fringes (Fig. 1c) and the Fourier transform of this area shows the hexagonal symmetry typical
of graphite (Fig. 1d). It is tentatively suggested that the brighter areas in Fig. 1a and the areas
with noncrystalline contrast are fragments of graphite sheets remaining from the exfoliation
process. These randomly distributed fragments make the graphite surface nonuniform and
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giverise to very irregular deposit growth (see also Chapter 9). Therefore we chose to deposit
on amorphous carbon samples instead.

Fig. 1. (a) ADF STEM image of a thin part of a graphite particle. (b Bright field TEM image
of the thinnest part of a smilar graphite crystal. (c) Blow-up of boxed area in (b), which
shows lattice fringes. (d) Fourier transform of (c), showing hexagonal symmetry.

[11. Experimental setup

All experiments with W(CO)s were performed on the Tecnai F20 environmental scanning
transmission electron microscope (STEM) a the Center for Solid State Science at Arizona
State University (see Fig. 2a). This 200keV microscope is equipped with a field-emission
electron source and was operated in STEM mode with a nominal beam spot size of 0.3 nm
with a current of approximately 3 - 30 pA. An electron energy loss spectrometer (EELS) is
fitted for compositional analysis.

The environmental is designed to allow imaging at pressures of up to 10 Torr in the cell.
Differential pumping is made possible by special apertures located in the upper and lower
objective pole piece bores (first and second level pumping in Fig. 2b). The region above the
condenser aperture and the viewing chamber (third level pumping) are evacuated by separate
pumping systems. The pressure in the gas inlet is measured outside the microscope column.
The column can be isolated from the gas handling system in order to switch between high
vacuum TEM and ETEM modes.

The imaging performance in STEM mode is slightly limited by the differential pumping
apertures (see Fig. 2b), causing the maximum collection angle of elastically scattered primary
electrons to be only about 50 mrad. For high angle annular dark field imaging (or Z-contrast
imaging), usually angles larger than about 50 mrad are used.

Experiments with contamination were performed on a standard FEI Tecnai F20 STEM at
the Delft University of Technology and on a FEI Nova NanoSEM at Leiden University.

IV. Pattern definition
IV.A. ESVision

On the Tecnai STEMs, the interface giving access to the scan coils is the program
ESVision. The program is designed for STEM imaging and compositional analysis. It has the
option to draw lines and arrays on the screen, which are translated by the program into beam
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coordinates. For arrays, thisworks well for dwell times per position of more than ~0.5 second.
Shorter dwell times can be entered in the program, but the actual dwell times remain about a
second.

Electron

3rd leve Beam b)

pumping l condenser
aperture

2" level

pumping

%asl ;;J;:et gasinlet

pumping

2" level differential

pumping aperture

3" level Viewing

pumping chamber

Fig. 2. (&) Tecnai F20 environmental scanning transmission electron microscope. (b)
Schematic drawing of the environmental cell with the differential pumping apertures.

IV.B. Jscript

ESVision has the option to run scripts written in the Jscript language. With these scripts, the
scan signals can be accessed either through the BeamControl command (to position the beam)
or through the ScanningServer command (to position the beam and to collect data from a
specified detector). The program is pixel-oriented. The size of the area that can be scanned
depends on the magnification, the minimum frame size is 16x16 pixels. Positions are always
given in relative coordinates: (0,0) for the center position, (1,1) for the top left position and (-
1,-1) for the bottom right position (slightly counter intuitively). These coordinates are
translated into scan signals ranging between +6.4 and -6.4 V which are the input for the
current sources of the deflectors. The minimum dwell time is in the range of us per pixel for
the BeamControl and 0.001 s for the ScanningServer. Jscripts is a high-level interpreted
language. This, together with the fact that the scripts are run on a Microsoft Windows
platform designed for multitasking, makes iterating procedures slower than the dwell times
suggest. Iteration times shorter than 40 ms cannot be achieved.

IV.C. National Instruments card

In the standard situation, the control PC is directly connected to the STEM cabinet. The
output of the control PC (ranging from +6.4 to -6.4 V) is connected to connector X4 on the
SID/SIM image distribution board in the STEM cabinet. This is represented with the solid
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lines in the schematic drawing in Fig. 3. The details can be found in the documentation Tecnai
Electronics Vol. 2 Part 3, page 4.1-66, Fig. 4-8.

For the experiments described in Chapter 8, shorter iteration times were required than could
be obtained with standard configuration of the control PC and JScript. To go to shorter
iteration times, a National Instruments card (NI USB 6259) in combination with an adding
amplifier is used. The output from the control pc is disconnected from X4 and reconnected to
one input of the adding amplifier. The output of the NI card is connected to the other input of
the adding amplifier. The output of the adding amplifier is connected to X4 on the SID/SIM
image distribution board. This is represented with the dashed lines in Fig. 3. The electron
beam can now be controlled with both the control pc and the NI card. This modification needs
to be done with great care, since the electronicsis easily damaged.

The maximum scan rate that can be achieved is limited by the hardware of the microscope.
It was found that for dwell times per pixel < 10 us the pattern was not defined correctly
anymore.

Adding
amplifier
Control pc T . Scan signal
i : 4 Microscope
) mmmmmm—emaal P
<4
ADF signal
X4
. =]
c g Scan signal
= I g
8 =
A = @
Laptop & = a
NI card 2 0
—————————— - X6 PMT +
" ,,,,,,,,,,,,,,,,,, 0P S < amplifier

ADF signal

Fig. 3.3. Schematic drawing of the setup. The control pc (left) controls the microscope (right)
through the STEM cabinet (middle). The normal configuration is shown with the solid lines.
In the modified situation (dashed lines), the microscope can be controlled with a second
computer as well.

V. ADF signal recording
V.A. Jript

The Jscripts that can be run on the ESVision program allow for recording the ADF signal.
In the scripts, signals must be linked to a display window before they can be read and saved to
atext file. In order to record the ADF signal during deposition, irradiation and reading data
from the display window were iterated. Minimum iteration times were in the order of 40 ms.

V.B. Picoscope and National Instruments card

On the E-STEM at ASU, the ADF electrons are focused on a photo-multiplier-tube (PMT).
After being amplified, the ADF signal is connected with a BNC cable to connector X6 on the
UDTB7 board in the STEM cabinet. This cable is represented with the solid line in the
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schematic drawing in Fig. 3. The details can be found in the documentation Electronics Vol.
1, Fig. 16-28 (5). The output isin Volts.

From this connector, the ADF signal can be co-supplied to a data logger. Data loggers used
were a USB Picoscope from Pico Technology and a National Instruments card (NI USB
6259). The minimum sampling time for the NI card was 1 us for recording data. If for future
experiments a scan strategy is desired where the dwell times are dependent on the ADF
signal, iteration times would be in the order of ms for this particular NI card due to the
(relatively) slow communication over the USB connection.
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4. Approaching the resolution limit of nanometer scale electron beam induced deposition
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The Netherlands
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Nano Letters 5, 1303 (2005)

Abstract

We report the writing of very high resolution tungsten containing dots in regular arrays by
electron beam induced deposition (EBID). The size averaged over 100 dots was 1.0 nm at
FWHM. Because of the statistical spread in the dot size, large and small dots are present in the
arrays with the smallest having a diameter of only 0.7 nm at FWHM. To-date these are the
smallest features fabricated by EBID. We have also fabricated lines with the smallest having a
width at FWHM of 1.9 nm and a spacing of 3.2 nm.
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Introduction

Electron beam-induced deposition (EBID) is a process in which an electron beam is focused on
a substrate surface onto which precursor gas molecules are adsorbed. Due to inelastic
collisions of the incoming (primary) electrons, secondary electrons (SE’s) are generated in the
substrate, some of which have sufficient energy to be re-emitted from the surface. Their
energies are close to where the precursor dissociation cross section has a peak (typically 20-50
eV); therefore, the SEs are most likely to dissociate the precursor molecules in or close to the
irradiated area. Nonvolatile products of this process adhere to the substrate and as a result, a
deposit grows in the irradiated area. The composition of the deposit depends on the type of
precursor.

Resist based electron beam lithography can currently achieve a resolution of about 10 nm
[196]. EBID can go beyond that resolution, because modern electron microscopes are capable
of bringing the electron beam diameter down to tenths of a nanometer. EBID alows the
fabrication of structures for nanoscale research and perhaps the technique is suitable to
continue Moore's law [197] into the sub 10 nm regime. Although the resolution of scanning
probe lithography techniques is unsurpassable, they have the inherent problem of being limited
in speed. EBID has a better prospect regarding speed even though it also has its limitations,
but apart from that, it is interesting to determine the ultimate resolution limit of the technique.
We have built a Monte Carlo simulation to study the influence of the substrate-electron beam
interaction on the resolution of EBID [61]. The model predicted that a small electron beam in
combination with a short illumination time would allow the writing of sub-10 nm structures.
This was demonstrated successfully in a scanning transmission electron microscope (STEM)
using contamination as precursor [4]. Although sub-10 nanometer structures have since been
deposited using a scanning electron microscope (SEM) [84], the very small electron beams
achievable in (S TEMs have recently been used to synthesize sub-5 nm structures from a
variety of precursors [83, 85]. The smallest nanodot of which an image was published, was a
single dot of about 1.5 nm deposited from W(CO)e, the diameter being estimated from a
dightly overfocused high resolution TEM image [85]. This result was established in an
ultrahigh vacuum TEM, using a very low precursor pressure of 2x10° Pa (1.5x10°® Torr) and
a 1-nm-diameter beam. Sub-10 nm lines containing metal have been written by Jiang et al. [81]
and Shimojo et al. [198]. However, at present there remain many questions about the ultimate
experimental limits that can be achieved in nanostructures fabricated using EBID. Here we
perform experiments that explore the resolution limits of EBID for fabrication of a variety of
nanostructures. We demonstrate the capabilities of EBID as a resistless high-resolution
patterning technique and show that this approach can be used to synthesize structures as small
as 1.0 nm.

Experimental

Nanolithography and characterization were conducted in a Tecnai environmental TEM,
allowing the entire growth process to be observed and controlled in situ and in real time. This
200keV microscope is equipped with a field-emission electron source and was operated in
STEM mode with a nominal beam spot size of 0.3 nm with a current of approximately 40 pA.
The microscope is fitted with an environmental cell allowing gas pressures of up to 8 Torr in
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the sample chamber during observation. The precursor used for deposition was W(CO)e, and
typical pressures were in the range of 1x10° Torr. The substrate consisted of a 30-nm-thick
SizN, membrane. To reduce the effect of hydrocarbon contamination, the substrate was plasma
cleaned for about 3 hours in an Ar/O,-mixture and then inserted in the microscope. Further
substrate cleaning was performed in situ by heating to about 200°C in a stream of 5% H, and
95% Ar for about 45 minutes. During experiments, the substrate was kept at a temperature of
107°C. The spectrum imaging software present on the Tecnai microscope was used to control
the electron beam location during patterning. The program allowed the deposition of dots at
designated locations, but full control of the beam was not possible. The scanning of continuous
lines was not possible and instead, deposited lines were written with overlapping dots. Typical
deposition times were on the order of 50 — 100 ms.

Most of the imaging was performed with the annular dark field (ADF) signal. Thisimage has
a strong Z-contrast component and interpretation and feature size measurements are relatively
straightforward compared to phase-contrast TEM. This allows the detection of very small
features (single atoms in the case of heavy elements on thin parts of the specimen), and for thin
films, the image contrast is linear with mass or thickness. Since the definition of size becomes
important when discussing the limits of resolution, we consequently consider the full width at
half maximum (FWHM) measured in the ADF images.

A

Fig. 1. (a) ADF-image of an array of dots deposited from W(CO)s. (b) TEM image of the
same array at best focus to show the dots. (¢) 3D intensity plot of a part of the ADF image.
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Results

Fig. 1la shows a 30 x 30 dot array. The dots are precisely placed on the intended grid,
although the array is not square because of sample drift during the serial deposition process.
The average dot size taken over 30 dots is 4.0 nm at FWHM. Fig. 1b showsa TEM image of
a part of the array, taken at best focus to show the dots. A 3D intensity plot of the ADF image
isshownin Fig. 1c, with arbitrary units along the z-axis.

Fig. 2 isatypical energy-loss spectrum recorded from a larger dot and shows a strong W
signal confirming that W is the dominant species in the deposition. The small carbon signal
present in the spectrum may be residual carbon species from the original carbonyl molecule.
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Fig. 2. Energy-loss spectrum from deposited dot showing the presence of W. The spectrum
shows a W Ns; Os-edge at 40-50 eV, a S L-edge at 100 eV (from underlying S3N, substrate)
and a C —K-edge at 284 eV.

A 30 x 30 dot array with smaller dots and a spacing of 4.0 nm has been fabricated (Fig. 3).
There is drift, making the array rectangular and dightly skewed, and the dots do not lie exactly
on the intended pattern grid. There is also a spread in the dot size as can be seen in the ADF
image from the varying brightness between individual dots.

The small spacing of the dots makes the measurement of the average dot size difficult;
therefore, we fabricated another set with larger spacing. The 10 x 10 array in Fig. 4a was
fabricated under the same conditions as the array in Fig. 3, except for alarger spacing of 12.9
nm. To measure the dot size, we have averaged over the 100 dots of Fig. 4a by fitting a
trapezoidal grid to the positions of the dots. For each grid point, a box was taken centered
around the grid point and the sum of all boxes is shown in Fig. 4c. This procedure gives some
widening of the average dot size because of the arbitrary placement of the dots. InFig. 4d, we
plot the intensity | in Fig. 4c as the cross section through the dot, obtained by averaging in
many different directions through the dot. N, is the intensity in aring of radius (r, r+dr). Nt )
is the integral function of N, showing the total deposited W within a circle of radiusr. The
plot of I showsaFWHM of 1.0 nm. This average dot diameter is precisely defined and to our
knowledge represents a new world record for EBID. Because of the spread in the dot size,
smaller diameters than the average are found, of course, the smallest of whichisonly 0.7 nmin
diameter (FWHM), indicated by the arrow in Fig. 4b.
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Fig. 3. ADF-image of a 30 x 30 array of dots, spaced at 4.0 nm. A spread in dot size can
be seen from the varying brightness between individual dots.

Both the variation in dot size and dot position (the arbitrary placement of the dots around the
intended grid points) highlight the random nature of the deposition process at the nanometer
and subnanometer length scales. Taking the volume of a single tungsten atom of 0.0158 nm®
and assuming the dots are half-spheres consisting of pure W and having a base diameter of 1.4
nm, the average number of atoms per dot is about 45. The spread in number of atomsis on the
order of 6 or 7 (the square root of 45). Even when the dots would contain no W at all but
would consist of pure carbon the average number of atoms per dot would be 96, with a
statistical spread of about 10. This variation is much larger than the expected variation in the
number of electrons involved in the writing of the dot (approximately 3000/10" electrons) and
thus dominates the statistics. Of course, other mechanisms may also contribute to the observed
spread, such as surface inhomogeneity, surface diffusion, or autocatalytic effects of the
decomposition.

When discussing Moore's law, it is customary to define the resolution in terms of half pitch:
the width of parallel lines separated by spacings equal to the line width. The most advanced
integrated circuits are now written with 65 nm half pitch. In Fig. 5, ADF images of lines and
spaces are shown, together with accompanying line scans integrated over 15 nm. Each
individual line is written from top to bottom and the series of lines are written from left to
right. Thelinesin Fig. 5aconsist of 50 dots each along a 64 nm line, having a line width of 3.2
nm and a spacing of 19.5 nm. The linesin Fig. 5c consist of 25 dots each along a 39 nm line,
having a line width of 1.9 nm and a spacing of 6.5 nm. The linesin Fig. 5e are written under
the same conditions as the lines in Fig. 5c, except for a smaller spacing of 3.2 nm that
corresponds to a half width of only 1.6 nm.
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Fig. 4. (a) ADF-image of a 10 x 10 array of dots deposited from W(CO)s, With an average
diameter of 1.0 nm. The array is dightly skewed due to drift. A spread in dot size can be seen
asavariation in brightness. (b) Line scan from a part of the array in (a). The smallest dot (at
position (2,8) counting from left to right, top to bottom) is 0.7 nm in diameter at FWWHM and
is indicated by the arrow. (c) Averaged profile of the 100 dots in (a). (d). 1) shows the
intensity in (C) as a cross section that is averaged over many directions through the dot. The
diameter at FWHM is 1.0 nm. N, is the intensity in a ring of radius (r, r+dr), Nwy) IS the
integral function of N.

The line scan in Fig. 5d shows that the line bases in Fig. 5c overlap because of the nonlocal
emission of secondary electrons from the sample surface. On more closely spaced lines, the
intensity of the line base increases with each line drawn as shown in Fig. 5e and 5f. This is
caused by the steady increase in secondary electron emission from the base as new lines are
deposited. While the first line is deposited on a flat and clean surface, the second line is
deposited on the already existing base of the first line. Secondary electron generation will be
enhanced due to the fact that W is already present on the irradiated area, a heavier element
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than Si or N. Secondly, when writing the second line, the surface is no longer perpendicular to
the electron beam because of the presence of the base of the first line. The angle of incidence
of the beam has changed and this allows more SE’s to escape from the surface and dissociate
more precursor species. This process is repeated for the following four lines and results in
increasing line height from left to right. Hence, the profile of the two closely spaced linesis not
alinear sum of two individual lines (asis the case for the linesin Fig. 5d) but rather consists of
closely spaced lines superimposed on an increasing ramp.

4900
z
S 4800 }\
o
@ 4700 A 2 n n
2 e |\ )
2 4600 \\/\.\
§ 0T N S Y
- 4500 T T T T
0 20 40 60 80 100
b) Distance (nm)
4750
@ 4700 A
5 LA LA A
— 4650
& NNAVAVAVA
> 4600 e
‘»
& 4550 Vi
=
4500 T T T T
0 10 20 30 40 50
d) Distance (nm)
4900
z A
5 A A
< 4800 \/\\/
£ AN
S 4700 J
A
£ 4600 o
= W/“/
4500 T T T
0 10 20 30 40
f) Distance (nm)

Fig. 5. ADF images of lines and spaces. Line widths for (a) and (c) are 3.2 and 1.9 nm,
respectively. Spacings for (a), (c) and (e) are 19.5, 6.5 and 3.2 nm, respectively. Fig. 5 (b, d,
f) Line scans from (a), (c) (d) respectively, integrated over a length of 15 nm.
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Conclusion

In conclusion, we have written dots with an average FWHM of 1.0 nm that are the smallest
structures made to date with the EBID approach. Under similar conditions, dots were written
in an array with a spacing of 4.0 nm. The statistical spread in dot size and location due to the
shot noise effect becomes evident and is significant at this high-resolution writing. Also, we
have written continuous lines with a FWHM of 1.9 nm, with the smallest spacing being only
3.2 nm. These experiments demonstrate that EBID is a promising technique for high resolution
resistless lithography, and that the STEM is a suitable instrument for achieving the sub-5 nm
regime.
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Abstract

We report on the statistical analysis of the variations in the size and postion of sub-5 nm
tungsten containing dots in regular arrays deposited by electron-beam-induced deposition. Full
widths at half maximum of the dots are 4.2 and 2.0 nm in average. It can be observed in the
recorded annular dark field images that there is a variation in intensity for these dots. We have
analyzed these variations and it is found that the relative standard deviation for the mass per
dot is 0.092 for the 4.2 nm dots and 0.26 for the 2.0 nm dots. Comparing this to a relative
standard deviation in the estimated number of precursor molecules that are pinned down per
dot of 0.041 for the 4.2 nm dots and 0.11 for the 2.0 nm dots, it appears that the dot-to-dot
variation in mass for both dot sizes compares reasonably well with the values expected from
Poisson statistics on the number of molecules per dot. It can be concluded that at these
dimensions, the statistics on the number of pinned precursor molecules dominates the control
of feature sizes.

87



Chapter 5.

Introduction

Electron-beam-induced deposition (EBID) is a process in which structures of arbitrary shape
and size can be made, ranging from micrometer size down to nanometer size. In EBID,
precursor molecules that are adsorbed from the gas phase onto a substrate are dissociated by
an irradiating electron beam. Some fragments of the molecule bind to the substrate at the
location of dissociation to form the deposit while other fragments remain volatile and are
pumped away. The scan pattern of the beam determines the shape of the deposit. Recently, the
search for the resolution limit of this technique has gained increasing attention. Sub-5 nm
resolution was achieved in a scanning electron microscope [84] and even smaller deposits were
fabricated in a scanning transmission electron microscope (STEM) [81, 4, 83, 85]. The
smallest dots written so far are 1.0 nm full width half maximum (FWHM) in average [86]. The
development of the dot diameter as function of the exposure time is sketched qualitatively in
Fig. 1. The nucleation stage (0-A) is followed by an intermediate stage of fast growth (A-B)
and eventualy a stage in which the diameter saturates. The exact temporal behaviour of the
deposit growth depends on many parameters, such as the precursor flux, beam current,
precursor type, chemical state of the surface, chemical state of fragments of dissociated
precursor molecules, substrate temperature and possibly many more. In this paper, we focus on
the initial growth just after the nucleation stage. We have deposited arrays of tungsten
containing dots on amorphous carbon membranes in a STEM. Careful inspection of the arrays
of the smallest dots shows a variation in the size of the dots, even when the dots are grown
under identical circumstances. This variation limits the control over dot size and linewidth
variation. It possibly reveals a severe limit to the control in nanofabrication using electron
beams at sub-5 nm resolution in general.

c

tip diameter

4 3

exposure time

0

fast "
nucleation growth saturation

Fig. 1. The development of the tip diameter as function of the exposure time. The nucleation
stage (0-A) isfollowed by an intermediate stage of fast growth (A-B) and eventually a stage in
which the diameter saturates.

It is interesting to determine whether the observed fluctuations quantitatively compare to
expected values. The number of primary electrons involved in the deposition of each dot is in
the order of 100 x 10°. Since the dots will consist of fewer and fewer molecules with
decreasing dot size, the number of molecules per dot instead of the number of electrons is
expected to dominate the statistics. As the number of molecules is a discrete quantity, one
might expect the dot-to-dot variation to follow Poisson statistics. In this paper we describe
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preliminary experiments to investigate if the dot-to-dot variation in the early stages of growth
in EBID isrelated to the square root of the average mass of the dots.

Experimental

Arrays of dots were written and measured in a Tecnai F20 environmental STEM, allowing
the entire growth process to be observed and controlled in situ and in real time. This 200keV
microscope is equipped with afield-emission electron source and was operated in STEM mode
with a nominal beam spot size of 0.3 nm with a current of approximately 40 pA. The
microscope is fitted with an environmental cell allowing gas pressures of up to 8 Torr in the
sample chamber during observation. The precursor used for deposition was W(CO)s and
typical pressures were in the range of 1x10° Torr. The substrate consisted of a 10 nm thick
amorphous carbon (a-C) membrane. To reduce the effect of hydrocarbon contamination, the
substrate was put under a heat lamp for about 1 hour and then inserted in the microscope using
a plasma-cleaned holder. Further substrate cleaning was performed in situ by heating to about
250°C in a stream of 5% H, and 95% Ar for about 45 minutes. During experiments, the
substrate was kept at a temperature of 148 °C. Control of the electron beam during patterning
was performed both with the EELS analysis software and scripting software present on the
Tecnal microscope. In contrast to the scripting software, the EELS analysis software did not
allow avery precise control over the dwell time. Typical deposition times were on the order of
1ls.

Imaging was performed in annular dark field (ADF) mode. With the thin substrates and small
dots, we assume that the intensity of the ADF image scales linearly with the mass of each dot.

Analysis method

Due to specimen drift during deposition, the arrays of dots are not entirely square. In the
image analysis, we first correct for the drift by fitting a trapezium shaped grid to the positions
of the dots. From the ADF images we calculated an average dot by summing over the grey
values of a box around each of the gridpoints of the trapezium shaped grid. The grid shape and
position are optimized through finding the minimum width of the average dot by adjusting the
cornerpoints of the trapezium grid.

After the grid optimization, the integrated intensity of each dot is calculated by finding, in an
iterative procedure, the x- and y-position of the centre of gravity (COG) of each dot. An
example of the tracing of the COG is shown in Fig. 2. The image shows 4 dots out of an array
of 100, with the trapezium-grid overlayed in white. The sequence of black marks shows the
iterative tracing of the COG. Next, two boxes are overlayed, centered around the dot’s COG.
Box 1 containing n, pixels is large enough to overlap the area covered by the dot including its
tails, box 2 containing n, pixels is dightly larger than box 1. Then, the sums I, and I, of all
intensity values of, respectively, box 1 and box 2 are calculated. The average background
intensity value per pixel Igs is calculated by:

|BG:(|2—|1)/(n2—n1) (1)
The total image intensity arising from the deposited material | is calculated by:
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lp =11 —(lgc 1) ()

The procedure of overlaying the boxes, calculating the sums of intensities and dot intensity
with background correction is performed for all dots in the array. For each array, the average
u#(Ip) and standard deviation o(lp) of the measured Ip are calculated for the analyzed images.
The measured relative variation in intensity over the dots is expressed as [o(Ip) / #(1p)].

Fig. 2. An example of the tracing of the COG is shown in Fig. 2. The image shows 4 dots out
of a 100 dot array, with the trapezium grid overlayed in white. The sequence of black marks
shows the iterative tracing of the COG.

Number of pinned molecules per nm?

The measured relative variation is compared to the expected relaive variation due to Poisson
statistics. The statistics that are observed in the deposition process will be determined by the
number of W(CQO)s molecules that are pinned on the substrate and it is this number we need to
estimate. The expected variation is expressed as (VN/N), with N being the average number of
W(CO)s molecules per dot that were pinned down in order to create the deposit. To calculate
N, we need to make an estimate of the volume and the composition of the dots. Together with
a known value for the density of the dots, this yields a preliminary approximation of the
average number of precursor molecules that are pinned down per dot.

The volume of the dots can be derived from the shape of the dots and making an estimate of
the height. The dot shape is found by taking the sum of al boxes from the image analysis
procedure. The resulting average intensity profile reveas that the dots have a Gaussian shape
(see Fig. 3). With an iterative procedure, a two dimensional Gauss shape is fitted to this
profile:

Z(X,Y) =exp [ -05* (X/S)*- 0.5* (Y/S)7] 3)

with S, and S, being the standard deviation in x- and y-direction, respectively. The volume V
under a surface beneath atwo-dimensiona (2D) Gauss shape is calculated by:

V=215 S§h (4)
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with h being the height of the Gauss. The height of the dots will be estimated from images of
the tilted specimen.

15000

10000 -

Intensity (arb. units)

5000

4

- 1
/ A
Zﬂ[

0_

nm
Fig. 3. Averaged intensity profile of the 2.0 nm FWHM dots.

Although it has been confirmed that dots deposited under nearly identical conditions contain
tungsten [86], the exact composition of the deposits in the arrays is unknown. We use two
ways to approximate the composition and in the end, we will evaluate the results with respect
to the fluctuations we have found. Upon irradiation, the W(CO)s molecule will be dissociated
and pinned down on the substrate. The decomposition of precursor molecules is not very
bond-specific and the decomposition will not be complete in the very first growth stages of the
deposit. We can therefore assume that the deposition product in the dots is W(CO)s, which is
initially the most stable reaction product of the electron induced decomposition of W(CO)s
[199]. Alternatively, we can take the results from Koops et al. [29]. They have measured a
composition typically of 55% W, 30% C and 15% O for deposits grown in an SEM from
W(CO)s, athough it is not mentioned what the deposition parameters were exactly. However,
this deposit is of micrometer scale and the growth stage is far beyond the very first instance as
in our case. The original W(CO)s molecules will have decomposed far more and will have
reached a thermodynamically more stable situation. Still, in our calculations, we regard this
deposit as consisting of ‘molecules of approximately W,;Cys00 .25, Since we are concerned with
the number of W(CO)s molecules we pin down and a W(CO)s molecule contains 1 tungsten
atom.

The last parameter required to calculate the average number of molecules per dot is the
density of the deposit. This value is known from experiments with an atomic force microscopy
setup, where the deposit mass is obtained from resonance measurements. An EBID deposit is
grown on a cantilever and the cantilever’s resonance frequency is measured. Next, the deposit
is mechanically removed and the resonance frequency is measured again. Finally, the deposit
density is calculated by measuring the volume of the removed part of the deposit from SEM
images. This measurement has been performed with a beam current of 100 pA for Co,(CO)s,
which has a bulk density of 1.87 g/lcm® and a deposit density of 4.21 g/cm® [70]. The density of
a deposit from W(CO)s (bulk density = 2.65 g/cn’) is estimated by assuming that the ratio of
deposit density to bulk density is similar for W(CO)s, leading to a deposit density for W(CO)s
of 5.97 g/cn’.
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The number of molecules that have been pinned down per dot N (deposits on both top and
bottom side of the membrane) then follows from:

N=22rSSh) [(p N/ M] (5)

with M being the molecular weight of the pinned down molecules, p the density of the deposit
and Na Avogadro’s number.

Results and discussion

Two different arrays of dots have been deposited. The arrays were analyzed with the method
described above. In Fig. 4a, the array consists of 4.2 nm dots (FWHM), spaced at about 22
nm. In Fig. 4b, the array consists of 2.0 nm dots (FWHM), spaced at 13 nm. Fig. 4b shows
most clearly that there is avariation in intensity over the dots. Additionaly, a close observation
will reveal a spread in position around the intended position on the array grid.
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Fig. 4. Two ADF-images of dot arrays. (a) Array with 4.2 nm FWHM dots, spaced at 22 nm.
(b) Array of 2.0 nm dots (FWHM), spaced at 13 nm.

The result of the analysis for the arrays in Fig. 4 with respect to the variation in integrated
intensity is shown in Fig. 5 and Table I. Fig. 5 shows the distribution of I for the array of 4.2
nm FWHM dots. The distribution is bell shaped, which isin accordance with expectations. The
values of [a(lp)/u(Ip)] for both arrays are given in Table | and it is shown that the measured
relative dot-to-dot variation [o(Ip)/u(lp)] is larger for the 2.0 nm dots than for the 4.2 nm dots.
This trend is consistent with Poisson statistics and it demonstrates that statistical fluctuationsin
number of molecules and in the positioning accuracy start playing a role when depositing
nanometer-sized structures. It is a first indication of an effect that is important to
nanofabrication using electron beams since it may prove to be alimitation in fabrication control
at the sub-5 nm scale.
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Fig. 5. Distribution of I for 4.2 nmdots. A similar distribution isfound for the 2.0 nm dots.

Table 1. Comparison of the found mass distributions with estimated values. From the
average dot size we calculate the average number of molecules N per dot and the expected
relative variation YN/N in number of molecules The measured values are [o(lp) / u(Ip)] -

Average dot measured Estimated N Estimated YN/N

size (FWHM) o(lp)/u(lp) and extremes and extremes
4.2 nm 0.092 598 (299 < N < 1555) 0.041 (0.058 < VN/N < 0.025)
2.0nm 0.26 78 (39 <N <202 0.099 (0.16 < VN/N < 0.070)

To compare the experimental values to fluctuations expected from Poisson theory, we
caculate the volume. The result from the described Gauss fit isthat S;= 1.79 nmand S, = 1.99
nm for the 4.2 nm dots and S,= 0.87 nmand S, = 1.07 nm for the 2.0 nm dots. Dot heights can
be estimated from the tilted view, the sample was tilted to 27 (Fig. 6a) and 20 degrees (Fig.
6b). As the projected width of the dots in tilted view does not change significantly with respect
to the projected width in perpendicular view, it can be deduced that the dots are not very high.
We assume a height h of 1.0 nm and 0.5 nm for the 4.2 nm and 2.0 nm dots, respectively.
These values lead to a volume of 22.3 nm® and 2.9 nm® for the 4.2 nm and 2.0 nm dots,
respectively.

The results of the previously described calculation of the average number of pinned down
molecules per dot are added to the experimental values in Table I. The best estimates for the
average number of molecules per dot and (YN/N) are given for the 4.2 nm dots and 2.0 nm
dots, being respectively 1.0 nm and 0.5 nm high and consisting of W(CO)s. Together with this,
the estimated extremes are given, calculated by taking margins of a factor of two larger and
smaller for the height of the dots and taking the two mentioned compositions.

The measured values for [¢(lp)/u(lp)] are of the same order of magnitude as the expected
(¥N/N), but do not fall within the estimated extremes. This may be due to an overestimation of
the density of the deposit, since the decomposition process in the SEM will be more complete
during the density measurement than during the nanodot fabrication in STEM. The ratio
between the measured value and the value for the best estimate is constant for both arrays
which would indicate a systematical error such as for instance the overestimation of the density
of the deposit.
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Fig. 6. Tilted images. (a) The 4.2 nm FWHM dots tilted to 20°. (b) The 2.0 nm FWHM dots
tilted to 27°. The tilt axis is indicated. The brighter dot or region in the center of the array
comes from the focussing of the electron beam during the experiments.

Conclusion

We have deposited arrays of nanodots with average sizes of 4.2 and 2.0 nm in diameter (at
FWHM). It can be observed that there is a variation in intensity for these dots. The number of
primary electrons involved in the deposition of each dot is in the order of 100 x 10°. Since the
dots consist of numbers of molecules many orders of magnitudes less than that, this indicates
that at these dimensions, the statistics on the number of molecules dominates the control of
feature sizes. This may pose a severe limitation to sub-5 nm fabrication with electron beams.
We have analyzed the variations and it can be concluded that the dot-to-dot variation in mass
for both dot sizes has the same order of magnitude as the values expected from Poisson
statistics on the number of precursor molecules that are pinned down per dot if it is assumed
that the precursor decomposition process isincomplete in the very first growth stages.
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Abstract

A new type of proximity effect in electron beam induced deposition (EBID) is presented.
Proximity effects are well known in resist based electron beam lithography (EBL), where they
presents themselves as an extra and unintentional exposure of the resist layer surrounding the
irradiated areas. Several types of proximity effects have already been reported for EBID,
which are of a different nature. We report a proximity effect where the amount of deposited
mass increases with each new line that is deposited. This effect occurs when parallel lines are
deposited at a gpacing close to the width of the lines. The increase in deposition rate was
found to be dependent on the angle between the irradiated target and the incident electron
beam. Results from a simulation based on this model qualititatively show the same trend. A
succesful strategy for reducing the effect is presented.
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Introduction

Electron beam induced deposition (EBID) is a good candidate for the fabrication of
structures with sizes smaller than 20 nm. In the process, molecules adsorbed on a substrate are
dissociated under the influence of a focused electron beam. Nonvolatile fragments of the
precursor molecules stick to the substrate and form a deposit, while the volatile fragments are
pumped away by the vacuum system.

Proximity effects are well known in resist based electron beam lithography (EBL). It is
usually caused by backscattered electrons and presents itself as an extra and unintentional
exposure of the resist layer surrounding the irradiated areas. Several types of proximity effects
have already been reported for EBID, where matters are more complicated due to the fact that
the irradiated targets are growing and therefore change in shape. An effect similar to that in
EBL was reported by Lau et al. [12]. Around the base of a grown tip of a few micrometers
high, extra material is deposited within the range of backscattered electrons (Fig. 1a). In the
same article, they report the widening of already grown tips as result of the deposition of new
tips in the close vicinity (Fig. 1b). When depositing a square array of tips with a spacing of 1
um, the earlier grown tips become wider as result of the deposition of later grown tips (the
growth sequence was top to bottom and left to right). Their explanation for the widening is
that “the backscattered electrons and other secondary electrons now emerge from the base of
the column.”

AVM| |vwn)—1 20 um
50 kv 1000 SE_180

F|g 1 Several types of proximity effect reported for EBID. (a) Deposition caused by
backscattered electrons around the base of a grown tip. (b) Tips grown in the sequence top to
bottom and left to right. The authors explain the widening of already grown tips by “the
backscattered electrons and other secondary electrons now emerging from the base of the
column.” Fig. (a) and (b) reused with permission from [12]. Copyright 2002, AVS The
Science & Technology Society. (¢) Deposition by electrons scattered from the tip, having lost
4 keV of ther initial 25 keV (estimated). Reprinted from [69]. Copyright (2006), with
permission from Elsevier.

Widening of EBID structures as result of the deposition of a neighboring structure was also
reported by Martin et al. [137] and Aristov et al. [138]. They have observed that self-standing
rods can become thicker as result of the deposition of new rods in the vicinity. Since the rods
are self-standing, backscattered electrons cannot play a significant role and Aristov et al.
concluded that the deposition was “likely to be induced by the secondary electrons emitted”
during the deposition of the neighboring structure. A closely related proximity effect was
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observed by Bret et al. [69] in the scanning electron microscope (Fig. 1c), Gopal et al. [114]
with time-of-flight secondary-ion-mass-spectroscopy and Zhang et al. [135] in the
transmission electron microscope. Similar to the experiments by Lau et al., tips of some
micrometers length were grown and additional deposition was found in the area surrouding
the tip. However, this area could be as large as 50 or 60 um in diameter and was clearly larger
than the backscattered electron range. In the model proposed by Bret et al., the additional
deposition is caused by (relatively) high energy electrons. These electrons are scattered
radially from the growing tip and have not yet interacted with the substrate. In their
experiments, the energy loss of the scattered electrons was estimated to be 4 keV (using a
continuous slowing down approximation) for an incident electron energy of 25 keV.

But proximity effects do not only cause additional deposition in the vicinity of the irradiated
area, deformation has also been reported. Mitsuishi et al. [141] have observed a change in
shape of self standing rods as result of the growth of a new rod next to it. Based on
experiments on insulating and conducting substrates, they attributed the effect to the charging
of the already existing and the newly grown structures.

In contrast to the type of proximity effects mentioned above, which affect already deposited
structures, this article deals with an effect that affects the new structure that is being written.
This was first observed by Van Dorp et al. [86] with the deposition of lines from W(CO)s.
When writing parallel lines at a spacing close to the width of the lines, the amount of
deposited mass increased with each new line that was deposited (Fig 2). In the dark field
image in Fig. 2, this appears as an increase in intensity. The lines were written from top to
bottom, from left to right.
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Fig. 2. First observation of the proximity effect. (a) The amount of deposited mass increases
with each new line that is deposited. In the dark field image this appears as an increase in
intensity. The lines were written from top to bottom, from left to right. (b) A horizontal line
scan shows the increase in intensity. Fig. (a) and (b) reprinted with permission from [86] .
Copyright (2005) American Chemical Society.

If EBID isto be used as a lithography technique, this type of proximity effect needs to be
understood, characterized and, if possible, controlled.
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Experimental setup

Fabrication was done in a scanning transmission microscope (STEM) and a scanning
electron microscope (SEM), both equipped with a Schottky source. The STEM was operated
at 200 keV, with a beam diameter of 0.3 nm. Imaging was performed with the high angle
annular dark field (HAADF) detector for the experiments in the STEM. The beam was
controlled with the scripting software available on the machines. The SEM was operated a 15
keV, with a beam current of 11 pA and a beam diameter (according to specifications) of 1.4
nm. Imaging was performed with a transmission detector (TD) and the through-the-lens
secondary electron (SE) detector. The beam was controlled with the standard pattern
generation software available on the machine.

Deposition was done on thin carbon foils, with a thickness of 10 to 20 nm. The intensity in
HAADF and TD images is assumed to be approximately linearly dependent on the deposited
mass for the foils and low Z deposit (carbon). The precursor used for fabrication was the
contamination present on the samples. No special effort was made to increase or remove the
amount of contamination.

Results

The experiment in the STEM was the following. The contamination lines that have been
deposited, using a digital scan system for patterning, consisted of 20 pixels at very small
spacing. The dwell time per pixel was 0.3 seconds, leading to lines having a full width at half
maximum of 12.5 nm. When 15 of these lines are written parallel a a spacing of 7.6 nm, it
can clearly be observed that the proximity effect leads to nonlinear deposition, asis shownin
the HAADF image in Fig 3a. The scan sequence was from bottom to top, from left to right.
The nonlinear increase in intensity (and amount of deposited mass) can be observed both in
horizontal (left to right) and in vertical (bottom to top) direction.
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Fig. 3. (a) HAADF image of 15 lines having a width of 12.5 nm, deposited at a spacing of
7.6 nm. (b) Horizontal line scan, integrated over 150 nm, showing the nonlinear growth.
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This experiment was repeated in the SEM. Again using a digital scan system, 500 nm long
lines were scanned with an overlap of 50% between adjacent pixels. The maximum dwell
time per pixel for the pattern generator software on the SEM is 4 ms per pixel, so in order to
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have lines of sufficient height, each line was exposed 4 times by the electron beam, before
moving on to write the next line. The resulting lines have a width of 21.8 nm (FWHM). The
lines were written from bottom to top, left to right. Fig. 4a-d show the images of 14 lines
written at spacings of 25, 20, 15 and 10 nm recorded with the TD, with the corresponding line
scans (integrated over a width of 180 nm) in Figs. 4e-h, respectively. The proximity effect is
clearly visible.
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Fig. 4. TD images of 14 lines deposited at a spacing of (a) 25 nm, (b) 20 nm, (c) 15 nm, (d)
10 nmm with the corresponding line scans (integrated over a width of 180 nm) in (e), (f), (9)

and (h), respectively. On the vertical axisistheintensity in arbitrary units.

Discussion

There may be several explanations for the observed proximity effect. First of all, the effect
can be precursor specific. It has been proposed by many authors in the past that secondary
electrons (SE’s) play an important role in the deposition process and it is known that heavy
elements generate more SE’s than light elements. The EBID lines deposited from W(CO)g in
Fig. 3a contain W. The presence of W in the lines that are already deposited can for instance
increase the emission of SE's and thereby lead to more deposition. However, the experiments
described above show that the proximity effect is independent of the precursor that is used,
since it also occurs with contamination.

Another explanation can be simply that the lines overlap. It is conceivable that a linear
addition of several Gaussian-shaped lines at a small spacing could lead to the observed
increase in deposited mass. We have simulated the profile of a structure created in the absence
of nonlinear effects. In Fig. 5a, a profile of a line as deposited in the SEM is shown. The line
profile from Fig. 5a has been repeated 14 times at a spacing of 10 and 25 nm and intensities
have been added linearly. The result is shown in Fig 5b for 10 nm spacing and 25 nm spacing.
Although the total intensity is higher for the 10 nm spaced lines than for the 25 nm spaced
lines, the nonlinear effect is absent. The fact that the lines overlap is therefore not sufficient to
explain the proximity effect.

As mentioned, the SE's possibly play an important role in the deposition process. It is
known that SE emission is dependent on the angle between target and electron beam [52, 75].
If the angle between target and electron beam is decreased from normal incidence, the SE
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emission increases. If the SE's are important for the deposition process, the deposition rate
will also increase when the angle between target and incident beam becomes smaller than 90°.
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Fig 5. (a) Intensity profile of a single line as deposited in the SEM. (b) The simulated
intensity profile of 14 lines spaced at 10 nm and 25 nm, where intensities have been added
linearly. Nonlinear effects are absent.
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In Fig. 6, the points of incidence on an intensity profile of a typical contamination line of
the primary electron beam are plotted for the line spacings of Fig. 4. There is a similar trend
between the magnitude of the proximity effect and the slope of the line at the point where the
next line is deposited. The proximity effect is absent when the spacing is 25 nm and the angle
between beam and target surface is 90°. The effect becomes noticable for spacings of 15 and
10 nm, when the spacing is smaller than the line width and when the angle is smaller than 90°.
Hence, we propose as model for the proximity effect that the deposition rate depends on the
angle between the irradiated target and the incident electron beam.
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Fig 6. Cross section of a single line, written in the scanning electron microscope. The
sguares indicate the positions where subsequent lines are to be written.

This model was tested in the SEM, where the transmitted electrons and the secondary
electrons emitted from the structure can be collected smultaneously. Fig. 7a-d shows the
same structures as in Fig. 4a-d, but now imaged with the SE detector. The line scans
integrated over 300 nm are superimposed on the images and show that SE emission comes
mainly from the edges of the structure. Furthermore, the right edges of the structures have a
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higher SE emission than the left edges, especially for the structures with a spacing of 15 and
10 nm. This demonstrates that the magnitude of the SE emission from right edges of the
structures correspond well with the magnitude of the proximity effect.
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Fig. 7. SE images of 14 lines deposited at a spacing of (a) 25 nm, (b) 20 nm, (c) 15 nm, (d)
10 nm, with the corresponding line scans integrated over a width of 300 nmin (e), (f), (g) and
(h), respectively. The increased SE emission at the right edge of the deposited structures for

the smaller spacingsis clearly visible.

We have simulated the dependence of the growth rate as a function of the angle of the
irradiated surface with the electron beam. The simulated EBID line is assumed to have a
Gaussian cross section:

Fey = Hnexp (-%2[ (X—X0)/S{?) )
with
Hn = Ho/ sin(ay). 2

Hy, is the height of the n™ line, X; is the x-position of the center of the line and S; is the line
width. Ho is the initial height of the line and « is the angle between the surface that is being
irradiated by the electron beam and the electron beam. Equation 2 reflects the angular
dependence of the SE yield. When the first position is irradiated (circle in Fig. 8a), the
substrate is flat and angle ay is 90°. Thisresultsin Hy; = Ho (line in Fig. 8a). For the position of
the next line (circle in Fig. 8b), the angle ax has become smaller than 90° and H, > Ho. The
second curve with H; is added linearly to the previous line with Hq, resulting in the solid
curvein Fig. 8b.

This process is continued for lines 3 to 14 and for various spacings. For S, = 22 and Ho = 10,
the resulting structure profiles are shown in Fig. 8c for the spacings of Fig. 3. The factor
determining the magnitude of the proximity effect is 1/sin(ax) and this factor is shown in Fig
8d for the structures shown in Fig. 8c.

The qualitative agreement between the experimental results (Fig. 4 and 7) and the
simulation (Fig. 8c and d) shows that the angular dependence of the SE yield might well give
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rise to this proximity effect. Quantitatively, the simulation is not entirely accurate. The
intensity of the curve for 10 nm spacing (relative to the intensities for other spacings) is lower
in the experiment than in the simulation, which can be explained by the fact that the dark field
signal inthe SEM is not entirely linear anymore for the thickest part of the structure.
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Fig. 8. Results from the ssimulation of the proximity effect, in which the magnitude of the
proximity effect is proportional to 1l/sin(ay), where a is the angle between the irradiated
surface and the electron beam. (a) Initial situation where deposition occurs on a flat substrate
and oy is 90°. (b) For the next line, deposition occurs on the slope of the already existing line
(dashed curve) and ax < 90°. The solid curve is the linear sum of the two lines. (c) Result for
14 linesat 10, 15, 20 and 25 nm spacing. (d) The factor 1/sin(ay) for the different spacings.

It needs to be remarked that, although the angular dependence of the SE yield and the
proximity effect show asimilar trend, these experiments do not give a direct evidence that the
deposition is caused merely by the SE's. One can for instance argue that the adsorbed
precursor molecules form a layer covering the substrate. The length of the trajectory that the
incident (primary) electrons travel through that layer increases with 1/sin(ay), which is the
same relationship we have used for the angular dependence of the SE yield.

If EBID is to be used as a lithography technique, this proximity effect will have to be
reduced. One solution might be to write the pattern in a random sequence. We repeated the
pattern of Fig. 3, but now the pixels were scanned in arandom sequence. The dark field image
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in Fig. 9a shows that the proximity effect has not disappeared, but merely has spread over the
entire structure. A random pattern appears and when the same random pixel sequence is
scanned again at a different position on the substrate, the same pattern is reproduced (see Fig.
9b). Thisindicates that the morphology of the structure originates from the scan sequence and
not from the substrate. Although this scan method makes the proximity effect less
pronounced, it is not completely suppressed and therefore not ideal.

Fig 9. (a) Same beam positions as used for Fig 3, but now scanned in a random sequence.
(b) A deposit created by using the identical beam position sequence asin a) but at a different
position on the substrate yields an identical mass distribution. This indicates that the deposit
mor phology originates from the writing sequence and not from the substrate.

Another scan strategy to reduce the proximity effect is scanning the pattern in severa
passes. This can for instance be done by irradiating line 1-14 in sequence, before irradiating
line 1 again. If each line receives only 1 pass instead of 4 passes before the next line is
scanned, the material will be more homogeneously distributed across the total structure. The
angle between irradiated surface and electron beam will remain small and the proximity
effect will not develop, or only to a limited extent. We have tested this scan strategy by
repeating the scan pattern of the lines in Fig. 4d with a spacing of 10 nm, but now with four
passes of 14 lines instead of 14 four-pass lines. The total electron dose has remained
unchanged. The TD image, SE image and the corresponding line scans (integrated over a
width of 300 nm) are shown in Fig. 10a, b and c, resp. The proximity effect is absent and the
SE emission from the right hand side of the structure is nearly equal to the SE emission from
the left hand side. This indicates that the angle between irradiated surface and electron beam
has indeed remained small and that this scan strategy is successful in reducing the proximity
effect.
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Fig 10. (a) TD irriage of 14 lines written in four passes. (b) SE image of the same structure.
(c) The line scans, integrated over a width of 300 nm, show that the proximity effect is absent
and that the SE emission is nearly identical on both sides of the structure.

A final strategy to prevent the proximity effect could be to correct with the electron dose. If
the modeling of the proximity effect is quantitatively sufficiently accurate, the parts of the
pattern that are written later in the scan sequence can receive a lower electron dose so that a
smaller amount of material is deposited there. We have not tested this particular strategy.

Conclusions

A new type of proximity effect in electron beam induced deposition (EBID) is presented.
This effect occurs when parallel lines are deposited at a spacing close to the width of the lines.
The amount of deposited mass increases with each new line that is deposited. The increase in
deposition rate was found to be dependent on the angle between the irradiated target and the
incident electron beam. If the angle is decreased from normal incidence, the deposition rate
increases. This decrease in angle occurs when the spacing becomes close to the width of the
lines. Every new line is then deposited on the slope of an already existing line. Results from a
simulation based on this model qualititatively show the same trend. A successful scan strategy
for reducing the proximity effect was found.
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Abstract
During electron beam induced deposition (EBID) on electron transparent membranes, the
transmitted annular dark field (ADF) signal can be monitored. A method was developed to
use the ADF signal to obtain insight into the growth process and to control the mass of
individual nanometer-sized deposits. Arbitrary 2D patterns can be defined. The smallest
sampling time of the ADF signal monitoring is presently about 40 ms. For arrays of dots that
were deposited, the growth of each individual dot was monitored. It is observed that the
growth is different for each dot, although the average deposit growth rate is linear with the
dwell time. Apart from monitoring the ADF signal during the growth, the amount of
deposited mass can be controlled for individual deposits by terminating the growth process
when the ADF signal exceeds a threshold value. The dynamic ADF feedback control was
applied to reduce variations in deposit mass. This attempt did not succeed, but the method
was succesfully applied to prevent the occurrence of a proximity effect. When the electron
beam irradiates the side of an already existing structure, the amount of deposited material is
higher than if the electron beam irradiates an area that is under normal incidence. With the
dynamic ADF feedback control, this effect can be compensated in situ and the amount of
deposited material that is probed by the beam is constant regardless of the local growth rate.
The mass deposition resolution of the feedback system is estimated by assuming a volume
and a density of the deposits. It is estimated that the ultimate mass resolution is a single
molecule.
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Introduction

Focused electron beam induced processing (FEBIP) is a technique that allows the direct
patterning of substrates. In a high vacuum chamber, an electron beam is focused on a surface.
A precursor gas is introduced into the vacuum chamber and the precursor molecules adsorb
on the substrate. Under the influence of the electron beam, the precursor molecules are
dissociated. If the components of the precursor molecules that remain after the dissociation
react with the substrate and form volatile species, the substrate is etched (in the case of
electron beam induced etching, EBIE). If the components stick to the surface and form a
deposit, one speaks of electron beam induced deposition (EBID). Since this beam induced
reaction only occurs at or around the irradiated area and electron beams can be made as small
as 0.1 nm, thistechnique is very well suited for sub-10 nm patterning.

The fabrication of <10 nm sized EBID structures has been demonstrated in scanning
transmission electron microscopes (STEMSs) and scanning electron microscopes (SEMs) with
various materials [121, 84, 81, 83, 86]. In the very early stages of EBID growth, precise
control over the growth process is not straightforward, because nonlinear effects can occur. It
has for instance been shown before that the initial growth stagein EBID is a statistical process
[200, 87]. When arrays are deposited with a constant dwell time, a distribution of deposited
masses is found. Another nonlinear process observed is a proximity effect reported by
Hiroshima and Komuro [75] and Van Dorp et al. [139]. It was found that the EBID growth
rate depends on the angle between the electron beam and the irradiated area. The growth rate
increases if the angle o between the e-beam and the irradiated area decreases from normal
incidence, even if all other parameters such as irradiation time, beam current or precursor flux
are kept constant. The angle o between e-beam and irradiated area is off-normal for instance
when the beam is focused on the side of an already existing deposit. Hiroshima and Komuro
observed this effect when starting the deposition of a new segment of an EBID wire, as shown
in the AFM image in Fig. 1a and in the schematic picture in Fig. 1b. At the start of each new
segment, the electron beam partially irradiates the side of the existing segment, and as a result
the deposit height is larger due to the local increase in deposition rate. The writing direction is
indicated with the arrow. Van Dorp et al. observed an increase in deposition rate when a line
was deposited parallel to and partially on the side of an already existing line. The increase of
the amount of deposited material presents itself as an increase in intensity in the annular dark
field image (ADF) obtained in the STEM in Fig. 1c. The situation is schematically presented
in Fig. 1d. In the ADF image, the intensity is assumed to be proportional to the amount of
deposited mass. The writing direction was from top to bottom, from left to right. With every
new line that is written, the image intensity and the amount of deposited material increases.

If EBID is used as a sub-10 nm lithography technique, these nonlinear effects are unwanted
and it is important to control the amount of deposited material accurately. We present a
method to monitor and control the growth process in situ for deposition on electron
transparent substrates.
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Fig. 1. (a) AFM-image of an EBID wire. The wire was deposited in segments of 80 nm long.

At the start of each segment, more material was deposited as result of the proximity effect.
Reused with permission from Ref. 70. Copyright 1998, Ingtitute of Physics Limited. (b)
Schematic diagram. (c) A series of parallel lines, written from top to bottom, from left to
right. With every new line that is written, more material is being deposited. Reprinted with
permisson from Ref. 86. Copyright 2005, American Chemical Society. (d) Schematic
diagram.

Experimental setup

Deposition was done on thin carbon foils, with a thickness of 10 to 20 nm. Experiments
were performed in a Tecna F20 environmental STEM. This microscope is fitted with an
environmental cell allowing gas pressures of up to 8 Torr in the sample chamber during
observation and deposition. The microscope is equipped with a Schottky source and is
operated a 200 keV with a nominal beam spot size of 0.3 nm and a beam current of
approximately 40 pA. The precursor was W(CO)s.

Imaging and dynamic growth control were performed with the annular dark field (ADF)
signal for all experiments. This signal has a strong Z-contrast component and the signal
strength is assumed to be linearly dependent on deposited mass (assuming a constant deposit
composition). The patterning and dynamic growth control were performed with the scripting
software available on the microscope.

The developed script allows the definition of arbitrary 2D patterns and actively monitorsthe
amount of deposited material. For each beam position that is defined in the pattern, the
corresponding position on the sample isirradiated for 10 ms after which the ADF signal value
is read and saved in a file. The average time required for reading and saving the ADF signal
value is about 30 ms. This alternating sequence of exposure, reading and saving is continued
until a preset ADF signal value is reached.
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Results

Fig. 2a shows part of an array of small dots grown with the dynamic growth control. The
array was 9 x 9 in size and the average size of the dots was 2.2 nm. The growth curves of
some of the dots in this array are shown in Fig. 2b. The preset ADF threshold is indicated
with the dashed line and the script terminates the growth after the first measured value above
the preset threshold. It can be observed that the growth process is different for each dot. This
is the result of the nonlinear, statistical nature of the initial stages of the EBID growth as
mentioned in the introduction. The second growth curve is shown in more detail in Fig 2c.
The dynamic growth control leads to adistribution of dwell times (Fig. 2d).
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Fig. 2. (a) Dotsin an array, written with dynamic ADF feedback control. (b) Growth curves
for dots from the array. (c) Blow-up of the second curve from (b). (d) Histogram of the dwell
times resulting from the dynamic growth control.
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But despite our attempt to keep the amount of deposited mass constant, it is clear from Fig.
2a that the amount of deposited mass is not constant. Apart from measuring the development
of the ADF signal in situ, it is also possible to calculate ex situ the total integrated intensity
lat for each dot in the image. The distribution of l« for al dotsin the array is shown in Fig.
3a The fact that the distribution of deposited masses still has a significant width means that
the dynamic feedback control did not work properly. We speculate that this is caused by the
fact that the dot does not grow symmetrically around the irradiated spot. Only the part of the
deposit that sits inside the primary electron beam is probed (see Fig. 3b). The part of the
deposit outside the primary beam does not generate dark field electrons and does not
contribute to the ADF signal. Since the electron beam has a diameter of about 0.3 nm and the
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dots have an average diameter of 1.9 nm, this means that a significant amount of the material
is deposited outside the beam, and not inside.
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Fig. 3. (&) Histogram of the integrated dot intensities lst from the array in Fig. 2a. (b)
Schematic drawing of the area from which the ADF signal originates. The growing dot is only

partially probed by the electron beam.

It is observed that, although the growth curves and I+t may vary from dot to dot, the overall
growth process is linear. When ldt IS averaged per array and is plotted for various dwell
times, the deposited mass increases linearly with the dwell time [87].

The other nonlinear effect described in the introduction is the proximity effect, an example
of which is shown in Fig. 4a. The line was defined by 400 pixels over 160 nm with a constant
dwell time per pixel. The height of the line is not constant as a result of the proximity effect.
This is even more apparent in Fig. 4b where the sample was tilted over 20 degrees (tilt
direction indicated). Since the substrate is transparent to electrons, a deposit grows both on
the entrance and on the exit surface.

Fig. 4. (a) A line deposited with a constant dwell time per pixel, defined by 400 pixels over
160 nm. (b) The same line as in (a), but now tilted over 20° (tilt direction indicated). It is
observed that the height of the line is not constant. Snce the substrate is transparent to
electrons, a deposit grows both on the entrance and on the exit surface. (c) The same pattern,
but now written with the dynamic dwell time control. (d) The height of the deposited line is
much more constant (tilt angle 20°).
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In [139] we demonstrated that this proximity effect can be prevented by writing patterns in
multiple exposure passes or by random writing strategies. Here we demonstrate the proximity
effect correction by making use of the ADF signal monitoring and control. When the same
pattern is written with the dynamical ADF signal compensation, the height of the line
becomes constant, as is observed in the untilted (Fig. 4c) and tilted views (Fig. 4d, tilt angle
20 degrees).

In Fig. 5 it becomes clear how the in situ monitoring and control of the dark field signal
helps to prevent the proximity effect. The line in Fig. 5awas again defined by 400 pixels over
a length of 160 nm and the threshold was set at an ADF intensity of 10750. In Fig. 5b, the
ADF signal is plotted as function of time. It can be observed that the ADF signal from the
second pixel onwards starts at a higher value than the ADF signal from the first pixel. Thisis
because only the first postion in the pattern is on the flat substrate and every following
position is (partially) on the structure that was already deposited.
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Fig. 5. (a) A line that was deposited while the growth process was controlled in situ. The
line was defined by 400 points over 160 nm length. (b) The first seconds of the recorded ADF
signal.

How well can this dynamic ADF feedback control be done? Can one control the deposition
down to the level of a single molecule? To answer that question we have to estimate the mass
deposition resolution of the feedback system. The average profile of a dot approaches the
shape of a Gaussian. The volume beneath a 3D Gauss shape can be calculated using:

V = 0.36 7 dewrim® . (1)
with drwnm the full width of the dot at half maximum and h the dot height. From tilt
experiments, we have observed that the height of dots in their early growth stage (such as

discussed here) is close to the width. So if we assume that a deposit with a dewnm Of 2.1 nm
has a height h of 2.0 nm (1.5<h<2.5 nm), the volume V becomes 9.6 nm?® (7.2 <V'< 12.0 nn?).
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We can get a reasonable estimate of the density from measurements by Utke et al. They have
found a deposit density of 4.21 g/cm® for Co,(CO)s, compared to a bulk density of 1.87 g/cm®
[70]. The density of a deposit from W(CO)s is estimated by assuming that the ratio of deposit
to bulk density is similar for W(CO)s. With a bulk density of 2.65 g/cm®, this gives us a
deposit density for W(CO)g of 5.97 glcm®. We assume that the decomposition of the precursor
molecule is not complete during the early stages of the growth and the deposit consists of
W(CO); molecules. The number of molecules that have been pinned down per dot N (deposits
on both top and bottom side of the membrane) then follows from:

N=2V[(pNa) /M] (2)

with M being the molecular weight of the pinned down molecules, p the density of the deposit
and N Avogadro’s number. This gives us a number of molecules of 2.6 x 107 (1.9 x 10°<
N<3.1 x 107 per deposit that has a diameter of 2.1 nm. The intensity in the ADF images is
assumed to be linearly dependent on the amount of deposited mass. With the calculated Iqo
for a 2.1 nm dot, this gives an intensity per molecule Imoeue Of 1.6 x 10 (2.1 x 107
<l moleate<1.3 x 10%). From the data shown in Fig. 5b, it can be calculated that the standard
deviation of the noise on the ADF signal is 17 counts. This means that the mass deposition
resolution that can be ultimately achieved with this technique is a single molecule.

It is observed that the estimated | moiecuic O 1.6 x 10? is large compared to the increase in the
ADF signal shown in Fig. 2c and 5b. If a precursor molecule would be deposited directly in
the primary electron beam, this would give rise to a significant step in the growth curve. The
largest measured step sizes in the growth curves are in the order of 80. Although the measured
values do not fall within the estimated extremes, the estimated |mgiecuie 1S Still reasonable
taking into account that the actual height and composition of the dots are unknown.

When the dynamic ADF feedback control is applied for the writing of lines, it is effective in
reducing the proximity effect for two reasons. First of all, the ADF noise level is below the
mass deposition resolution. Second of all, the electron beam probes the relevant part of the
line. The proximity effect is dependent on the angle between the area that is irradiated and the
focused electron beam. This area is exactly the area that is probed for the dynamic ADF
feedback control. This explains that the proximity effect is well controlled. However, when
the dynamic ADF feedback control is applied for the writing of dots, the method turns out to
be ineffective: there still remains a distribution of deposited masses. This indicates that the
variation in masses of the dots is not determined by the mass resolution of the dynamic ADF
feedback control, but the physical processes that occur in the initial stages of the growth. We
suggest that in the initial growth stages a significant part of the dot grows nonsymmetrically
outside the area exposed by the electron beam. This can for instance be the result of diffusion
of dissociated molecules, local fluctuations in the substrate or of secondary electron scattering
in the substrate.

Although the in situ monitoring method described here is limited to electron transparent
substrates, it offers valuable insight into the growth process of individual nanometer-sized
deposits. Similar in situ monitoring methods may be applied to nontransparent substrates. Bret
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et al. have for instance measured the sample current in the SEM [101] during EBID growth,
and x-rays and the secondary electron signal are possibly suitable as well.

Conclusions

During electron beam induced deposition (EBID) on electron transparent membranes, the
transmitted annular dark field (ADF) signal can be monitored. A method was developed to
use the ADF signal to obtain insight into the growth process and to control the mass of
individual nanometer-sized deposits. Arbitrary 2D patterns can be defined. The smallest
sampling time of the ADF signal monitoring is presently about 40 ms. For arrays of dots that
were deposited, the growth of each individual dot was monitored. It is observed that the
growth is different for each dot, although the average deposit growth rate is linear with the
dwell time. Apart from monitoring the ADF signal during the growth, the amount of
deposited mass can be controlled for individual deposits by terminating the growth process
when the ADF signal exceeds a threshold value. The dynamic ADF feedback control was
applied to reduce variations in deposit mass. This attempt did not succeed, but the method
was succesfully applied to prevent the occurrence of a proximity effect. When the electron
beam irradiates the side of an already existing structure, the amount of deposited material is
higher than if the electron beam irradiates an area that is under normal incidence. With the
dynamic ADF feedback control, this effect can be compensated in situ and the amount of
deposited material that is probed by the beam is constant regardless of the local growth rate.

The mass resolution of the feedback system is estimated by assuming a volume and a
density of the deposits. It is estimated that the mass resolution is a single molecule.
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Abstract

The nucleation stage of electron beam induced deposition (EBID) has been studied by
depositing arrays of dots from W(CO)s. Measurements of the annular dark field (ADF) signal
during the growth and post-deposition ADF image processing were combined with atomic
force microscope measurements. The smallest average dot diameter measured is 0.72 nm for
the full width at half maximum and 1.0 nm for the diameter containing 50% of the deposit
volume. The average growth rate after 1.0 s of deposition time was 2.9 nm’/s. The
development of a deposit as a function of time is found to be different for each dot, despite
identical growth conditions. The center of mass of each dot is not exactly on the position
irradiated by the e-beam but instead the deposit nucleates on a random spot close to the
irradiated spot. Not only the first nucleus is deposited on a random position; later on in the
process, material can still be deposited on random positions around the irradiated spot. As a
results of this, the shape of the dots is nonsymmetric. The growth rate is not constant during
deposition (varying between -3.3 and 15 nm®/s) and the final deposit volume varies from dot
to dot. The distributions of deposit volumes found in the experiments were compared to
Poisson distributions. This comparison allowed an estimation of 4, the expected number of
discrete events during a specific interval. It was estimated that after 1.0 s of deposition time,
the average deposition rate was 5.5 /s, with a volume of 0.4 nm*4 and a deposition
efficiency of 3.7 x 10° electron//. The volume of 0.4 nm®// is within a factor of 2 of the
volume of a W(CO)s molecule in the solid phase. Despite the efforts made, it was not possible
to detect the deposition of single molecules or clusters of a constant size in the recorded ADF
signal.
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Introduction

Developing techniques for the controlled fabrication of nanostructures is a topic of intense
research and is critical to exploit the full potential of nanotechnology. Focused electron beam
induced processing (FEBIP) can be used to define and precisely position arbitrary shaped
patterns onto substrates. Precursor molecules, introduced into a vacuum chamber, adsorb on
the substrate and are irradiated by a focused electron beam. Under the influence of the e-
beam, the adsorbed molecules are dissociated into fragments. If these fragments react with the
substrate and form volatile species, the substrate is etched (in the case of electron beam
induced etching, EBIE). If the fragments stick to the surface and form a deposit, one speaks of
electron beam induced deposition (EBID). Since the fragmentation only occurs in or very
close to the irradiated area and electron beams can be made as small as 0.1 nm, EBID is very
well suited for sub-10 nm patterning. This has been demonstrated with deposits having widths
of 8 nm [80, 81], 5 nm [82], 4 nm [83], 3.5 nm [84], 1.5 nm [85] and even 1.0 nm [86]. The
patterning capabilities are demonstrated with a world map that includes topographical
information (see Fig. 1). The color indicates that the Himalayas, the Rocky Mountains and the
Andes are higher than the rest of the world. Honduras is 7.5 nm wide.

Fig. 1. World map created with EBID. The false colors indicate that the Himalayas, the
Rocky Mountains and the Andes are higher than the rest of the world.

It has already been shown that for sub-5 nm deposits, the amount of deposited material is
not constant, but fluctuates (even for identical fabrication conditions) [86]. Indications were
found that the number of molecules dominates the statistics rather than the number of
electrons required for the dissociation [200]. In this article, the nucleation stage of sub-10 nm
EBID growth is explored. To perform this study, measurements of the annular dark field
(ADF) signal during the growth and post-deposition ADF image processing were combined
with atomic force microscope measurements.

Experimental

EBID was performed in an environmental Tecnai F20 scanning transmission electron
microscope (STEM), allowing the entire growth process to be observed and controlled in situ
and in real time. The microscope is equipped with a field-emission electron source and was
operated at 200keV with a nominal beam spot size of 0.3-0.4 nm. The precursor used for
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deposition was W(CO)s and typical pressures were in the range of 1 x 10 Torr. Substrates
were 10 nm thick amorphous carbon and 50 nm thick SisN4, membranes. During experiments,
the substrate was kept at atemperature of 150 °C.

Imaging was performed with the annular dark field (ADF) signal. For thin films, the ADF
image intensity is linear with mass or thickness and is given in counts (arbitrary units). All
depositions were done on an areathat was not previously exposed to electrons.

Arrays of dots were deposited with two different scan routines. Suppose for instance that
EBID was performed on three positions on the substrate, positions |, 11 and 111 (marked with
“+” in Fig. 2aand 34d). In scan routine A (Fig. 2a), the positions were irradiated sequentially
with the beam in stationary position for a specific dwell time (for instance 1000 ms).

) Soan routine A _
a) 1 1| III 1 i il I I I

+ + { - + +

t=0ms__ t= 1000 ms| t= 2000 ms

Trradiate pos. I | Trradiate pos. IT | Trradiate pos. T

|
b) | | |
0 1000 2000 3000 b (mEl—

Fig. 2. (a) Schematic drawing of scan routine A. The e-beam is focused onto position | and
kept stationary during the dwell time (1000 ms). Sequentially, position 11 and position |11 are
irradiated. (b) Corresponding time line.

In scan routine B, the beam was scanned over position | (see Fig. 3a). The scan areawas 2 x
2nmin size, divided into 5 x 5 pixels and the dwell time tawei, scanning Was 10 us per pixel. The
time required for 1 frame, tiame, Was therefore 0.25 ms. During the scan, the ADF signal was
collected and the intensity I«an (integrated over the 5 x 5 pixels) was saved to file. Next,
position | was irradiated by keeping the beam stationary in the center of the 2 x 2 nm? square.
The irradiation time tirragiae Was chosen such that tirragiate = 10 X tirame, SO tirradiae W8S 2.5 ms.
This scan sequence (scanning, saving and irradiating) was repeated for a number of iterations
(200, 200 or 400), after which the procedure was repeated for position I and I11.

Both scan routines were performed with a constant dwell time (routine A) or a constant
number of iterations (routine B) per array. At the end of the routines, the beam was blanked.
During the writing of the arrays, the environmental cell was flooded with precursor gas. ADF
images of the completed arrays were not taken until the precursor gas was pumped out (unless
mentioned otherwise).

Dedicated hard- and software was developed to use scan routine B on the environmental
STEM. Scan signals were generated with a National Instruments (NI) card and added with an
adding amplifier to the scan signals of the standard microscope control. The maximum scan
rate that could be achieved was limited by the hardware of the microscope. It was found that
for dwell times per pixel < 10 us the pattern was not defined correctly anymore.
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The ADF signal was recorded using the same NI card. The minimum sampling time for the
NI card was 1 ps. This means that for a tawell, scaming Of 10 ps per pixel, the ADF signal was
integrated over 10 samples.

Scan routine B

1 1 m 1 i m I I i i i1

. I
a) > =
= n ) + + - = #) + +
t=0ms_ t=0.25 ms | t=2.75 ms _ t=73.00 ms|
b) | Scan| Trradiate | Sl:anl Trradiate | Etc. |
| | | | | |
0 025 275 3.00 550  t{ms)—

Fig. 3. (a) Schematic drawing of scan routine B. Firstly, the beam is scanned over position
I, during which the ADF signal is collected. Next, the beam is kept stationary on position | for
a given dwell time. This scan sequence of scanning (and collecting the ADF signal) and
irradiating is repeated on position | for a number of iterations, after which the entire
procedure is repeated for position I and I11. (b) Corresponding time line (not to scale).

Image analysis

In order to collect data from the EBID experiments, a technique to analyse the ADF images
of the deposited arrays was developed. This technique is used to determine the diameter of the
deposits and to determine the integrated intensity of each deposit, 14 In each array (11x11 or
7x7), the dots were intended to be deposited on a sguare grid. However, the arrays are
distorted because of drift of the specimen during deposition. To correct for this, a trapezium-
shaped grid is overlayed on the ADF image, such that the points of the grid coincide as best as
possible with the dot positions in the array.

For measurements of the deposit diameters, a box is overlayed on each point of the
trapezium-shaped grid, centered around the grid point. Each box is nxn pixels and is now a
sub-image, containing the ADF image of a single dot. All boxes (i.e. all sub-images of the
single dots) are added linearly, which yields an average ADF image (of nxn pixels) of the dots
in the array. In this averaged sub-image, the center of gravity of the dot is determined, which
is used to measure the average diameter.

For the measurement of 140, two boxes are overlayed on each point of the trapezium-shaped
grid, centered around the grid point. Box 1 contains N; pixels and is large enough to overlap
the area covered by the dot including its tails. Box 2 contains N, pixels and is slightly larger
than box 1. Then, the sums X |; and X |, of all intensity values of respectively box 1 and box 2
are calculated. The average background intensity value per pixel lgg is calculated by:

|BG:(Z|2—Z|1)/(N2—N1) (1)
The integrated intensity arising from the deposited material 4o On a particular grid point is

calculated by:
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laot =2 11— (Isc * Ni) ()

The procedure of overlaying the boxes and calculating lqo: is performed for all dots in the
array. Since the pixel intensity in ADF images is proportional to the thickness of the probed
area, lqo: (in arbitrary units) is proportional to the volume of the deposit.

Results and discussion

Arrays with dwell times of 0.25, 0.125, 0.06 and 0.03 s have been deposited on a 10 nm
thick amorphous carbon substrate with scan routine A. ADF images were recorded with the
precursor gas present. The results are shown in Fig. 4. There are a number of observations to
make on arrays obtained with scan routine A concerning (1) the average amount of deposited
material, (2) the diameter of the dots, (3) the shape of the dots and (4) the positions of the dots
with respect to the intended grid position. Starting with the amount of deposited material, it is
observed that the amount of deposited material increases with increasing dwell time. This is
visible in the ADF images as an increase in dot intensity. |4, was determined for the arrays in
Fig. 4 and is found to increase linearly with dwell time (see Fig. 5a).

Of the arrays shown in Fig. 4, the averaged sub-images have been taken and are shown in
Fig. Sb-e.

Fig. 4. Four 11 x 11 arrays deposited with scan routine A, using different dwell times. As
the dwell time increases, the amount of deposited material also increases (visible as an
increase in dot intensity).

From these averaged sub-images, the dot diameter dqo is determined. Fig. 5a shows the full
width at half maximum (FWHM) and the FW50% (the diameter in which 50% of the dot
volume is contained). It is observed that dyo: (FWHM) decreases from 0.90 nm to 0.83 nm for
dwell times of 0.25 and 0.03 s, respectively. The smallest diameter measured is 0.72 nm for
the FWHM and 1.0 nm for the FW50%. The outlier for the smallest dwell time (shown in
grey) is the result of the difficulty in determining the center of gravity in the averaged sub-
images. The noise level in the sub-images becomes significant because so little material was
deposited (see Fig. 5a).

An average diameter of 1.0 nm for the smallest FN50% is the smallest that has been
achieved until now. It is also close to the value that was predicted by a Monte Carlo
simulation. In [201], results are described from a simulation of the scattering of 200 keV
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primary electrons in a flat, 10 nm thick Cu sample. It turns out that, for a 0.2 nm diameter
electron beam, 50% of the secondary electrons are emitted from an area of 0.86 nm in
diameter. Although a different substrate was used in the experiment, it shows that the smallest
average diameter in the experiment is very close to the ultimate EBID resolution.
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Fig. 5. (&) A plot of l4 (A), the FWHM (m) and FW50% (o) as function of the dwell time.

The grey point is considered an outlier and is not used to fit the trendline for the FWHM. (b)
— (e) The average sub-images of the dots. The scale barsindicate 1 nm.

The limit in spatial resolution for the average deposit may have been nearly reached,
individual deposits can till be smaller than 0.86 nm. The smallest conceivable individual
deposit is a single molecule. The factor currently limiting the average deposit diameter is the
positioning precision, because the center of mass of each dot is not exactly on the intended
position in the array. This can be due to several effects. First of all, the area from which
secondary electrons are emitted from the substrate is larger than the diameter of a single
molecule. Secondly, it is possible that molecules diffuse between the moment that it is
dissociated and the moment it is actually pinned down. The result of these two effects is that
the deposit nucleates on a random spot close to the irradiated spot. Fig. 6 shows a schematic
drawing of three irradiated positions on the substrate (1, Il and 111).

I II I

/ \ v \ / \
/ \ / \ . \
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Fig. 6. Schematic drawing of three irradiated positions on the substrate (I, Il and I11). The
electron beam irradiates the substrate at “ +” , around which secondary electrons are emitted
(shown in grey). The deposit nucleates on a random position in an area around “+”. The
average distance between the intended position in the array and the center of mass of the dot
isindicated with the dashed circle in Fig. 6 and is 0.23 nmfor the dotsin Fig. 4.
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Supposing that the electron beam irradiates the substrate at “+”, secondary electrons are
emitted from the area around it (shown in grey). The deposit does not necessarily nucleate on
“+”, but can for instance nucleate on position 1, 2 and 3. Although the individual deposits
may be single molecules in each case, the average diameter will be larger. Finally, other
factors contributing to the average diameter are specimen drift and (possibly) small vibrations
in the electron beam during writing and imaging of the deposit. The average distance between
the intended position in the array and the center of mass of the dot is indicated with the
dashed circle in Fig. 6 and is 0.23 nm for the dotsin Fig. 4.

It appears that not only the first nucleus is deposited on a random position. Later on in the
process, material can still be deposited on random positions around the irradiated spot. This
becomes evident from the ADF images in Fig. 7. Dots are shown for 3 different dwell times.
The deposition conditions were similar (though not identical) to the conditions used to create
the arraysin Fig. 4. Per dwell time, the dots were taken from the same array, so the deposition
conditions were identical. The white squares indicate 5 x 5 nm. It is clearly observed that the
dots are nonsymmetric and all different from each other. The nonsymmetry of the dots
implies that the definition of the size of an individual deposit becomesdifficult.

Fig. 7. Close-up of some of the dots. The white squaresindicate 5 x 5 nm. Many of the dots
are nonsymmetric. The time on the left is the dwell time.

0.50s

0.25s

0.10s

The results discussed until now are based solely on arrays deposited with scan routine A. It
has been reported earlier that in situ measurements of the ADF signal give valuable insight
into the growth process and can even allow control over the deposition of lines [202]. It was
estimated that the sensitivity was a single molecule. An attempt was made to use thisin situ
measurement of the ADF signal to control variations in the mass of dots, but this was not
succesful. The explanation given was that “a significant part of the dot grows
nonsymmetrically outside the area exposed by the electron beam”.

To be able to probe the entire dot and detect the deposition of single molecules, scan routine
B was developed. Typical developments of |, as function of time are shown in Fig. 8a-e.
The raw data is presented in grey, the averaged data (moving average over 35 datapoints) is
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presented in black. Fig. 8a shows a measurement of the noise, recorded by executing scan
routine B in the absence of precursor gas. The standard deviation of |4, for this measurement
is4.1 mV. Fig. 8b-e are measurements with precursor gas. Fig. 8f isthe average curve for 147
deposits, which shows that the average increase in |« is a@bout 17 mV. This means that the
strong increase observed in Fig. 8c and e are outliers and not typical of the deposition process.
It is observed that the growth rate is not constant during the deposition. During the periods
indicated with A, C and E the ADF signal stays roughly constant for as much as tenths of
seconds. There are gentle (C and F) and stronger (D) increases even decreases (G) of the ADF
signal. Occasionally, sharp changes in the signal are observed. Examples of these sharp
changes are indicated with black lines in Fig. 8d and e. The values are averages over the
width of the lines.

The average growth curve in Fig. 8f makes clear that the growth in the very early stage is
not linear (assuming that the composition remains constant). A similar nonlinearity was
observed by Guise et al. [159]. It is tentatively suggested that this is due to the change in
target surface during the first stages of growth. As the deposit grows, the surface onto which
precursor molecules adsorb changes from substrate to deposit. The resulting change in
residence time of precursor molecules and/or SE yield can lead to lower growth rates later on.
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Fig. 8. (a) Scan routine B executed without precursor gas present. No deposition is
observed, which allows the determination of the noise level. (b, c, d, € Scan routine B
executed with precursor gas present. Curves shown in grey are raw data, curves shown in
black are averaged data. Averaging for (b, c) was over 35 data points, averaging for (d, €)
was over the width of the indicated lines. Indicated are periods of no significant growth (A, C,
E), increases (C, D, F), a decrease (1) and sudden jumps (H, J, K).(f) Data averaged over 147
growth curves.

What are the sharp changes observed in Fig. 8d and e? Are they the deposition of single

molecules? If so, what do the more gentle changes in Fig. 8b and ¢ mean? To answer these
guestions, it is important to characterize the deposits in more detail. In the first place, thisis
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done by determining the height of the deposits by AFM. Secondly, the variations in deposit
mass are analysed. In Fig. 4, it is observed that the dot intensity (i.e. the deposited mass) is
not constant over the array. There is a variation in intensity, even though the deposition
conditions were identical for each dot in the array. A better understanding of these variations
may be helpful for interpreting the growth curvesin Fig. 8.

To be able to probe the dots with an AFM, dots were deposited on a 50 nm thick SisN4
membrane with a beam current of 36 pA. The results are shown in Fig. 9. Theinsetsin (a), (b)
and (c) show a schematic representation of the orientation of the sample with respect to the
electron beam or the AFM tip. In the transmission microscope, the recorded images give a
projection of the sample. Assuming that the composition of the deposit is constant, the highest
point of the deposit is represented by the highest intensity of the deposit, Imax. Since EBID is
performed on an electron transparent membrane, a deposit grows on the entrance as well as on
the exit side, SO IaxiS the sum of the intensity of the deposit on the entrance and exit side:

Imax = Imax, entrance T I max, exit (3)

A dot array was deposited (Fig. 9a). With the AFM, only the part of the dot on the exit side
of the membrane was probed (see Fig. 9b). This gives the height of the highest part of the
deposit, hmax eit- TO have a measure for |max edt, the membrane was tilted to 15° (see Fig. 9c).
From these tilted ADF images, the integrated intensities 2lgot, entrance @Nd 21 got, et @€
determined. It is assumed that the growth rates at the entrance and exit side are identical for
these small deposits. In other words, it is assumed that:

| max, exit = lmax * [ZI dot, exit / (Zldot. entrance + 21 dot, exit) ] (4)
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Fig. 9. (&) ADF image of dots written with a beam current of 36pA and a dwell time of 2 s
per dot (perpendicular). (b) AFM image of the exit side of the array in (a). (c) ADF image of
the array in (a), but now tilted to 15°. (d) lmax et @Nd hmax, et plOtted as function of the dwell
time. The insetsin (a, b, ¢) show a schematic representation of the orientation of the sample
with respect to the electron beam or the AFM tip.

Both I max et @d hnax, et @€ averaged per array. Fig. 9d shows these average values for 3
different dwell times. It is observed that hmax et 1S linearly proportional to lyex edt for dwell
times of 0.5 and 2.0 s. For the array deposited with 4.0 s, this is not the case anymore. We
suspect that at a dwell time of 4.0 s, the growth rate at the entrance and exit sides are no
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longer identical, because the deposit at the ecdéraide has become too thick. This means
that relationship (4) is not valid for this array.

Assuming a constant composition, the ADF intenstproportional to the deposit height,
so the AFM measurements can be used to scale AfeRsities (in arbitrary units) to height
(in nm). Based on the values lafax, eit aNd Imax it fOr the 0.5 and 2.0 s arrays, the scaling
factor Css pa is 2.5 x 10°nm/count.

Fig. 10a shows an ADF image of a deposit writtenaohO nm thick amorphous carbon
substrate with a beam current of 3.2 pA. It is as=sd that the ADF current decreases
proportionally to the beam current. Taking into aoat a difference in magnification, the
intensity conversion factaCs, pa is 1.4 X 1G nm/count. In Fig. 10b, the same ADF image is
shown, but now in 3D representation with the z-axiam. The line profile of the dot in Fig.
10a is shown in Fig. 10c. The horizontal and vaftaxis are shown with identical scaling to
demonstrate the relative dimensions.

Fig. 10. (a) ADF image. (b) Same ADF image, but now in 3D representation with scaling of
the z-axis in nm. (c) Height profile of the dot in (a). The horizontal and vertical axis are
shown with identical scaling to demonstrate the relative dimensions.

With the AFM measurements, the intensity variatisnsh as observed in Fig. 4 can be
expressed in terms of variations in deposited veluithis has been done for arrays of dots
deposited on a 10 nm thick amorphous carbon substréth dwell times of 1.00, 0.50, 0.25
and 0.10 s and a beam current of 3.2 pA. For eaditipn in the arraylg: has been
determined. For each dwell time, three 7 x 7 artag/ge been deposited, which gives 147
measurements dfy,; per dwell time Iy IS proportional to the volume of the deposit (in
arbitrary units) and can be scaledg (in nn?) usingCs. pa (in Nm) and the area per pixel in
the ADF images (in nA). Please note thaty is the sum of the volume of the deposits on the
entrance and the exit side of the membrane.

The values folWy, were binned and are shown in the histogram in Flg. The number of
occurrences\y have been normalized to the total number of measemés per dwell time
(147). So for instance, if % of 1.4 nnf occurred 28 times in the 0.25 s arrays, this gares
Ny of 28/147 = 0.2 in Fig. 11a. It is observed thattlae dwell time increases, the average
amount of deposited material also increases. Thative values are the result of noise in the
ADF images. At the smallest dwell times, thererasny positions in the array where there is
very little or even no deposit and the backgrouadection applied in equation (2) can give
rise to negative values fty: (and hence negative values ).
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Fig. 11. (a) The relative frequency with which dot volumes occur in arrays deposited with
dwell times of 0.10, 0.25, 0.50 and 1.00 s. (b) Poisson statistics for expectation values A of 1,
2, 3, 5 and 8 (lines are drawn to guide the eye and do not indicate continuity). (c) The relative
frequency with which 1, occurs in the arrays in Fig. 4.

The growth of a deposit consists of a series of dissociation events. If these dissociation
events do not influence each other and occur at a known average rate, the volume
distributions can be modeled with Poisson distributions. A Poisson distribution expresses the
probability Py that a particular event occurs & times for a given expected number of discrete
events (4) during an interval of known length. Poisson distributions are calculated with:

Puy=(X e*)/k! (3)

In the experiments described here, & represents the number of discrete units that have been
deposited, or the amount of material that was deposited (V4 in Fig. 11a). The probability Py
corresponds to the relative number of times Ny that a particular number of units or a particular
volume is found. Parameter A then represents the average number of dissociation events for a
given dwell time. The values of Py have been calculated for 4 = 1, 2, 3, 5 and 8 and are
shown in Fig. 11b. It is observed that the shapes of the distributions in Fig. 11a and Fig. 11b
are similar, with the exception of the values for 0.10s dwell time in Fig. 11a. This is probably
due to the noise in the ADF images and in the image processing. The shape of these
distributions is reproducible, as becomes clear from the histogram of values for 7, in Fig.
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11c. These values were calculated from the arrays in Fig. 4 and, although l4 was not
calibrated with the AFM measurement, the trend is clearly similar to that in Fig. 11b.

By fitting the Poisson distributions to the volume distributions, an estimate can be made of /
for each dwell time used in the experiments. This estimate is based on the assumption that
every deposited molecule is visible in the ADF image. In Fig. 12a, an example of a fit is
shown. Two fit parameters were used: 4 and the linear scaling factor f. The factor f merely
served to scale values of k to the volumes found in the experiment. Values for Py were not
scaled.

In Fig. 12b the data from the different sources are shown as function of time. The averages
for Vot (A) are calculated from the distributions in Fig. 11a. The fitted 4 (m) and the average
values for lgan (Same data as in Fig. 8f) are shown in grey. From Fig. 12b, it is calculated that
after 1.0 s deposition time the average Vg is 2.9 nm®, the scaling factor for lsan is 6.1
mV/nm?, the average dissociation rate Ry is 5.5 A/s and the average volume per 4 (V,) is 0.4
nm®. From the beam current of 3.2 pA it is calculated that the dissociation efficiency is 3.7 x
10° electrong/J.
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Fig. 12. (a) Afit of a Poisson distribution to the volume distribution of arrays with 1.00 s
dwell time. (b) The average values for Vyo: and the fitted values for 4 as function of the dwell
time. The average dissociation rate after 1 s was 5.5 //s, the average volume of material that
is deposited per 4 is 0.4 nnr'.

The question remains what 4 is. V; is within a factor of 2 of the volume of a W(CO)e
molecule, which is 0.22 nm® (calculated from the density in the solid phase, 2.65 g/cm®). If /
represents one W(CO)x molecule, the fact that V, is so large could indicate that the
fragmentation of the precursor molecules is far from complete and that most of the CO groups
are gtill in the deposit. It can also mean that V;, is overestimated. If the ADF signal is not
sensitive enough to detect single W(CO)x molecules, the fit procedure for 4 (as shown in Fig.
12b) underestimates the number of molecules per dwell time, leading to an overestimation of
V. It isalso possible that / represents a cluster of several molecules. It is not straightforward
to suggest a measurement that alows a discrimination between the two options.

In Fig. 13, the information from the different analysis methods is put together. Fig. 13a
shows three growth curves (on the left vertical axis nm®, on the right vertical axis A). In Fig.
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13b, the ADF images of the corresponding dots are shown. The size of the area that was
scanned during scan routine B (2 x 2 nm) is indicated with the white squares overlayed on the
ADF images. As a comparison to scan routine B, Fig. 13c shows an ADF image acquired
after scan routine A for dots written with comparable dwell times under identical conditions.

Similar to the growth curvesin Fig. 8, levels are observed in Fig. 13awhere the ADF signal
is (roughly) constant. If these levels were separated by a constant step size, it would suggest
that the deposition of a constant volume (either single molecules or clusters of molecules) is
detected. However, a detailed analysis of the data shows that the step sizes between the levels
are randomly distributed. A constant step size is not detected.

This means that the sharp changes in I, Observed earlier in Fig. 8d and e are part of a
random distribution. The magnitude of the changes is 0.9 nm® (H), -1.0 nm® (1), 2.0 nm® (J)
and 2.0 nm® (K). These values are significantly larger than V, and it is tentatively suggested
that these sharp changes are clusters of molecules that move into or out of the scanned area by
adsorption, desorption or diffusion during the deposition process.

The growth rate in Fig. 8 varies between -3.3 and 15 nm’/s.
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Fig. 13. (@) lsan as function of time for 3 postions. (b) An ADF image of the dots
corresponding to the growth curves in (a). (¢) An ADF image of dots written with scan
routine A, deposited with a comparable dwell time and under identical conditions as the dots
in (b).

The fact that seps of a constant size were not detected in the development of lgan as
function of time, can be due to several (parallel) effects. First of all, it is possible that the
noise level is too high. The noise level is 4.1 mV (equivalent to 0.7 nm®) and this could
prevent the visibility of steps of 0.4 nm®. But even in the moving averaged curves (black lines
in Fig. 13), where the noise level is much lower, steps of a constant height are not observed.
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It is also possible that the contribution of the parasitic deposition during the scanning was
too large; The background intensity in Fig. 13b is considerably higher than in Fig. 13c, which
is due to deposition during trame. If we assume that the deposition process is discrete and (on
average) linear in time, there are two periods in each iteration of scan routine B where
dissociation can occur: during tirame and during tirragiae- |f molecules are dissociated during
tirradiate, they would be fully probed during tiame, Which means a complete step would appear
in the ADF signal. If molecules are dissociated during tiame, it is possible that this happens
when the molecule is only partially and not completely under the beam. In that case, it would
be probed partially and give a partial step in the ADF signal. It is conceivable that the partial
steps occuring during trame SMear out the complete steps during tiradiate. HOWevVer, since
tirradiate = 10 X tirame, thisis not expected.

Another possibility is that the precursor molecule does not dissociate into fragments of a
constant composition. Measurements of the composition with electron energy loss
spectrometry have shown that the deposited material is not pure W. Rather, the deposits
consist of fragmented W(CO)x molecules, where x can vary (theoretically speaking) from 5to
0. The composition is important for the ADF intensity, because it scales with approximately
Z'®to 249 [203]. For x = 5, Zcos = (6 + 8) x 5 = 70, which is of the same order of magnitude
as Zw (74). This means that the Z of a dissociated molecule can vary nearly continuously
from 74 (Zw) to 144 (Zwco)s), Smearing out (possible) steps in the ADF signal.

Related to this is the possibility that the contamination level was too high during the
experiment. The environmental cell in the microscope was cleaned before the experiment, but
the gas supply system or the precursor reservoir may have contained other species in addition
to W(CO)s. This may have reduced the partial pressure of W(CO)s and the partial
contribution to the deposition process.

Furthermore, if the deposit does not grow entirely inside the scanned area, it will not be
probed entirely during tiame. It is possible that due to specimen drift or perhaps the diffusion
of dissociated molecules, a2 x 2 nm box was not large enough to probe the entire deposit.

Finally, it is possible that the ADF sensitivity is not enough to detect single molecules.
However, with the measured volumes and deposit sizes, it is unlikely that the sensitivity is
more than one order of magnitude less than single molecules. In conclusion, there are three
likely causes for the absence of steps of a constant size in the growth curves. the W(CO)g
molecules do not dissociate into fragments of a constant composition, the contamination level
was too high and the deposits were not probed entirely.

Conclusions

The nucleation stage of EBID has been studied for deposits from W(CO)s. Measurements of
the ADF signal during the growth and post-deposition ADF image processing were combined
with atomic force microscope measurements. The smallest average diameter measured is 0.72
nm for the FWHM and 1.0 nm for the FW50%. The average growth rate after 0.1 s of
deposition time was 2.9 nm®/s. The development of a deposit as function of time is found to
be different for each dot, despite identical growth conditions. The center of mass of each dot
is not exactly on the position irradiated by the e-beam, instead the deposit nucleates on a
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random spot close to the irradiated spot. Not only the first nucleus is deposited on a random
position. Later on in the process, material can still be deposited on random positions around
the irradiated spot. As aresults of this, the shape of the dots is nonsymmetric. The growth rate
is not constant during deposition (varying between -3.3 and 15 nm*/s) and the final deposited
volume varies from dot to dot. The volume distributions found in the experiments were
compared to Poisson distributions. This comparison allowed an estimation of /, the expected
number of discrete events during a specific interval. It was estimated that after 1.0 s of
deposition time, the average deposition rate was 5.5 /s, with a volume of 0.4 nm*/4 and a
deposition efficiency of 3.7 x 10° electrons/A. The volume of 0.4 nm?® iswithin a factor of 2 of
the volume of a W(CO)s molecule in the solid phase. Despite the low growth rate, it was not
possible to detect the deposition of single molecules or clusters as discrete steps in the
recorded ADF signal.
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In this chapter, results are discussed that haes lebtained during the research for this
thesis, but from which conclusions cannot be drawmambiguously. If explanations are
suggested, this is done so tentatively.

I. SisN4 assubstrate

Since SiN, membranes can be fabricated with various thiclesess a controlled fashion
and are chemically stable, it was assumed they dvdné useful substrates for EBID
experiments. Growth of W(C@)ots on these membranes was found to be veryulaeg
Scan routine A as described in Chapter 8 was usdéposit the dots. The growth rates were
found to vary from position to position and theigtions were much larger than expected on
the basis of Poisson statistics as described eaflgeshown in Fig. 1la, some dots are even
branched. The inset shows a blow-up of the dagdito 20 degrees. ThesSi membrane
was 10 nm thick, it was kept at 100 °C, the dwaeletwas 8 s per dot, the beam current was
approximately 40 pA and the precursor pressure2ims 10° Torr.

ADF intensity (arb. units)

Fig. 1. (a) Array of dots on a 10 nm3Sj membrane. Irregular growth with (sometimes)
branched deposits is observed. The dwell time pewds 8 s. The inset shows a blow-up of a
branched dot, viewed under 20° of tilt. (b) The Afdjhal as function of time for the dots in
(a). The black curve is the ADF signal for the dothe inset in (a). (c) STEM image of a
patterned SN, with conducting lines fabricated by EBL. (d) Arraf dots with irregular
growth, deposited on the location indicated withh@ in (c). (e) Array of dots with more
regular growth, deposited close to a conductingietale.
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Fig. 1b showsthe ADF signal that was monitored with a Picoscope during the growth of the
dotsin Fig. 1a. The growth curve of the dot in the inset is shown in black. It is observed that
the bright dots initially have a growth rate smilar to the average growth rate before they
‘spark’. The time it takes before dots ‘ spark’ can vary from fractions of a second to seconds.

The branching of the dot is similar to the nanodendritic growth observed for deposition on
Al;O3 [174]. The nanodendritic growth was explained by charging of the substrate and field-
induced diffusion of the precursor. It is tentatively suggested that the same mechanism
occurred on the SisNs membrane. Consistent with this hypothesis is an experiment where
deposition was performed as function of distance from 10 nm thick conducting Ti/Ni lines
(deposited by EBL). These lines are shown in the STEM image in Fig. 1c in the top left and
right. Far from the conducting lines, in the area indicated with a box in Fig. 1c, growth was
irregular (Fig. 1d). Close to the conducting lines, growth was much more regular (Fig. le, at
the top edge the finger-shaped electrode is vaguely visible).

Il. Graphite as a substrate

The graphite substrate was prepared as described in Chapter 3. The deposition of dots
from W(CO)s gave very irregular growth, but different from the Poisson statistics or the
growth on the SisN4. In Fig. 2 a STEM image of a deposited array is shown. The dark areain
the upper left is vacuum, the bright area in the bottom right is the amorphous carbon support
and in the upper right deposition due to the focusing of the beam is visible. Deposition was
performed with a dwell time of 0.8 s per dot, a beam current of approx. 40 pA, a substrate
temperature of 150 °C and a precursor pressure of 3.8 x 10° Torr. The intensity of the dots
seems to depend on the intensity of the background. If the area on the graphite is brighter, the
amount of deposited material is larger. On the dark areas of the graphite, hardly any deposit is
visible. It is tentatively suggested that the bright areas are fragments of graphite layers.

Fig. 2. A STEM image of a deposited array is shown. The dark area in the upper left is
vacuum, the bright area in the bottom right is the amorphous carbon support and in the upper
right deposition due to the focusing of the beamis visible. The growth rate seemsto correlate
with the intensity of the background.

131



Chapter 9.

One can think of several mechanisms explaining the difference in growth rate. There may
be a difference in adsorption behavior of the precursor molecules between the bright and dark
areas on the graphite substrate, causing the residence time of precursor moleculesto be longer
on the bright areas than on the dark areas. The effect is that either the probability of
dissociation by an incident electron is much higher or that the dissociated molecule desorbs
less easily directly after interaction with the incident electron. Another mechanism is that the
dark areas are s0 thin that the SE yield is dependent on the thickness of the substrate. If the
bright areas are thicker, the secondary electron yield on the brighter areas will be larger than
on the dark areas. Finally, the bright areas may be less flat, leading to a larger SE yield than
the dark areas. As aresult of these (possibly parallel) effects, more material is being deposited
on the bright areas.

To get more evidence of the influence of the nonuniformities of the graphite, we imaged a
piece of graphite in the presence of the precursor. We scanned an area of 2048 x 2048 pixels
over 110 x 110 nm with a dwell time per pixel of 10 ns and recorded the ADF signal. After
every complete scan, the image was saved. As the electron beam scanned over the substrate,
precursor molecules were dissociated. Fig. 3a shows the situation after the first complete scan.
The regions of higher and lower contrast can be clearly distinguished. The bright spot in the
center of the image comes from an erroneous pause of the e-beam in spot mode for
approximately a second and the bright area in the upper right corner of the image comes from
focusing the e-beam. Fig. 3b shows the same area on the substrate, but now after 3 additional
scans. As result of the irradiation with the electron beam, tungsten containing material was
deposited and the average intensity on the substrate has increased. The increase is not uniform
though, because the low contrast areas on the substrate can still be recognized. Deposition
occurred preferentially on the areas where there already was material deposited earlier. Thisis
an indication that the adsorption on the clean (i.e. dark) areas is lower than on the brighter
areas.

Fig. 3. (a) Initial condition of a graphite substrate, imaged in the presence of W(CO)s. The
dark and uniform areas can clearly be distinguished from the brighter and more irregular
areas. (b) Substrate after 4x imaging in the presence of W(CO)e. It is observed that deposition
occurs preferentially at the brighter, nonuniform areas.
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Fig. 4. (a) Effect of focussing the electron beam in the presence of W(CO)s. A deposit with a
grainy appearance is observed. (b) When focussing in the presence of contamination, only a
brighter area is observed, without any significant morphology.

During deposition on the graphite it is also observed that the morphology of deposits is
different for W(CO)s than for contamination. When focussing the electron beam in the
presence of W(CO)s, a deposit was obtained with a grainy appearance. This is shown in Fig.
4a. When focussing without the presence of W(CO)s but in the presence of contamination
(allowed into the microscope by accident), an area of higher intensity without any
morphology was observed.

I11. Resolution dependence on pressure and/or temperature

At some point during experiments, it was observed that deposits appeared blurry (see Fig.
5a), not as sharp and small as usual. The substrate used was an aC membrane, 10-20 nm
thick, the beam current was approx. 40 pA.
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pressure of 4.7 x 10 Torr. (b) Sharper dots, deposited at 120 °C and 7.4 x 10° Torr. (c)
Deposit radius as function of the deposited mass (open triangles for the regime in (a), open
squares for theregimein (b)). The lines are drawn to guide the eye.
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It was found that smaller and sharper dots could be obtained by decreasing the temperature
from 149 °C to 120 °C and increasing the pressure from 4.7 x 10° Torr to 7.4 x 10° Torr (see
Fig. 5b). The average deposited mass per dot in Fig. 5a and 5b is identical. Fig. 5¢ shows a
plot of the diameters as function of the deposited mass per dot, for high temperature and low
pressure (open triangles) and low temperature and high pressure (open squares). The changes
in temperature and pressure were 30 °C and a factor of 2, respectively, while the radius
changed by roughly a factor of 1.5. The simultaneous variation of temperature and pressure
prohibits definite conclusions.

V. Entrance/exit growth

When dots are deposited on an electron transparent membrane, a deposit grows on the
entrance and on the exit side of the substrate. In [204], dots were grown on 100 nm thick aC
from W(CO)s at 200 kV. It is reported that during the first stages of growth, the deposit on the
exit side grows faster than on the entrance side (see Fig. 6a). We have observed that thisis not
aways the case. Values (the percentage of the deposits that has the brightest part at the
entrance side) are shown Fig. 6b for aC (m) and SisN4 (A). Fig. 6¢ and d show examples of
ADF images of tilted arrays of dots on SizN4 and aC, respectively. Please note that the dots
were defined using the method as described in paragraph 3.4.1, so the shortest dwell times
presented here may not have been the actual dwell times. Preferential growth on the exit side
was observed for 30 nm thick SizNa4, but not for 10 nm thick aC. It was stated in [204] that
“the preferential growth of the downside part ... implies that the forward electrons are more
effective than the back-emerging electrons in EBID.” The results here indicate that thisis not
true and/or that other (possibly parallel) mechanisms are playing arole.

134



Chapter 9.

(=]

= L LY [ ) (L L

s a).

- —a— Upside length :

| —%— Downside length -

al | 8 o100

= 23 - = aC D
— i < n
£ 20 80 7 u =
= el Q 1m
o3k a S © 601
N 25 :
] 7 2 % 40 +
a .
e | /o‘" % = | A SizNy
gt/ d 'csg 20 +

7/ 4= _
-‘I//A 0080|||T|||I|||I|
=
ol 2
0 5 10 15 20 25 30
Deposition time  (s)
entrance ——— > exit entrance ——— > exit

Fig. 6. (a) The length of the deposit on the entrance and exit side as function of dwell time.
W was deposited from W(CO)s on a 100 nm thick a-C membrane at 200 kV. From [202]. (b)
Percentage of the dots with the brightest part on the entrance side plotted as function of dwell
time for for 10 nm thick a-C (m) and 30 nm thick S3Na.(A). Results from work in this thesis.
(c) An array on S3N4, dwell time 0.05 s. (d) An array on a-C, dwell time 0.4 s. The entrance
and exit sides of the membranes are indicated.
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10. Conclusions and outlook
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I. Conclusions

This research work has focused on studying the growth behavior of electron beam induced
deposition (EBID) near its ultimate resolution.

An extensive critical review of the literature on EBID from the past 70-odd years makes
clear that the majority of the experimental results can be explained using a model for electron
scattering in a solid, knowledge of growth regimes and a model for electron beam induced
heating. This indicates that most of the physical processes are well understood. However,
there is still room for improvement. The models do not allow for precise quantitative
predictions yet, for instance. Another issue is the effect of the electron energy on the deposit
properties. The cross sections for inelastic scattering, elastic scattering and dissociation are
not well known, which makes it difficult to explain results from experiments where the
primary electron energy was varied. In several cases, a correlation between the vertical
growth rate and the SE yield was found. This correlation suggests that the contribution of the
SE’s is dominant over the contribution of direct dissociation by the PE’s, but conclusive
evidence for this hypothesis has not been found. An issue that complicates interpretation of
results from literature is the lack of information on experimental details. Often, important
parameters (such as the local precursor pressure) are not reported. Finally, the process of
electron-induced precursor dissociation is not well understood. The dissociation mechanismis
one of the key factors determining the purity of the deposits and a better understanding of this
processisvital to develop EBID to its full potential.

The study of sub-10 nm EBID started with the fabrication of dots with an average full width
at half maximum (FWHM) of 1.0 nm and lines with a FWHM of 1.9 nm. Deposits of these
sizes are so small, that the statistics on the number of molecules per deposit determine the
feature sizes. The variations in deposited mass were analysed and were of the same order of
magnitude as variations expected from Poisson statistics. A proximity effect was studied,
where the deposition rate was found to be dependent on the angle between the irradiated
target and the incident electron beam. A scan strategy for reducing this effect was proposed
and tested.

To obtain more insight into and control over the growth process, atechnique was developed
to monitor the transmitted annular dark field (ADF) signal during growth. An attempt was
made to use this technique to reduce variations in deposit mass for nanometer-sized deposits.
This attempt did not succeed yet, but the method was succesfully applied to prevent the
occurrence of the proximity effect.

In the final experiments, the resolution of EBID was brought very close to its ultimate limit.
The smallest values for the diameter of dots was 0.72 for the FWHM and 1.0 nm for the
diameter in which 50% of the deposit volume is contained. A detailed study confirmed that
growth in the early stage is dominated by random processes. This means that, despite identical
growth conditions, the growth is different for each deposit. For instance, deposits do not
nucleate exactly on the irradiated spot, but on random positions tenths of nanometers around
it. As aresult of this, the deposits grow nonsymmetrically around the electron beam. During
the deposition, the growth rate is not constant and this causes the final deposited mass to vary
from dot to dot. AFM measurements allowed quantification of the deposited volume. By
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fitting Poisson distributions to the volume distributions found in the experiments, an estimate
was made of 1, the expected number of discrete events during a dwell time. This yielded a
value of 0.4 nm*., which is within only a factor of 2 of the volume of a W(CO)s precursor
molecule in the solid phase.

I1. Outlook
I1.A. Applications

The experiments described in this work show the capability of EBID as an ultra-high
lithography technique. Resist-based electron beam lithography was the main technique that
gave access to the ~10 to 200 nm regime. Similarly, EBID gives access to the ~1-20 nm
regime (see Fig. 1) and has the potential to become just as important.

direct write
light
'g—w e-beam
14 resist N
_ EBID
1000 100 10 1 0.1

Feature size (nm) ——»

Fig. 1. Three lithography techniques and the regimes to which they give access.

Sub-10 nm EBID will be applied mainly for the fabrication of devices research or for very
specialistic applications. A current application of high resolution EBID is mask repair. EBID
(aswell as EBIE) is used to add or remove features from photolithography masks used for the
transfer of patterns in |C fabrication. EBID is currently tested to be used for the fabrication of
single electron tunneling devices. For this application, the deposit serves as a negative mask
against dry etching.

If the current limitations are solved, future applications can be more diverse. For instance,
EBID can be used for the fabrication of sub-10 nm details on imprint masks or to create
guantum dots. One can also envision the deposition of single molecules or nanometer-sized
dots in microreactors to act as a binding site for bioactive complexes or as catalyst particlesto
locally enhance reactions. In the far future, it might even be possible to creste new phases of
material by combining atoms of different elements.

I1.B. Resolution in SEM

To make sub-10 nm EBID easier to perform, the resolution needs to be demonstrated in the
SEM. State of the art SEMs can focus electron beams down to less than a nanometer,
approaching the capability of STEMs, so in principle a similar spatial resolution should be
possible. SEMs are easier to operate, there is more room for large samples and detectors and
even transmission detectors can be used.
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I1.C. Precursor dissociation chemistry

A key issue in developing EBID to its full potential is a better understanding of the
precursor dissociation mechanism. The main limiting factor is the impurity and the low
conductivity of deposits. A better understanding can be obtained by studying the fundamental
electron-molecule interactions, using techniques such as X-ray photoelectron spectroscopy,
temperature programmed desorption, angle-resolved detection of electron-stimulated ion
desorption and infrared spectroscopy. Another option is a systematic approach, where the
composition and morphology of deposits is studied for different, yet closely related
precursors. The effect of variation in (for instance) temperature, accumulated charge or beam
current can reveal valuable information about the dissociation mechanism. Such studies have
already been performed for carbon, Rh and Cu precursors.

Control over the deposit composition can perhaps be obtained by introducing reactive
gpecies. This has already been tried with molecular species such as O, or H,O, with varying
degrees of success. Atomic species, such as atomic hydrogen, possibly yield better results
because of the higher reactivity.

I1.D. Improvement of the resolution

If a further improvement of the resolution is to be pursued, the next big step is the one by
one deposition of single molecules. An electron beam smaller than 0.2 nm may give a slight
improvement in resolution, but significant progress requires a systematic approach. The
feedback system which uses the ADF signal is suitable for terminating the growth process.
Key issue in this approach is to improve the signal to noise (SN) ratio of the ADF signal.
Increasing sampling or scan rates does not help, because they have already reached their
practical limit. At the sample rate and the beam current used in this study (1 MS/s and 3.2 pA,
resp.), there were only ~20 electrons per sample. And at scan rates above 100 kHz, the
microscope does not define the pattern accurately anymore. The best strategy is most likely to
go to a precursor limited regime. The precursor flux determines the growth rate and the beam
current can be increased to improve the SN ratio. Unfortunately, it was not tested in this work
what the regime was at the pressure of 10° Torr (electron- or precursor-limited). If it was
precursor-limited, a precursor pressure to 10™ Torr and background pressure of 10° Torr
should decrease the growth rate by a factor of 100. This should be sufficient to observe and
control the deposition of single precursor molecules and such pressures should be feasible for
the setup described in Chapter 3, after some modifications.

However, alow growth rate alone is not enough. To use the ADF signal for the detection of
single molecules, it helps to have asignal that is easy to interpret, for instance a high signal on
alow background. Preferably, one uses a precursor that dissociates more cleanly into a high-Z
deposit than W(CO)s and a substrate that has a low and very uniform background. Graphite
may be a good candidate as a substrate, if it can be made uniform enough. The preparation
method tried in this research (ultrasonic exfoliation as described in Chapter 3) was not
adequate.
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|. Precursor names

Material Precursor

Al

Cu
Cu

Cr

Cr

Fe

Fe
GaAs
GaN

Mo
Ni

oo o

Re
Rh
Rh
Ru
Si
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TMA
AuCI(PF)3
AUC|3
Me,-Au-acac
Me,. Au-tfac
Me,-Au-hfac
CsHsCHCH;
CH>CHCOOH

CH3CH>COOH

HCOOH
CH3;COOH
CH3CyoHs
COzCOs
[Co(CO3)NQ],
Cu(hfac),

hfac-Cu-VTMS

hfac-Cu-DMB
hfac-Cu-MHY

CrO.Cl;
Cr(CO)s
Fe(CO)s
FEg(CO) 12

TMG and AsH3

D,GaN3

[| rC|(PF3)2] 2
M O(CO)e

Ni (C5H 5)2
OSQ(CO) 12
CpPtMes
MeCpPtMe;
Pt(PFs)s
Rex(CO)10
[RhCI(PF3)2]2
[RhCI(CO)]»
RU3(CO) 12
SiH,Cl,

Full name

Tri-methyl-aluminium

Chloro(trifluorophosphine) gold

Gold trichloride

Dimethyl acetylacetonate gold
Dimethyl-trifluoro-acetylacetonate gold
Dimethyl-hexafluoro-acetylacetonate gold
Styrene

Acrylic acid

Propionic acid

Formic acid

Acetic acid

Alkylnaphtalene

Dicobalt octacarbonyl

Cobalt tricarbonyl nitrosyl
Bis-hexafluoro-acetylacetonate copper
Hexafluoro-acetylacetonate copper vinyl-trimethyl-
silane

Hexafluoro-acetylacetonate copper dimethyl-butene
Hexafluoro-acetylacetonate copper dimethyl-1-hexen-
3-yne

Chromyl chloride

Chromium hexacarbonyl

Iron pentacarbonyl

Tri-iron dodecacarbonyl

Tri-methyl-gallium and arsine

Perdeuterated gallium azide

Di-p-chloro-tetrakis trifluorophosphine di-iridium
Molybdenum hexacarbonyl

Nickelocene

Tri-osmium dodecacarbony!
Trimethyl-platinum-cyclopentadienyl
Trimethyl-platinum-methylcyclopentadienyl
Tetrakis trifluorophosphine platinum

Dirhenium decacarbonyl

Di-u-chloro-tetrakis trifluorophosphine dirhodium
Tetracarbony! di-n-chloro dirhodium
Triruthenium dodecacarbony!

Dichlorosilane
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|. Precursor names (continued)

Material Precursor Full name

SiO TEOS Tetra-ethoxy-silane

SiO TMOS Tetramethyl ortho-silicate
W W(CO)s Tungsten hexacarbonyl
W WFs Tungsten hexafluoride

W WClg Tungsten hexachloride
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I1. Symbols used in Chapter 2

Symbol Unit

Apeam [sz]

Adeposit [sz]

Obeam [cm]

Jdeposit [cm]

Edes [J]

F [cm? s™]

g [-]

h [nm]

I [electrons s

J [electrons s cm™?)]

Jose [electrons s cm™?)]

Jpe [electrons s cm™?)]

Jse [electrons s cm™?)]
[m? kg s? K™

v [sY]

N [cm]

No [cm]

I:)partial Pa

Pequilibrium Pa

Q [C]

R [crm/s]

o) [en’]

o [cmf]

t [s]

tawell [l

T [s]

T [K]

Vdeposit [Cmg]

Vimolecule [Cmg]
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Meaning

Area of the electron beam

Area of the deposit

Diameter of the electron beam
Diameter of the deposit
Desorption energy

Precursor gas flux

Sticking factor

Deposit height

Current

Total current density

BSE current density

PE current density

SE current density

Boltzmann constant

Vibrational frequency of an adsorbed molecule
Precursor molecule coverage
Available adsorption sites in a monolayer
Precursor partial pressure
Precursor equilibrium pressure
Accumulated charge

Vertical growth rate

Cross section for dissociation
Integral value of o)

Time

Dwell time

Residence time

Temperature

Volume of a deposit

Volume of a deposited molecule
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[I1. Abbreviations

Abbreviation Short for

aC Amorphous carbon

BSE Backscattered electron

DEA Dissociative electron attachment

DD Dipolar dissociation

Dl Dissociative ionization

EBIH Electron beam induced heating

EBL Electron beam lithography

EELS Electron energy loss spectrometry

el. Electron-limited

EBID Focused electron beam induced deposition
EBIE Electron beam induced etching

FEBIP Focused electron beam induced processing
FSE Forward scattered electron

PE Primary electron

p.l. Precursor-limited

SE Secondary electron

SEM Scanning electron microscope

STEM Scanning transmission electron microscope
SQUID Superconducting quantum interference devices
TEM Transmission electron microscope

UHV Ultra-high vacuum

uv Ultraviolet
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