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Due to rapid and continuous technology scaling, faults in semiconductor
memories (and ICs in general) are becoming pervasive and weak of nature;
weak faults are faults that pass the test program (because they do not lead
to erroneous behavior of the system). Nevertheless, they may cause a sys-
tem failure during the application. This causes the number of escapes to
increase while it becomes increasingly difficult to determine the nature of
the failures. Components with weak faults which fail at board and system
level are sent to suppliers, only to have them returned back as No Trouble
Found (NTF). The conventional memory test approach assumes the pres-
ence of a single defect a time causing a strong fault (which leads to an error
in the system), and therefore is unable to deal with weak faults.

This thesis presents a new memory test approach able to detect weak faults;
it is based on assuming the presence of multiple weak faults at a time in
a memory system rather a single strong fault at a time. Being able to
detect weak faults reduces the number of escapes, hence also the number
of NTFs. The experimental analysis done using SPICE simulation for a
case of study show e.g., that when assuming two simultaneous weak faults,
the missing (defect) coverage can be reduced with up to 10% as compared
with the conventional approach.
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Introduction 1
The downscaling of CMOS devices has resulted in the development of smaller and faster cir-
cuits, with better performance. However, it comes with the price of reduced robustness, thereby
making it more vulnerable to defects. High number of defects reduces the quality and yield of
manufactured chips. Therefore, it is very important to study these defects, model them and de-
velop appropriate test algorithms to ensure the quality requirements. The yield of most system
on chip today is determined by the memory yield; this is because memory occupies a major share
of the area. Hence, it becomes very important to study new unmodeled faults, which could be
dominant in semiconductor memories in the nano-era. This thesis describes one such study.

This chapter provides some basics about test technology and semiconductor memories; it
also briefly describes the state of the art in memory testing and gives the main contribution of
this thesis work. The chapter is organized as follows. Section 1.1 introduces the concept of
testing and its importance. Section 1.2 covers briefly the semiconductor memories. Section 1.3
gives the state of the art in memory testing. Section 1.4 presents today’s and future challenges
in this field. Section 1.5 describes the contribution of this thesis work. Section 1.6 presents the
outline of this thesis.

1.1 Testing and its importance

1.2 Semiconductor memories

1.3 State of the art in memory testing

1.4 Today’s and future challenges

1.5 Thesis Contribution

1.6 Outline of the thesis

1



2 CHAPTER 1. INTRODUCTION

1.1 Testing and its importance

The semiconductor industry has been witnessing tremendous growth over the past few years.
This growth has been driven by Moores law, which states that the number of transistors on a
given chip doubles every two years [25]. This has led to the development of Ultra Large Scale
Integrated (ULSI) circuits. ULSI circuits can be categorized into combinational and sequential
circuits. Combinational circuits are purely based on computational logic, without involving
memories. Sequential circuits are based on combinational logics with memories. The realization
of such circuits in silicon as chips, involves a number of complex manufacturing processes.
Imperfections in these manufacturing processes means that the functionality of these chips is not
always guaranteed. This is because the chips are prone to manufacturing defects. Defects can
be caused due to presence of impurities, dislocations, unwanted (extra) components or absence
of required components. These defects are generally modeled as opens, shorts or bridges. In the
real world, defects are almost unavoidable, but can be minimized [9]. Defect Per Million (DPM)
gives the number of defective pieces of a chip; for every million chips, the customer is willing to
accept. This is often used as a benchmark for quality specifications. In order to meet the quality
specifications provided by the customer, it becomes very important to adopt good test strategies
to ensure proper functioning of the chips.

Fig 1.1 shows the testing methodology for a chip under production. In producing a chip, two
types of testing are required, namely; verification testing and manufacturing testing. Testing per-
formed to verify the functionality of the design (to be implemented in silicon) immediately after
design stage is known as verification testing. The testing which is performed after manufacturing
stage to detect faulty behavior due to defects is known as manufacturing testing. Manufacturing
testing is mainly done to meet the quality requirements provided by the customer. There are also
two main important aspects related to testing, namely detection and diagnosis. Detection deals
with obtaining the pass/fail information of a chip with regard to its functionality. Diagnosis deals
with the localization of the fault in a given faulty chip. The information obtained from diagnosis
is used as a feedback to improve the existing designs and manufacturing processes.

Pass
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Figure 1.1: Testing and diagnosis principle
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The detection of faults is achieved by applying a set of known input patterns, to obtain a
certain set of responses, which is then compared with the set of expected responses to obtain
pass/fail information. This means that the chip has to be tested for every possible combination
of input test vectors to ensure that the chip is fully functional. This type of testing approach is
known as functional testing. This is more useful for ‘verification testing’. But such an approach
may not be useful for ‘manufacturing testing’ purposes owing to large test times, especially when
it comes to complex chips with large number of input test vectors. Test strategies in industries are
developed to ensure that the testing process is completed within a given time frame. As a result,
functional testing approach is not used for manufacturing testing purposes. Test algorithms that
are developed based on fault models are used for this purpose. This type of testing approach
is known as structural testing. In structural testing, the detection of number of faulty chips, is
based on the effectiveness of the test algorithms and fault models that are used. It is often seen
that even though the chip is faulty, it escapes the test program only to have them returned back
by the customer. Hence, testing is a very critical step in the whole design and manufacturing
chain; not only because it has to screen out all the defective chips before they are sold, but also
because it is the last chance to deliver the required quality and reliability to the end customer.
It constitutes a major part of the manufacturing costs of todays products, especially in critical
applications such as the automotive, health care, security and aerospace sectors [31].

Progressive technology scaling, as tracked by the International Technology Roadmap for
Semiconductors (ITRS) and encapsulated by Moores law [25], has driven the phenomenal suc-
cess of the semiconductor industry. Silicon technology has now entered the nano-era and the
10nm transistors are expected to be in production by 2018. This will allow for the integration
of a wider variety of functions. However, it is widely recognized that variability in device char-
acteristics and its impact on the overall quality and reliability of the system represent major
challenges to scaling and integration for present and future nanotechnology generations [2] [3].
What is more, newly emerging complex failure mechanisms in the nano-era (which are not un-
derstood yet), are causing the fault mode of the chips to be dominated by transient, intermittent
and weak faults rather than hard and permanent faults; hence causing more reliability problems
than quality problems [4, 5, 17, 41]. Many companies are reporting not being able to explain all
electronic failures with the existing approaches [24] [43, 28]. For instance, AUDI reported from
all electronic failures, 35% can be mapped using the existing approaches into well defined semi-
conductor failures, while 41% can not be understood (NTF: No Trouble Found) [24]. This shift
in failure mechanisms is therefore seriously impacting the quality and reliability. This means
that the design of future systems fabricated using nanotechnology is a major challenge. In turn,
this will demand revolutionary changes in how future systems are designed and tested to meet
the increasing quality requirements on such systems.

1.2 Semiconductor Memories

Most applications in the real world require sequential logic based designs. As mentioned ear-
lier sequential logic involves memories. The study of semiconductor memories and their testing
methods are crucial to ensure the proper functioning for a given application. A semiconductor
memory is a device that can be used to store and retrieve a given data. Semiconductor memories
are superior to other classes of memories in terms of performance, versatility, power consump-
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tion etc. Semiconductor memories are classified into non-volatile and volatile memories, as
shown in Fig 1.2. Nonvolatile memories are capable of storing or holding the information even
in the absence of power supply. Memory elements like ROM, MRAM, flash memory etc., belong
to this category. On the other hand, volatile memories require power supply to be switched ON
to store or hold the information. Memory elements like SRAM, DRAM etc., belong to this cate-
gory; SRAMs are mainly used as cache elements, whereas DRAMs are used as a main memory
in a given computer system.

Semiconductor Memories

Non-volatile Memories Volatile Memories

SRAM DRAMROM MRAM FLASH

Figure 1.2: Semiconductor memories classification

The Static Random Access Memories (SRAM) are based on latches. Two cross coupled
inverter configuration can be realized using MOS technology to form a single SRAM cell. Each
cell is capable of storing 1 bit of information. This configuration has two stable states and is
capable of storing either logic 1 or logic 0. Hence SRAM cell is referred as a bistable element.
SRAM is taken as the memory under consideration in this thesis.

1.3 State of the art in memory testing

The ever growing demands of many applications require the use of more memory than com-
putational logic. Hence, with downscaling memory tends to dominate the computational logic
in terms of area on a given System on Chip (SoC). This means that the yield of SoC primarily
depends on the memory yield. Thus, testing of memory is of paramount importance.

Tests for semiconductor memories have undergone a long development process. Before
1980, tests for a given fault coverage (FC) were time consuming. FC is defined as the number
of detected faults divided by the number of total faults. The time complexity of these tests were
of order O(n2) (where n is the size of memory)[8]. Such tests can be termed as the ‘ad hoc’ tests
because they lack fault models and proofs. Tests like GALPAT, Zero-One test, walking 1/0 tests
etc., belong to this class [40].

In order to reduce the test time and improve the FC, test development primarily focused
on possible faulty behaviors in the memory at the functional level. For that reason, functional
fault models, which are abstract fault models, were introduced during the early 1980s. The
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advantage of these models was that the FC could be improved, while the test time was usually
linear with the size of the memory [29, 10, 40]. Some of the important fault models introduced
during this time were Stuck At Fault (SAF), Coupling Fault (CF), Address decoder Fault (AF)
etc. [40]. However, it was later found that the fault models were not sufficient to achieve high
fault coverage. This is because the fault models developed were abstract and were not based on
real defects leading to faults. To reflect the faulty behavior of real defects in real designs, defect
injection and circuit simulation, as well as inductive fault analysis (IFA) were developed and
used [34]. This led to the development of newer fault models based on new failure mechanisms
that were understood through IFA. This led to the introduction of fault models like the State
Coupling Fault (CFst), the Data Retention Fault (DRF), Stuck Open Fault (SOF), etc. March
tests were then developed based on these fault models. March tests are a finite sequence of march
elements. March elements are basically a series of read or write operations performed over the
memory. March tests became very popular and dominant owing to the advantage of providing
linear test times with respect to the size of the memory and their fault coverage can be proven
mathematically [29, 10, 40].

In the late 1990s, industrial results indicated that many tests detect faults which could not
be explained by the existing fault models at the time [13, 32, 38] mainly because of the used
technology node. This raised many scientific questions regarding the defect mechanisms, fault
models and tests used. This led to the introduction of new concepts, new fault models and new
tests schemes [22]. These fault models mainly focused on timing related faults or dynamic faults.

1.4 Today’s and future challenges

Nowadays, embedded memories represent the great majority of embedded electronics in Systems
on Chip (SoC). It is very common to find SoCs with hundreds of memories representing more
than 50% of the overall chips area. According to the ITRS, todays SoCs are moving from logic-
dominant to memory-dominant chips in order to deal with application requirements of today and
the future. Fig 1.3 shows how the dominant-logic is changing to memory, approaching 94% of
the chip area in 2014. Consequently, embedded memory test challenges will significantly impact
the overall testability of SoC [21]. Solving such challenges for memories will substantially
contribute to the resolution of electronic system test problems in the future; hence, supporting the
Fig 1.3. Share of embedded memories in systems on chip [12] continuation of the semiconductor
technology revolution and the manufacturability of future highly complex systems (giga-scale)
and highly integrated technologies (nano-scale).

Today, as the silicon industry moves towards the end of the CMOS technology roadmap,
controlling the fabrication of scaled memory devices is becoming a major challenge. Device-
parameter variations (e.g. threshold voltage), high defect density as well as new failure mecha-
nisms in the nano-era are expected to be significantly larger in the future [3, 5, 6, 36]. This leads
to major challenges in designing and testing memories in nano-era. Conventional fault models
and test approaches are inadequate to realize the required product quality [5, 16, 17, 26, 28, 44],
especially for critical applications like automotive, security, health care and aerospace sectors.
In the absence of new theories capable of modeling their failure mechanism and developing
appropriate test solutions, the production of future electronic systems will become infeasible.
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Figure 1.3: Future of embedded memories [12]

Given the state-of-the art in fault modeling and test generation for embedded memory, one
can conclude the following:

• The physical defect mechanisms due to process variations and scaling in all components
of a memory system have yet to be analyzed and understood; especially for 45nm CMOS
and beyond.

• There are, as yet, no fault models to describe the above failure mechanisms. The models
have to consider not only the presence of a single defect at a time (as it has been the case so
far), but it has to consider also the presence of multiple weak-faults/defects simultaneously
(this is particularly important in the nano-era). A weak fault is not able to fully sensitize a
fault, but it partially sensitize a fault; e.g., due to a defect that creates a small disturbance
of the voltage of the true node of the cell. However, a fault can be fully sensitized (i.e.,
becomes strong) when two (or more) weak faults are sensitized simultaneously in the
memory systems since their fault effects can be additive.

• As new failure mechanisms manifest themselves in a different way than the conventional
faults, new methods to be used to develop efficient test algorithms/solutions need to be
developed in order to support the manufacturability of future memory technologies.

1.5 Thesis Contribution

This thesis aims to develop a new memory test approach being able to deal with complex faulty
behaviors in the nano era. A novel test scheme is developed for the detection of erroneous
behavior, due to weak faults. Being able to detect such faulty chips reduces the number of
escapes, hence also the number of NTFs.
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The contribution of this thesis work can be summarized as follows:

• Provides a theoretical foundation to deal with complex faulty behavior of embedded mem-
ories in the nano era.

• Presents a systematic approach to deal with detection of erroneous behavior due to multi-
ple weak faults.

• Explains the failure mechanism caused by multiple weak faults.

• Introduces test approaches that are required for the detection of faults arising due to mul-
tiple weak faults.

• Provides a case study to validate the concept experimentally through SPICE simulations.

• Gives SPICE simulations to estimate the defect coverage improvements over the conven-
tional approach.

1.6 Outline of thesis

The thesis is organized as follows. Chapter 1 introduces the concept of testing, along with
the importance of memory testing. It also provides the state of the art in memory testing and
highlights today’s challenges and future needs, which motivates this work.

Chapter 2 describes the memory architecture, and explains the proper functioning of the
memory. The basic architecture of SRAM is described in a top down manner, at different levels
of abstraction, i.e. from behavioral to electrical models. The electrical model is later used as a
base to analyze the behavior of memory with defects which lead to different kinds of faults.

Chapter 3 describes the memory fault space. The concept of fault primitive is introduced,
and the classification of whole fault space involving static, dynamic and weak faults is discussed.
Weak faults are analyzed in more detail in the chapter relating to new memory test paradigm.

Chapter 4 introduces the new memory test paradigm. The erroneous behavior due to presence
of weak faults is discussed, by studying the effects of multiple (weak) defects present in different
parts of memory system at the same time.

Chapter 5 gives the details of simulation model, and experimental validations to demonstrate
the superiority and the effectiveness of the new test paradigm.

Chapter 6 provides the conclusions and future work.
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Memory Architecture 2
As stated in chapter 1, it is very important to develop efficient test algorithms for the detection of
faults that could arise in the memory system. This requires a good understanding of the structure
of memories, along with their way of working. In order to achieve this, memory models, have
been developed over the years, at different levels of abstractions i.e. from functional level to elec-
trical level. Based on such an understanding, we can develop fault models and corresponding
test algorithms.

This chapter describes the memory models at different levels of abstraction in an hierarchi-
cal approach. Section 2.1 introduces the idea behind memory modeling. Section 2.2 describes
the behavioral memory model. Section 2.3 describes the functional memory model. Section
2.4 presents the electrical model of the memory system, which includes the memory cell array,
address decoders and peripheral circuits. Section 2.5 briefly presents the memory process
technology.

2.1 Memory modeling

2.2 Behavioral memory model

2.3 Functional memory model

2.4 Electrical memory model

2.4.1 Memory Cell

2.4.2 Address decoders

2.4.3 Peripheral circuits

2.5 Memory process technology

9
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2.1 Memory modeling

Complex systems are difficult and hard to understand. Modeling offers simplification and proper
structuring of an entity and its surroundings. For example, modeling a given system into a set
of functional blocks as subsystems gives a better clarity about the structure and the operation of
the main system. This is because subsystems are mostly homogeneous and therefore, are easier
to understand. In case of a memory system, the model can be divided into three subsystems:
memory cell array, address decoders and peripheral circuits. Memory modeling also holds the
key to simplify the development of tests for physical faults occurring in the memory system. The
testing for physical faults can be performed in two ways: physical inspection of the system, by
examining their internal structure, or by comparing the logical behavior of a system, with that
of the behavior of a known good system [40]. Since physical inspection of the system is almost
impractical and unreliable, the main stream testing strategy often relies on the latter way, i.e.,
based on logical comparisons. To adopt such a testing strategy, physical faults must be mapped
on to logical faults using fault models. This also makes the test approaches to become more
independent to technology and manufacturing processes.

Modeling introduces a new level of abstraction for any given system. Each level of abstrac-
tion is called as model of a system. Models describe only the relevant information and hides all
the other irrelevant information at any given abstraction level. The higher the level of abstrac-
tion, the simpler the models become. On the other hand, the lower the level of abstraction, the
easier it becomes for fault localization. This is because lower level of abstraction relates closer
to the physical or layout level where the actual defects or faults occur.

Fig 2.1 shows the different levels of abstraction for a given system in a top down manner.
There are five main levels of abstraction:

• Behavioral model: It forms the highest level of abstraction. Most of the information
relating to the implementation of the system and their internal details are hidden. The
only information available in this level is the input and output signals, while treating the
system as a black box.

• Functional model: It distinguishes the function the system needs to fulfill to perform
properly. In this level, the system is divided into a number of subsystems, with each of
them having its own set of functionalities.

• Logical model: It is based on logic gates, which are derived from simple boolean relations,
governing the system’s (or subsystem’s) functionality.

• Electrical model: It is the electrical level schematic representation of the system using
components like resistors, transistors etc. This model is mainly used for the purpose of
fault modeling and test algorithm developments.

• Physical or layout model: It represents the lowest level of abstraction. This model de-
scribes the geometrical representation of the physical implementation of a given system.
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Another important type of modeling is mixed level modeling. In this type of modeling,
specific focus is given to the low level implementations, only for a given area of interest in a
system, while the other areas are maintained at a higher abstraction level.
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Figure 2.1: System modeling at different abstraction levels

In the following sections, the memory system is discussed at different abstraction levels.

2.2 Behavioral memory model

The behavioral model describes the memory as a black box, with just the input and output pins
made visible. All the internal details of the memory system are hidden. This model helps in
establishing the relation between the inputs and outputs of the system along with their associated
timing information. All the internal components are clocked by black box. This model can be
used to perform verification testing, to verify the functional behavior of the system [40]. Fig
2.2 shows the memory system as a black box with its corresponding input and output signals.
The input signals mainly comprises; clock, an N-bit address line, M-bit data input line and C-bit
control signals. The output signal consists of data output pins. Sufficient pins are also provided
for ground and power supply. Clock is used for driving the inner components in the memory
system. The N-bit address lines are used for accessing the memory, while the M-bit Data in
lines are used to provide M-bit data to be stored. The M-bit Data out lines are often multiplexed
with the Data in lines, to save the number of pins. The memory system is controlled by the set
of control signals like chip select, write enable, read enable, output select etc. The chip select
signal, allows the user to select or de-select the device when desired. The write and read enable
signals, are used to enable write and read operations from the SRAM, while the output select
signal controls the data output of the memory. The timing specifications for all these signals, are
generally provided to the customer by the manufacturer of the chip.

The commercial commodity SRAM chips available in the market can be viewed as a black
box, with just the input and output pins made visible. Fig 2.3 [33] shows a commercial SRAM
chip. The A0-A18 pins are the address pins, while pins DQ0 to DQ7 are used to provide or
access an 8-bit data. The CE is the chip enable signal. The chip is accessed when the signal
is in active low state. The WE and OE is the write enable and output enable signals used for
writing and reading the data from the chip. The chip is also provided with pins, connected to
supply voltage and ground.
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Figure 2.2: Behavioral model for a memory system

 

Figure 2.3: Dallas semiconductor 4MB commercial SRAM chip DS1250YAB [33]

2.3 Functional memory model

A functional fault model is based on the functional specifications of a given system [40]. The
internals of the structure are made partly visible, and is therefore referred as gray-box model.
This model can be used for verification of the functioning of the system by making a set of
assumptions about the internal implementations of these functions [40].

As stated earlier, modeling a system into different functional blocks or subsystems leads
to easier understanding of the functionality of the system. Fig 2.4 shows the functional block
diagram of an SRAM. The memory system is modeled into different functional blocks namely;
Memory Cell Array (MCA), Address Decoders (AD), the Peripheral Circuits (PC ) and timing
generation and control. The MCA forms the heart of the memory system. It consists of a number
of memory cells arranged in a number of rows and columns, i.e., in a matrix like structure. If
‘R’ is the number of rows and ‘C’ is the number of columns, then the cell array has a capacity
of R×C bits. The number of rows can be any integer, while the number of columns in memory
is restricted: there is always an integer number of memory words in one row (i.e., for a ‘N’ bit
memory C mod N =0). The AD is used for selection of a particular row and column to access a
cell. The higher order of address bits from the address line are generally used to select the rows,
while the lower order of bits are used to select the columns. The PC consists of read, write and
pre-charge circuitries. During read operation, the content of the cell influences the states of the
bit lines, which allows the sense amplifier to sense the logic state of the cell. This logic state is
then stored into the data-out latches, through which the logic value can be read. During write
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operation, the bit lines are influenced by the write driver depending upon the value in data-in
latches. The logic state is then forced onto the cell through the bit lines. The pre-charge circuits
are used to restore equal voltage levels over the bit lines after every read or write operations.
The pre-charge phase ensures that successive operations over the same columns do not influence
each other, and every single operation is made independent with respect to each other.
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Figure 2.4: Functional block diagram of an SRAM

2.4 Electrical memory model

The electrical model of a system provides the schematic representation of its functional blocks at
a circuit level. The schematic representation at a circuit level comprises components like transis-
tors, resistors, capacitors, etc. As discussed earlier, the defects occurring at layout level, can be
mapped onto the circuit level by modeling them as open, shorts or bridges. Thus fault modeling
is made easier by using an electrical memory model. This section discusses the electrical model
of each of the functional blocks in memory; i.e., MCA, AD and PC.
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2.4.1 Memory Cell Array

The fundamental component in a MCA is the memory cell. The memory cell has a bistable
circuit characteristic. Hence, it can be driven into any one of the two states at a given time; i.e.,
either logic ‘1’ or logic ‘0’. The value in the cell is retained even after removing the stimulus,
and as long as the power is switched ON. The SRAM cell stores the value in the true node, while
the complement of the value is stored in false node. The true node and false node are connected
to bit lines ‘BL’ and ‘BLcmp’, respectively, through the pass transistors. The pass transistors are
controlled by the word line signal, which is driven by the row decoder. On the other hand the bit
lines are controlled using the column decoder. When the pass transistors are made ON and the
bit lines of a given column are selected at the same time, a cell with that unique address (decoded
by row and column decoder) is accessed. The memory cell can have several configurations. Fig
2.5 shows different configurations of the memory cell.
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Figure 2.5: Configurations of SRAM cell

Fig 2.5 (a) shows the generalized memory cell. It consists of two load elements LT and
LF , and two storage elements ST and SF , along with two pass transistors PT and PF connected
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to bit lines BL and BLcmp respectively. The storage transistor along with the load element
forms an inverting configuration. Two such inverters are cross coupled to form a latch. This
latch together with the pass transistors forms an SRAM cell. Different configurations of the
SRAM cell can be built by changing the load element as shown in Fig 2.5(b), 2.5(c), 2.5(d) The
choice of the configuration of the memory cell purely depends on the design and application
requirements. Each of the configurations have their own merits and demerits. The 4-T (i.e., 4
transistors are used in this configuration) SRAM memory cell, (see Fig 2.5 (b)) with resistive load
(polysilicon devices) occupies a lesser area, but has more power dissipation due to high currents.
The depletion mode NMOS can also be used as a load element (see Fig 2.5(c)). The depletion
mode NMOS can also be replaced by enhancement mode NMOS. Nevertheless, the depletion
mode NMOS is generally preferred owing to its high impedance, better switching performance,
and insensitive to power supply variations [7]. The most commonly used configuration is the 6-T
cell CMOS based SRAM cell (see Fig 2.5(d)). The CMOS based SRAM cell offers lesser static
power consumption. Power is consumed only during the time of switching activity. However, it
has higher manufacturing complexity when compared to the NMOS depletion load based SRAM
cell.

Fig 2.6 shows the write operations in a cell. Data can be stored in an SRAM using a write
operation. The write operation is performed by forcing the state of the cell to a certain logic
value as required. The data (either logic ‘0’ or logic ‘1’) is fed to the data-in latch, depending
on which the write driver influences the state of the (already pre-charged) bit lines (either BL
or BLcmp). When the required cell is accessed, the cell node voltages are affected due to the
voltage levels in bit lines. Hence, the logic value is then forced on the cell, according to the state
of the bit line.

Fig 2.6(a) shows the write ‘1’ operation in a cell. Assume the cell initially has a logic ‘0’.
When a logic ‘1’ has to be written on the cell, the BLcmp bit line is pulled down to logic ‘0’. The
required cell is accessed through the pass transistors. The false node is now at a higher voltage
than bit line ‘BLcmp’, while the true node is at a lower voltage than bit line ‘BL’. The potential
difference allows the false node to be discharged and the true node to be charged simultaneously.
Since SRAM behaves like a latch, the true and false node voltages influence each other. The cell
flips when the voltage of false node falls below a certain threshold (or the true node voltage goes
above the threshold) and logic ‘1’ is now stored in true node and the complementary is stored in
false node. The effects are complementary during a write ‘0’ operation as shown in Fig 2.6(b).

Fig 2.7 shows the read operations in a cell. Data can be retrieved from an SRAM using a
read operation. The read operation of a cell, involves a sense amplifier, which measures the
differential voltages of the two bit lines ‘BL’ and ‘BLcmp’, to provide the data output. The bit
lines are initially pre-charged to a certain value to an equal level. When the cell is accessed, the
bit line voltages are influenced by the cell node voltages, resulting in the discharge of one of the
bit lines. The data in the cell determines which of the two bit lines voltages are affected. Hence,
the differential sense amplifier sees either a positive difference or negative difference of voltages
between bit lines, depending on which the output of logic ‘0’ or logic ‘1’ is stored in the data-out
latch.
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Figure 2.6: Write operations in SRAM cell

Fig 2.6(b) shows the read ‘0’ operation in a cell. If a logic ‘0’ has to be read from a cell,
the bit lines are pre-charged initially to a logic ‘1’. When the cell is accessed, the true node
voltage has a lower voltage than the bit line (BL) voltage, while the false node and the other bit
line (BLcmp) are at same voltage levels. The bit line ‘BL’ is discharged though the true node.
This results in a differential voltage being developed between bit lines ‘BL’ and ‘BLcmp’. The
differential voltage is of the order of several millivolts. The differential sense amplifier senses
the difference between the two bit lines to give a logic ‘0’ output,through the data-out latch. Fig
2.6(a) shows the read ‘1’ operation on a cell. In this case, the ‘BLcmp’ is discharged through
the false node. The differential voltage is sensed by the sense amplifier to give a logic ‘1’ at the
output, through the data-out latch.
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Figure 2.7: Read operations in SRAM cell

During read operation, one of the bit lines, discharges through one of the cell nodes. Thus
there is a slight increase in voltage at the cell node. This is known as the ‘read bump’ voltage.
Care should be taken that the read bump voltage does not cross the threshold voltage of the cell,
which might result in the cell flipping. For this, the design of cell is done in such a way that
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the resistance of pull down transistor in cell is at least 1.5 to 2 times greater than the resistance
of the pass transistor. The beta ratio is an indicator of stability of the cell. This parameter is
commonly used during the cell design. The beta ratio is defined as the ratio of strengths of pull
down transistor to the pass transistor [30].

β =
(Weff/Leff )pulldowntransistor

(Weff/Leff )passtransistor

2.4.2 Address Decoders

The AD are used to access a given cell from the cell array. One dimensional addressing scheme
is mostly not used, owing to large word lines and size of the decoders. Two dimensional scheme
of addressing is used within the chip. This demands the use of two decoders, one for row decoder
and one for column decoder. The row decoder, is used for selection of word lines connecting
a group of cells present in the same row. The column decoder is used for selection of bit lines
which run across a given column in the memory.

Row decoders can be either static or dynamic as shown in Fig 2.8. A static PMOS load
based row decoder is shown in Fig 2.8(a). The address lines (or their complements) drive only
the NMOS transistors, whereas in a CMOS based row decoder (see Fig 2.8(b)) the address lines
drive both PMOS and NMOS transistors. This makes the PMOS load based decoder to be much
faster, as there is a reduction in the input capacitance when compared to that of CMOS based row
decoder. The area occupied by a CMOS based decoder also is more than that of the PMOS load
based row decoder. But CMOS row decoder offers very less static power consumption. Power is
consumed only during the switching activity. This is the primary reason for wide spread usage
for CMOS based static decoders. Fig 2.8(c) shows a dynamic based address decoder, which aims
to combine the advantages of the PMOS load based static decoder and the CMOS static decoder.
The area occupied by the dynamic decoder is not as much as the CMOS based static decoder as
the number of PMOS in the pull transistors is reduced. This also reduces the input capacitance
leading to faster decoding. However, it comes with the price of the usage of a clock signal which
drives the PMOS transistor and an NMOS transistor.

The column decoder is used to select the bit lines (or a pair of bit lines). A tree based decoder,
as shown in Fig 2.9(a), is used for single ended memories which operate with a single bit line for
performing read and write operations. The tree based decoder is very simple, but also very slow.
The PMOS load based static column decoder shown in Fig 2.9(b) can be used for selection of
multiple bit lines. The output from the decoder drives the input gate signal for NMOS transistors
which are present between the PC and the MCA. A CMOS based static column decoder can also
be used, as it offers advantages over static power consumption in comparison with PMOS load
based column decoder.

2.4.3 Peripheral Circuits

The peripheral circuit consists of write, read and pre-charge circuitries. The write driver cir-
cuitry is responsible for influencing the bit lines during write operations. The write driver can
have many possible circuit implementations. Fig 2.10 shows the two possible implementations
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of the driver based on pass transistor logic or NAND gate based logic. In case of pass transistor
logic, (see Fig 2.10(a)) the data from the data-in latch is buffered though inverters, to the source
of the NMOS transistors. These NMOS transistors are controlled by the write enable signal.
When the write enable signal is driven to a logic ‘1’, the NMOS transistors are turned ON and
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the logic state of the data influences the bit lines, which forces a write operation in the required
cell. In case of NAND gate based logic (see Fig 2.10(b)), the output of the NAND gate driven
by signals ‘data in’ and write enable signals directly influences the state of the bit lines.
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Write enable
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Write enable

(b) NAND gate based write driver

Figure 2.10: Write driver circuitries

The read circuity consists of a sense amplifier, which can sense the state of the bit line(s)
after a read operation. The read circuitry implemented depends on the type of memory cells
to be read, i.e., single ended or differential. In addition to , it can also be based on voltage
mode or current mode. Fig 2.11(a) and 2.11(b) show the two different types of voltage mode
sense amplifiers which can be implemented. The differential voltage mode sense amplifier is
most preferred circuit for implementation, owing to their cross coupled structure which makes
them faster than its counter parts. The current mode sense amplifier (see Fig 2.11(c)) operates
by sensing the current levels of the bit lines. The drawback of this type of current mode sense
amplifiers is that the output of the sense amplifier keeps changing as the current value changes.
This is in contrary to voltage mode sense amplifiers where the data once stored in output register
is locked, and is not affected even when there is a change in voltage levels of bit line. All
these sense amplifiers have an access transistor in their implementations. The access transistor
is basically an NMOS device, which is controlled by the sense amplifier enable signal. This
ensures that the sense amplifier is switched ON only after the read operation takes place.

The pre-charge circuitry performs the pre-charge operation over the bit lines and data lines
present in the memory system. For the next operation to take place correctly, it becomes nec-
essary to restore the voltage levels (by pre-charging) of the bit lines and data lines before the
next operation takes place. Fig 2.12 shows the circuit which is used for pre-charge operation. It
consists of three NMOS transistors. Two PMOS transistors, connect the bit lines to the supply
voltage source. However, due to mismatch in these two transistors, sometimes the bit lines may
not be pre-charged equally, leading to a differential voltage across the two bit lines. This may
have a negative impact during read or write operations. In order to avoid such situations, another
PMOS transistor known as the equalizing transistor is used. This transistor connects the two bit
lines directly, thus ensuring that there is no differential voltage developed across the bit lines.
All the three PMOS transistors are controlled by the pre-charge input signal ‘Blprechcmp’ as
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Figure 2.11: Sense amplifier circuitries

shown in Fig 2.12. When this signal is active high, the two bit lines are decoupled by the equal-
izing transistor, which allows the bit lines to be equally pre-charged before each read or write
operation.

BL BLcmp

BLprechcmp

Vdd

Vdd

PMOSPMOS

PMOS

Vdd Vdd

Figure 2.12: Pre-charge circuitry

2.5 Memory process technology

The description of the layout or physical implementation forms the last stage in the design of a
memory system. The design of SRAM relies heavily on the process technology of MOS devices.
In this section, the fabrication process of MOS devices is discussed. Silicon is used as a base
semiconductor material in fabrication of integrated circuits. This is because the resistivity of
silicon can be easily changed by introducing special type of impurity atoms in a silicon crystal.
The MOS fabrication process begins with the growth of large cylindrical silicon crystals of pure
silicon, which are sliced into disks called wafers. The wafers are about 20cm to 30cm thick
in diameter. This wafer is used for the fabrication of circuits. The process involves a series of
successive steps to form patterns alternated with diffusion and implantations of various dopants
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into the opening of the pattern. The patterning utilizes a number of masks, to define a pattern in
a process called photo lithography. The size of the mask, and the pattern of the mask determines
a significant cost of the fabrication process.

Fig 2.13 [14] shows the steps in a basic MOS process. The process starts with a wafer; the
silicon can be doped with suitable materials to form a positively (or negatively) doped semicon-
ductor material. The silicon is first doped with p type (or n type) charge carriers, followed by a
thermal oxidation process to form an oxide layer of SiO2 over the p-type silicon substrate (see
Fig 2.13(a)). The oxides are covered with a special material called photoresist (see Fig 2.13(b)).
The photoresist is a ploymer which is sensitive to light. The photoresist is soluble under certain
solutions, when exposed to UV light (see Fig 2.13(c)). Certain areas of the silicon where the
doping has to take place, are exposed to UV light after which the photoresist is removed for
doping process (see Fig 2.13(d)). The areas which are exposed to the UV light, can be controlled
by using appropriate masks, with specific patterns. The mask pattern hence defines the source,
drain channels and diffusion regions. Dopant atoms, are now introduced in those exposed areas,
in high temperature gas environments or with an ion beam accelerator for the diffusion to take
place (see Fig 2.13(e)). Finally the photoresist can be removed from the SiO2 surface using
special solvents. This process is continued to produce complicated patterns as per requirements
(see Fig 2.13(f)).

(a) (b) (c)

(d) (e) (f)

Figure 2.13: Basic MOS process [14]

The scaling of SRAM has been challenged with the threshold voltage mismatch due to vari-
ability in transistor performance [23]. To suppress this effect very complex fabrication tech-
niques are used. Recently the segmented bulk MOSFET or the segFET design was proposed
to improve the threshold voltage variations [37]. The fabrication process of a segFET device is
mostly similar to that of conventional MOSFET, but for the structure of the starting material. A
corrugated substrate is used for the fabrication of the segFET device [35]. A full 3D 6-T based
SRAM cell can be developed using the segFET technology to exploit the benefits of advanced
MOS transistors built at 22nm technology node [35].
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Memory Fault Space 3
Precise fault modeling is required for simpler understanding of faulty behavior of memory.
Better understanding of fault models and their notations, can lead to development of efficient
test algorithms. Proper classification of the fault models, also helps us to approach fault
diagnosis in a systematic manner. This chapter introduces the memory functional models and
fault primitives which are used for the analysis of functional fault models. This chapter is
organized as follows. Section 3.1 describes the reduced memory functional model. Section 3.2
introduces the concept of fault primitives. Section 3.3 and 3.4 describes the complete set of
static and dynamic fault space. Section 3.5 briefly introduces strong and weak faults.

3.1 Reduced memory functional model

3.2 Concept of fault primitives and fault classification

3.3 Static faults

3.3.1 Static Memory Cell Array Faults

3.3.1.1 Single cell Fault Primitives.

3.3.1.2 Two cell Fault Primitives.

3.3.2 Static Address Decoders Faults

3.3.3 Static Peripheral Circuits Faults

3.4 Dynamic faults

3.4.1 Dynamic Memory Cell Array Faults

3.4.1.1 Single cell Fault Primitives.

3.4.1.2 Two cell Fault Primitives.

3.4.2 Dynamic Address Decoders Faults

3.4.3 Dynamic Peripheral Circuit Faults

3.5 Strong vs Weak faults
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3.1 Reduced memory functional model

Memory functional model consists of a number of functional blocks or subsystems which can
be implemented. However, the three most widely used functional blocks in different memory
functional models are the Address Decoders, Memory Cell Array and the Peripheral Circuits
as shown in Fig 3.1. These three functional blocks together comprise the reduced memory
functional model. The advantage of using such a model is that the functional fault models
developed by considering faults in these three functional blocks will be applicable to most of the
memory systems built for various applications. The reduced functional model also results in a
straight forward approach towards testing memories; thus making it faster and easier to analyze.

Address 

Decoders

 Memory 

Cell Array 

Address Peripheral 

   Circuits

    Data

Figure 3.1: Reduced memory functional model

3.2 Concept of fault primitives and fault classification

Functional faults occurring in a memory system can be defined as the deviation of behavior of
the memory from that of the expected one. These functional faults are detected by applying
certain set of memory operations and comparing their responses with respect to the expected
responses. Hence there are two main steps in fault modeling [1]:

1. A list of memory operations to be performed, to sensitize a fault. The sequence of such
operations are referred as Sensitizing Operation Sequence (SOS) [1].

2. A list of mismatches between observed (faulty) behavior and the expected behavior.

In order to specify a certain memory fault, one has to represent it in the form of a fault
primitive (FP) [42], denoted as <S/F/R>. S describes the operation sequence that sensitizes
the fault, F describes the logic level in the faulty cell (F∈{0, 1, ↑, ↓}), and R describes the
logic output level of a read operation (R∈{0, 1,−}). R has a value of 0 or 1 when the fault is
sensitized by a read operation, while the ‘-’ is used when a write operation sensitizes the fault.
For example, in the FP= <0w1/0/−>, which is the up-transition fault (TF1), S=0w1 means
that a w1 operation is written to a cell initialized to 0. The fault effect F=0 indicates that after
performing w1, the cell remains in state 0. The output of the read operation (R=−) indicates
there is no expected output for the memory. The classification of FPs is shown in Fig 3.2.

• Depending on the number of ports available in the memory, the FPs are classified either as
single-port faults and multiple-port faults. Single port faults (1PFs) require, at most one
port in order sensitize the fault. If #P defines the number of ports, then for a single port
fault, #P=1. On the other hand multi-port faults (pPFs) require two or more operations to
be performed simultaneously via different ports, i.e. #P ≥ 2. Depending on the value of
#P, multi-port faults can be further classified into two port faults (2FPs), three port faults
(3FPs) and so on.
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Fault Primitives

Single-Port Multi-Port

Simple

Static Dynamic Weak

Linked

Scope of this chapter

Single cell Multicell Single cell Multicell

Figure 3.2: Fault Primitive classification

• Depending on how FPs manifest themselves, they are classified into simple faults and
linked faults. Simple faults do not interfere with the other faults occurring in the memory
system; i.e., they are independent. Linked faults on the other hand, influences the behavior
of other faults present in the system. It can be seen as a combination of two or more simple
faults. Linked faults, may lead to fault masking.

• Depending on the number of operations ‘#O’ performed sequentially for fault sensitiza-
tion, FPs are classified as static faults and dynamic faults. Static faults are sensitized by
at most a single operation, i.e., #0 ≤ 1. Dynamic faults requires more than one operations
to be successively performed for the fault to be sensitized i.e., #O > 1. Depending on
the number of operations required for sensitization they are called two-operation dynamic
faults, three operation dynamic faults and so on. Dynamic faults are mostly timing and
delay related faults, and is of gaining importance especially with decreasing feature sizes.

• Depending on the number of different cells affected on the application of the SOS, the
FPs are classified into single cell fault or multi cell faults. Let #C be number of different
cells accessed during a SOS. Depending on #C, FPs can be divided into single cell faults
and multi cell faults. Single cell faults have FPs involving only a single cell; they have
the property that the cell used for sensitizing the fault (by applying SOS) is same as where
the fault appears. Coupling faults have FPs that involve more than one cell; they have the
property that the cell(s) which sensitizes (or contribute for sensitizing) the fault (e.g, by
applying the SOS) is different from the cell where the fault appears. Depending on #C,
this class can be further divided into two coupling fault primitives whereby #C=2, three
coupling fault primitives whereby #C=3, etc.
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This chapter mainly focuses on single port, simple, static and dynamic faults involving single
cell and two cell as indicated by dotted line in Fig 3.2.

3.3 Static faults

Static faults can be sensitized using a single operation. Since memory operations involve only
write and read operations within two logic states, the set of sensitizing operations ‘S’ is given by
S = {0w0, 0w1, 1w0, 1w1, r1, r0, 1, 0} whereby, ‘w’ denotes a write operation and ‘r’ denotes
a read operation, with ‘1’ and ‘0’ denoting the logic states of the cell. Similarly, the set of faults
‘F’ is given by F = {0, 1, ↑, ↓} whereby, ‘0’ and ‘1’ denotes the logic state of the cell and
↑ (↓) denotes the up(down) transition due to the sensitizing operation. The ‘R’ component in the
< S/F/R > notation denotes the outcome of the read operation where the set of ‘R’ is given by
R = {0, 1,−} whereby ‘?’ denotes a random value and ‘-’ denotes that the read operation is not
applicable. These < S/F/R > notations are widely used in the following sections to describe
the static functional faults in Memory Cell Array.

3.3.1 Static Memory Cell Array Faults

The static MCA faults can be divided into single-cell FPs or multi-cell FPs. Single-cell FPs are
FPs involving single cell; while multi-cell FPs are FPs involving more than cells. For multi-cell
FPs the discussion is restricted to two cell FPs, because they are considered as an important
class in single-port SRAM faults. Fig 3.3[14] shows the classification of (single-port) static
faults. Single port faults involving a single cell (1PF1s) have the property that the cell used
for sensitizing the fault, is the same cell where the fault appears [14]. On the other hand, the
single port two cell faults can be divided into three types, depending on the cell which is used
for applying the sensitizing operation:

1. 1PF2s: It has the property that the state of the aggressor cell (a-cell ca), rather than the
operation applied to ca, sensitizes a fault in the victim cell (v-cell cv). It is to be noted
that no operation is required in this case for sensitization. The subscript ‘s’ in the notation
1PF2s stands for ‘state’.

2. 1PF2a: It has the property that the application of a single-port operation to the a-cell
sensitizes a fault in the v-cell.

3. 1PF2v: It has the property that the application of a single-port operation to the v-cell,
with a-cell in a certain state, sensitizes the fault in the v-cell.

3.3.1.1 Single cell static fault primitives

Table 3.1 gives the single cell static fault primitives. These fault primitives can be compiled
into functional fault models, based on which test algorithms can be developed. Given that S ∈
{0, 1, 0w0, 1w1, 0w1, 1w0, r0, r1}, F ∈ {0, 1, ↑, ↓} and R ∈ {0, 1,−}; three cases can be
distinguished (See table 3.1):
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Figure 3.3: Fault Primitive classification [14]

Table 3.1: Single-cell static FPs
# S F R < S/F/R > FFM # S F R < S/F/R > FFM
1 0 1 - < 0/1/− > SF 7 0r0 ↑ 0 < 0r0/ ↑ /0 > DRDF
2 1 0 - < 1/0/− > SF 8 1r1 ↓ 1 < 1r1/ ↓ /1 > DRDF
3 0w0 ↑ - < 0w0/ ↑ /− > WDF 9 0r0 ↑ 1 < 0r0/ ↑ /1 > RDF
4 1w1 ↓ - < 1w1/ ↓ /− > WDF 10 1r1 ↓ 0 < 1r1/ ↓ /0 > RDF
5 0w1 0 - < 0w1/0/− > TF 11 0r0 0 1 < 0r0/0/1 > IRF
6 1w0 1 - < 1w0/1/− > TF 12 1r1 1 0 < 1r1/1/0 > IRF

• S ∈ {0, 1}
if S = 0, F = 1 and R = −; this results in FP1 of Table 3.1.
if S = 1, F = 0 and R = −; this results in FP2.

• S ∈ {0w0, 1w1, 0w1, 1w0}
if S = 0w0, F =↑ and R = −; this results in FP3.
if S = 1w1, F =↓ and R = −; this results in FP4.
if S = 0w1, F = 0 and R = −; this results in FP5.
if S = 1w0, F = 1 and R = −; this results in FP6.

• S ∈ {r0, r1}
if S = r1, F =↓ and R = 0; this results in FP7.
if S = r1, F =↓ and R = 1; this results in FP8.
if S = r0, F =↑ and R = 1; this results in FP9.
if S = r0, F =↑ and R = 0; this results in FP10.
if S = r0, F = 0 and R = 1; this results in FP11.
if S = r1, F = 1 and R = 1; this results in FP12.

It can be observed that the set of fault primitives (FP1,FP2), (FP3,FP4), (FP5,FP6),
(FP7,FP8), (FP9,FP10), (FP11,FP12) represent similar behavior with complementary values.
Hence these fault primitives are grouped together to form functional fault models. the func-
tional fault models can be used to devlop test algorithms. The functional fault models formed by
grouping these primitives are describes below [14].
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1. State Fault (SF): A cell is said to have a state fault, when the logic value of a cell changes
on its own, even when no operation is performed on it. No special operation is required to
sensitize it and therefore it only depends on the initial value in the cell. The SF consists of
two Fps: < 0/1/− > and < 1/0/− >.

2. Transition Fault (TF): A cell is said to have a transition fault, when it fails to undergo a
transition from one logic state to the other. The TF is sensitized by a write operation, with
a complementary data value to that of the value stored in the cell. The TF consists of two
Fps: < 0w1/0/− > and < 1w0/1/− >.

3. Write Destructive Fault (WDF): A non transition operation in a cell leading to a transi-
tion operation ,results in write destructive fault.. WDF consists of 2 FPs: < 0w0/ ↑ /− >
and < 1w1/ ↓ /− >.

4. Read Destructive Fault (RDF): A read operation, leading to the destruction of the value
stored in the cell, and resulting in return of an incorrect value in the output is RDF. It
consists of 2 FPs: < 0r0/ ↑ /1 > and < 1r1/ ↓ /0 >.

5. Deceptive Read Destructive Fault (DRDF): A read operation causes a transition in the
cell, but returning the value of the cell before transition. DRDF consists of 2 FPs: <
0r0/ ↑ /0 > and < 1r1/ ↓ /1 >.

6. Incorrect Read Fault (IRF): A read operation returns an incorrect value at the out-
put, while the cell has the correct value. IRF consists of 2 FPs: < 0r0/0/1 > and
< 1r1/1/0 >.

3.3.1.2 Two cell fault primitives

As discussed earlier, the two cell faults involves an a-cell and a v-cell. For two-cell coupling
faults, the FPs are described as < Sa;Sv/F/R >a,v where Sa (Sv) is the sensitizing operation
applied to aggressor (victim) cell: Sa, Sv ∈ {0, 1, 0w0, 1w1, 0w1, 1w0, r0, r1}. Here a (v) de-
notes the address of the aggressor (victim) cell for a coupling fault. It is to be noted that, if Sa is
an operation, than Sv can be only a state (0,1). If Sa is a state, Sv can be either a state or an opera-
tion. ‘F ’ denotes the faulty behavior in the affected cell and ‘R’ denotes the outcome of the read
operation. The table 3.2 [14], lists all possible combinations of th values in< Sa;Sv/F/R > no-
tation that results in FPs. Given that Sa, Sv ∈ {0, 1, 0w0, 1w1, 0w1, 1w0, r0, r1}, F ∈ {0, 1, ↑
, ↓} and R ∈ {0, 1,−}; two cases can be distinguished while maintaining restriction of #O≤1 :

• Sa ∈ {0, 1}: The notation < x;Sv/F/R > with x ∈ {0, 1} is a superset of the notation
< Sv/F/R >. Hence based on the sensitizing operation or the state of Sv the FPs are
further classified into two classes:

– Sv ∈ {0, 1}: The state of the aggressor cell, sensitizes a fault in the victim cell. This
results in 4 FPs, FP1 to FP4 as shown in 3.2.

– Sv ∈ {0w0, 1w0, 1w1, 0w1, r0, r1}: The state of the aggressor, and a particular
sensitizing operation in the victim cell, contributes to the sensitization of the fault in
the victim cell. This results in 20 FPs FP5 to FP24 listed in 3.2.
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Table 3.2: Two-cell static FPs [14]
# Sa Sv F R < Sa;Sv/F/R > FFM # Sa Sv F R < Sa;Sv/F/R > FFM
1 0 0 1 - < 0; 0/1/− > CFst 19 1 r0 ↑ 0 < 1; r0/ ↑ /0 > CFdrd
2 0 1 0 - < 0; 1/0/− > CFst 20 1 r1 ↓ 1 < 1; r1/ ↓ /1 > CFdrd
3 1 0 1 - < 1; 0/1/− > CFst 21 0 r0 0 1 < 0; r0/0/1 > CFir
4 1 1 0 - < 1; 1/0/− > CFst 22 0 r1 1 0 < 0; r1/1/0 > CFir
5 0 0w1 0 - < 0; 0w1/0/− > CFtr 23 1 r0 0 1 < 1; r0/0/1 > CFir
6 0 1w0 1 - < 0; 1w0/1/− > CFtr 24 1 r1 1 0 < 1; r1/1/0 > CFir
7 1 0w1 0 - < 1; 0w1/0/− > CFtr 25 r0 0 ↑ - < r0; 0/ ↑ /− > CFdsrx
8 1 1w0 1 - < 1; 1w0/1/− > CFtr 26 r1 0 ↑ - < r1; 0/ ↑ /− > CFdsrx
9 0 0w0 ↑ - < 0; 0w0/ ↑ /− > CFwd 27 0w1 0 ↑ - < 0w1; 0/ ↑ /− > CFdsxw!x

10 0 1w1 ↓ - < 0; 1w1/ ↓ /− > CFwd 28 1w0 0 ↑ - < 1w0; 0/ ↑ /− > CFdsxw!x

11 1 0w0 ↑ - < 1; 0w0/ ↑ /− > CFwd 29 0w0 0 ↑ - < 0w0; 0/ ↑ /− > CFdsxwx

12 1 1w1 ↓ - < 1; 1w1/ ↓ /− > CFwd 30 1w1 0 ↑ - < 1w1; 0/ ↑ /− > CFdsxwx

13 0 r0 ↑ 1 < 0; r0/ ↑ /1 > CFrd 31 r0 1 ↓ - < r0; 1/ ↓ /− > CFdsrx
14 0 r1 ↓ 0 < 0; r1/ ↓ /0 > CFrd 32 r1 1 ↓ - < r1; 1/ ↓ /− > CFdsrx
15 1 r0 ↑ 1 < 1; r0/ ↑ /1 > CFrd 33 0w1 1 ↓ - < 0w1; 1/ ↓ /− > CFdsxw!x

16 1 r1 ↓ 0 < 1; r1/ ↓ /0 > CFrd 34 1w0 1 ↓ - < 1w0; 1/ ↓ /− > CFdsxw!x

17 0 r0 ↑ 0 < 0; r0/ ↑ /0 > CFdrd 35 0w0 1 ↓ - < 0w0; 1/ ↓ /− > CFdsxwx

18 0 r1 ↓ 1 < 0; r1/ ↓ /1 > CFdrd 36 1w1 1 ↓ - < 1w1; 1/ ↓ /− > CFdsxwx

• Sa ∈ {0w0, 1w0, 1w1, 0w1, r0, r1}: then Sv ∈ {0, 1}and R = −. In this case, the
application of an operation in the aggressor cell sensitizes the fault in the victim cell.

– Sv = 0: then F ∈ {↑, ?}. This results in fault primitives FP25 to FP30 in table 3.2,
for the 6 different sensitizing operations in the aggressor cell.

– Sv = 0: then F ∈ {↓, ?}. Similarly the FPs from FP30 to FP36 in table 3.2 can be
obtained from six different sensitizing operating sequences in aggressor cell.

As stated earlier, the single port fault primitives are divided into three types, based on the
sensitizing criteria i.e., 1PF2s, 1PF2a, and 1PF2v.

The 1PF2s functional fault models:

1. State coupling fault (CFst): In this type of coupling fault, depending on the state of the
aggressor cell, the victim cell is sensitized. No special sensitizing operations are hence
required. Hence the initial state of the cell, determines the sensitization of the fault. It has
4 FPs < 0; 0/1/− >, < 0; 1/0/− >,< 1; 0/1/− > and < 1; 1/0/− >.

The 1PF2a functional fault models:

1. Disturb coupling fault (CFds): In this type of coupling fault, the operation performed in
the aggressor cell enables the flipping of the victim cell.It has 12 FPs < r0; 0/ ↑ /− >,
< r0; 1/ ↓ /− >, < r1; 0/ ↑ /− >,< 0w1; 0/ ↑ /− >, < 0w1; 1/ ↓ /− >, < 1w0; 0/ ↑
/− >,< 1w0; 1/ ↓ /− >,< 0w0; 0/ ↑ /− >, < 0w0; 1/ ↓ /− >, < 1w1; 0/ ↑ /− >
and < 1w1; 1/ ↓ /− >.
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2. Idempotent coupling fault (CFid): In this type of fault, a transition write operation
in the aggressor cell, causes the victim cell to flip.It has 4 FPs, < 0w1; 1/ ↑ /− >
,< 0w1; 1/ ↑ /− >,< 1w0; 0/ ↑ /− > and < 1w0; 1/ ↑ /− >

3. Inversion coupling fault (CFin): If the logic value of the victim cell is inverted in case
of a transition write operation, performed on the aggressor cell. It contains 2 pairs of FPs
in < 0w1; 0/ ↑ /− > ,< 0w1; 1/ ↓ /− > ,< 1w0; 0/ ↑ /− > and < 1w0; 1/ ↓ /− >.
This is because the state of the victim cell can either be at logic ‘0’ or at logic ‘1’, and
transition has to take place accordingly in victim cell, when the fault is sensitized in the
aggressor cell.

The 1PF2v functional fault models:

1. Transition coupling fault (CFtr): In this type of coupling fault, the transition opera-
tion performed in the victim cell fails for a given state of the aggressor cell. The CFtr
consists of following FPs < 0; 0w1/0/− >, < 1; 0w1/0/− >, < 0; 1w0/1/− >,
< 1; 1w0/1/− >.

2. Write Destructive coupling fault (CFwd): In this type of coupling fault, a non-transition
operation performed in the aggressor cell enables the victim cell to undergo a transition
for a given state of the aggressor cell. It has 4 FPs< 0; 0w0/ ↑ /− >,< 1; 0w0/ ↑ /− >,
< 0; 1w1/ ↓ /− > and < 1; 0w0/ ↓ /− >.

3. Read Destructive coupling fault (CFrd): In this type of coupling fault, a read operation
performed on the victim cell, changes the state of the victim cell and returns an incorrect
value at the output for a given state of the aggressor cell. It has 4 FPs < 0; r0/ ↑ /1 >,
< 1; r0/ ↑ /1 >, < 0; r1/ ↓ /0 >, and < 1; r1/ ↓ /0 >.

4. Deceptive Read Destructive coupling fault (CFdrd): In this type of coupling fault,
a read operation performed on the victim cell, changes the state of the victim cell and
returns an a correct value at the output for a given state of the aggressor cell. It has 4 FPs
< 0; r0/ ↑ /0 >, < 1; r0/ ↑ /0 >, < 0; r1/ ↓ /1 >, and < 1; r1/ ↓ /1 >.

5. Incorrect Read coupling fault (CFir): In this type of coupling fault, a read operation
performed on the victim cell, returns an incorrect value at the output for a given state of
the aggressor cell. It has 4 FPs < 0; r0/0/1 >, < 1; r0/0/1 >, < 0; r1/1/0 >, and
< 1; r1/1/? >.

3.3.2 Static Address Decoder Faults

The static address decoder faults, are faults occurring in row decoders and column decoders,
which can be sensitized by performing at most one operation. The static faults in the address
decoder are assumed to demonstrate similar behavior during the read and the write operation.
Fig 3.4 shows 4 main categories of functional address decoder faults defined for bit oriented
memories:
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1. Fault 1 refers to the situation where a particular address cannot access its cell.

2. Fault 2 refers to the situation where a particular memory cell is not accessed by any
address.

3. Fault 3 refers to the situation where a particular address access multiple cells at the same
time.

4. Fault 4 refers to the situation where a particular memory cell is accessed by many ad-
dresses at the same time.

Fault 1 Fault 2 Fault 3 Fault 4
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Cx

Cy

Cx
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Ax

Figure 3.4: Static address decoder faults

AFna AFmc AFma AFoc

Ax Cx
Ax

Ay

Cx

Cy Cy

Cx

Ay

Ax Ax

Ay Cy

Cx

Figure 3.5: Fault combinations in static address decoder faults

Static faults occurring in the address decoder are not completely independent with respect to
each other. This is because there are as many cells as addresses. Hence the fault always takes
place in pairs. Fig 3.5shows the faults occurring from combinations of these 4 faults.

• Fault AFnca: It is a combination of Fault 1 and Fault 2, and is called a no cell and no
address fault.

• Fault AFnmc: It is a combination of Fault 1 and Fault 3, and is called a no cell and multiple
cell fault.

• Fault AFnma: It is a combination of Fault 2 and Fault 4, and is called a no address and
multiple address fault.

• Fault AFmca: It is a combination of Fault 3 and Fault 4, and is called a multiple cell and
multiple address fault.
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3.3.3 Static Peripheral Circuit Faults

Static Peripheral Circuit faults occur in read or write circuitries such as sense amplifiers, pre-
charge circuits, write drivers, etc. These faults can be caused by spot defects involving opens,
shorts and bridges. Functionally, these faults are mapped onto memory cell array faults [40]. It
is assumed that any static fault in the peripheral circuitry (such as stuck at fault) can be detected
with any test for memory cell array as any operation applied to the memory has to go through
the peripheral circuitry.

3.4 Dynamic Faults

Dynamic based faults, are faults which require more than one operation to be performed sequen-
tially for their sensitization. Thus, the number of operations #O ≥ 2. Depending on the number
of operations required for sensitization, dynamic faults are classified into 2-operation dynamic
fault, 3-operation dynamic faults and so on. This section deals with the discussion of 2-operation
dynamic faults occurring in different parts of memory system.

3.4.1 Dynamic Memory Cell Array Faults

Dynamic faults occurring in Memory Cell Array can be classified into single cell dynamic faults
and multi cell dynamic faults. In the following sections the two operation single-cell and two-
cells dynamic faults are discussed.

3.4.1.1 Single cell fault primitives

Single-cell dynamic faults are sensitized by applying more than one operation sequentially to
the same cell. As mentioned earlier, a single-cell fault primitive is denoted as < S/F/R >. S
is the sensitizing operation sequence. Since, we are considering two operations, S can be of the
form xO1yO2z where x, y, z ∈ {0, 1} and O1A,O2 can be read/write operations. Combining all
permutations, 18 different sensitizing sequences are possible [15].

• 8 S have the form of write after write operation: xwywz. For example, 1w1w0 denotes
a w1 operation to a memory cell whose initial state is ‘1’, immediately followed by a w0
operation.

• 2 S have the form of read after read operation: xrxrx. For example, 1r1r1 denotes a
r1 operation to a memory cell whose initial state is ‘1’, immediately followed by a r1
operation.

• 4 S have the form of write after read operation: xrxwz. For example, 1r1w0 denotes
a r1 operation to a memory cell whose initial state is ‘1’, immediately followed by a w0
operation.

• 4 S have the form of read after write operation: xwyry. For example, 1w1r1 denotes
w1 operation to a memory cell whose initial state is ‘1’, immediately followed by a r1
operation.
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Table 3.3: Single-cell dynamic FPs and FFMs [19]
# FFM Fault Primitives
1 dRDF < 0r0r0/1/1 >, < 1r1r1/0/0 >,

< 0w0r0/1/1 >, < 1w1r1/0/0 >,
< 0w1r1/0/0 >, < 1w0r0/1/1 >

2 dDRDF < 0r0r0/1/0 >, < 1r1r1/0/1 >,
< 0w0r0/1/0 >, < 1w1r1/0/1 >,
< 0w1r1/0/1 >, < 1w0r0/1/0 >

3 dIRF < 0r0r0/0/1 >, < 1r1r1/1/0 >,
< 0w0r0/0/1 >, < 1w1r1/1/0 >,
< 0w1r1/1/0 >, < 1w0r0/0/1 >

4 dTF < 0w0w1/0/− >, < 1w1w0/1/− >,
< 0w1w0/1/− >, < 1w0w1/0/− >,
< 0r0w1/0/− >, < 1r1w0/1/− >

5 dWDF < 0w0w0/1/− >, < 1w1w1/0/− >,
< 0w1w1/0/− >, < 1w0w0/1/− >,
< 0r0w0/1/− >, < 1r1w1/0/− >

In the FP notation, F denotes the behavior/state of the faulty cell: F ∈ {0, 1}. R denotes the
logical value at the output of the memory: R ∈ {0, 1,−}. R = − signifies that the last operation
was a write operation and output data is not available. Based on the values of S, F and R, 30
dynamic single-cell FPs are determined. All these FPs can be compiled in 5 FFMs as shown in
Table 3.3 [15]; they are explained next.

1. Dynamic Read Destructive Fault (dRDF): An operation (i.e., read or write) followed
immediately by a read operation, performed on a single cell changes the logical state of
the cell, and returns an incorrect value on the output [15]. The 2-operation dRDF consists
of six Fps:< 0r0r0/1/1 >, < 1r1r1/0/0 >, < 0w0r0/1/1 >, < 1w1r1/0/0 >,
< 0w1r1/0/0 > and < 1w0r0/1/1 >.

2. Dynamic Deceptive Read Destructive Fault (dDRDF): An operation (i.e., read or write)
followed immediately by a read operation, performed on a single cell changes the log-
ical state of the cell, and returns a correct value on the output [15]. The 2-operation
dDRDF consists of six Fps: < 0r0r0/1/0 >, < 1r1r1/0/1 >, < 0w0r0/1/0 >,
< 1w1r1/0/1 >, < 0w1r1/0/1 > and < 1w0r0/1/0 >.

3. Dynamic Incorrect Read Fault (dIRF): A read operation performed immediately after an
operation (i.e., read, transition, or non-transition write) on a single cell returns an incorrect
value on the output, while the cell remains in its correct state [15]. The 2-operation dIRF
consists of 6 FPs: < 0r0r0/0/1 >, < 1r1r1/1/0 >, < 0w0r0/0/1 >, < 1w1r1/1/0 >,
< 0w1r1/1/0 > and < 1w0r0/0/1 >.

4. Dynamic Transition Fault (dTF): A transition write operation performed immediately
after an operation (i.e., read, transition or non-transition write) fails [15]. The 2-operation



34 CHAPTER 3. MEMORY FAULT SPACE

dTF consists of 6 FPs: < 0w0w1/0/− >, < 1w1w0/1/− >, < 0w1w0/1/− >, <
1w0w1/0/− >, < 0r0w1/0/− > and < 1r1w0/1/− >.

5. Dynamic Write Destructive Fault (dWDF): A non transition write operation, performed
on a cell immediately after an operation (i.e., read, transition, non-transition write),
causes the cell to flip. The 2-operation dWDF consists of 6 FPs: < 0w0w0/1/− >,
< 1w1w1/0/− >, < 0w1w1/0/− >, < 1w0w0/1/− >, < 0r0w0/1/− > and
< 1r1w1/0/− >.

3.4.1.2 Two cell fault primitives

The two cell fault primitives, as seen in case of static faults, involves two cells: a-cell and a
v-cell. In case of 2-operation dynamic faults, the sensitizing operations are classified into four
categories, depending on the order in which sensitizing sequences are applied to the a-cell and
to the v-cell. The four types of sensitizing operations are:

1. Saa: where both the sensitizing operations are applied to the a-cell, with the v-cell taking
a certain state.

2. Svv: where both the sensitizing operations are applied to the v-cell, with the a-cell taking
a certain state.

3. Sav: where the first sensitizing operation is applied to the a-cell and the second operation
to the v-cell.

4. Sva: where the first sensitizing operation is applied to the v-cell and the second operation
to the a-cell.

Faults caused due to Saa

Saa: These faults have the property that the application of two successive operation to the
a-cell will cause the v-cell to flip. This can be represented using the fault primitive notation
< Sa;Sv/F/R >. The sensitizing operation in the aggressor cell is of the form yO1zO2t,
where O1, O2 are write or read operations and y, z, t ∈ {0, 1} and the initial state of the victim
cell an be ‘x’ where x ∈ {0, 1}. The flipping state of the cell can be represented by x, while
R = − as no operation is performed on the victim cell. The Fault primitive is hence of the form
< yO1zO2t;x/x/− >. Fault primitives for different combinations of x,y,z,t,O1, O2 etc can be
formed and grouped to form a functional fault model as shown in Table 3.4 [19].

• Dynamic Disturb Coupling Fault (dCFds): In dCFds a write operation followed imme-
diately by a read operation performed on the a-cell causes the v-cell to flip its logic state
[22]. Depending on the operations performed on the aggressor cell dCFds can be divided
in four sub-parts.

– dCFdsww: Operations applied in a write after write sequence. dCFdsww consists
of 16 FPs: < 0w0w0;x/x/− >, < 1w1w1;x/x/− >, < 0w0w1;x/x/− >,
< 1w1w0;x/x/− >, < 0w1w0;x/x/− >, < 1w0w1;x/x/− >, <
0w1w1;x/x/− > and < 1w0w0;x/x/− >.
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Table 3.4: Two-cell dynamic FPs and FFMs caused by Saa [19]
# FFM Fault Primitives
1 dCFdsww < 0w0w0;x/x/− >, < 1w1w1;x/x/− >,

< 0w0w1;x/x/− >, < 1w1w0;x/x/− >,
< 0w1w0;x/x/− >, < 1w0w1;x/x/− >,
< 0w1w1;x/x/− >, < 1w0w0;x/x/− >

2 dCFdswr < 0w0r0;x/x/− >, < 1w1r1;x/x/− >,
< 0w0r1;x/x/− >, < 1w0r0;x/x/− >

3 dCFdsrw < 0r0w0;x/x/− >, < 1r1w1;x/x/− >,
< 0r0w1;x/x/− >, < 1r1w0;x/x/− >

4 dCFdsrr < 0r0r0;x/x/− >, < 1r1r1;x/x/− >

– dCFdswr: Operations applied in a read after write sequence. dCFdswr consists of
8 FPs: < 0w0r0;x/x/− >, < 1w1r1;x/x/− >, < 0w0r1;x/x/− > and <
1w0r0;x/x/− >.

– dCFdsrw: Operations applied in a write after read sequence. dCFdsrw consists of
8 FPs: < 0r0w0;x/x/− >, < 1r1w1;x/x/− >, < 0r0w1;x/x/− > and <
1r1w0;x/x/− >.

– dCFdsrr: Operations applied in a read after read sequence. dCFdsrr consists of 4
FPs: < 0r0r0;x/x/− > and < 1r1r1;x/x/− >.

Faults caused due to Svv

Svv: These faults have the property that the application of two successive operation to
the v-cell for sensitization. This can be represented using the fault primitive notation <
Sa;Sv/F/R >. The sensitizing operation in the victim cell is of the form yO1zO2t, where
O1, O2 are write or read operations and y, z, t ∈ {0, 1}. ‘F’ is the resulting fault in the victim
cells, while ‘R’ will be the logical output of the last read operation performed in a given sensi-
tizing sequence i.e., data read out after a read operation in O2. Fault primitives can be developed
by taking different types of operations forO1, O2, along with different logic states for y, z, and t.
These fault primitives can be grouped into different functional models as shown in table 3.5 [20].
Svv: These faults have the property that the application of two successive operation to the v-cell
for sensitization. This can be represented using the fault primitive notation < Sa;Sv/F/R >.
The sensitizing operation in the victim cell is of the form yO1zO2t, where O1, O2 are write or
read operations and y, z, t ∈ {0, 1}. ‘F’ is the resulting fault in the victim cells, while ‘R’ will be
the logical output of the last read operation performed in a given sensitizing sequence i.e., data
read out after a read operation in O2. Fault primitives can be developed by taking different types
of operations for O1, O2, along with different logic states for y, z, and t. These fault primitives
can be grouped into different functional models as shown in table 3.5 [20].

1. Dynamic Read Destructive Coupling Fault (dCFrd): A write operation followed imme-
diately by a read operation performed on the v-cell changes the logical state of the v-cell
and returns an incorrect value on the output, iff the a-cell is in a certain specific state [19].
The 2-operation dCFrd consists of 12 FPs as shown in table 3.5 [19], where x ∈ {0, 1}.



36 CHAPTER 3. MEMORY FAULT SPACE

Table 3.5: Two-cell dynamic FPs and FFMs caused by Svv [20]
# FFM Fault Primitives
1 dCFrd < x; 0r0r0/1/1 >, < x; 1r1r1/0/0 >,

< x; 0w0r0/1/1 >, < x; 1w1r1/0/0 >,
< x; 0w1r1/0/0 >, < x; 1w0r0/1/1 >

2 dCFdrd < x; 0r0r0/1/0 >, < x; 1r1r1/0/1 >,
< x; 0w0r0/1/0 >, < x; 1w1r1/0/1 >,
< x; 0w1r1/0/1 >, < x; 1w0r0/1/0 >

3 dCFir < x; 0r0r0/0/1 >, < x; 1r1r1/1/0 >,
< x; 0w0r0/0/1 >, < x; 1w1r1/1/0 >,
< x; 0w1r1/1/0 >, < x; 1w0r0/0/1 >

4 dCFtr < x; 0w0w1/0/− >, < x; 1w1w0/1/− >,
< x; 0w1w0/1/− >, < x; 1w0w1/0/− >,
< x; 0r0w1/0/− >, < x; 1r1w0/1/− >

5 dCFwd < x; 0w0w0/1/− >, < x; 1w1w1/0/− >,
< x; 0w1w1/0/− >, < x; 1w0w0/1/− >,
< x; 0r0w0/1/− >, < x; 1r1w1/0/− >

2. Dynamic Deceptive Read Destructive Coupling Fault (dCFdrd): A write followed im-
mediately by a read operation on the v-cell changes the data in the v-cell and returns a
correct value on the output, iff the a-cell is in a certain specific state [19]. The 2-operation
dCFdrd consists of 12 FPs as shown in table 3.5 [19], where x ∈ {0, 1}.

3. Dynamic Incorrect Read Coupling Fault (dCFir): A write or read operation followed
immediately by a read operation performed on the v-cell returns an incorrect value on the
ouput, while the c-cell remains in its correct state, iff the a-cell is in a certain specific logic
state [20]. The 2-operation dCFir consists of 12 FPs as shown in table 3.5 [19], where
x ∈ {0, 1}.

4. Dynamic Transition Coupling Fault (dCFtr): A write or a read operation followed im-
mediately by a transition write operation performed on the v-cell results in a failing write
operation iff the a-cell is in a certain specific state. The 2-operation dCFtr consists of 12
FPs as shown in table 3.5 [19], where x ∈ {0, 1}.

5. Dynamic Write Destructive Coupling Fault (dCFwd):A read or write operation fol-
lowed immediately by a non-transition write operation performed on the v-cell cause that
cell to flip, iff the a-cell is in a certain specific logic state [20]. The 2-operation dCFwd
consists of 12 FPs as shown in table 3.5 [19], where x ∈ {0, 1}.

Faults caused due to Sav

Sav: These faults have the property that the application of of an operation to the a-cell,
followed immediately by an operation to the v-cell, sensitizes a fault in the v-cell. The fault
primitive notation is given by < Sa;Sv/F/R >. < Sa > will be shown as xO1y and < Sv >
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Table 3.6: Two-cell dynamic FPs and FFMs caused by Sav [19]
# FFM Fault Primitives
1 dCFrd < xOy; 0r0/1/1 >, < xOy; 1r1/0/0 >

2 dCFdrd < xOy; 0r0/1/0 >, < xOy; 1r1/0/1 >

3 dCFir < xOy; 0r0/0/1 >, < xOy; 1r1/1/0 >

4 dCFtr < xOy; 0w1/0/− >, < xOy; 1w0/1/− >
5 dCFwd < xOy; 0w0/1/− >, < xOy; 1w1/0/− >

will be shown as zO2t, whereO1 andO2 denote the first and second operation receptively, which
can be either a write or a read and y, z, t ∈ 0, 1. ‘F’ is the fault that appears and ‘R’ is the output
after the read operation, in O2. Fault primitives are developed based on several combinations
of the sensitizing operations, and fault. These fault primitives are grouped and categorized into
functional models as show in table 3.6 [19].

1. Dynamic Read Destructive Coupling Fault (dCFrd): A read operation performed on
the v-cell performed immediately after a read or a write operation in an a-cell, causes a
transition in the v-cell and returns the new incorrect value on the output. The 2-operation
dCFrd consists of 12 FPs as shown in table 3.6 [19], where x, y ∈ {0, 1}.

2. Dynamic Deceptive Read Destructive Coupling Fault (dCFdrd): A read operation per-
formed on the v-cell performed immediately after a read or a write operation in an a-cell,
causes a transition in the v-cell and returns the old correct value on the output. The 2-
operation dCFdrd consists of 12 Fps as shown in table 3.6 [19], where x, y ∈ {0, 1}.

3. Dynamic Incorrect Read Coupling Fault (dCFir): A read operation performed on the
v-cell, performed immediately after a read or a write operation in an a-cell, returns an
incorrect value of output while the cell retains the correct logic state. The 2-operation
dCFir consists of 12 FPs as shown in table 3.6 [19], where x, y ∈ {0, 1}.

4. Dynamic Transition Coupling Fault (dCFtr): A transition write operation performed
on the v-cell immediately after a read or a write operation in an a-cell, results in transition
of the logic state in v-cell. The 2-operation dCFtr consists of 12 FPs as shown in table 3.6
[19], where x, y ∈ {0, 1}.

5. Dynamic Write Destructive Coupling Fault (dCFwd): A non transition write operation
performed on the v-cell after a read or a write operation in an a-cell, results in transition
of the logic state in v-cell. The 2-operation dCFwd consists of 12 FPs as shown in table
3.6 [19], where x, y ∈ {0, 1}.

Faults caused due to Sva

Sva: In this type of two cell fault, first the operation is performed over the v-cell, and then
followed by the operation in the a-cell leading to a fault being sensitized in the v-cell. The fault
primitive is of the form < Sa;Sv/F/R >. < Sa > will be shown as xO2y and < Sv > will be
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Table 3.7: Two-cell dynamic FPs and FFMs caused by Sva [19]
# FFM Fault Primitives
1 dCFrd < 0r0/1/1;xOy >, < 1r1/0/0;xOy;>

2 dCFdrd < 0r0/1/0;xOy >, < 1r1/0/1;xOy >

3 dCFir < 0r0/0/1;xOy >, < 1r1/1/0;xOy >

4 dCFtr < 0w1/0/−;xOy >, < 1w0/1/−;xOy >

5 dCFwd < 0w0/1/−;xOy >, < 1w1/0/−;xOy >

shown as zO1t, where O1 and O2 denote the first and second operation receptively, which can
be either a write or a read and y, z, t ∈ 0, 1. ‘F’ is the fault that appears and ‘R’ is the output
after the read operation, in O2. Fault primitives are developed based on several combinations
of the sensitizing operations, and fault. These fault primitives are grouped and categorized into
functional models as show in table 3.7 [19].

1. Dynamic Read Destructive Coupling Fault (dCFrd): A read operation performed on
the a-cell after a read or a write operation in an v-cell, causes a transition in the v-cell and
returns the new incorrect value at the output. The 2-operation dCFrd consists of 12 FPs as
shown in table 3.7 [19], where x, y ∈ {0, 1}.

2. Dynamic Deceptive Read Destructive Coupling Fault (dCFdrd): A read operation per-
formed on the a-cell after a read or a write operation in an v-cell, causes a transition in the
v-cell and returns the old correct value at the output. The 2-operation dCFdrd consists of
12 Fps as shown in table 3.7 [19], where x, y ∈ {0, 1}.

3. Dynamic Incorrect Read Coupling Fault (dCFir): A read operation performed on the
a-cell after a read or a write operation in a v-cell, returns an incorrect value on the output
while the cell contains the correct logic value. The 2-operation dCFir consists of 12 FPs
as shown in table 3.7 [19], where x, y ∈ {0, 1}.

4. Dynamic Transition Coupling Fault (dCFtr): A transition write operation performed
on the a-cell after a read or a write operation in an v-cell, results in transition of the logic
state in v-cell. The 2-operation dCFtr consists of 12 FPs as shown in table 3.7 [19], where
x, y ∈ {0, 1}.

5. Dynamic Write Destructive Coupling Fault (dCFwd):A non transition write operation
performed on the a-cell after a read or a write operation in the v-cell, results in transition
of the logic state in v-cell. The 2-operation dCFwd consists of 12 FPs as shown in table
3.7 [19], where x, y ∈ {0, 1}.

3.4.2 Dynamic Address Decoder faults

The address decoders consists of row decoders and column decoders. Dynamic faults in address
decoder are also refereed as delay faults. These delay faults may be caused due to the presence
of resistive open defects present within the gates or in between the gates in an row or column
decoder. Fig 3.6 [18] shows the two main types of delay faults in address decoder:
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Figure 3.6: Dynamic address decoder faults [18]

1. Activation delay fault: The activation delay fault refers to the slow activation of the word
line signal, when it is selected by appropriate transition of the address line selecting it. This
results in improper operations being performed over the cell, leading to faulty behavior of
the memory system [18].

2. Deactivation delay fault: The deactivation delay fault refers to the slow deactivation of
the word line signal, when a given word line is deselected by appropriate transitions in
the address lines. This may result in more than one cell being active for a small period of
time, resulting in undesired operations being performed over the good cells [18].

3.4.3 Dynamic faults in Peripheral Circuits

The dynamic faults in peripheral circuits are mostly speed related faults from write driver, sense
amplifier etc. or faults due to excessive leakage of pass transistors [39]. There are 4 main types
of dynamic faults which are seen in the peripheral circuits:

1. Slow write driver fault: The slow write driver fault may be caused due to resistive open
defects in the write driver. Presence of this defect can lead to improper discharging of one
of the two bit lines, during a write operation. This leads to a lesser differential voltage
between the two bit lines, which may lead to the failure in write operation. The worst case
scenario, for the bit lines is to perform complementary write operations. Complementary
write operations, when performed back to back using the same write driver forms the worst
case scenario for detection of slow write driver fault.
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2. Slow sense amplifier fault: The slow sense amplifier fault may be caused due to the pres-
ence of resistive opens in the read path between the cell and the sense amplifier. The defect
may cause an offset voltage, which will lead the sense amplifier to produce a wrong out-
put. The worst case condition for detecting this fault is to perform a read operation, after
performing a write operation with a complementary value. For e.g., a write ‘1’ operation
may be performed a given cell, then a read ‘0’ operation in other cell sharing the same
sense amplifier should be performed for strong sensitization of slow sense amplifier fault.

3. Slow pre-charge circuit fault: The slow pre-charge circuit fault, may arise due to im-
proper pre-charging of bit lines. The pre-charging of bit lines is very important, to ensure
that the operations are done completely independently with respect to each other, i.e., to
avoid the influence of one operation over the other. But in the presence of a defect the
bit lines may not be pre-charged fully and the state of the bit line is as influenced by the
previous operation, rather than that of the current operation to be performed. This might
lead to a faulty behavior of the system. The strong sensitization condition for this fault is
similar to that of slow sense amplifier fault.

4. Bit line imbalance fault: The bit line imbalance fault is mainly caused due to the leaky
pass transistors. This is becoming more common especially with down scaling of tech-
nology. The effects of leakage current might influence a read operation. The differential
voltage developed between the bit lines during a read operation, may be neutralized by the
pass transistor, thereby leading to a faulty read operation. This effect is strongly sensitized
when a read operation of a particular data, is performed on a cell, which is present in a
column where all the other cell store the complementary data values.

3.5 Strong vs Weak faults

As stated earlier, defects at fabrication level production of chips are inevitable. The size of
the defect determines the functional behavior of the system. If the size of the defect is very
large, it leads to a strong fault. Strong faults, severely affect functionality of the system by
causing an error, which leads to the failure of the system. Such faults are easily fully sensitized
and detected by using appropriate detection conditions. However, if the defects are not large
enough to cause an erroneous behavior of the system, it leads to weak faults. Weak faults causes
small disturbances within the system. These disturbances are within the tolerable limits, thereby
leading to proper functioning of the system. However, presence of multiple weak faults can cause
an error in the system as their fault effects can be additive in nature. Detection of such multiple
weak faults require simultaneous sensitization of all the multiple weak faults. This approach
has been successfully verified in case of multi port memories, which led to the development of
number of functional fault models based on weak faults [14].
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Rapid and continuous technology scaling, in semiconductor memories have led the faults to be
more pervasive and weak rather than strong. Weak faults are faults, that do not cause an error.
However, multiple weak faults can have additive effects that do not cause the memory to fail(i.e.,
do not cause an error). The proposed new memory test paradigm aims at detection of such faults.

This chapter begins with a brief description of notation for test algorithms and stresses
which will be used through out this thesis; it then describes the traditional testing approach
that is used for memory testing and highlights its missing link. It then discusses the proposed
new memory test paradigm. Section 4.1 introduces the notation of test algorithms. Section
4.2 introduces the traditional approach of memory testing which assumes a single (strong)
defect at a time in the memory system. Section 4.3 describes the new memory test approach
which considers the presence of two weak faults at a time in different blocks of the memory
system. Section 4.4 describes the new memory test approach when considering three weak faults
at a time in different blocks of the memory system. Section 4.5 generalizes the new test approach.

4.1 Notation of test algorithms and stresses

4.2 Traditional memory test approach

4.2.1 Detecting faults in Memory Cell Array

4.2.2 Detecting faults in Address Decoders

4.2.3 Detecting faults in Peripheral Circuits

4.2.4 Limitations of traditional approach

4.3 Two weak faults based test approach

4.3.1 Detecting faults in Memory Cell Array and Address Decoders

4.3.2 Detecting faults in Address Decoders and Peripheral Circuits

4.3.3 Detecting faults in Memory Cell Array and Peripheral Circuits

4.4 Three weak faults based test approach
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4.1 Notation of test algorithms and stresses

A test consists of a Base Test ‘BT’, applied using a particular Stress Combination ‘SC’. A BT
forms the main test algorithm, whereas an SC consists of a combination of values for the different
stresses; e.g., VDD = 1.8V, Temp = 70C, etc. Most BTs have a march test format. March
test algorithms are the most common algorithms used for testing memories [40]. A march test
consists of a finite sequence of march elements. A March Element (ME) is a finite sequence of
operations applied to every cell in the memory before proceeding to the next cell. A complete
march test is delimited by the ‘{...}’ bracket pair; while a march element is delimited by the
‘(...)’ bracket pair. The march elements are separated by semicolons, and the operations within
a march element are separated by commas. The way one proceeds to the next cell is determined
by the Address Orders (AOs) which can be an increasing address order (e.g., increasing AO from
the cell 0 to the cell n − 1), denoted by ⇑ symbol, or a decreasing AO, denoted by ⇓ symbol,
and which is the exact inverse of the ⇑ AO. When the AO is irrelevant, the symbol m (i.e., ⇑ or
⇓) will be used. An example of a march algorithm is MATS+ [27], defined as:

MATS+: {m (w0);⇑ (r0, w1);⇓ (r1, w0)}

MATS+ consists of three MEs, which are separated by the ‘;’ symbol. The ME ‘⇑ (r0, w1)’
specifies the ⇑ AO, while to each address a read operation with expected logic value ‘0’ will be
applied, after which a logic ‘1’ will be written.

A BT can be applied with different stresses. The stresses can be divided into two types i.e.,
algorithmic and non algorithmic stresses [39].

• A non-algorithmic stresses is also referred as an environmental stress, as it specifies the
environmental values, such as the supply voltage, the temperature, the timing (the clock
frequency), etc.; they are effective during the application of the test [39].

• An algorithmic stress specifies the way the test is performed, and therefore it influences the
sequence and/or the type of the memory operations performed. The most known algorithm
stresses are the address direction, counting method and data-background [39] [18].

Next, the three different algorithmic stresses will be discussed.

Address direction is the addressing extension of the one-dimensional ‘AO’ to the two dimen-
sional space of the memory cell array [39]. A real memory consists of a number or rows and
columns (and thus also of a number of diagonals). The address directions specifies the direc-
tion (i.e., rows, columns, or diagonals) in which the address sequence has to be performed. The
commonly used address directions in the industry are:

• Fast row (fr): In fr addressing, each address increment or decrement operation causes an
adjacent physical row to be accessed.

• Fast column (fc): In fc addressing, each address increment or decrement operation causes
an adjacent physical column to be accessed.
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• Fast diagonal (fd): In fD addressing, each address increment or decrement operation
causes an adjacent physical diagonal to be accessed. Fast D is used less frequently in
industry [39].

Counting method determines the address sequence. It has been shown that the counting
method is important for detecting AD delay faults. Some of the counting methods used are
linear, Address Complement (Ac), 2i, H1 addressing etc [18].

• Linear counting method: This is the most common counting method used. It is denoted
by the superscript ‘L of the AO (e.g., L ⇑), where ‘L’ specifies the address sequence
0,1,2,3, etc. Because it is the default counting method, the superscript ‘L is usually deleted.

• Address Complement counting method: It specifies an address sequence: 000, 111,
001, 110, 010, 101, 011, and 100; each bold address is the 1s complement of the preceding
address.

• 2i counting method: This counting method is typically used by the MOVI algorithm It
repeats the PMOVI algorithm ‘N’ times (N = is the number of memory address bits) with
an address increment/decrement value of 2i; with 0 ≤ i ≤ N − 1.

• H1 counting method: It specifies an address sequence: 000, 001, 000, 010, 000, 100,
000; each address has a hamming distance of ‘1’ with respect to the preceding address.

Data Background ‘DB’ is the pattern of zeros and ones as seen in an array of memory cells
[39]. The most common types of DBs are:

• Solid (sDB): (0000.../0000... ) or (1111.../1111... )

• Checkerboard (cDB): (0101.../1010.../0101.../1010...)

• Column Stripe (cDB): (0101.../0101.../0101.../0101..)

• Row Stripe (rDB): (0000.../1111.../0000.../1111..)

4.2 Traditional memory test approach

Traditionally fault modeling, is done by injecting a single defect at a time -such as a resistor-
either in the MCA, the AD or in the PC. Electrical simulation (e.g., SPICE) is then performed
and the faulty behavior is analyzed using either static analysis or dynamic analysis [42, 11, 22].
Depending on how severe the defect is (e.g., how big is the value of the resistor representing the
defect), the fault may or may not cause an error and therefore cause the memory to fail. If the
fault causes an error, then it is mapped into a functional fault model. An appropriate detection
condition is then developed and compiled thereafter in a test algorithm being able to detect the
observed fault model. In the rest of the section the traditional approach using circuit simulation
for three main blocks of a memory system; namely the MCA, AD, and the PCs will be discussed.
For circuit simulation, a defect will be modeled as a resistor (e.g., opens, ridges etc) with variable
value.
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4.2.1 Detecting faults in Memory Cell Array

Fig 4.1 shows some of the possible locations of resistive opens that could occur within the cell.
Due to symmetrical structure of the SRAM cell, many defects will cause complementary fault
behavior. For example, the defects OC1s and OC1c in Figure 4.1 cause complementary fault
behavior. By simulating one defect, one can derive the fault behavior that can be caused by the
other defect.

Figure 4.1: Opens within a cell

Consider the case of a single resistive open defect between the two cross coupled inverters
(e.g., OC1s or OC1c in Fig 4.1). The behavior of the SRAM cell in the presence of such a
defect will strongly depend on the size of the defect ‘Rdef ’ (i.e., magnitude of the resistance
representing the defect). Therefore the circuit simulation will be performed for three cases:

1. Defect free case

2. Rdef has a large value

3. Rdef has a small value

For all three cases the sequence ”S=1w0, r0, w1, r1” is performed. This sequence consists
of (1) Initialize the cell to ‘1’ and perform write ‘0’ operation, (2) perform read ‘0’ operation,
(3) perform write ‘1’ operation, and (4) perform read ‘1’ operation. Fig 4.2 shows the voltage of
the true node of the cell for the simulated sequence for the three cases.

1. Defect free case: The top graph in Figure 4.2 shows the voltage of the true node when
simulating the sequence ‘S’. As the graph shows, all the operations pass correctly and the voltage
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Figure 4.2: True node voltage of a cell without and with defects

of the true node switches form logic state ‘1’ to logic state ‘0’ during the ‘1w0’ operation, and
correctly switches from logic ‘0’ state to logic ‘1’ state during ‘0w1’ operation. During the read
operations, the cell keeps its state and there is a small increase in voltage of the true node (i.e.,
read bump voltage) due to the discharge of the bit line voltage through the pull down transistor
of the cell (see Fig 4.2).

2. Defect with large value: The middle graph in Figure 4.2 shows the voltage of the true
node when simulating the sequence ‘S’ for large value of the defect. The large value of this
defect, induces a large delay (by combining with the circuit capacitance) to the input signal
driving the opposite inverter. Consequently, it becomes very difficult for the cell to flip from
logic state ‘1’ to logic state ‘0’. It can be seen from the graph, the write ‘1’ operation fails
(i.e., the third operation) and the cell remains in logic state ‘0’. This faulty behavior of the
cell will cause an error in the memory resulting into a memory failure. This faulty behavior
is known as transition fault. The FP for the transition fault is given by < 0w1/0/− > (see
chapter 3). Once the fault behavior is identified and mapped to a fault model, a detection
condition can be developed in order to compile it in a test algorithm. In order to detect
this transition fault observed in this case, a transition write operation, followed by a read op-
eration should be performed. The detection condition can be compiled to a march test as follows:

{m (w0);m (w1);m (r1)}

3. Defect with small value: The bottom graph in Figure 4.2 shows the voltage of the true
node when simulating the sequence ‘S’ for small value of the defect. The defect induces a delay
over the input signal driving the opposite inverter. However, the delay is not large enough for the
write operation to fail. It is clear from the graph that the operation passes correctly. Nevertheless,
careful inspection of the graph reveals that ‘w1’ operation does not pass smoothly as in defect
free case (see top graph in Fig 4.2). The true node is pulled up to vdd voltage about 0.4ns later as
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compared with the defect free case; hence, the switching of the cell is delayed due to the defect.
This delay does not cause an ’error’, it rather causes a ‘weak fault’.

Figure 4.3 illustrates the difference between the fail (strong fault) and pass (weak faults)
regions depending on the value of the defect as we externally experience it. If the defect is
beyond a certain value, say Rc, then a strong fault will be sensitized, leading to an error in the
memory system which can be detected when appropriate tests are used. However, below this
value, the fault will be not detected. Because when performing memory fault modeling and test
generation we assume the presence of a single fault at a time, the defects below say Rc(causing
weak faults) will never be detected.

Figure 4.3: Detected vs non-detected defects in MCA

4.2.2 Detecting faults in Address Decoders

The AD consist of row decoder and column decoder. Fig 4.4(a) shows a 2-input static CMOS
NAND based row decoder. The two address lines ‘AD0’ and ‘AD1’ are used for selection of
the word lines. The resistive opens may be present in AD and can lead to faulty behavior of
the memory system. Depending on the location of the defect the opens present in AD may be
classified as intergate opens or intragate opens [18]. If defects are present in between the gates
or in between the address line and input line of any given gate then they are referred to intergate
opens. On the other hand, if defects are present within the gates as shown in Fig 4.4(b) (between
transistors), then they are referred to intragate opens.

In the rest of this section the traditional approach to develop test algorithms for faults in
AD will be discussed. Consider the case of a intergate open defect as shown in Fig 4.4(a). The
behavior of the word line signal in the presence of such a defect will strongly depend on the size
of the defect ‘Rdef ’ (i.e., magnitude of the resistance representing the defect). Therefore the
circuit simulation will be performed for four cases:

1. Defect free case

2. Rdef has a large value
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Figure 4.4: Defects in address decoder

3. Rdef has a intermediate value

4. Rdef has a small value

For all the four cases, the inputs ‘AD0’ and ‘AD1’ (see Fig 4.4) are set in order to select the
word line ‘wl3’. The simulation results are shown in Fig 4.5 and will be explained next.

1. Defect free case: The word line‘wl3’ signal for a defect free case is indicated in Fig 4.5.
It can be observed that the ‘wl3’ signal is activated at the right time and is switched ‘ON’ for
the required duration. Therefore, any operations performed on cells accessed by word line‘wl3’
passes.

2. Defect with large value: The ‘wl3’ signal for a defect with large values (e.g., Rdef =
200k) is indicated in Fig 4.5. It can be observed that the ‘wl3’ signal is stuck at logic ‘0’ i.e.,
the ‘wl3’ is never activated. Consequently, any operations performed on cells accessed by ‘wl3’
fails. This is a faulty behavior which will cause error in the memory resulting into a memory
failure. This faulty behavior is known as stuck at fault and can be denoted by< ∀/0 >. Once the
fault behavior is identified and mapped to a fault model, a detection condition can be developed
in order to compile it in a test algorithm. In order to detect this stuck at fault observed in this
case, two conditions should be satisfied:

1. ⇑ (rx...wx)

2. ⇓ (rxwx) where, x ∈ {0, 1}; ‘...′ means any number of read and writes can be performed
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Figure 4.5: Simulation results for row decoder

These two detection conditions can be compiled in the form of a test algorithm. For e.g.,
MATS+ algorithm uses this detection condition to detect the static ADFs [27].

MATS+: {m (w0);⇑ (r0, w1);⇓ (r1, w0)}

3. Defect with intermediate value: The word line ‘wl3’ signal for a defect with intermediate
values (e.g., Rdef = 120k) is indicated in Fig 4.5. The defect induces a delay in the input signal
driving the NAND gate. When the input line undergoes a transition from logic ‘0’ to logic ‘1’,
the word line signal ‘wl3’ is activated (or pulled up) only after a certain delay. Hence, operations
performed in the memory may not be fully accomplished as the cell is not made accessible to the
bit lines for sufficient duration. This faulty behavior which will cause an error in the memory,
resulting into a memory failure. This faulty behavior is known as Activation delay fault (ActD)
[18] (see chapter 3.4.2). Once the fault behavior is identified and mapped to a fault model,
a detection condition can be developed in order to compile it in a test algorithm. In order to
sensitize the activation delay fault observed in this case, two conditions must be satisfied [18]:

1. Sensitizing address transitions

2. Sensitizing operation sequences



4.2. TRADITIONAL MEMORY TEST APPROACH 49

Sensitizing address transitions Sensitizing address transition(s) can be caused by an address
pair or an address triplet. A Sensitizing Address Pair (SAP) consists of a sequence of two ad-
dresses Ag;Af or Af ;Ag (where Af and Ag are addresses of faulty and good cell respectively),
which have to be applied in sequence because ADFs are sensitized by address transitions. When
the two SAPs, Ag;Af and Af ;Ag, are applied in sequence, the Sensitizing Address Triplet
(SAT) Ag;Af ;Ag can be applied instead. The addresses of the SAPs/SATs, required for sensi-
tizing ADFs, are generated using an Counting Method (CM) (see section 4.1). To each address
of a SAP or a SAT at least one operation has to be applied, resulting in a Sensitizing Operation
Sequence (SOS) consisting, respectively, of two operations for a SAP and three operations for a
SAT since a least one operation has to be applied to each address of a SAP (SAT) [18].

These two detection conditions can be compiled in the form of a test algorithm. For e.g., An
SAT using AC complement counting method with RAR SOS can be combined to form a march
test as shown [18]:

{m (w0);AC ⇑ (r0, w1, r1);AC ⇑ (r1, w0, r0);AC ⇓ (r0, w1, r1);AC ⇓ (r1, w0, r0); }

3. Defect with low value: The word line ‘wl3’ signal for a defect with low values (e.g.,
Rdef = 40k) is indicated in Fig 4.5. The defect induces a delay in the input signal driving the
NAND gate. When the input line undergoes a transition from logic ‘0’ to logic ‘1’, the word line
signal ‘wl3’ is activated (or pulled up) only after a certain delay. However, the delay in the word
line signal does not lead to a failure of any operation because the bit lines are connected to the
cell for a sufficient duration. Hence, the delay in word line signal does not cause an ’error’, it
rather causes a ‘weak fault’.

Figure 4.6 illustrates the difference between the fail (strong fault) and pass (weak faults) re-
gions depending on the value of the defect as we externally experience it. If the defect is beyond
a certain value, say Rc1, then a strong static fault will be sensitized, leading to an error in the
memory system which can be detected when appropriate tests are used. If the defect is beyond
a certain value, say Rc2, then a strong dynamic fault (ActD) will be sensitized, leading to an
error in the memory system which can be detected when appropriate tests are used. However,
below this value, the fault will be not detected. Because when performing memory fault model-
ing and test generation we assume the presence of a single fault at a time, the defects below say
Rc2(causing weak faults) will never be detected.

4.2.3 Detecting faults in Peripheral Circuits

The PC consist of write circuitry and read circuitry. In this section the traditional approach to
develop test algorithms for faults in write driver of PC will be discussed. Consider the case of
a defective write driver as shown in Fig 4.7. The behavior of the write driver in the presence
of such a defect will strongly depend on the size of the defect ‘Rdef ’ (i.e., magnitude of the
resistance representing the defect). Therefore the circuit simulation will be performed for four
cases:

1. Defect free case
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Figure 4.6: Detected vs not detected defects in AD

2. Rdef has a large value

3. Rdef has a intermediate value

4. Rdef has a small value
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Figure 4.7: Defective write driver in peripheral circuitry

The simulation results for all four cases are shown in Fig 4.8 and will be explained next.

1. Defect free case: The bit line‘BL2cmp’ signal for a defect free case ( Rdef = 0k) is
indicated in Fig 4.8. It can be observed that the ‘BL2cmp’ signal is completely pulled down
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Figure 4.8: Simulation results for write driver

when a write one operation is performed on a cell. The operation passes smoothly and hence no
error is observed.

2. Defect with large value: The ‘BL2cmp’ signal for a defect with large values (e.g.,Rdef =
140k) is indicated in Fig 4.8. It can be observed that the ‘BL2cmp’ signal is stuck at logic ‘1’
i.e., the ‘BL2cmp’ is never pulled down during a write one operation. Consequently, write one
operation performed on a given cell along the bit line ‘BL2cmp’ fails. This is a faulty behavior
which will cause error in the memory resulting into a memory failure. This faulty behavior is
known as stuck at zero fault and can be denoted by< ∀/0 >. Once the fault behavior is identified
and mapped to a fault model, a detection condition can be developed in order to compile it in
a test algorithm. The MATS+ test algorithm can be used to detect stuck at faults (see section
4.2.2).

3. Defect with intermediate value: The word line ‘BL2cmp’ signal for a defect with inter-
mediate values (e.g., Rdef = 90k) is indicated in Fig 4.8. The defect induces a delay in pulling
down the bit line signal, thus making the write driver slow. The result will be that the differential
voltage on the bit lines (BLs) during the write operation is reduced. This may cause the cell
not to be written. This faulty behavior which will cause an error in the memory, resulting into
a memory failure. This faulty behavior is known as Slow Write Driver Fault (SWDF) [39] (see
chapter 3.4.3). Once the fault behavior is identified and mapped to a fault model, a detection
condition can be developed in order to compile it in a test algorithm. In order to provide maxi-
mum stress for sensitization of the SWDF two back to back complementary write operations can
be performed using the same write driver i.e., using fast row address direction. The following
march test can be used to detect SWDF when performed in fast row with a solid data background.

{m (wD);⇑r (wD, rD,wD);m (wD);⇑r (wD, rD,wD); where, D ∈ {sDB or cDB}
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3. Defect with low value: The bit line ‘BL2cmp’ signal for a defect with low values (e.g.,
Rdef = 80k) is indicated in Fig 4.8. The defect induces a delay in pulling down the bit line
signal, thus making the write driver slow. The result will be that the differential voltage on the
bit lines (BLs) during the write operation is reduced. However, the differential voltages on the bit
lines are sufficient for the write operations to complete successfully. Hence, the delay in pulling
down the bit line signal does not cause an ’error’, it rather causes a ‘weak fault’.

Figure 4.8 illustrates the difference between the fail (strong fault) and pass (weak faults)
regions depending on the value of the defect as we externally experience it. If the defect is
beyond a certain value, say Rc1, then a strong static fault will be sensitized, leading to an error
in the memory system which can be detected when appropriate tests are used. If the defect
is beyond a certain value, say Rc2, then a strong dynamic fault (SWDF) will be sensitized,
leading to an error in the memory system which can be detected when appropriate tests are used.
However, below this value, the fault will be not detected. Because when performing memory
fault modeling and test generation we assume the presence of a single fault at a time, the defects
below say Rc2(causing weak faults) will never be detected.

FAILPASS

Rc1

(Detectable faults)(Undetectable faults)

Strong fault

Rc2

(Detectable faults)

Fail

Static faults regionDynamic faults region

Peripheral Circuits

weak faults Strong fault

Figure 4.9: Detected vs not detected defects in PC

4.2.4 Limitation of the traditional approach

It is clear from the previous subsections that the traditional memory test approach guarantees
the detection of defects only if the value of the defect is larger than a certain critical value. A
defect may be present in the memory and it escapes the memory test if it only causes a weak
fault. The presence of multiple weak faults in the memory system may result in an error during
the application if their fault effects are additive and the application simultaneously sensitizes
the weak faults. Newly emerging complex failure mechanisms in the nano-era (which are not
understood yet), are causing the fault mode of the chips to be dominated by transient, intermittent
and weak faults rather than hard and permanent faults; hence causing more reliability problems
than quality problems [4, 5, 17, 41]. Many companies are reporting not being able to explain
all electronic failures with the existing approaches [24, 28, 43]. For instance, AUDI reported
from all electronic failures, 35% can be mapped using the existing approaches into well defined
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semiconductor failures, while 41% cannot be understood (NTF: No Trouble Found) [24]. This
shift in failure mechanisms is therefore seriously impacting the quality and reliability, which
means that the design of future systems fabricated using nanotechnology is a major challenge.
In turn, this will demand revolutionary changes in how future systems are designed and tested
to meet the increasing quality requirements on such systems.

4.3 Two weak faults test approach

As already mentioned, technology scaling is causing more complex failure mechanisms having
small disturbances in different parts of memory system such as address decoders and read/write
circuitry [16, 26, 28]. Therefore, taking the fault effects of such disturbances together into
consideration while developing fault models and designing test algorithms is required not only
to increase the outgoing product quality and reduce the number of escapes, but also to contribute
to the reduction of NTFs as well. In the rest of this section, the new approach will be explained
and illustrated. As already mentioned, the basic idea is to consider the combined fault effects
of multiple weak faults. Multiple weak faults, leading to a strong fault and therefore to an error,
may escape the test program due to lack of simultaneous sensitization of the concerned weak
faults. Hence, test algorithm development should be adapted in such a way that the sensitization
conditions of multiple weak faults have to be considered simultaneously; i.e., the sensitization
conditions have to combined into a single condition. In order to illustrate the scenario of multiple
weak faults, the reduced memory system consisting of three main blocks i.e., MCA, AD and PC
as shown in Fig 4.10 is used. It is further assumed that each of the three blocks may suffer from
a weak fault. Fig 4.10 shows the location of weak defects in three blocks of memory system that
will be considered for the rest of this section.

4.3.1 Detecting errors due to weak faults in MCA and AD

Consider the presence of defects Rdef1 and Rdef2 (as shown in Fig 4.10) in row decoder of
AD and MCA respectively, at the same time. From the previous section we can conclude the
following

Defect Rdef1 is present in the memory cell array between the two cross coupled inverters.
The value of the defect is lesser than its critical resistance. Hence a transition write operation is
not very smooth, resulting in a weak transition fault. In short:

• Caused fault: weak Transition Fault

• Sensitizing condition: Transition write operation

Defect Rdef2 is present along the input address line of the row decoder. The value of the
defect is lesser than its critical resistance. The activation of the addressed word line is delayed
due to this open defect; this results into an weak Activation Delay (ActD) fault. In short:

• Caused fault: weak Activation Delay Fault

• Sensitizing condition: Address Transitions and Sensitizing Operating Sequence
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Figure 4.10: Multiple weak defects in memory system

When both the defectsRdef1 andRdef2 are simultaneously sensitized the weak faults arising
due to each of these defects have an additive effect. The defect Rdef2 leads to lesser cell access
time. This is because the pass transistors are switched ON for a lesser duration by the word line
signal. On the other hand, defectRdef1 combines with the circuit capacitance (thereby increasing
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the RC time constant) to cause a delay during the write operation. These two weak faults have
an additive effect which leads to the failure of transition write operation, thereby resulting in
an error during the application of the system. In order to detect such errors, it is necessary
to sensitize each of these weak faults simultaneously. This can be achieved by combining the
detection conditions of each of these weak faults. Hence, a transition write operation is combined
performed along with the required address transitions and sensitizing operation sequences. The
detection condition formed can be compiled into a new test algorithm as shown:

{m (wD);AC
r ⇑ (wD);AC

r ⇑ (rD);AC
r ⇑ (wD);AC

r ⇑ (rD);AC
r ⇓ (wD);AC

r ⇓ (rD);AC
r ⇓

(wD);AC
r ⇓ (rD); } where, D ∈ {bDB or dDB}

It is worth noting that in addition to the detecting the errors due to weak faults, the new
test algorithm will also be able to detect the errors that may arise due to strong faults that may
be caused due to these defects. Hence the missing fault coverage can be improved due to the
detection of the errors arising due to weak faults. The defect/fault coverage can be illustrated in
a two dimensional graph as shown in Figure 4.11. The hashed areas in the graph represent the
coverage that can be achieved based on the traditional approach. Obviously, this coverage will
be also realized with the approach based on two defects at a time. Moreover, the new approach
is able to improve the defect/fault coverage, which is represented by the region marked with ‘*’
in the graph. Therefore, some weak faults that may escape the traditional test approach will be
detected when assuming two defects at a time.

Figure 4.11: Fault coverage with two weak defects at a time
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It is worth noting that the effects due to weak faults are not always additive in nature. On
the contrary they can also have masking effects with respect to each other. Assume that a defect
in address decoder is leading to a weak deactivation fault. This will result in longer access
time for the cell. Now consider a defect in the memory cell which leads to a weak transition
fault,(obviously due to lack of rise (or fall) time limits to be within the specified cell access time).
In the presence of both the faults, the deactivation delay fault provides larger cell access time,
which can result in a correct transition operation. Hence the weak transition fault is masked.

4.3.2 Detecting errors due to weak faults in AD and PC

Consider the presence of defects Rdef2 and Rdef3 (as shown in Fig 4.10) in row decoder of AD
and PC respectively, at the same time. From the previous section we can conclude the following

Defect Rdef2 is present along the input address line of the row decoder. The value of the
defect is lesser than its critical resistance. The activation of the addressed word line is delayed
due to this open defect; this results into an weak Activation Delay (ActD) fault. In short:

• Caused fault: weak Activation Delay Fault

• Sensitizing condition: Address Transitions and Sensitizing Operating Sequence

Defect Rdef3 is present in a defective inverter in the write driver. The value of the defect
is lesser than its critical resistance. The write driver becomes slow due to the open defect. The
result will be that the differential voltage in the bit lines during the write operation is reduced,
causing a cell to be weakly written. This fault is referred as a weak Slow Write Driver Fault. In
short:

• Caused fault: weak Slow Write Driver Fault

• Sensitizing condition: Back to back complementary write operations in fast row direction
i.e., using the same write driver

When both the defectsRdef2 andRdef3 are simultaneously sensitized the weak faults arising
due to each of these defects have an additive effect. The defect Rdef2 leads to lesser cell access
time. This is because the pass transistors are switched ON for a lesser duration by the word line
signal. On the other hand, defect Rdef3 results in a differential bit line voltage thereby causing
a delay during the write operation. These two weak faults have an additive effect which leads
to the failure of transition write operation, thereby resulting in an error during the application of
the system. In order to detect such errors, it is necessary to sensitize each of these weak faults
simultaneously. This can be achieved by combining the detection conditions of each of these
weak faults. Hence, back to back complementary write operations in fast row direction should
be performed using specific address transitions. The detection condition formed can be compiled
into a new test algorithm as shown:

{m (w0);AC
r m (w1, r1, w0);m (w1);AC

r m (w0, r0, w1); }
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The missing defect/fault coverage can be illustrated in a two dimensional graph in a similar
manner as in Fig 4.11. The above test is similar test as that for slow write driver fault which
is applied along fast row using the same write driver with proper address transitions rather than
linear addressing mode. It is worth noting that the new test developed will hence be able to
detect errors due to both the activation delay fault, and slow write driver faults, as the required
detection conditions for both the faults are satisfied. Also since both the activation delay faults
and slow write driver faults are sensitized at the same time, two weak faults present may results
in sensitization of the strong fault,leading to an error which can be detected.

4.3.3 Detecting errors due to weak faults in MCA and PC

Consider the presence of defectsRdef1 andRdef3 (as shown in Fig 4.10) in row decoder of MCA
and PC respectively, at the same time. From the previous section we can conclude the following

Defect Rdef1 is present in the memory cell array between the two cross coupled inverters.
The value of the defect is lesser than its critical resistance. Hence a transition write operation is
not very smooth, resulting in a weak transition fault. In short:

• Caused fault: weak Transition Fault

• Sensitizing condition: Transition write operation

Defect Rdef3 is present in a defective inverter in the write driver. The value of the defect
is lesser than its critical resistance. The write driver becomes slow due to the open defect. The
result will be that the differential voltage in the bit lines during the write operation is reduced,
causing a cell to be weakly written. This fault is referred as a weak Slow Write Driver Fault. In
short:

• Caused fault: weak Slow Write Driver Fault

• Sensitizing condition: Back to back complementary write operations in fast row direction
i.e., using the same write driver

When both the defectsRdef1 andRdef3 are simultaneously sensitized the weak faults arising
due to each of these defects have an additive effect. The defect Rdef1 combines with the circuit
capacitance (thereby increasing the RC time constant) to cause a delay during the write opera-
tion. On the other hand, defect Rdef3 results in a differential bit line voltage thereby causing a
delay during the write operation. These two weak faults have an additive effect which leads to
the failure of transition write operation, thereby resulting in an error during the application of
the system. In order to detect such errors, it is necessary to sensitize each of these weak faults
simultaneously. This can be achieved by combining the detection conditions of each of these
weak faults. Hence, back to back complementary write operations in fast row direction should
be performed. The detection condition formed can be compiled into a new test algorithm as
shown:

{m (wD);⇑x (wD, rD,wD);m (wD);⇑x (wD, rD,wD); where, D ∈ {sDB or cDB}
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The detection conditions of faults in peripheral circuits can be easily combined with the
faults in memory cell array. It is worth noting that the detection condition formed in this case
results in the same detection condition as that of the slow write driver fault. This is because
of the fact that the detection condition for transition fault is already embedded in the detection
condition of the slow write driver fault. However it is to be noted that it is difficult to combine
detection conditions for dynamic peripheral circuit faults and dynamic memory cell array faults
at the same time. This is because memory cell array requires two successive operations to be
sensitized and the dynamic faults in peripheral circuits require only one operation.

4.3.4 Three weak faults based test approach

The missing defect/fault coverage can even be improved if more than two weak faults at a time
are considered. Figure 4.12 illustrates the additional coverage that can be realized when assum-
ing three simultaneous weak faults: defect Rdef1 in MCA causing weak fault, defect Rdef2 in
the AD causing weak fault and Rdef3 in the write driver of PC causing weak fault. Again each
of the defects cause a weak fault with a specific sensitizing conditions:

Defect Rdef1 is present in the memory cell array between the two cross coupled inverters.
The value of the defect is lesser than its critical resistance. Hence a transition write operation is
not very smooth, resulting in a weak transition fault. In short:

• Caused fault: weak Transition Fault

• Sensitizing condition: Transition write operation

Defect Rdef2 is present along the input address line of the row decoder. The value of the
defect is lesser than its critical resistance. The activation of the addressed word line is delayed
due to this open defect; this results into an weak Activation Delay (ActD) fault. In short:

• Caused fault: weak Activation Delay Fault

• Sensitizing condition: Address Transitions and Sensitizing Operating Sequence

Defect Rdef3 is present in a defective inverter in the write driver. The value of the defect
is lesser than its critical resistance. The write driver becomes slow due to the open defect. The
result will be that the differential voltage in the bit lines during the write operation is reduced,
causing a cell to be weakly written. This fault is referred as a weak Slow Write Driver Fault. In
short:

• Caused fault: weak Slow Write Driver Fault

• Sensitizing condition: Back to back complementary write operations in fast row direction
i.e., using the same write driver

As discussed in the previous sections, it is clear that effects due to each of the single weak
faults are additive with respect to the other two weak faults which are present in the memory
system. Hence, three weak faults also have an additive effect leading to the failure of the write
operation. In order to detect the error arising due to all three weak faults, all three weak faults
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have to be sensitized simultaneously. Hence,the detection condition formed by combining all
three sensitizing conditions results in the following:

{m (wD);⇑AC (wD);⇑AC (rD);⇑AC (wD);⇑AC (rD);⇓AC (wD);⇓AC (rD);⇓AC

(wD);⇓AC (rD); } where, D ∈ {bDB or dDB}

Figure 4.12 shows the missing defect/fault coverage will be further improved as compared
with Figure 4.11; this improvement is given by the regions marked with ‘+’ in the figure. Note
that the regions marked with ‘*’ indicate the improvement when considering two simultaneous
weak faults as compared with the traditional approach. Again, the improvement can be real-
ized only when the detection condition used to develop the test algorithms combines the three
sensitization/detection of all the three weak faults.
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Experimental results 5
The IFA is a commonly used technique to establish fault models and develop test algorithms.
The IFA can be experimentally verified through simulations. Electrical models developed, for a
memory system can be used for generation of a SPICE based net list. Defects can be inducted
into the circuit, at various locations and the fault behavior of the circuit can be simulated.
Appropriate test algorithms developed for a given fault model can also be verified. This chapter
provides SPICE based, experimental results for the new test paradigm developed for a given
case of study. Section 5.1 describes the SRAM simulation model, used for the study. Section
5.2 gives the experimental results of the conventional test approach. Section 5.3 gives the
experimental results for new memory test approach in 2D. Section 5.4 gives the experimental
results for the 3D approach. Section 5.5 provides the FC analysis.

5.1 SRAM simulation

5.1.1 Description of SRAM simulation model

5.1.2 Timing of input signals

5.1.3 Simulation of defect free SRAM circuit

5.2 Experimental results for conventional approach

5.2.1 Single defect in Memory Cell Array

5.2.2 Single defect in Address Decoders

5.2.3 Single defect in Peripheral Circuits

5.3 Experimental results for new memory test approach in two dimensions

5.3.1 Multiple defects in Memory Cell Array and Address Decoders

5.3.2 Multiple defects in Address Decoders and Peripheral Circuits

5.3.3 Multiple defects in Memory Cell Array and Peripheral Circuits

5.4 Fault coverage analysis
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5.1 SRAM simulation

As stated earlier, an electrical model of the system is the representation of its functional blocks at
circuit level. Defects occurring in physical layout level can be mapped on to electrical model in
the form of opens, bridges and shorts. The SRAM has three functional blocks in AD, MCA, and
PC. The electrical model of these three functional blocks, as shown in Fig 5.1 is considered for
simulation. These models can be simulated in a SPICE like tool, by building (or generating) the
net list of the circuit under consideration. The net list describes the connectivity of components,
at circuit level for any given design. Defect injection, can be done by introducing additional
components between any two nodes in the circuit.

Please note that the dotted lines of same colour means that there is a physical connection
between the two points. The entire physical connections have been avoided due to lack of space.

5.1.1 Description of SRAM simulation model

For the purpose of simulations, an appropriate memory simulation model has been used; it con-
sists of a 4x4 cell array, address decoder and each column has its own set of peripheral circuits
such as sense amplifies, write drivers, pre-charge circuits, etc. Figure 5.2 presents the gate and
transistor level description of the memory model used for simulation. It is to be noted that the
dotted lines of same color means that there is a physical connection between the two points. The
entire physical connections have been avoided due to lack of space.

As mentioned in chapter 2, all the memory components of a memory system can be catego-
rized in three major functional blocks, namely, the memory cell array, the address decoder and,
the peripheral circuitry. The three functional blocks are highlighted in the figure and they consist
of following components:

• Memory cell array: A 4x4 cell array, with cells numbered from 1 to 16 along vertical
direction.

• Address decoder

– Row decoder

– Column decoder

• Peripheral circuitry

– Precharge circuits for bit lines and sense amplifiers.

– Differential mode voltage sense amplifiers

– Write drivers

In the figure, only one set of peripheral circuitry has been shown but as it has been mentioned
above every column in the memory cell array has its own set of peripheral circuitry. In the
labels for peripheral circuitry, x ∈ {1, 2, 3, 4 } signify that the peripheral circuitry is connected
to different bit-lines. For the ease of presenting the simulation results, depending on which
memory cell column is read, the outputs of four sense amplifiers (soutx and soutcmpx) will be
multiplexed to give outputs sout and soutcmp; thus in the simulation waveforms the results of



5.1. SRAM SIMULATION 63

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Memory Cell ArrayAddress Decoders

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

Vdd

Gnd

Vdd

PMOS

NMOSNMOS

NMOS NMOS

PMOS 

..

Gnd Gnd

NMOS

NMOSNMOS

NMOS

Gnd Gnd

Vdd

PMOS

NMOS

PMOS 

..

NMOS

NMOS

Gnd Gnd

NMOSNMOS

Gnd Gnd

BL1 BL1cmp BL2 BL2cmp BL3 BL3cmp BL4 BL4cmp

Gnd

PMOSPMOS

PMOS

cdout1

cdout2

cdout3

cdout4

wl1

wl2

wl3

wl4

Adc1 Adc2

Adr1 Adr2

Row decoder

Column decoder

soutx soutcmpx

DLx DLcmpx

BLx BLcmpx

RE

cdoutx

Sense amplifier Write driver

BLx BLcmpx

WE

cdoutx

DLx DLcmpx

SAenable

SAprechcmp

Bit-line precharge

Sense amplifier

 precharge

BLx BLcmpx

BLprechcmp

DLx DLcmpx

21 3 4

65 7 8

109 11 12

1413 15 16

Sense amplifier Write driver

BL1 BL1cmp BL2 BL2cmp BL3 BL3cmp BL4 BL4cmp

Gnd

Vdd

Vdd

PMOSPMOS

PMOS

Vdd

Vdd

Data-in

Peripheral circuitry

Figure 5.1: Electrical level schematic of SRAM

the read operations performed on memory will be presented using one common signal sout and
soutcmp.

The timing generation and control circuitry has not been shown, as for simulations signals
were defined manually using Piece Wise Linear (PWL) function in HSPICE. The voltage levels
for different signals are defined for different instances of time and the simulations are performed
through transient analysis. The inputs to the memory model consists of signals:

• Bit-line precharge enable (BLprechcmp in figure)

• Data input (Data-in)
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Figure 5.2: Electrical level schematic of SRAM

• Write enable signal (WE)

• Read enable (RE)

• Sense amplifier precharge enable (SAprechcmp)

• Sense amplifier enable (SAenable)

• Row decoder enable (rdenable)

• Column decoder enable (cdenable)

• Row and column address lines (Adr1, Adr2, Adc1 and, Adc2)
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The behavior of simple components like resistors, capacitors, etc. can be easily simulated
by HSPICE. However, to simulate the behavior of a transistor, a number of parameters must be
taken into account. The MOS model cards provides the specification for the parameters, which
describe the working of a transistor. The transistor parameters used for design and implemen-
tation of the simulation model are as described for 45nm PTM based models. Several other
parameters describing the simulation circuit and simulation conditions are listed below:

• The supply voltage (vdd) is 1v. Voltage levels between 0v to vdd/2 (0.5v) are refereed as
logic 0, while voltage levels between vdd/2 to vdd are refereed as logic 1.

• The bit lines, word lines and data lines have a capacitance to ground of 0.1pF.

• The coupling capacitances between bit lines and word lines are neglected.

• All simulations are performed at 300K temperature conditions.

5.1.2 Timing of input signals

To analyze the behavior of SRAM, we have to perform write and read operations. Both the
write and read operations should be completed within one clock cycle. The clock frequency
determines the speed of the SRAM, which is again dependent on the technology node used.
The cycle time chosen for the simulation model used in this thesis is about 1ns. Some of the
signals used for the implementation of the model are row decoder enable (rdenable), column
decoder enable (cdenable), word line (wlx), column line (cdoutcmpx), sense amplifier enable
(SAenable),bit line pre-charge (Blprechmp), write enable (WE), read enable (RE),sense ampli-
fier pre-charge (SAprecharge), Datain etc. The timing specifications of some of these signals,
during write and read operations are shown in Fig 5.3(a) and 5.3(b) respectively. The write and
read operations, consists of two main phases i.e., the pre-charge phase and the execution phase.
The pre-charging phase for both write and read operations are completed within 0.3ns. Similarly
before the execution phase of every read operation, the sense amplifier is pre-charged within a
period of 0.3ns. The execution phase for both write and read operations are 0.7ns.

5.1.3 Simulation of defect free SRAM circuit

An HSPICE based simulation of the defect free memory model is done to check the behavior and
functionality of the memory under defect free conditions. The two basic operations in memory
are write and read operations. The write and read operations are performed over a given cell for
both logic states i.e., logic ‘0’ and logic ‘1’. Fig 5.4 shows the simulation results for w1,r1,w0,r0
operations in a defect free memory cell. The cell is initially at logic ‘0’. It can be observed that
the true node voltage undergoes transitions from logic ‘0’ to logic ‘1’ during ‘w1’ operation. The
bit line voltage, ‘Bl1cmp’ is pulled down during write operation and is pre-charged only before
the next operation begins. During ‘r1’ operation the sense amplifier reads the value of true node
voltage of cell as logic ‘1’ as expected. Similar effects are observed during the ‘w0’ and ‘r0’
operations.
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Figure 5.3: Timing diagrams for write and read operations in SRAM

5.2 Experimental results for conventional testing approach

The conventional testing approach, assumes the presence of single (strong) defect at a given time
in the whole memory system. As a case of study, the following three defects were considered
(see Figure 4.10):

• Defect Rdef1: The connection between the cross-coupled inverters of the memory cell
array suffer from a resistive open defect.

• Defect Rdef2: A resistive open in one of the address line inputs of an NAND gate of the
row decoder.

• Defect Rdef3: A resistive open in the pull-up transistor of the inverter in the write driver
circuit.

Each of the following defects were analyzed, for wide range of values and the corresponding
fault models were identified in case a faulty behavior is observed. The tests developed for these
functional fault models were simulated, to verify and check their detection capabilities. This
section presents the simulation results for the case of study, by assuming single defect at a time
in each of the memory functional blocks.
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5.2.1 Single defect in Memory Cell Array

Consider the presence of only defect, Rdef2 in a particular memory cell in the cell array (see Fig
4.10). As discussed in chapter 4, depending on the value of defect, different types of faults can be
modeled. Simulation results have shown that the transition write from logic ‘0’ to logic ‘1’ fails
beyond a certain value of resistance. The value of resistance is found to beRdef2 = 488KΩ.This
value of the resistance is called the critical resistance. This type of faulty behavior, can be
detected by using the test formed by detection condition for a transition fault as shown.

Test TF: {⇑fy (w0);⇑fy (w1);⇑fy (r1); }

The test simulation is performed for all the cells, present in the first two columns in the
memory cell array. Cell number 8, present in the last row of the second column, suffers from
defect Rdef2. Fig 5.5(a) shows the simulation result for the above detection condition, under
defect free conditions. Fig 5.5(b) shows the simulation results of the memory suffering from
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defect Rdef2 = 489KΩ. It can be observed that the true node voltage of cell 8, fails to undergo
transition from logic ‘0’ to logic ‘1’ in the presence of defect. The output response in Fig 5.5(b),
clearly is not same as that of the expected response, which is the response obtained under defect
free conditions in Fig 5.5(a). Hence the test TF is able to detect transition faults for defect values
greater than its critical resistance.
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Figure 5.5: Simulation of transition fault using Test TF

The simulation results for, defect values lesser than the critical resistance i.e., say Rdef2 =
487KΩ (see Fig 5.5(b)) shows that the transition write operation passes successfully. The output
response of Test TF under both defect free (see Fig 5.5(a)) and defective conditions, (with defect
lesser than its critical resistance) is also same. Hence no fault is detected. However, careful
inspection of the true node voltage of cell 8 reveals, that there is a delay in the transition from
logic ‘0’ to logic ‘1’ when compared to the transition time in the defect free case. This type of
fault alone, may not affect the functionality of the system, because it is not fully sensitized by
this test algorithm. Hence the region below the value of critical resistance becomes the region
for weak faults (see Fig 4.3).

5.2.2 Single defect in Address decoders

Consider the presence of only defect, Rdef1 in the row decoder(see Fig 4.10). The behavior of
the memory, suffering from this defect can be studied under three different regions i.e., static,
dynamic and the weak fault regions. When the value of defect is very high, it leads to static
address decoders faults. Simulation results have shown that for values of Rdef1 ≥ 190kΩ static
address decoder fault of ‘AFoc’ is observed. This type of functional faults can be detected by
test:
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Figure 5.6: Simulation of weak transition fault using Test TF

Test sADF: {m (w1);⇑ (r1, w0); }

Fig 5.7(a) provides simulation results for defect free case. It can be observed that all opera-
tions in test sADF, pass correctly. In case of presence of high value of defects, sayRdef1 = 2MΩ
the word line (wl3) as shown in Fig 5.7(a) is entirely cut off. Thus the cells present along row
4, (enabled by word line (wl3)), are completely not accessible. The inspection of true node volt-
age of cell ‘8’ which is present in the affected row, also reveals the failure of all operations in
test sADF. When the output of this test is compared with that of the expected response, we see
that the read operations fails for all the cells present in the corresponding affected row (i.e., cell
number 4 and cell number 8). This type of fault is observed for all values of Rdef1 ≥ 190kΩ.
This region is referred as static fault region.

For values of Rdef1 ≤ 190kΩ the test sADF passes and no there is no deviation from the
expected output. This can be illustrated in Fig 5.8(a) and Fig 5.8(b). However, it can be observed
that there is a slight difference in the activation time of the word line signal (wl3). Such delay
related faults are called dynamic faults. But the effect is not significant enough to cause a fault.
This is because the test sADF uses a linear addressing mode, which does not fully sensitize the
fault. This fault can be fully sensitized only when proper address transitions and sensitizing
operating sequences are used.

As discussed in chapter 4, in order to detect the delay faults, the following detection condition
compiled as test ActD can be used:
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Figure 5.8: Simulation of activation delay fault using Test sADF

Test ActD: {m (w0);⇑AC (r0, w1, r1); }
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This detection condition has special address transitions and operating sequence. Hence the
activation delay faults which occur below the range of Rdef1 ≤ 190kΩ are detected using this
test. Fig 5.8(a) and Fig 5.8(b) shows the required simulation results, for defect free and strong
activation delay fault conditions. There is a deviation between expected response and the actual
response. It can be seen that both cell number 4 and cell number 8 present in the same row are
affected. the true node voltage of cell 8 also indicated the failure of a write one operation. Hence
simulation results have shown that the ActD test, is able to detect activation delay faults in region
of 55kΩ ≤ Rdef1 ≤ 190kΩ. This region is referred as dynamic fault region.
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Figure 5.9: Simulation of activation delay fault using Test ActD

Below the critical resistance, of Rdef1 ≤ 55kΩ. the ActD test is not able to detect the
delay faults. However, it can be observed that the presence of the defect, still induces a delay in
activation of the word line signal, but the effect is not significant enough to generate a fault. This
region is the weak fault region. The simulation results for the defect free and weak fault regions
are provided in Fig 5.10(a) and Fig 5.10(b).

5.2.3 Single defect in Peripheral Circuit

Consider the presence of only defect, Rdef3 in the pull up path of inverter in write driver (see
Fig 4.10). The behavior of the memory, suffering from this defect can be studied under three
different regions i.e., static, dynamic and the weak fault regions. When the value of defect is
very high, it leads to static stuck at faults. his type of faulty behavior can be detected by the
following test:
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Figure 5.10: Simulation of weak activation delay fault using Test ActD

Test stuckat: {⇑fy (w0);⇑fy (w1);⇑fy (r1); }

Fig 5.11(a) and 5.11(b) shows the simulation results of test stuckat for defect free write driver
and defective write driver, with very high value of Rdef3. A write ‘1’ operation for all the cells
in the column sharing the same write driver will fail. Inspection of the true node voltage of cell 8
also reveals that the write one operation of the cell fails in case of defective write driver. The bit
line voltage indicates that the ‘Bl2cmp’ voltage signal is never pulled down to zero. The output
hence, differs from that of the expected response, with the failure of read one operation. This
type of fault behavior is observed in the region Rdef2 ≥ 140kΩ.This region in defect space is
known as the static fault region.

For values of Rdef2 ≤ 190kΩ the test stuckat passes and no there is no deviation from the
expected output. The simulation results for test stuckat in this region with defect free write driver
and defective write driver are as shown in Fig 5.12(a) and 5.12(b) respectively. It can be seen
that the bit line voltages of the write driver in the affected column is not fully pulled down, due
to the presence of the defect. This may cause the write operation to fail. But test stuckat passes,
because the bit lines are not brought into worst case scenario, for the fault to be sensitized and
detected.
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Figure 5.12: Simulation of Slow Write Driver Fault using Test stuckat
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As discussed in chapter 4, in order to detect the slow write driver faults, the following detec-
tion condition compiled as test SWDF can be used:

Test SWDF: {m (w0);⇑fx (w1, r1, w0); }

This detection condition, involving back to back complementary write operations has to be
performed along fast x direction , i.e., using same write driver. Hence the slow write driver fault
which occur below the range of Rdef3 ≤ 140kΩ are detected using this test. Fig 5.13(a) and Fig
5.13(b) shows the required simulation results, for defect free and strong slow write driver fault
conditions. It an be observed that the operation in cell number 5 (1st cell in column 2) passes,
as it is not strongly sensitized i.e., no back to back complementary write operation. However the
write ‘1’ operations in cell number 6,7 and 8 fail (see. true node voltage of cell 8 in 5.13(b)). This
is because a write ‘1’ is performed in all these cells after a write ‘0’ is performed in the preceding
cell leading to strong sensitization of the slow write driver fault. Hence read ‘1’ operations for
cell 6,7 and 8 fails, while that of cell 5 passes. Simulation results have hence, shown that the
test SWDF, is able to detect slow write driver faults in region of 91kΩ ≤ Rdef3 ≤ 140kΩ. This
region is referred as dynamic fault region.
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Figure 5.13: Simulation of Slow Write Driver Fault using Test SWDF

Below the critical resistance, ofRdef3 ≤ 91kΩ. the test SWDF, is not able to detect the slow
write driver faults. However, it can be observed that the presence of the defect, still induces an
improper discharge of the bit lines, but the effect is not significant enough to generate a fault.
This region is the weak fault region. The simulation results for the defect free and weak fault
regions are provided in Fig 5.14(a) and Fig 5.14(b).
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Figure 5.14: Simulation of weak Slow Write Driver Fault using Test SWDF

5.3 Experimental results for new memory test approach

The conventional testing approach considers only single (strong) defect at a time. As discussed
in chapter 4, combination of weak faults from different parts of the memory can have additive
effects, leading to the faulty behavior of the system. The new test paradigm developed is able
to detect such faulty behavior. This section presents the simulation results for the new memory
test developed by considering multiple (weak) defects at a time in different parts of the memory
system.

5.3.1 Multiple defects approach in Memory Cell Array and the Address Decoders

Consider the scenario where both weak defects Rdef1 < Rc1,Rdef2 < Rc2 present in address
decoders and memory cell respectively at the same time (see Fig 4.10). Each of the defectsRdef1

and Rdef2 alone causes weak faults. However when both are present at the same time, then it
leads to a strong fault, as their effects are additive in nature. Simulations are now performed for
three different tests: 1)Test ActD 2)Test TF AND 3) Test TF & ActD

For simulation, the values of defects were chosen as Rdef1 = 50kΩ,Rdef2 = 480kΩ. The
simulation results for test ActD are shown in Fig 5.15(a) and 5.15(b) for defect free and multiple
weak defect conditions respectively. The output response for the simulated weak defects case
is identical with that of the defect free case. This is because the activation delay fault and
the transition fault are not sensitized simultaneously at the same time by this test. When there
is a weak transition operation, the weak activation fault is not strongly sensitized at the same
time, because of no proper address transitions. Similarly when the activation fault is strongly
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sensitized there is no transition write operation taking place. Hence the fault goes undetected
due to lack of strong sensitization of both weak faults at the same time.
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Figure 5.15: Simulation of weak transition fault and weak activation delay fault using test ActD

Now consider the simulation results for test TF as shown in Fig 5.16(a) and 5.16(b) for
defect free and multiple weak fault conditions respectively. The output response of the test
under defective conditions matches with the output response of the defect free conditions. This
indicates that the test TF is not sufficient to strongly sensitize both the weak faults at the same
time to sensitize a strong fault. Careful inspection of the word line signal, shows that the weak
activation delay fault is almost absent. This is because the test TF is performed in fast y direction.
Hence there are no proper transitions produced for the defect in row decoder to be sensitized at
all. Hence test TF also fails to detect the weak faults.

From the simulation results presented for tests ActD and test TF alone, it is clear that they
are not sufficient to detect the strong faults, that may arise due to weak faults. Hence a new test
‘TF & Actd’ is developed to sensitize both the weak faults at the same time and detect the faulty
behavior due to weak faults. As discussed in chapter 4, the new test ‘TF & Actd’ is formed by
combining the two detection conditions of TF and ActD.

test TF& ActD: {⇑fx (wD);⇑AC
fx (wD);⇑AC

fx (rD);⇑AC
fx (wD);⇑AC

fx (rD)} where D ∈
{bDB, cDB}

Fig 5.17(a) and 5.17(b) shows the simulation results for test TF & ActD under defect free and
presence of multiple weak defects conditions respectively. The response obtained when multiple
weak defects are present is different from the expected response. This is because both the weak
activation delay fault and weak transition fault are detected at the same time, leading to a strong
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Figure 5.16: Simulation of weak transition fault and weak activation delay fault using test TF

sensitization of both the weak faults, thereby resulting in sensitizing a strong fault. The write
one operation fails, in cell number 8, as it is affected by both weak activation delay fault and
weak transition fault. However the result of read operation from cell number 4, present in same
row affected by weak activation delay fault is correct. This is because it is purely suffering from
weak activation delay faults, whereas cell number 8, suffers from both weak transition fault and
weak activation delay fault, being sensitized at the same time. As explained in chapter 4, this
test can also be used to detect, (strong) transition faults and (strong) address decoder faults.

5.3.2 Multiple defects approach in Address Decoders and the Peripheral Circuits

Consider the scenario where both weak defects Rdef1 < Rc1,Rdef3 < Rc3 present in address
decoders and the write driver respectively at the same time (see Fig 4.10). Each of the defects
Rdef1 and Rdef3 alone causes weak faults. However when both are weak faults are sensitized at
the same time, then it leads to a strong fault, as their effects are additive in nature. Simulations
are now performed for three different tests: 1)Test ActD 2)Test SWDF AND 3) Test ActD &
SWDF

For simulation, the values of defects were chosen as Rdef1 = 50kΩ,Rdef3 = 88kΩ. The
simulation results for test ActD are shown in Fig 5.18(a) and 5.18(b) for defect free and multiple
weak defect conditions respectively. The output response for the case with defect is identical
to that of the simulated response, for a defect free case. This is because the activation delay
fault and the slow write driver fault are not sensitized simultaneously at the same time by this
test. When the sensitizing write operation (the write after complementary write using the same
write driver)takes place activation fault is not strongly sensitized at the same time, because of no
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Figure 5.17: Simulation of weak transition fault and weak activation delay fault using Test ActD
& Test TF

proper address transition. Similarly when the activation fault is strongly sensitized there is no
sensitizing write operation is taking place. Hence the fault goes undetected due to lack of strong
sensitization of both weak faults at the same time.
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Now consider the simulation results for test SWDF as shown in Fig 5.19(a) and 5.19(b)
for defect free and multiple weak fault conditions respectively. The output response of the test
under defective conditions matches with the output response of the defect free conditions. This
indicates that the test SWDF is not sufficient to strongly sensitize both the weak faults at the
same time to sensitize a strong fault. Careful inspection of the word line signal, shows that the
weak activation delay fault is almost absent. This is because the test SWDF is having linear
address transitions. Hence there are no proper transitions produced for the defect in row decoder
to be sensitized at all. Hence test SWDF also fails to detect the weak faults.
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Figure 5.19: Simulation of weak slow write driver fault and weak activation delay fault using
test SWDF

From the simulation results presented for tests ActD and test SWDF alone, it is clear that
they are not sufficient to detect the strong faults, that may arise due to weak faults. Hence a new
test ‘Actd & SWDF’ is developed to sensitize both the weak faults at the same time and detect
the faulty behavior due to weak faults. As discussed in chapter 4, the new test ‘Actd & SWDF’
is formed by combining the two detection conditions of SWDF and ActD.

Test Actd & SWDF: {m (w0);mAC
x (w1, r1, w0);m (w1);mAC

x (w0, r0, w1); }

Fig 5.20(a) and 5.20(b) shows the simulation results for test SWDF & ActD under defect
free and presence of multiple weak defects conditions respectively. The response obtained when
multiple weak defects are present is different from when the expected response. This is because
both the weak activation delay fault and weak slow write driver fault are detected at the same
time, leading to a strong sensitization of both the weak faults, thereby resulting in sensitizing
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a strong fault. The write one operation fails, in cell number 8, as it is affected by both weak
activation delay fault and weak slow write driver fault. However the result of read operation
from cell number 4 present in same row affected by weak activation delay fault is correct. This
is because it is purely suffering only from weak activation delay faults. Similarly the cells 5,6,7
in column 2 suffer purely only from weak slow write driver fault, and hence the operations passes
successfully and no fault is detected. Only cell number 8, which suffers from both weak slow
write driver fault and weak activation delay fault, fails when both weak faults are sensitized at
the same time. As explained in chapter 4, this test can also be used to detect, (strong) transition
faults and (strong) address decoder faults.
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Figure 5.20: Simulation of weak slow write driver fault and weak activation delay fault using
Test ActD& SWDF

5.3.3 Multiple weak defects approach in Memory Cell Array and Peripheral Cir-
cuits

Consider the scenario where both weak defects Rdef2 < Rc2,Rdef3 < Rc3 present in memory
cell array and the write driver respectively at the same time (see Fig 4.10). Each of the defects
Rdef2 and Rdef3 alone causes weak faults. However when both weak faults are sensitized at the
same time, then it leads to a strong fault, as their effects are additive in nature. Simulations are
now performed for two different tests: 1)Test TF 2)Test SWDF

For simulation, the values of defects were chosen as Rdef2 = 480kΩ,Rdef3 = 88kΩ. The
simulation results for test TF are shown in Fig 5.21(a) and 5.21(b) for defect free and multiple
weak defect conditions respectively. The output response for the simulated weak defects case
is identical with that of the defect free case. This is because the detection condition in test TF
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do not present a worst case scenario for the bit lines, which are affected by a slow write driver
fault. The test TF does not have successive back to back complementary operations do not take
place in the same write driver. Besides the operations in test TF are done in fast y direction,
whereas the requirement for sensitization of slow write driver fault is that the operations should
be performed on same write driver, i.e., fast x direction. Hence the fault goes undetected due to
lack of strong sensitization of both weak faults at the same time.
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Figure 5.21: Simulation of weak slow write driver fault and weak transition fault using Test TF

Now consider the simulation results for test SWDF as shown in Fig 5.22(a) and 5.22(b) for
defect free and multiple weak fault conditions respectively. The output response of the test under
defective conditions does not match with the output response of the defect free conditions. This
indicates that the test SWDF is sufficient to strongly sensitize both the weak faults at the same
time to sensitize a strong fault. When back to back complementary write operations are applied,
along fast x, direction both the slow write driver fault and transition fault is is sensitized at the
same time. Hence test SWDF is sufficient.

5.3.4 Multiple weak defects approach in Memory Cell Array, Address Decoders
and Peripheral Circuits

Consider the scenario where three weak defects, Rdef1 < Rc1, Rdef2 < Rc2,Rdef3 < Rc3

present in row decoders, memory cell array and the write driver respectively at the same time
(see Fig 4.10). Each of the defects Rdef1, Rdef2 and Rdef3 alone causes weak faults. However
when all the weak faults are sensitized at the same time, then it leads to a strong fault, as their
effects are additive in nature. Simulations are now performed for 4 different tests: 1)Test TF
2)Test SWDF 3)Test ActD 4) Test ActD & Test TF 5) Test ActD& Test SWDF
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Figure 5.22: Simulation of weak slow write driver fault and weak transition fault using Test
SWDF

For simulation, the values of defects were chosen as Rdef1 = 27kΩ, Rdef2 =
220kΩ,Rdef3 = 70kΩ. Simulation results for test TF is shown in Fig 5.23(a) and 5.23(b) for
defect free and multiple weak defect conditions. It can be seen that the test passes, without any
problems. This is because both the other sensitizing conditions i.e., for activation delay fault and
slow write driver fault are absent in this test, since there are no address transitions and test is
done in fast y direction.

Simulation results for test SWDF is shown in Fig 5.24(a) and 5.24(b) for defect free and
multiple weak defect conditions. It can be seen that the test passes, without any problems. This
is because the weak fault due to activation delay is not fully sensitized, due to linear addressing
mode used in test SWDF.

Simulation results for test ActD is shown in Fig 5.25(a) and 5.25(b) for defect free and
multiple weak defect conditions. It can be seen that the test passes, without any problems. This
is because the weak faults at write driver and the weak fault in cell is not sensitized at the same
time.

Simulation results for test ActD & Test TF is shown in Fig 5.26(a) and 5.26(b) for defect
free and multiple weak defect conditions. It can be seen that the test is able to sensitize and
detect the fault. This is because the detection condition, sensitizes all the three weak faults at the
same time. The test is applied under checkerboard data background. The test is able to sensitize
slow writ driver fault, because it has back to back complementary write operations on same write
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Figure 5.23: Simulation of weak slow write driver fault, weak transition fault and weak activation
delay fault using Test TF

driver, i.e., in fast x direction. Also it sensitizes activation delay and transition fault at the same
time, leading to detection.

Simulation results for test ActD & Test SWDF is shown in Fig 5.27(a) and 5.27(b) for defect
free and multiple weak defect conditions. It can be seen that the test is able to sensitize and
detect the fault. This is because the detection condition, sensitizes all the three weak faults at
the same time. The test is applied under solid data background. The test sensitizes, activation
delay fault and slow write driver fault. As discussed in previous section, the detection condition
transition fault is also covered in the detection condition for slow write driver fault. Hence all
three weak faults can be considered at the same time, leading to faulty behavior of the memory
being sensitized and detected.

5.4 Fault Coverage analysis

The fault/defect coverage analysis, can be performed over the defect space region for all three
components of the memory subsystem. Fig 5.28 shows the fault coverage area along with their
critical resistances, for 1-dimensional analysis i.e., single defect at a time approach for memory
cell array, address decoders, and peripheral circuits.

The new test approach adopts multi defect approach at a time, considering defects present
in different parts of the memory system. When two defects are considered at a time, the defect
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Figure 5.24: Simulation of weak slow write driver fault, weak transition fault and weak activation
delay fault using Test SWDF

0

0

5n

5n

10n

10n

15n

15n

20n

20n

25n

25n

30n

30n

TIME(sec) (lin)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(t8)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(bl2cmp)

v(bl2)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(wl3)

v(wl2)

v(wl0)

v(wl1)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(sout)

0

0

5n

5n

10n

10n

15n

15n

20n

20n

25n 30n
TIME(sec) (lin)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(t8)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(bl2cmp)

v(bl2)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(wl3)

v(wl2)

v(wl0)

v(wl1)

0

0.2

0.4

0.6

0.8

1

V
(l
in

)

v(sout)

True node

voltage of

cell 8

True node

voltage of

cell 8

Column 2

bit line(s)

voltage

Column 2

bit line(s)

voltage

Word Line

(WL3)

Word Line

(WL3)

Output
Output

w0

w1

r1

r0

w1

15n 20n

w0

r1

r0

No fault detectedNo fault detected

wTF

wTF

wSWDF

wActD

(a) Defect free memory (Rdef1=0;Rdef2=0;Rdef3=0)
(b) Defective address decoder ,memory cell and peripheral circuits

 (Rdef1= 27kΩ);(Rdef2= 221kΩ) (Rdef3=70kΩ)

 (Rdef1<Rc1; Rdef2<Rc2; Rdef3<Rc3) 

Figure 5.25: Simulation of weak slow write driver fault, weak transition fault and weak activation
delay fault using Test ActD
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Figure 5.26: Simulation of weak slow write driver fault, weak transition fault and weak activation
delay fault using Test ActD & test TF

space can be viewed in 2 dimensions, with each of the functional blocks in memory taking one
dimension. FIG 5.29(a) shows the defect coverage obtained from the simulations which has been
performed for different values of Rdef1 and Rdef2 (i.e., for address decoders and memory cell
array defects)in order to identify the pass and fail regions. An estimation of the realized defect
coverage can be calculated by calculating the size of the area marked with ’*’ and dividing it by
the area defined by R1c and R2c; this resulted in a defect coverage improvement of 10%.
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Figure 5.27: Simulation of weak slow write driver fault, weak transition fault and weak activation
delay fault using Test ActD & test SWDF

(a) Defect Coverage for Memory Cell Array (b) Defect Coverage for Address Decoder (c) Defect Coverage for Peripheral Circuits

Figure 5.28: Defect coverage for 1 Dimensional approaches in memory

Similar approach and simulation have been preformed while considering simultaneously
weak Rdef1 and weak Rdef3 (i.e., address decoder and peripheral circuits). The results obtained
is as shown in FIG 5.29(b). An improvement of about 7% defect coverage, can be realized in
this particular case of multiple weak faults. On the other hand, considering Rdef2 and Rdef3

simultaneously will not realize any defect coverage improvement as the detection condition for
Rdef3 also covers that of Rdef2.
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Figure 5.29: Fault coverage for 2 Dimensional approach in memory
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Conclusions and future work 6
This chapter presents the conclusion of this thesis and provides suggestions for future works.

6.1 Conclusions

This thesis presents the following conclusions:

1. Weak faults, which are becoming more and more important with downscaling of technol-
ogy, can be held responsible for the some of the faults which are not very well understood.
This information can be used, for understanding some of the complex faulty behavior of
the embedded memories, especially in the nano era.

2. The presence of two or more weak faults in the memory system, can have an additive
impact, to cause a strong fault, leading to faulty behavior of the system. However it is also
possible that the combination of multiple weak faults may have a canceling effect.

3. The detection of weak faults cannot be always established using the traditional testing
approach, as it takes into account only single defect at a time i.e., there may not be simul-
taneous sensitization of two or more weak faults at a given time.

4. A new testing approach is developed for detecting weak based faults. Detection of such
faults requires deep understanding of each of the weak faults, development of detection
conditions for each fault, and thereafter combining all the detection conditions into a single
test able to sensitize all the weak faults at once. This will help in the reduction of test
escapes and hence the NTFs.

5. The SPICE simulations done on memory model based on 45nm PTM transistor parame-
ters reveal that by just considering two weak faults at a time, the defect coverage can be
increased with 10%. More the number of weak faults are combined, higher is the defect
coverage.

6.2 Future Work

This thesis provides a new foundation which can be used to systematically develop new fault
models and test algorithms for failure mechanisms of memory systems in the nano-era. Some of
the suggestions for future work includes:

1. An extensive study of weak faults, to understand its complex behavior and influences of
one weak fault over the other. A complete set of fault primitives can be provided.

2. Establishing fault models based on these fault primitives, developed for weak faults.

89
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3. Test approaches can be adapted, and optimized to enhance their detection capabilities, to
detect weak based faults. This might result in achieving lower DPM levels without going
for sophisticated testing techniques, which are often costly.

4. Effects of multiple weak faults within the same functional block, can also be studied.
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Abstract

Due to rapid and continuous technology scaling, faults

in semiconductor memories (and ICs in general) are be-

coming pervasive and weak rather than strong; weak faults

are faults that escape the test program (because they don’t

fully sensitize the fault) and may cause faults during the

application. Components with weak faults which fail at

board and system level are sent to suppliers, but only to

have them returned back as No Trouble Found (NTF). This

is because the conventional memory test approach assumes

the presence of a single defect at a time causing a strong

fault (i.e. fault fully sensitized), and is therefore unable to

deal with weak faults. This paper presents a new memory

test approach able to detect weak faults; it is based on

assuming the presence of multiple weak faults at a time in

a memory system rather than a single strong fault at a time.

Being able to detect weak faults reduces the number of

escapes, hence also the number of NTFs. The experimental

analysis done using SPICE simulation for a case of study

show e.g., that when assuming two simultaneous weak

faults, the defect coverage can be increased with about

10% as compared with the conventional approach.

I. Introduction

Progressive technology scaling, as tracked by the Inter-

national Technology Roadmap for Semiconductors (ITRS)

and encapsulated by Moore’s law [1], has driven the

phenomenal success of the semiconductor industry. Silicon

technology has now entered the nano-era and the 10nm

transistors are expected to be in production by 2018. This

will allow for the integration of a wider variety of func-

tions. However, it is widely recognised that variability in

device characteristics and its impact on the overall quality

and reliability of the system represent major challenges

to scaling and integration for present and future nanotech-

nology generations [2], [3]. What is more, newly emerging

complex failure mechanisms in the nano-era (which are not

understood yet), are causing the fault mode of the chips

to be dominated by transient, intermittent and weak faults

rather than hard and permanent faults; hence causing more

reliability problems than quality problems [4], [5], [6], [7].

Many companies are reporting not being able to explain

all electronic failures with the existing approaches [8], [9],

[10], [11]. For instance, AUDI reported from all electronic

failures, 35% can be mapped using the existing approaches

into well defined semiconductor failures, while 41% cannot

be understood (NTF: No Trouble Found) [9]. This shift

in failure mechanisms is therefore seriously impacting the

quality and reliability, which means that the design of

future systems fabricated using nanotechnology is a major

challenge. In turn, this will demand revolutionary changes

in how future systems are designed and tested to meet the

increasing quality requirements on such systems.

Nowadays, embedded memories represent the great ma-

jority of embedded electronics in Systems on Chip (SoC).

It is very common to find SoCs with hundreds of memories

representing more than 50% of the overall chip area.

According to the ITRS, today’s SoCs are moving from

logic-dominant to memory-dominant chips in order to deal

with the requirements of todays and future applications.

Consequently, embedded memory test challenges will sig-

nificantly impact the overall testability of SoC. Solving

such challenges for memories will substantially contribute

to the resolution of electronic system test problems in the

future; hence, supporting the continuation of the semicon-

ductor technology revolution and the manufacturability of

future highly complex systems (’giga-scale’) and highly

integrated technologies (’nano-scale’).

The purpose of this paper is the development of a

new foundation which can be used to systematically de-

velop new fault models and test algorithms for failure

mechanisms of memory systems in the nano-era. The new

foundation is able to deal with complex faulty behaviors of

memory systems, increase the defect coverage and enable

the reduction of NTFs. It is based on simultaneously

considering the presence of weak faults in the different

parts of the memory system (e.g., memory array and ad-

dress decoder); this significantly impact the test detection
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and test development approach. The approach is validated

using a SPICE simulation. The simulation results show that

the defect coverage can be increased with up to 10% for

the considered case-of-study.

The paper is organized as follows. Section 2 presents an

brief overview of the state-of-the art of embedded memory

testing. Section 3 briefly gives the notation used to describe

memory fault models and test algorithms as these will

be used in the rest of the paper. Section 4 discusses the

traditional approach in embedded memory testing. Section

5 presents the new memory test approach. Section 6 gives

the simulation results to validate the approaches. Section

7 concludes the paper.

II. State-of-the art in memory testing

Tests for semiconductor memories have undergone a

long development process. Before 1980, tests for a given

fault coverage (FC) were time consuming (FC is defined

as the number of detected faults divided by the number

of total faults) [12]. Such tests can be termed as the ‘ad

hoc’ tests because they were not based on fault models

and proofs. To reduce the test time and improve the

FC, test development has been focused on possible faulty

behaviors in the memory at the functional level. For that

reason, functional fault models, which are abstract fault

models, were introduced during the early 1980s. After

that, ’March’ tests have become dominant because their

test times are in linear proportion with the size of the

memory, and their FC can be proven mathematically [13],

[14], [15]. In the late 1990s, industrial results indicated

that many tests detect faults which could not be explained

by the existing fault models at the time [16], [17], [18]

mainly because of the used technology node. This led

to the introduction of new concepts, new fault models

and test schemes [19]-[22]. Today, as the silicon industry

moves towards the end of the CMOS technology roadmap,

controlling the fabrication of scaled memory devices is

becoming a major challenge. Device-parameter variations

(e.g. threshold voltage), high defect density as well as

new failure mechanisms in the nano-era are expected to

be significantly larger in the future [3], [5], [23], [24],

and this will create major challenges in designing and

testing memories in nanotechnology. Conventional fault

models and test approaches are inadequate to realize the

required product quality [5], [6], [10], [11], [25], [9],

[26]. In the absence of new theories capable of modeling

their failures mechanism and developing appropriate test

solutions, the production of future electronics systems will

become infeasible.

Given the state-of-the art in fault modeling and test

generation for embedded memory, one can conclude there

are, as yet, no fault models to describe the above failure

mechanisms. The models have to consider not only the

presence of a single defect at a time (as it has been the

case so far), but it also has to consider the presence of

multiple weak-faults/defects simultaneously (this is partic-

ularly important in the nano-era). A weak fault is not able

to fully sensitize a fault, but it partially sensitizes a fault;

e.g., due to a defect that creates a small disturbance of the

voltage at the true node of the cell. However, a fault can be

fully sensitized (i.e., becomes strong) when two (or more)

weak faults are sensitized simultaneously in the memory

systems since their fault effects can be additive.

This paper will advance the knowledge in the field of

memory fault modeling and test generation by introducing

a new theoretical foundation being able to deal with the

complex faulty behavior of embedded memories in the

nano-era. A systematic approach will be developed in

order to accurately model the memory faulty behavior,

and develop appropriate test algorithms and solutions.

The approach fundamentally differs from the conventional

approach in two aspects: (a) it considers not only strong

faults/defects, but also weak faults and parametric devia-

tions as they may impact the memory reliability as well,

(b) it considers not only single fault/defect at a time, but

also multiple-faults/defects simultaneously in the different

parts of the memory system (e.g., memory array and

address decoder). This, in turn, will allow the explanation

of some of today’s not understood faults, and facilitate the

understanding and modeling of future electronic failures in

32nm technology and beyond. The approach will increase

the defect coverage, reduce the number of escapes and

enable the reduction of NTFs.

III. Fault models and algorithms notation

This section describes the fault model and algorithms

notation that will be used in this paper.

In order to specify a certain memory fault, one has

to represent it in the form of a fault primitive (FP)

[19], denoted as <S/F/R>. S describes the operation

sequence that sensitizes the fault, F describes the logic

level in the faulty cell (F∈{0, 1}), and R describes the

logic output level of a read operation (R∈{0, 1,−}).

R has a value of 0 or 1 when the fault is sensitized

by a read operation, while the ’-’ is used when a write

operation sensitizes the fault. For example, in the FP=

<0w1/0/−>, which is the up-transition fault (TF1),

S=0w1 means that a w1 operation is written to a cell

initialized to 0. The fault effect F=0 indicates that after

performing w1, the cell remains in state 0. The output of

the read operation (R=−) indicates there is no expected

output for the memory.
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Fig. 1. Simplified memory block diagram

The algorithms in this paper are described with an ex-

tended notation for march algorithms. March algorithms

are the most common algorithms used for testing memories

[15]. A march test consists of a finite sequence of march

elements. A March Element (ME) is a finite sequence of

operations applied to every cell in the memory before

proceeding to the next cell. The way one proceeds to the

next cell is determined by the Address Orders (AOs) which

can be an increasing address order (e.g., increasing AO

from the cell 0 to the cell n−1), denoted by ⇑ symbol, or

a decreasing AO, denoted by ⇓ symbol, and which is the

exact inverse of the ⇑ AO. When the AO is irrelevant, the

symbol m (i.e., ⇑ or ⇓) will be used. A complete march

test is delimited by the ’{...}’ bracket pair; while a march

element is delimited by the ’(...)’ bracket pair. The march

elements are separated by semicolons, and the operations

within a march element are separated by commas. An

example of a march algorithm is MATS+ [29], defined as:

{m(w0);⇑(r0, w1);⇓(r1, w0)}. MATS+ consists of three

MEs, which are separated by the ’;’ symbol. The ME

’⇑ (r0, w1)’ specifies the ⇑ AO, while to each address

a read operation with expected value ’0’ will be applied,

after which a ’1’ will be written.

IV. Traditional memory test approach

Figure 1 shows a simplified block diagram of a semi-

conductor memory. The figure distinguishes three main

blocks which are usually considered for fault modeling and

test purposes: memory cell array, the address decoders and

the peripheral circuits (PCs). The address decoders consist

of address latches, row decoders, column decoders, etc.

while the PCs consist of all read and write circuitry such

as write drivers and sense amplifiers.

Traditionally fault modeling is done by injecting a

single defect at a time -such as a resistor- either in the

array, the address decoder or in the peripheral circuit.

Electrical simulation (e.g., SPICE) is then performed and

Fig. 2. Simulation results for a defective cell

Rcritical0

FAILPASS
)(Weak Faults) (Strong Fault) 

R

Fig. 3. Detected versus non­detected defects

the faulty behavior is analyzed using either static analysis

or dynamic analysis [27], [19], [20]. Depending on how

severe the defect is (e.g., how big is the value of the

resistor representing the defect), the fault may or may not

be sensitized. If the fault is sensitized, then it is mapped

into a functional fault model. An appropriate detection

condition is then developed and compiled thereafter in

a test algorithm being able to detect the observed fault

model.

Lets consider the case where a single defect will be

injected in the memory cell array. Assume that the con-

nection between the cross-coupled invertors of the memory

cell array suffer from a resistive open defect. An appropri-

ate memory memory has been built for the simulation; it

includes 4x4 memory array, sense amplifies, write drivers,

pre-charge circuits, address decoders, etc. The simulation

has been done for the sequence S = w0, r0, w1, r1. Figure

2 shows the voltage at the true node of the memory cell for

three cases: (a) defect free case (top graph), (b) high value

of the defect (middle graph), and (c) small value of the

defect (bottom graph). The middle graph shows that the w1
operation fails and that the state of the cell will remain in

0, causing “Transition Fault” (< 0w1/0/− >). Inspection

of the bit line voltages and the output of the sense amplifier

(not included in the figure) in this case reveals that the r1
operation returns 0 instead of an expected 1. Hence, the

sequence S = w0, r0, w1, r1 will detect the fault. In case

the defect is not high enough, all the operations will pass

and no fault will be observed at the output of the sense

amplifier. Nevertheless, careful inspection of the memory

cell (see bottom figure) shows that the transition from 0 to

1 does not pass smoothly as it is the case for defect-free

(see also the top graph). Hence, even externally it seems

that there is no trouble, in reality the cell suffers from

small disturbance which is not strong enough to cause a
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strong fault; we call this fault a weak fault.

Figure 3 illustrates the difference between the Fail

(strong fault) and Pass (weak faults) regions depending on

the value of the defect as we externally experience it. If the

defect is beyond a certain value, say Rcritical, then a strong

fault will be sensitized and detected. However, below

this value, the fault will be not detected. Because when

performing memory fault modeling and test generation

we assume the presence of a single fault at a time, the

defects below say Rcritical (causing weak faults) will never

be detected. If we now assume the presence of another

weak fault in another part of the memory cell (e.g. address

decoder), then the fault effects of the two faults may be

additive and fully sensitize a fault. That is something that

may occur during the application and cause the memory

system to fail. A manufacturing test algorithm can detect

such faults only if it combines the detection conditions of

the two (or more) weak faults; that is the missing link in

the traditional approach.

V. New memory test approach

As already mentioned, technology scaling is causing

more complex failure mechanisms; having small

disturbances in different parts of memory system

such as address decoders and read/write circuitry is a

reality [10], [25], [26]. Therefore, taking the fault effects

of such disturbances together into consideration while

developing fault models and designing test algorithms

is required not only to increase the outgoing product

quality and reduce the number of escapes, but also to

contribute to the reduction of NTFs as well. In the rest

of this section, the new approach will be explained and

illustrated.

As already mentioned, the basic idea is to consider the

combined fault effects of multiple weak faults. In our

case, we will use the reduced memory system consisting

of three main blocks (see Figure 1): memory cell array,

address decoders and peripheral circuits (i.e., read/write

circuitry). We further assume that each of the three blocks

may suffer from a weak fault. In case of a single-defect

at a time approach (i.e. traditional approach), the faulty

behavior of the memory can be graphically illustrated in a

similar way as shown in Figure 3. If now, we consider

the presence of two defects at a time, say defect R1

in the memory cell array and defect R2 in the address

decoders, then the defect/fault coverage can be illustrated

in a two dimensional graph as shown in Figure 4(a).

The hashed areas in the graph represent the coverage

that can be achieved based on the traditional approach.

Obviously, this coverage will be also realized with the

approach based on two defects at a time. Moreover, the

new approach is able to improve the defect/fault coverage,

which is represented by the region marked with ’*’ in the

graph. Therefore, some weak faults that may escape the

traditional test approach will be detected when assuming

two defects at a time. It is worth noting that the way

test algorithms are developed has to be adapted in such

way that the sensitization conditions of both faults have

to be considered simultaneously; i.e., the sensitization

conditions have to combined into a single condition. For

example, assume that R1 in the memory cell array causes

a transition fault TF=<0w1/0/-> and R2 in the address

decoder causes an activation delay (ActD) fault in the

row decoder [30], [31]. The sensitization condition of TF

requires the application of the transition w1 operation to

a memory cell, while ActD fault requires special address

transitions (such as Address Complement) and the use of

fast row address direction. Combining these two condition

will result in a transition write operations through fast row

using e.g., address complement.

The defect/fault coverage can even be improved if more

than two defects at a time are considered. Figure 4(b)

illustrates the additional coverage that can be realized when

assuming three simultaneous defects: defect R1 in the

memory cell array, defect R2 in the address decoders and

defect R3 in the peripheral circuit. As the figure shows,

the coverage will be further improved as compared with

Figure 4(a); this improvement is given by the regions

marked with ’+’ in the figure. Note that the regions marked

with ’*’ indicate the improvement when considering two

simultaneous defects as compared with the traditional

approach. Again, the improvement can be realized only

when the detection condition used to develop the test

algorithms combines the three sensitization/detection of all

the three defects.

VI. Simulation results

An appropriate memory simulation model has been

used; it consists of a 4x4 cell array, address decoders and

each column has its own set of peripheral circuits such as

sense amplifies, write drivers, pre-charge circuits, etc. (see

Figure 1). The model transistor parameters are as described

for 45nm PTM models.

As a case of study, we considered the following three

defects (see Figure 1):

• Defect R1: The connection between the cross-coupled

inverters of the memory cell array suffer from a

resistive open defect.

• Defect R2: A resistive open in one of the address line

inputs of an NAND gate of the row decoder.

• Defect R3: A resistive open in the pull-up transistor

of the inverter in the write driver circuit.
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TABLE I. Single defects simulation results
Df Rc (Ω) Fault model Detection condition

R1 489K <0w1/0/−> A transition w1 followed by a read

R2 55K ActD Two back-to-back operations with

opposite data values and using special

address transitions with fast row

R3 91K SWDF Write-after-write back-to-back operations

using opposite data values and fast row.

In the rest of this section the simulation results and

analysis will be shown first for the traditional approach

(i.e. assuming a single defect at a time), and thereafter for

the new approach by assuming two or three weak faults

simultaneously. We will also show how test algorithms can

be developed in a systematical way in order to improve the

defect/fault coverage.

A. Single defect approach

Each of the defects R1, R2 and R3 has been simulated;

again only a single defect at a time is simulated. The fault

behavior of the memory is analyzed and compiled into

fault models; the results are summarized in Table I. The

first column gives the defect, the second column the critical

resistance (Rc) of each defect, and the third column the

fault model observed. Note that for defects with resistance

below Rc, no strong fault was observed, instead a weak

fault was sensitized; see Figure 3. Hence, the fault will be

not detected with tests used for strong faults. The observed

strong faults consist of:

• Defect R1: A write 1 fails to change the state of the

cell resulting into TF=< 0w1/0/− >.

• Defect R2: The activation of the addressed word line

is delayed due the open defect; this results into an

Activation Delay (ActD) fault [30], [31].

TABLE II. Test for single defects
Df Fault Test

R1 TF {m (w0);m (w1, r1)}
R2 ActD {m (w1); AC ⇑ (r1, w0, r0)} with fast row.

R3 SWDF {m (w0);⇑ (w1, r1, w0)} with fast row.

• Defect R3: The write driver becomes too slow due

to the open defect in the driver. The result will be

that the differential voltage on the bit lines during

the write operation is reduced, causing the cell not to

be written [32], [14]. This fault is called Slow Write

Driver Fault (SWDF).

The last column in the table lists the requirements a test

has to satisfy in order to detect the corresponding fault.

To detect TF, the test has to perform a transition write

1 operation to sensitize the fault, followed with a read

operation to detect the fault. For ActD, two back-to-back

operations, say opx and opx where op∈{w0, w1, r0, r1}
and x∈{0, 1} have to performed using special address

transitions (such as address complement or hamming) with

fast row [30], [31]. The SWDF, on the other hand, requires

the application of two back-to-back write operations with

opposite data values with fast row. Table II lists examples

of minimal tests for each fault of Table I. Test for TF can

use a linear address sequence (i.e., 1, 2, 3, .., N where N
is the number of addresses) with either fast column or fast

row; the test for ActD fault has to use address complement

sequence (denoted with AC⇑ in the test) with fast row,

while the test for SWDF can use the linear addressing

with fast row.

The tests were simulated using our memory SPICE

model for the three defects with values larger than Rc in

order to evaluate their coverage. The results are summa-

rized in Table III; a ’+’ in the table means that the test
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TABLE III. Test results
Test Faults

TF ActD SWDF

Test TF + - -

Test ActD + + -

Test SWDF + - +

detects the corresponding fault; e.g., Test for ActD detects

both TF and ActD but not SWDF. It is worth noting that

the development of each of the tests is based on compiling

a single detection condition into a test algorithm and that

the detected faults are strong ones.

B. Two weak faults simulation

Next we will assume the presence of two faults at a

time; the two defects R1 and R2 are injected in the memory

system for the simulation where the values of the defects

are smaller than their critical values Rc (R1=420KΩ and

R2= 52KΩ); R1 and R2 can each cause a weak fault.

The simulation is performed for three sequences (see also

Table II): (a) Test TF, (b) Test ActD, and (c) new sequence

generated by combining the detection conditions of TF and

ActD faults (see Table I); this test is ’Test TF&ActD’ with

the following description:

{⇑(wd); AC⇑(wd); AC⇑(rd); AC⇑(wd); AC⇑(rd)}
where d denotes the checkerboard data-background

[15]; the test is applied in fast row address direction. Note

that this test satisfies the detection conditions of both TF

and ActD fault.

Figure 5 gives the voltage at the true node of the

memory cell suffering from the defect R1(i.e., cell #8 in the

4x4 array under consideration) for the three simulated tests.

The top graph in the figure shows the result for Test TF;

it clearly shows the write operations pass correctly even

in the presence of the defects. Inspection of the bit lines

voltage and the output of the sense amplifier (not included

in the figure) reveals that the read operation returns the

correct value, hence the presence of two weak faults cannot

be detected. The middle graph show the results for Test

ActD; also here the operations pass correctly and no fault

has been externally observed. The bottom graph show the

results for the first three march elements of Test TF&ActD;

the cell fail to undergo an up write transition, hence the

fault is sensitized. In addition, externally the fault was

detected by read operation producing 0 instead of 1. Note

that for this test checkerboard data-background d is used,

and that d=0 for cell #8 in the 4x4 memory array under

consideration.

The simulation has been performed for different values

of R1 and R2 in order to identify the pass and fail regions.

The results are plotted in Figure 6(a). An estimation of the

realized defect coverage can be estimated by calculating

the size of the area marked with ’*’ and dividing it by

Fig. 5. simulation for two weak faults
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the area defined by R1c and R2c; this resulted in a defect

coverage improvement of 10%.

Similar approach and simulation have been preformed

while considering simultaneously weak R2 and weak R3.

The results show that an improvement of about 7% defect

coverage can be realized. On the other hand, considering

R1 and R3 simultaneously did not realize any defect

coverage improvemebnt as the detection condition for R3

also covers that of R1.

C. Three weak fault simulation

In this case, the presence of three weak defects at a

time has to be considered. Therefore, the three defects R1,

R2 and R3 have to be injected in the different parts of

the memory; the values of defects are smaller than their

critical values. Thereafter, seven test sequences have to be

simulated:

(a) The three tests targeting single-cell defect at a time

as discussed in Section VI-A and given in Table II.

(b) The three tests targeting two simultaneous weak faults

such as Test TF&ActD discussed in Section VI-B.

(c) A new test generated by combining all the three detec-

tion conditions into a single condition and compiling

it into a single test.

The simulation results show that the sequence under

(c) outperforms (in terms of defect coverage) all the

sequences under (a) and under (b). Figure 6(b) shows

the relationship between the defect/fault coverage for the

different approaches. The more simultaneous weak faults
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considered when developing a test algorithm, the higher

the realized coverage.

VII. Conclusions

In this paper, a new memory test paradigm has been

presented. A new systematic approach being able to deal

with complex faulty behavior of embedded memories in

the nano-era is presented. It is based on assuming the

presence of two or more weak faults at a time in the

memory system; such weak faults may have an additive

fault effect and therefore fully sensitize the fault. Detection

of such faults requires deep understanding of each of the

weak faults, development of detection conditions for each

fault, and thereafter combining all the detection conditions

into a single one being able to sensitize all the weak faults

at once. The SPICE simulation done on memory model

based on 45nm PTM transistor parameters reveals that

by just considering two weak faults at a time, the defect

coverage can be increased with 10%. The more weak faults

are combined, the higher the defect coverage.
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