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Uniaxial optical anisotropy in the geometrical-optics approach is a classical problem, and most of the theory
has been known for at least fifty years. Although the subject appears frequently in the literature, wave propa-
gation through inhomogeneous anisotropic media is rarely addressed. The rapid advances in liquid-crystal
lenses call for a good overview of the theory on wave propagation via anisotropic media. Therefore, we present
a novel polarized ray-tracing method, which can be applied to anisotropic optical systems that contain inho-
mogeneous liquid crystals. We describe the propagation of rays in the bulk material of inhomogeneous aniso-
tropic media in three dimensions. In addition, we discuss ray refraction, ray reflection, and energy transfer at,
in general, curved anisotropic interfaces with arbitrary orientation and/or arbitrary anisotropic properties. The
method presented is a clear outline of how to assess the optical properties of uniaxially anisotropic media.
© 2008 Optical Society of America
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. INTRODUCTION
he optical properties of uniaxially anisotropic media are
ssential for many applications such as liquid-crystal dis-
lays [1], switchable lenticulars for autostereoscopic
D/3D displays [2,3], anisotropic gradient-index lenses
4], or liquid-crystal spatial light modulators for beam
teering [5]. Therefore, it is desired to understand and
redict the propagation of light in optical systems con-
aining optically anisotropic elements. The problem of op-
ical anisotropy in the geometrical-optics approach is clas-
ical, and most of the theory has been known for more
han fifty years. During the past few decades, optical an-
sotropy has often been studied in the literature [6–30].
owever, the literature is nearly silent about wave propa-

ation through inhomogeneous anisotropic media. At the
ame time, the rapid advances in liquid-crystal applica-
ions call for a good exposition of the theory on wave
ropagation via anisotropic media. Therefore, we present

general polarized ray-tracing method for inhomoge-
eous uniaxially anisotropic media in three dimensions.
n addition, we describe how to assess the optical proper-
ies of anisotropic interfaces with arbitrary orientation
nd/or anisotropic properties. In order to support a gen-
ral approach, we apply vector notation. We will derive
ector equations that are compact and simple. Hence, the
ethod presented in this article is also a clear overview of

ow (and under which conditions) to apply the classical
heory to anisotropic optical systems that can be found in
he type of applications mentioned above.

A general approach would be to model biaxial aniso-
1084-7529/08/061260-14/$15.00 © 2
ropy. Unfortunately, biaxial anisotropy is more complex
o model than uniaxial anisotropy. As a result, the step
rom uniaxial to biaxial anisotropy is not a trivial one. In
ddition, uniaxial anisotropy is more frequently applied
n practice than biaxial anisotropy, and biaxial anisotropy
an often be neglected.

In general, the optical properties of an anisotropic me-
ium are defined by two regions. These are the boundary,
hich forms the interface between the anisotropic me-
ium and the surrounding medium, and the bulk mate-
ial. Locally, the interface region has homogeneous aniso-
ropic properties. In general, the bulk region has
nhomogeneous anisotropic properties. Similarly, the
heory presented in this article is divided into two parts.
ne part applies to the interface, and one part applies to

he bulk region.
In the definition of the electromagnetic wave field, we

pply the quasi-plane-wave approximation [31–33]. For
nhomogeneous media, the quasi-plane-wave approxima-
ion applies in the case where the optical properties of the
edium change slowly with respect to the wavelength. If

he properties of the medium change rapidly with respect
o the wavelength, we need to take into account the wave
haracter of light. In that case, we leave the domain of va-
idity of geometrical optics, which is beyond the scope of
his article.

When polarized ray tracing is applied to an optical sys-
em, we are interested mainly in the energy flux, repre-
ented by the Poynting vector. In anisotropic media, the
oynting vector and wave vector are not parallel in gen-
008 Optical Society of America
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ral, since the electric field vector E and the electric flux
ensity vector D are not parallel. For this reason, we de-
ne a ray as the trajectory of the Poynting vector rather
han the orthogonal trajectory of the wavefront (i.e., the
rajectory of the wave vector).

This article is set up in the following way. We begin
ith a summary of the classical theory on geometrical op-

ics in Section 2 [32]. In Section 3, we derive the equation
or the optical indicatrix [34], also known as Fresnel’s sur-
ace of wave normals or the normal surface [35]. This sur-
ace determines the mutual orientation of an individual
ave vector and its corresponding Poynting vector. In ad-
ition, each Poynting vector has corresponding electric
nd magnetic field vectors. In Section 4, we derive vector
quations for the directions of these electric and magnetic
eld vectors in terms of the corresponding wave vector.
he concise notation presented here cannot be found in
he literature.

Next, we discuss the optical properties of the bulk ma-
erial of anisotropic media. Here we describe a powerful
ethod for the calculation of a ray path through an inho-
ogeneous anisotropic medium. We call this method the
amiltonian method. An important conclusion is that the
amiltonian method incorporates the fact that ray paths

nside inhomogeneous media are curved. The Hamil-
onian method is based on the theory introduced by Kline
nd Kay [30]. In Kraan et al. [4], this theory is worked out
or a two-dimensional liquid-crystal profile in a gradient-
ndex lens. In Section 5 of this article, we derive the
amiltonian method for arbitrary liquid-crystal profiles

n three dimensions. In particular, we introduce novel ray
quations in terms of the position-dependent optical axis
the director) and the position-dependent index of refrac-
ion.

Then we focus on the optical properties of an interface
etween two (an)isotropic media. In Section 6, we derive
n expression for the wave vector as a function of the
oynting vector for arbitrary indices of refraction. In ad-
ition, we derive vector equations for reflected and re-
racted wave vectors at anisotropic interfaces. In Section
, we discuss the energy transfer of reflected and re-
racted rays when light crosses the interface between two
nisotropic transparent media with different orientation
nd/or anisotropic properties. The Fresnel coefficients are
alculated with the help of the Fresnel equations [17,18]
nd the vector equations from Sections 4 and 6. The en-
rgy transfer is described in terms of intensity transmit-
ance and reflectance factors T and R, respectively. Al-
hough this procedure is known in the literature, it is
ignificantly simplified by the use of the vector equations
erived in Sections 4 and 6.
In Section 8, we summarize the polarized ray-tracing
ethod. To this end, we apply the method to an aniso-

ropic medium and discuss the procedure for the calcula-
ion of the optical properties. In Subsection 8.A, we dis-
uss the procedure at an anisotropic interface, and in
ubsection 8.B, we discuss the procedure for an aniso-
ropic bulk material. These procedures form a clear out-
ine of how to apply our method in practice.

Finally, as a demonstration, we apply the model to an
ir–calcite interface in Subsection 9.A and to an artificial
nhomogeneous anisotropic structure in Subsection 9.B.
. QUASI–PLANE WAVES AND
EOMETRICAL OPTICS

he macroscopic Maxwell equations for the electric field
combined with the macroscopic material equations for

sotropic media without dispersion can be transformed
nto

�2E −
��

c2

�2E

�t2 + �� ln �� � � � E + ��E · � ln �� = 0,

�1�

ith a similar expression for the magnetic field H
cf. [32], p. 10). If the medium is homogeneous, � ln �=0
nd � ln �=0. Hence, Eq. (1) reduces to the Helmholtz
quation

�2E −
��

c2

�2E

�t2 = 0. �2�

quation (2) is a standard equation of wave motion and
uggests the existence of electromagnetic waves propa-
ating with a velocity v= c

���
. One of the solutions of

q. (2) is the time-harmonic plane wave. In regions far
way from light sources, we may define a more general
ype of wave field. Here the wave field may locally be rep-
esented by a time-harmonic quasi–plane wave (cf. [32],
. 111) given by

E�r,t� = Ẽ�r�ei�k0��r�−�t�, �3�

ith Ẽ�r� a complex vector and ��r� the optical path-
ength function, which is also called the eikonal function.
or anisotropic media, we are looking for solutions of the
ave field of the form given by Eq. (3). In general, the

omplex amplitude vector can be written as

Ẽ�r� = A�r�ei��r�Ê, �4�

here Ê is a unit vector, the amplitude A�r� is real, and
he phase term ��r� is real. We assume that there is no
bsorption and no scattering of the wave field inside a me-
ium. Therefore, we can say that the amplitude A and
hase � are constant throughout the medium. Only when
wave is refracted or reflected at an interface are the am-
litude and phase terms changed. For this reason, we cal-
ulate the entire wave field only at an (an)isotropic inter-
ace. In the bulk material of an (an)isotropic medium, it is
ufficient to calculate the light path of the propagating
ave.
The type of wave field given by Eq. (3) is suggested by

ommerfeld and Runge (cf. [33], p. 291) and is also re-
erred to as the Sommerfeld–Runge ansatz. Assuming
hat Eq. (2) yields, as a solution, a quasi–plane wave, we
mply that the local amplitude �Ẽ� and wave vector �k �
k0 ���� vary insignificantly over the distance of one
avelength, i.e.,

1

k0

��Ẽ�

�Ẽ�
� 1,

1

k0

��k�

�k�
� 1. �5�

The optical properties of the interface and bulk mate-
ial of a medium with electrical anisotropy are deter-



m
q
w

I
s
a
s
c
l
d

T
t
s
w
t

3
I
e
m
(
t
a

T
s
a
o
m
s
t
a

w
c
t
o

s
n
u
f
a
n
s
e
t

w
s
m
e
t
c
p

T
s
a
s
b
c
t
c
o
t
d

4
P
A
w
a

F
c
e
H

1262 J. Opt. Soc. Am. A/Vol. 25, No. 6 /June 2008 Sluijter et al.
ined by the Maxwell equations. When we substitute the
uasi–plane wave of Eq. (3) into the Maxwell equations,
e obtain (we consider only nonmagnetic media: �=1)

�� � H̃ + c�0�=Ẽ = −
1

ik0
� � H̃,

�� � Ẽ − c�0H̃ = −
1

ik0
� � Ẽ,

�� · �=Ẽ = −
1

ik0
� · �=Ẽ,

�� · H̃ = −
1

ik0
� · H̃. �6�

n the geometrical-optics approach, we are interested in
olutions of the wave field for large values of k0. As long
s the right-hand side terms in Eq. (6) are small with re-
pect to one, they may be neglected. However, rapid
hanges in the optical properties of the medium could
ead to large values of the divergence of �=Ẽ. Hence, we
emand that

�� · �=Ẽ�

k0
� 1. �7�

his condition implies that the elements of the dielectric
ensor (i.e., the material properties) should change very
lowly over the distance of a wavelength. In addition, the
ave amplitude should change very slowly over the dis-

ance of a wavelength, as we concluded earlier.

. UNIAXIAL OPTICAL INDICATRIX
n Eq. (6), we can confine our attention to the first two
quations, since the last two follow from them on scalar
ultiplication with ��. By introducing the vector p=��

wave normal) and eliminating H̃ from Eq. (6), we obtain
he “eikonal equation” for media with electrical
nisotropy

p � �p � Ẽ� + �=Ẽ = 0. �8�

he wave normal p is equivalent to the wave vector k
caled by a factor k0. The elements of the dielectric tensor
re constants of the medium determined by the choice of
ur Cartesian coordinate system. Since �= is a real sym-
etric matrix, it is always possible to find a coordinate

ystem in which the off-diagonal elements of the dielectric
ensor are zero. The dielectric tensor can then be written
s

�= = �
�x 0 0

0 �y 0

0 0 �z
� , �9�

here �x, �y, and �z are the relative principal dielectric
onstants and the x, y, and z axes are the principal dielec-
ric axes of the medium. These axes form the principal co-
rdinate system. The relative principal dielectric con-
tants are related to the principal indices of refraction nx,
y, and nz by �i=ni

2, with i=x ,y ,z. A medium is called
niaxially anisotropic if two of the principal indices of re-
raction are equal. Then the principal indices of refraction
re defined as nx=ny=no and nz=ne, where no is the ordi-
ary and ne is the extraordinary index of refraction. If we
olve Eq. (8) for the eigenvectors Ẽ and the corresponding
igenvalues n, we obtain the electromagnetic eigenmodes:
he ordinary and extraordinary waves.

We can write Eq. (8) as a matrix equation according to

A�p�Ẽ = 0, �10�

ith A a 3�3 matrix. Equation (10) has only nontrivial
olutions for the eigenvector Ẽ if the determinant of the
atrix A vanishes. This demand leads to a quadratic

quation H�px
2 ,py

2 ,pz
2�=0, and its solution represents a

hree-dimensional surface in p space. This surface is
alled the optical indicatrix (cf. [34], p. 20) and, in the
rincipal coordinate system, is given by

H = �px
2 + py

2

ne
2 +

pz
2

no
2 − 1�� �p�2

no
2 − 1� = 0. �11�

he uniaxial optical indicatrix consists of two concentric
hells: a sphere with radius no and an ellipsoid with semi-
xes no and ne. The ordinary wave is represented by the
phere �Ho�, and the extraordinary wave is represented
y the ellipsoid �He�. The two shells have two points in
ommon, namely, p= �0,0, ±no�. The line that goes
hrough the origin and these points is the z axis and is
alled the optical axis. Figure 1 shows one octant of the
ptical indicatrix in the principal coordinate system. In
he principal coordinate system, the optical axis is in the z
irection.

. GEOMETRICAL ANALYSIS OF
OLARIZATION VECTORS
s discussed in Section 2, the electric field vector can be
ritten as Ẽ=aÊ, with Ê a unit vector and a the complex
mplitude. The unit vector Ê is called the electric polar-

ig. 1. Octant of the uniaxial optical indicatrix in the principal
oordinate system. The two surfaces, sphere and ellipsoid, touch
ach other in their common points of intersection with the z axis.
ere we assumed positive birefringence, i.e., ne�no.
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zation vector. In anisotropic media, the polarization vec-
ors depend on the direction of propagation, the optical
xis, and the direction of the Poynting vector. In this sec-
ion, we derive concise expressions for the electric and
agnetic polarization vectors. The complex amplitude a

f an electric or magnetic field vector is discussed in
ection 7.
The polarization vectors for the ordinary and extraor-

inary waves can be obtained from Eq. (10). In addition, it
s convenient to use the geometrical properties of the op-
ical indicatrix to derive the expressions for the polariza-
ion vectors: For ordinary waves, the wave normal is de-
ned po=nop̂, with p̂ a unit vector. Then Eq. (10) yields

�
p̂x

2 p̂xp̂y p̂xp̂z

p̂yp̂x p̂y
2 p̂yp̂z

p̂zp̂x p̂zp̂y

ne
2

no
2 − p̂x

2 − p̂y
2�Eo = 0, �12�

ith Eo the direction of the ordinary electric field vector.
quation (12) implies that Eo is given by

Eo = �
p̂y

− p̂x

0
� . �13�

pparently, in the principal coordinate system, Eo is per-
endicular to the optical axis ô= �0,0,1� and the direction
f propagation po. These properties of Eo are generalized,
ince they are independent of the choice of the coordinate
ystem. As a result, the ordinary electric polarization
ector can be written as the unit vector

Êo =
po � ô

�po � ô�
. �14�

ccording to the Maxwell equations, the corresponding
agnetic polarization vector is (apart from a factor c�0)

o=po�Êo. Hence, the magnetic polarization vector is by
efinition not a unit vector.
The electric polarization vector of the extraordinary

ave can be written as

Êe =
�pe � ô� � �pHe

��pe � ô� � �pHe�
, �15�

here pe is the extraordinary wave normal, �p
�� / �px , � / �py , � / �pz �, and He represents the ellipsoid
urface (not necessarily in the principal coordinate sys-
em). In addition, the corresponding magnetic polariza-
ion vector is defined as He=pe�Êe. Apparently, the elec-
ric polarization vector Êe is perpendicular to both pe� ô
nd �pHe. In what follows, we will prove this.
By using the vector identity A� �B�C�

B�A ·C�−C�A ·B�, Eq. (8) can be transformed into �=Ẽ
��p�2Ẽ− �Ẽ ·p�p�=0. Hence, the vector components of Ẽ
an be written as
Ẽi =
�Ẽ · p�pi

�p�2 − �i
, i = x,y,z. �16�

bviously, Eq. (16) applies only if �p�2	�i. For ordinary
aves, Eq. (14) requires that Ẽo ·po=0. Then Eq. (16)
ields Ẽo=0. However, we are not interested in trivial so-
utions. For extraordinary waves, the inner product Ẽe ·pe
oes not necessarily vanish. In this case, we can conclude
rom Eq. (16) that �pe� ô� ·Ẽe=0, since, in the principal
oordinate system, pe� ô= �pey ,−pex ,0�. When �pe� ô� ·Ẽe
anishes in the principal coordinate system, it also
anishes in another coordinate system.

Next, we show that �pHe ·Ẽe=0. When we expand the
nner product with the help of Eqs. (11) and (16), we
btain

�pHe · Ẽe =
2�Ẽe · pe��pe�2

��pe�2 − no
2���pe�2 − ne

2�
He, �17�

ith He defined in the principal coordinate system. For
xtraordinary waves, He=0. As a result, the inner product
f Eq. (17) vanishes. If �pe � =no or �pe � =ne, we apply
’Hôpital’s rule to Eq. (17) and still conclude that the
nner product �pHe ·Ẽe vanishes. Similar to the conclu-
ions mentioned above, we conclude that �pHe ·Ẽe=0 in
ny arbitrary coordinate system.
We conclude that Ẽe is perpendicular to both pe� ô and

pHe, and therefore Eq. (15) is proved.
The optical indicatrix is depicted again in Fig. 2, but

ow with the electric polarization vectors of the ordinary
aves and the extraordinary waves indicated. Appar-
ntly, both the magnetic and electric polarization vectors
re tangent to the optical indicatrix. As a result, the time-
veraged Poynting vector, given by

ig. 2. Octant of the optical indicatrix in the principal coordi-
ate system. The electric polarization vectors of the ordinary
aves are indicated by the arrows on the sphere surface. The
lectric polarization vectors of the extraordinary waves are indi-
ated by the arrows on the ellipsoid surface. The polarization vec-
ors of both the ordinary and extraordinary waves are tangent to
he optical indicatrix.
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S� =
1

2
Re�E � H*�, �18�

here H* is the complex conjugate of H, is perpendicular
o the optical indicatrix. Consequently, the direction of 
S�
s the same as the direction of �pH, yielding


S� � �pH. �19�

. HAMILTONIAN METHOD FOR
NHOMOGENEOUS MEDIA
e define a ray as the trajectory of the Poynting vector,

iven by the integral curve of the Poynting vector field in
erms of the parameter 	 according to

dr

d	
= C
S�r�	���, �20�

here C is a proportionality constant. In a homogeneous
edium, the light rays will propagate along a straight

ine. However, light rays are curved in the bulk of an in-
omogeneous medium, due to a gradient in the refractive

ndex. In what follows, we describe a method to calculate
he curved trajectory of the Poynting vector in the bulk of

n anisotropic medium. v

t
�
p

w
e
t
c
m
o

T
m
c
r
(
t
H
t

Inside an inhomogeneous uniaxial anisotropic medium,
he direction of the optical axis depends on position. We
all the position-dependent optical axis the director. The
irector is indicated by a unit vector d̂= �d̂x , d̂y , d̂z� and is
arallel to the local optical axis ô. The component of the
lectric field in the direction of the director is �E · d̂�d̂, and
he dielectric permittivity in this direction is �0��, with
�=ne

2. The component perpendicular to the director is E
�E · d̂�d̂, and the dielectric permittivity in this direction

s �0��, with ��=no
2. The product of the dielectric permit-

ivities and the electric field vector components yields the
lectric flux density vector D according to

D = �0���E · d̂�d̂ + �0���E − �E · d̂�d̂�. �21�

his is the macroscopic material equation in terms of the
irector d̂. With ��=��−��, Eq. (21) reads

D = �0��E + �0 � ��E · d̂�d̂. �22�

n the Cartesian basis �x ,y ,z�, the components of D read
i=�0�ijEj, where

�ij = ���ij + � �d̂id̂j, i,j = x,y,z, �23�

ith �ij the Kronecker delta. Given the dielectric tensor of
q. (23), Eq. (8) can be written in terms of the director

ector components according to the matrix equation
��� + � �d̂x
2 + px

2 − �p�2 � �d̂xd̂y + pxpy � �d̂xd̂z + pxpz

��d̂yd̂x + pypx �� + � �d̂y
2 + py

2 − �p�2 � �d̂yd̂z + pypz

��d̂zd̂x + pzpx � �d̂zd̂y + pzpy �� + � �d̂z
2 + pz

2 − �p�2
�E = 0. �24�
ike Eq. (10), this equation has nontrivial solutions if the
eterminant of the matrix vanishes. The determinant
eads

�x,y,z,px,py,pz�

=����p�2 + � ��p · d̂�2 − ����� + � �����p�2 − ��� = 0,

�25�

here the vector components of d̂ depend on the coordi-
ates x, y, and z. If we take d̂= �0,0,1�, we obtain the op-
ical indicatrix in the principal coordinate system as de-
ned in Eq. (11). In addition, Eq. (25) can be written as
=HeHo=0, where He corresponds to extraordinary
aves and Ho corresponds to ordinary waves.
In order to find an expression for the ray path of a light

ay, we will use Eq. (25). A light ray can be denoted by the
arametric equations x=x�	�, y=y�	�, and z=z�	�, where
he parameter 	 can be considered as time. Since we are
nterested primarily in the energy transfer of a light ray,
e define a ray to be the trajectory of the Poynting vector,
iven by Eq. (20). According to Eq. (19), the direction of
he Poynting vector 
S� is the same as the direction of
pH. Hence, we can write a set of equations for the ray
ath given by

di

d	
= 


�H
�pi

, i = x,y,z, �26�

here the factor 
 is an arbitrary function of 	 and influ-
nces only the parametric presentation of the ray posi-
ion. As we move along the ray, the wave normal also
hanges. Hence, the vector components of the wave nor-
al are also functions of 	. Likewise, we can derive a set

f equations for the wave normal (cf. [30], p. 110) reading

dpi

d	
= − 


�H
�i

, i = x,y,z. �27�

he next step is crucial, since we apply a classical-
echanical interpretation to the light rays: A mathemati-

al light ray is considered a particle with coordinates
= �x ,y ,z� and generalized momentum p= �px ,py ,pz�

cf. [30], p. 115), which satisfy Eqs. (26) and (27), respec-
ively. Moreover, this particle has the energy
�x ,y ,z ,px ,py ,pz�=0. With this mechanical interpreta-

ion of a light ray, Eq. (25) represents a Hamiltonian
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ystem with canonical equations given by

d�x,y,z�

d	
= 
�pH, �28�

d�px,py,pz�

d	
= − 
�rH, �29�

here the ray position r�	� and momentum p�	� are func-
ions of the parameter 	. Equations (28) and (29) are also
alled the Hamilton equations. Equation (28) describes
he ray path of the Poynting vector. For each position r�	�,
here is a corresponding momentum p�	�, determined by
q. (29).
The gradients with respect to the wave normal and the

osition of the Hamiltonian in Eq. (25) can be written as

�pH = Ho�pHe + He�pHo, �30�

�rH = Ho�rHe + He�rHo. �31�

or ordinary waves, Ho=0. As a result, the Hamilton
quations for ordinary waves reduce to

d�x,y,z�

d	
= 
�pHo, �32�

d�pox,poy,poz�

d	
= − 
�rHo, �33�

here the term He is incorporated in the factor 
. For ex-
raordinary waves, we obtain the same set of equations,
xcept that the index o is replaced with the index e. By
sing Eq. (25), we will introduce novel expressions for the
radients of Eqs. (28) and (29) in terms of the director d̂.

In general, the Hamiltonian allows inhomogeneous di-
lectric constants. When the dielectric constants are inho-
ogeneous, their values are position dependent. Then the

artial derivatives of Ho read

�Ho

�i
= −

���

�i
,

�Ho

�poi
= 2poi, i = x,y,z. �34�

he partial derivatives of He are less trivial and yield

�He

�i
= 2��� − ����pe · d̂��pex

�d̂x

�i
+ pey

�d̂y

�i
+ pez

�d̂z

�i
� + ��

���

�i

+ ��� + �pe�2�
���

�i
,

�He

�pei
= 2��pei + 2��� − ����pe · d̂�d̂i, i = x,y,z. �35�

owever, for many liquid-crystal applications, �� and ��

re position-independent. Only the director d̂ depends on
osition. Then Ho is independent of position and the par-
ial derivatives of H read
o
�Ho

�i
= 0,

�Ho

�poi
= 2poi, i = x,y,z. �36�

s a result, po is constant [see Eq. (33)] and x�	�, y�	�, and
�	� represent a straight line. Likewise, the partial deriva-
ives of He reduce to

�He

�i
= 2��� − ����pe · d̂��pex

�d̂x

�i
+ pey

�d̂y

�i
+ pez

�d̂z

�i
� ,

�He

�pei
= 2��pei + 2��� − ����pe · d̂�d̂i, i = x,y,z. �37�

e conclude that, in contrast with ordinary waves, the
ay paths of extraordinary waves are curved.

For a homogeneous isotropic medium, i.e., ��=��, the
amilton equations reduce to

d�x,y,z�

d	
= 
�px,py,pz�,

d�px,py,pz�

d	
= 0, �38�

here 
 incorporates any residual terms. Hence, for ho-
ogeneous isotropic media, the ray paths are straight

ines.
Although the properties of the medium are allowed to

hange slowly over the wavelength, we conclude that the
ay paths of the ordinary wave are straight lines. Appar-
ntly, the director may change along the ray path while
he wave remains ordinary. Effectively, the ordinary wave
ehaves as if it is a wave in an isotropic medium with in-
ex of refraction n=no.
The equations of this section suggest that inside an in-

omogeneous uniaxial anisotropic medium, the ordinary
ave and extraordinary wave remain ordinary and ex-

raordinary, respectively. In other words, the light is not
cattered and propagates “adiabatically.” Moreover, Eq.
25) suggests that the ordinary and extraordinary waves
re mutually independent, since H=HeHo=0. This result
s also known as mode independency. However, the mode
ndependency is valid only to some approximation. Imag-
ne that �n= �ne−no � →0. Under these circumstances, the
rdinary and extraordinary waves can interact after be-
ng refracted at an anisotropic interface. In this case, the
nisotropy can be considered as a weak disturbance of the
sotropic properties of the medium. The latter is called a
uasi-isotropic approximation [31]. However, we will as-
ume the ordinary waves and extraordinary waves propa-
ate independently.

. GEOMETRICAL ANALYSIS OF THE
AVE NORMALS AT THE INTERFACE

n the bulk material of an inhomogeneous medium, we
re now able to calculate the ray paths of light rays by us-
ng the Hamiltonian method. In order to calculate the op-
ical properties at an anisotropic interface, it is necessary
o calculate the wave field at an interface, according to
q. (3). In Section 4, we have already derived the vector
quations for the electric and magnetic polarization vec-
ors. In order to calculate the polarization vectors of the
lectric and magnetic field vectors at an anisotropic inter-
ace, we must know the corresponding wave normals. In
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his section, we derive the vector equations for reflected
nd refracted wave normals at an anisotropic interface.
n Section 7, we will calculate the complex amplitudes a
f the field vectors Ẽ and H̃ with the help of the results
btained in the current section.

First, we consider a normalized incident Poynting vec-
or 
Ŝi� of an incident extraordinary wave. This vector de-
nes the direction of the energy transfer of a wave inci-
ent at an interface between two anisotropic media. By
sing the properties of the ellipsoid surface He and the
nit vector 
Ŝi�, we will derive an expression for the cor-
esponding incident extraordinary wave normal pie. Ac-
ording to Eq. (19), 
Ŝi� has the same direction as �pHe.
herefore, we obtain


Ŝi� =
�pHe

��pHe�
. �39�

ogether with the condition that He=0, Eq. (39) results in
our equations with three unknowns: the three vector
omponents of pie. This set of equations is solvable. As a
esult, we obtain an expression for the incident extraordi-
ary wave normal in terms of the vector components of
Ŝi� and, in the principle coordinate system, it reads

pie =
�ne

2
Ŝix�,ne
2
Ŝiy�,no

2
Ŝiz��

�ne
2 + �no

2 − ne
2�
Ŝiz�2

. �40�

f ne=no=n, Eq. (40) reduces to pi=n
Ŝi�, which applies
or ordinary waves and waves in isotropic media. Hence,
or arbitrary values of no and ne, we can apply Eq. (40) to
oth isotropic and anisotropic media in the principal co-
rdinate system.

For a proper determination of the reflected and re-
racted wave normals at the interface, we apply Snell’s
aw in vector notation given by

pi � n̂ = p � n̂, �41�

here n̂ is the local normal vector to the boundary, pi is
n incident wave normal, and p is the corresponding
ransmitted or reflected wave normal. Snell’s law de-
ands that the tangential component of the wave normal

ptn� be continuous across the boundary. Given the inci-
ent wave normal pi, the tangential wave normal ptn can
e calculated by subtracting the normal component from
he incident wave normal, yielding

ptn = pi − �pi · n̂�n̂. �42�

At this point, the waves can be either reflected or re-
racted. In the case of reflection, we define the no and ne of
he incident medium. In the case of refraction, we define
he no and ne of the second medium. In what follows, we
erive general expressions for the reflected and refracted
ave normals for which no and ne can be chosen arbi-

rarily.
For ordinary waves, the wave normal is determined by

he intersection of the vector po=ptn+�n̂ with the surface
=0, where � is a variable. Since H =0 represents a
o o
phere with radius no, � must satisfy the condition �ptn�2

�2=no
2. Therefore, we conclude that the transmitted or

eflected ordinary wave normal reads

po = ptn ± �no
2 − �ptn�2n̂, �43�

here the plus sign applies to transmitted waves and the
inus sign applies to reflected waves. In isotropic media,
e can apply Eq. (43) if no is replaced with n.
Similarly, the extraordinary wave normal is given by

pe = ptn + �n̂. �44�

he constant � is determined by the condition that the
nd point of the wave normal pe lies on the ellipsoid sur-
ace He=0. Therefore, in the principal coordinate system,
is now given by

� =
− B ± �B2 − 4AC

2A
,

A =
n̂z

2

no
2 +

n̂x
2 + n̂y

2

ne
2 ,

B =
2ptnzn̂z

no
2 +

2ptnxn̂x + 2ptnyn̂y

ne
2 ,

C =
ptnz

2

no
2 +

ptnx
2 + ptny

2

ne
2 − 1. �45�

gain, the plus sign applies to transmitted waves, and
he minus sign applies to reflected waves. If ne=no=n, A
1 / n2 , B= 2 / n2 �ptn · n̂�=0, and C= �ptn�2 / n2 −1. Then �

±�n2− �ptn�2, which applies for isotropic media and ordi-
ary waves (see Eq. (43)).
In this section, we have derived concise vector equa-

ions in order to calculate the incident, reflected, and re-
racted wave normals of both ordinary and extraordinary
aves at an anisotropic interface. These equations apply

o arbitrary values of no and ne. The reflected and re-
racted normalized Poynting vectors are defined in Eq.
39). The vector equations derived in this section apply
nly in the principal coordinate system. In addition, it can
e concluded that all wave normals, together with n̂, are
n the same plane: the plane of incidence.

. FRESNEL COEFFICIENTS AT THE
NTERFACE
ince we now can calculate the polarization vectors with
he corresponding wave propagation vectors, we are left
ith the calculation of the complex amplitudes a of the
lectric and magnetic field vectors Ẽ and H̃, respectively.

Consider a plane boundary that forms the interface be-
ween two different transparent media. Locally, these me-
ia either have homogeneous isotropic or homogeneous
niaxially anisotropic properties. This gives rise to four
ifferent kinds of interfaces, namely, isotropic–isotropic,
sotropic–anisotropic, anisotropic–isotropic, and
nisotropic–anisotropic. In order to calculate the electro-
agnetic fields at both sides of an interface, we apply
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oundary conditions. The boundary conditions (derived
rom Maxwell’s equations) demand that across the bound-
ry, the tangential components of the field vectors Ẽ and
˜ should be continuous (cf. [36], p. 18). In an isotropic

edium, these boundary conditions are applied to two in-
ependent modes. One mode is s polarized, with the elec-
ric polarization vector component perpendicular to the
lane of incidence. The other mode is p polarized, which
eans that the electric polarization vector component is

n the plane of incidence. In anisotropic media, the bound-
ry conditions are applied to the ordinary wave and the
xtraordinary wave separately.

For a general approach, we consider the case for an
nisotropic–anisotropic interface. Figure 3 shows the re-
racted and reflected waves at an anisotropic–anisotropic
nterface. In general, there are two reflected waves,
amely, an ordinary wave and an extraordinary wave, in-
icated by Ro and Re, respectively. Similarly, there is a
ransmitted ordinary wave and a transmitted extraordi-
ary wave, indicated by To and Te, respectively.
In order to apply the boundary conditions, we define

wo orthogonal vectors ts and tp tangential to the inter-
ace given by

ts = pi � n̂, tp = n̂ � ts. �46�

he boundary conditions are applied to both the s compo-
ents and the p components of the electromagnetic field
ectors. Application of the boundary conditions yields four
inear equations given by (cf. [18], p. 2391)

ts · �atoÊto + ateÊte� = ts · �Ẽi + aroÊro + areÊre�,

tp · �atoÊto + ateÊte� = tp · �Ẽi + aroÊro + areÊre�,

ts · �atoHto + ateHte� = ts · �H̃i + aroHro + areHre�,

tp · �atoHto + ateHte� = tp · �H̃i + aroHro + areHre�, �47�

here Ẽi and H̃i are the incident electric and magnetic
eld vectors, respectively. The vectors Ê and H are the
lectric and magnetic polarization vectors defined in Eqs.
14) and (15), respectively. The indices r and t denote re-

ig. 3. Refraction and reflection at an anisotropic–anisotropic
nterface. The transmitted ordinary wave and extraordinary
ave are indicated by To and Te, respectively. The reflected ordi-
ary wave and extraordinary wave are indicated by Ro and Re,
espectively.
ected and transmitted waves, respectively. The indices o
nd e denote ordinary and extraordinary waves, respec-
ively. These equations are the Fresnel equations and can
e written as a linear matrix equation given by

�
ts · Êto ts · Ête − ts · Êro − ts · Êre

tp · Êto tp · Ête − tp · Êro − tp · Êre

ts · Hto ts · Hte − ts · Hro − ts · Hre

tp · Hto tp · Hte − tp · Hro − tp · Hre

��
ato

ate

aro

are

�
= �

ts · Ẽi

tp · Ẽi

ts · H̃i

tp · H̃i

� . �48�

he only unknowns in this matrix equation are the com-
lex amplitudes ato, ate, aro, and are. These complex am-
litudes are the Fresnel coefficients. The matrix equation
an be solved analytically and by any of the standard
ethods as, e.g., described in [37]. Note that Ẽi should

epresent a polarization eigenmode of the incident me-
ium. For this type of interface, this means that Ẽi rep-
esents either an ordinary wave or an extraordinary
ave. In an isotropic medium, Ẽi is always a polarization
igenmode of the medium so that Ẽi can be chosen arbi-
rarily.

The advantage of Eq. (48) is that it is also applicable to
he remaining types of interfaces. Consider for example
n isotropic–anisotropic interface. For this type of inter-
ace, aro and are need to be replaced with ars and arp, re-
pectively. In addition, Êro, Êre, Hro, and Hre are replaced
ith Êrs, Êrp, Hrs, and Hrp, respectively. Of course, Eqs.

14) and (15) no longer apply for the reflected waves. In-
tead, we define the electric polarization vector of the
-polarized wave component

Êrs =
pr � n̂

�pr � n̂�
, �49�

nd the electric polarization vector of the p-polarized
ave component is defined as

Êrp =
Êrs � pr

�Êrs � pr�
. �50�

or an anisotropic–isotropic interface, Eqs. (49) and (50)
pply as well, provided that the index r is replaced with
he index t, resulting in the set of Fresnel coefficients ats,
tp, aro, and are. For isotropic–isotropic interfaces, Eqs.
49) and (50) apply for both the index r and the index t,
ielding ats, atp, ars, and arp.

As a result, the electromagnetic field of, e.g., a reflected
ave in an isotropic medium is given by
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Er = �arsÊrs + arpÊrp�ei�k0�r−�t�,

Hr =
1

c�0
�arsHrs + arpHrp�ei�k0�r−�t�, �51�

hile the electromagnetic field of a transmitted extraor-
inary wave is given by

Ete = ateÊtee
i�k0�te−�t�, Hte =

1

c�0
ateHtee

i�k0�te−�t�. �52�

rom the electromagnetic field, we can calculate the time-
veraged Poynting vector using Eq. (18). Moreover, we
an determine the phase and the polarization state.

Finally, for an arbitrary type of interface, we can apply
he law of conservation of energy flow in the direction of
he normal vector n̂. For an anisotropic–anisotropic inter-
ace, this yields

n̂ · 
Sto� + n̂ · 
Ste� − n̂ · 
Sro� − n̂ · 
Sre� = n̂ · 
Si�. �53�

he minus sign appears since, for reflected waves,
ˆ · 
Sr��0. By dividing both sides of Eq. (53) by n̂ · 
Si�, we
btain

n̂ · 
Sto�

n̂ · 
Si�
+

n̂ · 
Ste�

n̂ · 
Si�
−

n̂ · 
Sro�

n̂ · 
Si�
−

n̂ · 
Sre�

n̂ · 
Si�
= 1. �54�

he electromagnetic field at an anisotropic–anisotropic
nterface has to satisfy Eq. (54). Each term on the left-
and side of Eq. (54) represents either an intensity trans-
ittance factor T or an intensity reflectance factor R.
onsequently, Eq. (54) can be written as

To + Te + Ro + Re = 1, �55�

ith

To =  n̂ · 
Sto�

n̂ · 
Si�
, Te =  n̂ · 
Ste�

n̂ · 
Si�
 ,

Ro =  n̂ · 
Sro�

n̂ · 
Si�
, Re =  n̂ · 
Sre�

n̂ · 
Si�
 . �56�

or the remaining types of interfaces, we obtain similar
esults. The difference is that for an isotropic–anisotropic
nterface, we obtain To, Te, and R. For an anisotropic–
sotropic interface, we obtain Ro, Re, and T. For isotropic–
sotropic interfaces, we simply obtain R and T.

The procedure described in this section is known in the
iterature. However, the main conclusion of this section is
hat the calculation of the Fresnel coefficients is signifi-
antly simplified with the help of the vector equations de-
ived in Sections 4 and 6.

. GENERAL PROCEDURE FOR SLOWLY
ARYING ANISOTROPIC MEDIA

n this section, we will discuss a general procedure that
an be applied when we are interested in the optical prop-
rties of the interface and the bulk of an anisotropic me-
ium. In practice, one usually begins the process of ray
racing outside an anisotropic medium. Hence, we first
iscuss the optical properties of an anisotropic interface.
hen we describe how to proceed in the anisotropic bulk
aterial.

. Optical Properties of an Anisotropic Interface
n general, an anisotropic interface is locally defined by
he surface normal n̂ and the optical properties of the in-
ident medium (medium 1) and the second medium (me-
ium 2). In order to maintain a general approach, we will
ssume that both medium 1 and medium 2 are aniso-
ropic. The optical properties of medium 1 are defined by
he local optical axis at the interface ô1 and the local in-
ices of refraction no1 and ne1. Likewise, the optical prop-
rties of medium 2 are defined by ô2, no2, and ne2. With
his information, the configuration is specified.

Then we need to define an incident wave field with nor-
alized Poynting vector 
Ŝi� and electric polarization vec-

or Ei
ˆ . This electric polarization vector should be a polar-

zation eigenmode of the medium. For anisotropic media,
his means that Ei

ˆ either represents an ordinary wave or
n extraordinary wave. For the moment, we assume an
xtraordinary wave.

With Eqs. (40) and (42), we calculate the incident ex-
raordinary wave normal pie and the tangential wave nor-
al ptn. However, Eq. (40) applies only in the principal

oordinate system. Therefore, the optical axis ô1, the sur-
ace normal n̂, and the incident Poynting vector 
Ŝi�
hould be transformed to a local coordinate system in
hich the optical axis ô1= �0,0,1�. Consider a matrix A1

hat represents a linear orthogonal transformation that
ransforms the optical axis ô1 to A1ô1= �0,0,1�. Then the
new input” is given by 
Ŝi

p�=A1
Ŝi�and n̂p=A1n̂, where
he index p denotes the principal coordinate system.
hese vectors can be applied to Eqs. (40) and (42). As a
esult, we know pie

p and ptn
p in the local principal coordi-

ate system of medium 1. In addition, we can calculate
he reflected wave normals pro

p and pre
p in the principal co-

rdinate system of medium 1 by applying Eqs. (43)–(45).
bviously, we apply the minus sign in Eq. (45).
Subsequently, we need to transform the calculated

ave normals pie
p , ptn

p , pro
p , and pre

p and the vectors 
Ŝi
p�,

ˆ p, and ô1
p back to the original coordinate system of me-

ium 1. To this end, we apply the inverse of the matrix
1, denoted by A1

−1.
Next, we calculate the refracted wave normals pto and

te by using Eqs. (43)–(45). Since Eq. (45) applies only in
he principal coordinate system, n̂ and ptn need to be
ransformed to the principal coordinate system of medium
. Similar to the considerations mentioned above, we de-
ne a matrix A2 that transforms the optical axis ô2 to
2ô2= �0,0,1�. In this case, the new vectors in the princi-
al coordinate system of medium 2 are defined as n̂p and

tn
p . These vectors are applied to Eqs. (43)–(45). This time,
e apply the plus sign in Eq. (45). Finally, the vectors n̂p,

tn
p , ô2

p,pto
p , and pte

p are transformed back to the original
oordinate system of medium 2 by applying the inverse
atrix A2

−1.
The transformation matrices A denote rotation matri-

es. The rotation matrices used here are 3�3 matrices
hat represent a geometric rotation about a fixed origin in
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hree-dimensional space. The exact definition of these
atrices depends on the definition of the optical axis ô.
he procedure for finding the right rotation matrices en-
ails straightforward linear algebra. Hence, we will not
iscuss this procedure here.
For the calculation of the Fresnel coefficients, we first

eed to calculate the electric and magnetic polarization
ectors of the incident, refracted, and reflected waves. By
pplying Eqs. (14) and (15), we obtain

Êto =
pto � ô2

�pto � ô2�
,

Ête =
�pte � ô2� � �pHe�p=pte

��pte � ô2� � �pHe�p=pte�
,

Êro =
pro � ô1

�pro � ô1�
,

Êre =
�pre � ô1� � �pHe�p=pre

��pre � ô1� � �pHe�p=pre�
. �57�

ake note of the fact that before �pHe can be applied to
q. (57), it needs to be calculated in the principal coordi-
ate system and the resulting vector products on the
ight-hand sides of Eqs. (57) must than be transformed
ack to the original coordinate system. As mentioned be-
ore, the electric polarization vector Êi of the incident
ave is an input vector. In addition, the incident mag-
etic polarization vector is given by Hi=pie�Êi. Like-
ise, we can calculate the magnetic polarization vectors
f the refracted and reflected waves Hto, Hte, Hro, and Hre.
inally, the orthogonal vectors ts and tp are given by
q. (46).
In general, it is convenient to define the incident elec-

ric field vector Ẽi=Êi. Then the Fresnel coefficients can
e obtained from the matrix equation given by Eq. (48).
his matrix equation can be solved analytically or by any
f the standard procedures described in Numerical Reci-
es (cf. [37], Chapter 2). As a result, the electromagnetic
elds of the incident and refracted waves are given by

Ei = Êie
i�k0�i−�t�, Hi =

1

c�0
Hie

i�k0�i−�t�,

Eto = atoÊtoe
i�k0�to−�t�, Hto =

1

c�0
atoHtoe

i�k0�to−�t�,

Ete = ateÊtee
i�k0�te−�t�, Hte =

1

c�0
ateHtee

i�k0�te−�t�. �58�

he reflected electromagnetic fields are similar, provided
hat the index t is replaced with the index r. When we ap-
ly Eq. (18), the phase terms of the corresponding electric
nd magnetic fields in Eq. (58) cancel out. Finally, we ap-
ly Eqs. (55) and (56) in order to calculate the intensity
ransmittance and reflectance factors T , T , R , and R .
o e o e
. Optical Properties of an Anisotropic Bulk Material
t this point, we can continue with the calculation of the
ay paths r�	� in the bulk of medium 1 and medium 2. The
ay paths can be calculated if the director d̂= �d̂x , d̂y , d̂z� is
nown as a function of position inside the medium. In
ther words, we assume that the normalized vector field

ˆ �x ,y ,z� is given. In addition, we assume position-
ndependent refractive indices no and ne.

As an example, we can determine the ray path of the
efracted extraordinary wave. If we redefine 	 such that
=1, the corresponding Hamilton equations are

dr�	�

d	
= �pHe�d̂�,

dpe�	�

d	
= − �rHe�d̂�, �59�

ith �pHe and �rHe as defined in Eq. (37):

�He

�i
= 2��� − ����pe · d̂��pex

�d̂x

�i
+ pey

�d̂y

�i
+ pez

�d̂z

�i
� ,

�He

�pei
= 2��pei + 2��� − ����pe · d̂�d̂i, i = x,y,z. �60�

hese equations of Eq. (59) are a set of six coupled first-
rder differential equations for the vector components of
�	� and pe�	�. These differential equations can be solved
ith, e.g., the first-order Runge–Kutta method, also
nown as the Euler method (cf., [37], p. 704). If we start
t the anisotropic interface at “time” 	=	0, the initial con-
itions for the set of first-order differential equations are
iven by

r�	0� = �x0,y0,z0�,

pe�	0� = pte. �61�

y taking steps �	 in the time 	, the Runge–Kutta
ethod solves the ray path r�	0+N�	� and the corre-

ponding wave normal pe�	0+N�	�, with N�N. In this
ay, we obtain the ray path of the extraordinary wave in

he bulk material of medium 2. Likewise, we can calculate
he ray paths of the refracted ordinary wave in medium 2
nd the reflected waves in medium 1.
We always need to define a director profile before we

an apply the model. This director profile may be specified
y an explicit mathematical formula. This means that the
irector is known at all points in space. Then we say that
he director profile is continuous. On the other hand, nu-
erical director profiles define the director only at dis-

rete points in space. Numerical director profiles are pro-
uced by optical analysis software programs, like LCD
aster [38] or 2dimMOS [39]. In that case, the director

rofile can be interpolated and the order of the interpola-
ion must be the order of the Runge–Kutta method. Our
odel can be applied to both mathematical and numerical

irector profiles.
In this section, the vector equations for the polarized

ay tracing of an extraordinary wave are clearly dis-
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layed. Altogether, the procedure described here is a clear
utline of how to apply the polarized ray-tracing method
erived in Sections 4–7 in practice.

. SOME MODELING RESULTS FOR
RACTICAL GEOMETRIES

n order to establish a link with the real world of aniso-
ropic phenomena, we present two cases to which our
odel is applied. First, we apply the model to an air–

alcite interface. Second, we apply the model to an inho-
ogeneous anisotropic director profile in three dimen-

ions.

. Transmission and Reflection at an Air–Calcite
nterface
he model described in Sections 3–7 can be used to deter-
ine the optical properties of an anisotropic medium at

n interface. As an example, we apply the model to a
lane isotropic–anisotropic interface. We define the iso-
ropic and anisotropic medium to be air and calcite, re-
pectively. We use calcite with an ordinary index of refrac-
ion no=1.655 and an extraordinary index of refraction
e=1.485 (negative birefringence) [16]. These values for
he refractive indices are valid for light with a wavelength
f 633 nm. The plane of incidence is the xz plane, and the
ptical axis ô is at 45° with the xz plane. The incident
ight has a linear polarization in the plane of incidence (p
olarization). As a function of the angle of incidence i, we
alculate the transmittance factor To for the ordinary
ave. Similarly, we calculate Te, Rs, and Rp. The results
re depicted in Fig. 4. The sum of To, Te, Rs, and Rp is in-
icated by Tt and should result in 1 for any value of i.
It appears that the tilted optical axis generates both ex-

raordinary and ordinary waves. In addition, the reflected
ight is mainly p polarized. The Brewster angle B is de-
ned as the angle where Rp vanishes. From Fig. 4, we can
ead a Brewster angle of 59.76°. In Lekner, the Brewster
ngle is calculated analytically [22]. There the reflection

ig. 4. Transmittance and reflectance factors as a function of
he angle of incidence i for an air–calcite interface. The optical
xis is at 45° with the plane of incidence; To and Te are the ordi-
ary and extraordinary transmittance factors, respectively; Rs
nd Rp are the reflectance factors for s- and p-polarized light, re-
pectively; Tt is the sum of these factors and should result in 1
or any value of i. The Brewster angle B is the angle where Rp
anishes and reads 59.76°.
mplitudes result in a quartic equation of which one of
he physical roots determines the Brewster angle. Lekner
redicts a Brewster angle of 59.75° (cf. [22], Table 1, p.
766). Lekner also calculates the Brewster angle B as a
unction of the angle � that the optical axis makes with
he normal n̂ [16]. In this case, the optical axis is defined
n the plane of incidence. Figure 5 shows the Brewster
ngle as a function of the square of the cosine of the angle
, denoted by �2. We can conclude that Lekner’s results
re well reproduced (cf. [16], Fig. 1, p. 2061).

. Artificial Gradient-Index Lens
n this section, we apply the model to light rays incident
n an artificial three-dimensional inhomogeneous director
rofile. With this artificial director profile, we aim to dem-
nstrate the capacity of our method to provide insight into
he optical behavior of such configurations.

Consider a Cartesian coordinate system in which the
lane z=0 is defined as a grounded conducting plate with
lectric potential �=0. Let there be a point charge in
0,0,a�, for some a�0, with positive charge q (see Fig. 6).
sing the method of images [36], we can write the electric
otential due to the charge q for z�0 as

��x,y,z� =
q

4��0

1

�x2 + y2 + �z − a�2

−
q

4��0

1

�x2 + y2 + �z + a�2
. �62�

ig. 5. Brewster angle B for an air–calcite interface as a func-
ion of �2. The optical axis is in the plane of incidence. The pa-
ameter � is the cosine of the angle � between the optical axis ô
nd the surface normal n̂.

ig. 6. Point charge q at a distance a above the origin. The
lane z=0 is defined as a grounded conducting plate. As a result,
here is an electric field in the half-space z�0.
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he corresponding electric field is then given by
�x ,y ,z�=−���x ,y ,z�. Let the space z�0 be filled with
n anisotropic medium with the material properties of liq-
id crystal. We will assume that the field is so high that
ll directors follow the field direction. In other words, the
lectric energy is considered to be much higher than the
lastic energy between the directors. Hence, the director
rofile due to the electric field of the point charge q is

d̂�x,y,z� =
E�x,y,z�

�E�x,y,z��
, z � 0. �63�

igure 7 shows the director profile in the xz plane for a
50, x� �−50,50�, and z� �0,100�. The anisotropic me-
ium in the upper half-space z�0 has an ordinary index
f refraction no=1.5 and an extraordinary index of refrac-
ion ne=1.7. The lower half-space z�0 is assumed to be
lass with an index of refraction nglass=1.5.

We will use the Hamilton equations to calculate the ray
aths of waves propagating from the glass into the aniso-
ropic medium. In particular, we calculate the ray paths
f extraordinary waves by using Eqs. (59) and (60). By
aking small steps in the “time” 	, the position r�	� and
omentum p�	� are calculated using the first-order
unge–Kutta method.
Figure 8 shows several ray paths of extraordinary

aves at normal incidence to the plane z=0. The plane of
ncidence is the xz plane. Apparently, light is absent in
he region above the point charge q, and the ray paths
eem to form a “curtainlike” appearance.

At z=100, a matrix of intervals in x and y is defined,
hich is used to bin the x and y coordinates of ray paths.
he number of rays collected by each interval is a mea-
ure for the intensity. Then the spatial intensity distribu-
ion at z=100 should give us an idea of the optical behav-
or.

We define rays of light propagating in the z direction
ncident on the (transparent) conducting plate. The initial

ig. 7. Director profile (i.e., the normalized electric field due to
he point charge q) in the xz plane for a=50, x� �−50,50�, and
� �0,100�. The profile has azimuthal symmetry.
ositions of the rays �x0 ,y0 ,z0� randomly lie inside a
quare defined by x0� �−10,10� and y0� �−10,10�. These
ays are refracted at the conducting plate at z=0, where
ˆ = �0,0,−1�. Propagating along the z direction, the rays

ould result in ordinary waves after being refracted.
ence, according to the Hamilton equations, the rays
ould not be curved. To overcome this effect, we perturb

he incident angle of the rays to 10−6 deg in the xz plane.
n addition, we define a linear polarization parallel to the
z plane. As a result, the refracted waves are extraordi-
ary waves.
Figure 9(a) shows the intensity distribution I at z

100. The number of rays that is traced is 30.000. The
hite square indicates the boundary in which the initial
ositions (at z=0) of the incident rays lie. In Figs.
(b)–9(f), this square is moved along the line x=y. It is
lear that the intensity distribution changes with the po-
ition of the square.

In Fig. 9(f), the distortion of the square light source is
nly little, since the square is far away from the point
harge. However, in Fig. 9(a), the square light source at
=0 is transformed into a circularlike light distribution at
=100. This is the case when the center of the square is
xactly below the point charge.

Although the anisotropic structure examined here is
ctitious, it brings the application of liquid-crystal mate-
ial in anisotropic gradient-index lenses to mind.

0. CONCLUSIONS
n this article, we have developed a general and complete
ay-tracing method in the geometrical-optics approach.
e can use the model to calculate ray paths with polar-

zed ray tracing in the bulk material of inhomogeneous
nisotropic media in three dimensions, provided the prop-
rties of the medium change slowly over one wavelength.
n addition, this model enables one to calculate the optical
roperties of, in general, curved interfaces with arbitrary
rientation and/or anisotropic properties. Finally, we have
erived vector equations that are general, concise, and
asy to apply. In combination with these vector equations,
he ray-tracing method presented in this article becomes
clear outline of how to apply the classical theory in prac-

ice.

ig. 8. Ray paths of several extraordinary waves at normal in-
idence to the plane z=0, where the xz plane is the plane of in-
idence. Note the “curtainlike” behavior, allowing no light in the
egion above the point charge.
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We have shown that computations to anisotropic inter-
aces in existing literature can be well reproduced by the
odel. In addition, the model is applied to an artificial an-

sotropic gradient-index profile in three dimensions. It
as been shown that, given an arbitrary director profile
ithin defined boundaries, our method can be applied in
rder to assess the optical properties of the anisotropic
ptical system.
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