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## Abstract

In streaming video completion one aims to fill in missing pixels in streaming video data. This is a problem that naturally arises in the context of surveillance videos. Since these are streaming videos, they must be completed online and in real-time. This makes the streaming video completion problem significantly more difficult than the related video completion problem. State-of-the-art streaming video completion methods based on adaptive matrix completion, do not work well when the number of missing pixels is high $(\sim 95 \%)$. Therefore, in this report a new streaming video completion method will be introduced based on a tensor-networked Kalman filter. The results in this report will show that this Kalman filter method performs better than the state-of-the-art methods when the percentage of missing pixels is high ( $\sim$ $95 \%$ ).
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## Chapter 1

## Introduction

In streaming video completion one aims to fill in missing or removed pixels in streaming video data. These missing pixels, therefore, need to be restored in real-time. Furthermore, this completion can only be done based on past frames and the measurement of the current corrupted frame (Figure 1-1). This makes the streaming video completion more difficult than the related video completion problem. Where, in general, the full (offline) video is used to perform the completion $[16,37]$.

The corruption of streaming videos can occur for a variety of reasons. The focus of this thesis will be on the surveillance video application. In this case, camera footage can be suddenly obstructed. This could be due to hardware failure (e.g. dead pixels) or someone trying to cover-up the camera. In both cases it is important to still be able to see what is going on, preferably in real-time.

Because this report focuses on the video surveillance application, the following assumptions will be made in order to solve this problem. One is that we assume that we have access to uncorrupted video data prior to the corruption 'event'. So looking at Figure 1-1 there are $t_{c}-1$ frames that can be used as prior information. Thus, it is possible to use information from past frames to perform the recovery of current frames. Another assumption is that the video cameras are fixed, which is often the case in video surveillance. This assumption makes it possible to subtract the background from the frame, which leads to a sparser representation of the data (Section 4-1-3). This makes it possible to represent the video data more efficiently (by using tensor-trains with smaller ranks, Section 4-2-2); as well as providing a better estimate of the video frame, since only the unknown 'foreground' of the frame is estimated.
Many state-of-the-art video completion methods are batch methods and use the full video to perform the completion $[2,14,25,46]$. These methods either use patch-based completion techniques [17], often in combination with matrix completion, or they use tensor completion techniques on a tensor of the entire video [2,46]. While this can give, especially in the case of tensor completion, an accurate reconstruction of the original video, these methods are not applicable to streaming videos. A possible way to solve this is to use a frame-byframe approach, thus reducing the problem to an image completion problem. However, this


Figure 1-1: Illustration streaming video completion [1].
approach is rather naive, as it completely ignores the additional information provided in the temporal domain and could lead to a lack of temporal coherency.

Currently, there are a couple of methods that can be applied specifically to the streaming video completion. One is based on matrix completion and one is based on tensor completion: adaptive matrix completion [40] and streaming tensor completion [26]. How these methods work will be explained briefly.

Adaptive Matrix Completion In matrix completion one tries to recover a matrix from a small subset of its entries. In general this problem is ill-posed, it has an infinite number of solutions. However, when the underlying matrix is assumed to be of low-rank, the matrix completion problem is reduced to a rank minimization problem [3]. Because the rank function is non-convex in general and the minimization problem is NP-hard to solve, the rank function is often replaced by the nuclear norm: $\|\mathbf{X}\|_{\star}=\sum_{i} \sigma_{i}(\mathbf{X})$, where $\sigma(\mathbf{X})$ denotes the singular values of $\mathbf{X}$. The nuclear norm is the tightest convex bound of the matrix rank function [35]. Thus, the optimization problem becomes,

$$
\begin{align*}
& \min _{\mathbf{X}}\|\mathbf{X}\|_{\star}  \tag{1-1}\\
& \text { s. t. } \mathbf{M}(i, j)=\mathbf{X}(i, j) \quad(i, j) \in \Omega .
\end{align*}
$$

where $\mathbf{M} \in \mathbb{R}^{M \times N}$ is a low-rank matrix that is observed over a subset $\Omega$ of its entries $((i, j) \in \Omega$ if $\mathbf{M}(i, j)$ is observed), and $\mathbf{X}$ represents the completed low-rank matrix.


Figure 1-2: Reconstruction of streaming video using the PLMS algorithm [1, 40]. (a) shows the original frame, (b), (c) and (d) the reconstructed frames when $50 \%, 75 \%$ and $95 \%$ of the pixels are missing, respectively.

Adaptive matrix completion aims to complete a sequence of low-rank matrices:

$$
\left\{\mathbf{X}^{(1)}, \mathbf{X}^{(2)}, \ldots, \mathbf{X}^{(T)}\right\}
$$

This method can be applied to the streaming video completion by setting the frames of the streaming video as the to be completed matrices (see Section 4-1-1 for how frames can be represented as matrices). The methods proposed in [40] are variations on the least mean square (LMS) algorithm [7], adding the nuclear norm as a regularizer to the cost function to ensure that the matrices are low-rank.

In Figure 1-2 one can see the result of using the proximal LMS (PLMS) algorithm from [40] applied to the streaming video completion problem ( $\mu=1$ and $\lambda=0.8$ ). Clearly, when only $50 \%$ of the pixels is missing (Figure 1-2b) the reconstruction matches the original frame fairly well. However, when the percentage of missing pixels becomes much higher, the algorithm does not work as well. In the case that $95 \%$ of the pixels are missing the reconstructed frame does not resemble the original frame at all.

Streaming Tensor Completion Tensor completion is similar to matrix completion, however, instead of trying to recover a matrix, tensor completion aims to recover the missing entries of a tensor. In streaming tensor completion a new slice of the to-be-completed tensor becomes available at each time-step [26] (Figure 1-3). In case of a streaming video these slices would be equal to the frames of the video.


Figure 1-3: Illustration of streaming tensor completion [26]. $\mathcal{Y} \in \mathbb{R}^{M \times N \times T}$ is the to-becompleted tensor, $\mathbf{Y}_{t} \in \mathbb{R}^{M \times N}$ is the $t$-th slice of that tensor and $\boldsymbol{\Omega}_{t} \in \mathbb{R}^{M \times N}$ is a matrix containing the observations of $\mathbf{Y}_{t}$ (i.e. $\boldsymbol{\Omega}_{t}(m, n)=1$ if $\mathbf{Y}_{t}(m, n)$ is observed).


Figure 1-4: Dynamic MRI inpainting using TeOSGD [26]. (a) Original frame, (b) data undersampled by a factor of 4 , reconstructed frame with (c) $25 \%$ available data and (d) $40 \%$ available data [26].

In [26] an algorithm was proposed to solve the streaming tensor completion problem, based on an online stochastic gradient descent (SGD) algorithm. This algorithm will be referred to as the online SGD algorithm for tensor decomposition and imputation (TeOSGD). In numerical tests TeOSGD was shown to be effective in the inpainting of dynamic cardiac MRI images (Figure 1-4), a problem related to the video completion problem. It can, however, take up to 100 seconds for the algorithm to learn the tensor subspace, so it can take 100 seconds before an accurate reconstruction can be made. For streaming video completion this is simply not fast enough.

Unfortunately the authors of [26] could not be reached for the code to implement the TeOSGD algorithm. Since it would be very time-consuming to implement this algorithm myself due to its complexity, and I simply did not have the time to do so, it was not possible to determine whether this method works if more than $75 \%$ of the pixels are missing.

## Contribution of this Thesis

Because both of the above mentioned methods have their limitations, in this thesis a new method will be proposed to solve the streaming video completion problem, using a tensornetworked Kalman filter. The main idea behind using a Kalman filter for the video completion problem, is to model the frames of the video as the state-vectors ( $\mathbf{x}[k]$ ) of a state-space system (1-2). The state-vectors are thus vectorizations of the video frames and the state-space system describes the changes in the video frames over time. The estimation of the state-vector is performed by the Kalman filter using the measurements of the uncorrupted pixels $(\mathbf{y}[k])$. Due to the size of the corresponding state-space system it is necessary to use tensor-networks to keep the calculations tractable.

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{x}[k]+\mathbf{w}[k], \quad \mathbf{w}[k] \sim \mathcal{N}(0, \mathbf{W}[k]) \\
\mathbf{y}[k] & =\mathbf{C} \mathbf{x}[k] \tag{1-2}
\end{align*}
$$

This method was first proposed in [24] as part of a bachelor's thesis. Here, this method will be further improved and tested. Furthermore, it will be shown that the Kalman filter method outperforms the state-of-the-art methods based on adaptive matrix completion when the number of missing pixels is very high ( $\sim 95 \%$ ).

This thesis is structured as follows. First, some background information will be provided on tensors-networks (Chapter 2) and the Kalman filter (Chapter 3). Then the tensor-networked Kalman filter will be introduced in Chapter 4. Followed by the discussion of the results (Chapter 5), and some conclusions and recommendations for future research (Chapter 6).

## 1-1 Notation

The following notation conventions will be used. Vectors, matrices and tensors are denoted by boldface lowercase letters (e.g. a), boldface uppercase letters (e.g. A) and boldface Euler script letters (e.g. $\mathcal{A}$ ), respectively. Scalars are denoted by italic letters, these can be both lower- and uppercase (e.g. a or $A$ ). Usually, lowercase letters are used for indices and uppercase letters for the dimensions (or modes) of a tensor. For instance, an element indexed by $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$ of a tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is denoted as $\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)$.

Lower case italic letters can also be used as a more compact way to denote an element (or subset of elements) of a vector, matrix or tensor. In this case the indices are indicated in the subscript, e.g. $\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=a_{i_{1}, i_{2}, \ldots, i_{d}}$. Colons are used to indicate all, or a range of, elements of a dimension. The $n$-th row of a matrix is thus represented as $\mathbf{A}(n,:)=a_{n,:}$.
$\mathbf{A}^{T}$ and $\mathbf{A}^{-1}$ are used to denote the transpose and the inverse of a matrix $\mathbf{A}$, respectively. The singular values of a matrix $\mathbf{A}$ are denoted as $\sigma(\mathbf{A})$, and the $i$-th singular value (in descending order) is denoted by $\sigma_{i}(\mathbf{A})$. The Frobenius norm is denoted by $\|\cdot\|_{F}$ and the nuclear norm by $\|\cdot\|_{\star} \cdot \odot$ is used to represent the Hadamard product and $\otimes$ to represent the Kronecker product. Table 1-1 gives an overview of all these notation conventions.

| Notation | Definition |
| :--- | :--- |
| $\mathcal{A}$ | Tensor |
| $\mathbf{A}$ | Matrix |
| $\mathbf{a}$ | Vector |
| $a$ or $A$ | Scalar |
| $\mathbf{a}(i)=a_{i}$ | $i$-th entry of a vector a |
| $\mathbf{A}(i, j)=a_{i, j}$ | Element $(i, j)$ of a matrix $\mathbf{A}$ |
| $\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)=a_{i_{1}, i_{2}, \ldots, i_{d}}$ | Element $\left(i_{1}, i_{2}, \ldots, i_{d}\right)$ of a $d$-dimensional tensor $\mathcal{A}$ |
| $\mathbf{A}^{(n)}$ | $n$-th matrix in a sequence of matrices $\left(\left\{\mathbf{A}^{(1)}, \mathbf{A}^{(2)}, \ldots, \mathbf{A}^{(N)}\right\}\right)$ |
| $\mathbf{A}^{-1}$ | Matrix inverse |
| $\mathbf{A}^{T}$ | Matrix transpose |
| $\\|\cdot\\|_{F}$ | Frobenius norm |
| $\\|\cdot\\|_{\star}$ | Nuclear norm |
| $\odot$ | Hadamard product |
| $\otimes$ | Kronecker product |

Table 1-1: Notation conventions.

## Chapter 2

## Tensor-Networks

In this thesis a tensor-networked Kalman filter will be proposed to solve the streaming video completion problem. In order to understand what is meant by a tensor-networked Kalman filter, it is important to first understand what tensor-networks are. Therefore, in this chapter an introduction will be given into the subject of tensors (i.e. multi-linear algebra) (Section 21) and tensor-networks, specifically the tensor-train (TT) decomposition that will be used in this report (Section 2-2). This introduction is by no means exhaustive, as only those concepts will be introduced that are relevant to the current application. For a more exhaustive overview of tensors and tensor-networks the reader is advised to consult [8].

## 2-1 Tensors

Tensors are multidimensional arrays. A $d$-way or $d$-dimensional tensor has $d$ indices. A matrix, therefore, is a 2-way tensor and a vector a 1 -way tensor. The dimensions of tensors are often referred to as modes. A fiber of a tensor is defined by fixing every index of a tensor but one. For a matrix, a mode-1 fiber is a column and a mode-2 fiber is a row. Figure 2-1 gives an illustration of the fibers of a 3-way tenosor. A slice is a two-dimensional section of a tensor (Figure 2-2). In this case all indices except two are fixed. [23]


Figure 2-1: Fibers of a 3-way tensor.


Figure 2-2: Slices of a 3-way tensor.

The matricization (a.k.a. unfolding or flattening) of a tensor is the process of reshaping a $d$-way tensor into a matrix. Two commonly used matricization methods are the mode- $n$ matricization and the mode- $\{n\}$ canonical matricization. In the definitions of these matricization methods, the multi-index notation will be used.

Definition 2.1 (multi-index) [8, p. 274]. A multi-index $i=\overline{i_{1} i_{2} \ldots i_{d}}$ is an index which takes all possible combinations of values of the indices $i_{1}, i_{2}, \ldots, i_{d}$ in a specific order. In this thesis the following (little-endian) ordering convention will be used to be consistent with MATLAB [27]:

$$
\begin{equation*}
\overline{i_{1} i_{2} \ldots i_{d}}=i_{1}+\left(i_{2}-1\right) I_{1}+\left(i_{3}-1\right) I_{1} I_{2}+\cdots+\left(i_{d}-1\right) I_{1} \cdots I_{d-1} \tag{2-1}
\end{equation*}
$$

Where, $I_{1}, I_{2}, \ldots, I_{d}$ represent the size of the modes of the tensor and $i_{1}, i_{2}, \ldots, i_{d}$ the corresponding index.

Definition 2.2 (mode- $n$ matricization) [ 8, p. 275]. The mode- $n$ matricization of a $d$-way tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ arranges the mode- $n$ fibers to be the columns of a resulting matrix,

$$
\begin{equation*}
\mathbf{A}_{(n)} \in \mathbb{R}^{I_{n} \times\left(I_{1} \cdots I_{n-1} I_{n+1} \cdots I_{d}\right)} \tag{2-2}
\end{equation*}
$$

This matrix has $I_{n}$ rows and $I_{1} I_{2} \cdots I_{n-1} I_{n+1} \cdots I_{d}$ columns with entries,

$$
\mathbf{A}_{(n)}\left(i_{n}, \overline{i_{1} i_{2} \ldots i_{n-1} i_{n+1} \ldots i_{d}}\right)=\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)
$$

Another way matrices can be unfolded is by matricizing along $n$ modes, the so-called mode$\{n\}$ canonical matricization.

Definition 2.3 (mode- $\{n\}$ canonical matricization) [8, p. 275]. In mode- $\{n\}$ canonical matricization a $d$-way tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is unfolded along $n$ modes, this results in the matrix,

$$
\begin{equation*}
\mathbf{A}_{<n>} \in \mathbb{R}^{I_{1} I_{2} \cdots I_{n} \times I_{n+1} \cdots I_{d}} \tag{2-3}
\end{equation*}
$$

with $I_{1} I_{2} \cdots I_{n}$ rows and $I_{n+1} \cdots I_{d}$ columns, and entries,

$$
\mathbf{A}_{<n>}\left(\overline{i_{1} i_{2} \ldots i_{n}}, \overline{i_{n+1} i_{n+2} \ldots i_{d}}\right)=\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)
$$

Using MATLAB syntax the mode- $\{n\}$ canonical matricization can easily be calculated with a single call to the reshape function: $\mathbf{A}_{<n>}=\operatorname{reshape}\left(\mathcal{A}, \prod_{k=1}^{n} I_{k}, \prod_{k=n+1}^{d} I_{k}\right)$.

Tensors can be multiplied with matrices. One way to do this is by multiplying the tensor in mode $n$ : the $n$-mode product.

Definition 2.4 ( $n$-mode product) [23, p. 460-461]. For a tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ and a matrix $\mathbf{B} \in \mathbb{R}^{J \times I_{n}}$ the $n$-mode product is defined as,

$$
\begin{align*}
& \mathcal{C}=\mathcal{A} \times{ }_{n} \mathbf{B} \in \mathbb{R}^{I_{1} \times \cdots \times I_{n-1} \times J \times I_{n+1} \times \cdots \times I_{d}} \\
\text { where } & \mathcal{C}\left(i_{1}, \ldots, i_{n-1}, j, i_{n+1}, \ldots, i_{d}\right)=\sum_{i_{n}=1}^{I_{n}} \mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right) \mathbf{B}\left(j, i_{n}\right) \tag{2-4}
\end{align*}
$$

This can also be expressed in terms of unfolded tensors: $\mathbf{C}_{(n)}=\mathbf{B} \mathbf{A}_{(n)}$.

The norm of a tensor is similarly defined as the Frobenius norm of matrices and vectors.
Definition 2.5 (Tensor norm) [23, p. 457]. The Frobenius norm of a tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is defined as the square root of the sum of squares of the elements of the tensor,

$$
\begin{equation*}
\|\mathcal{A}\|_{F}=\sqrt{\sum_{i_{1}=1}^{I_{1}} \sum_{i_{2}=1}^{I_{2}} \cdots \sum_{i_{d}=1}^{I_{d}} a_{i_{1}, i_{2}, \ldots, i_{d}}^{2}} . \tag{2-5}
\end{equation*}
$$

As for matrices the Kronecker product of two tensors can be computed. A distinction can be made between the right and left Kronecker product. The right Kronecker product of two matrices $\mathbf{A} \in \mathbb{R}^{M \times N}$ and $\mathbf{B} \in \mathbb{R}^{P \times Q}$ is defined as,

$$
\mathbf{A} \otimes \mathbf{B}=\left[\begin{array}{ccc}
a_{1,1} \mathbf{B} & \cdots & a_{1, N} \mathbf{B} \\
\vdots & \ddots & \vdots \\
a_{M, 1} \mathbf{B} & \cdots & a_{M, N} \mathbf{B}
\end{array}\right] \in \mathbb{R}^{M P \times N Q} .
$$

And the left Kronecker product as,

$$
\mathbf{A} \otimes_{L} \mathbf{B}=\left[\begin{array}{ccc}
\mathbf{A} b_{1,1} & \cdots & \mathbf{A} b_{1, P} \\
\vdots & \ddots & \vdots \\
\mathbf{A} b_{Q, 1} & \cdots & \mathbf{A} b_{Q, P}
\end{array}\right] \in \mathbb{R}^{M P \times N Q} .
$$

It is easy to observe that $\mathbf{A} \otimes \mathbf{B}=\mathbf{B} \otimes_{L} \mathbf{A}$ [8]. Therefore, in this report only the right Kronecker product will be used as this is the one most generally used.

Definition 2.6 (Kronecker product of tensors) [8, p. 277-279] The (right) Kronecker of two tensors $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ and $\mathcal{B} \in \mathbb{R}^{J_{1} \times J_{2} \times \cdots \times J_{d}}$ results in a tensor $\mathcal{C} \in \mathbb{R}^{I_{1} J_{1} \times I_{2} J_{2} \times \cdots \times I_{d} J_{d}}$. The elements of this tensor are equal to,

$$
\mathcal{C}\left(\overline{\bar{j}_{1} i_{1}}, \ldots, \overline{j_{d} i_{d}}\right)=\mathcal{A}\left(i_{1}, \ldots, i_{d}\right) \mathcal{B}\left(j_{1}, \ldots, j_{d}\right) .
$$

## 2-1-1 Tensor Diagrams

Notation of tensors can quickly become very cumbersome due to the large amount of indices. That is why Penrose [31] developed a graphical way to illustrate tensors and tensor products. These graphical representations of tensors are called tensor diagrams.

In tensor diagrams each tensor is illustrated by a node. The nodes can take on a variety of shapes. In this report circles will be used. Each node can have attached to it a number of branches. Each branch represents a specific mode of the tensor. The size of the mode can be noted next to the branch. In Figure 2-3 some examples are given of tensors represented by tensor diagrams.

(a) Scalar

(c) Matrix
(b) Vector
(c) Matrix
(d) 3D Tensor

Figure 2-3: Tensor diagrams of tensors of different size.
Tensors can also be interconnected by linking two (or more) branches. Each interconnection represents a contraction over that mode, i.e. a summation of products over that mode [8]. This way tensor products can be represented by tensor diagrams. Figure 2-4 shows examples of three simple products being represented by tensor diagrams, the matrix-vector product, the (vector) dot product and the $n$-mode product.
In Figure 2-4a a matrix $\mathbf{A} \in \mathbb{R}^{I \times J}$ is multiplied with a vector $\mathbf{b} \in \mathbb{R}^{J}$. The link between the nodes represents the contraction over the mode of size $J$, which is equal to the matrixvector product: $\mathbf{A} \mathbf{b}=\sum_{j=1}^{J} \mathbf{A}(:, j) \mathbf{b}(j)$. Similarly, the dot product of two vectors can be expressed as summation of the products of the elements of the vectors: $\langle\mathbf{a}, \mathbf{a}\rangle=\sum_{i=1}^{I} \mathbf{a}(i) \mathbf{a}(i)$. This is denoted in the tensor diagram by a connection along the single mode of the vectors (Figure 2-4b). Lastly, Figure 2-4c shows an example of the 2 -mode product of 3 -way tensor $\mathcal{A} \in \mathbb{R}^{I \times J \times K}$ and a matrix $\mathbf{B} \in \mathbb{R}^{L \times J}$. In this case the tensor and the matrix are contracted over the mode of size $J$ (the second mode of the tensor): $\mathcal{A} \times{ }_{2} \mathbf{B}=\sum_{j=1}^{J} \mathcal{A}(:, j,:) \mathbf{B}(l, j)$.

(a)

(b)

(c)

Figure 2-4: Tensor diagrams of tensor products. (a) matrix-vector product, (b) vector dot product, (c) $n$-mode product.

## 2-2 Tensor-Train Decomposition

The number of entries in a tensor grows exponentially in $d$ (for a $d$-way tensor), therefore high dimensional problems cannot be handled efficiently by standard numerical methods, as operations and memory usage grow exponentially as well (curse of dimensionality) [29].

(a) TT

(b) TTm

Figure 2-5: TT (a) and TTm (b) decomposition of a tensor $\mathcal{A}$ with cores $\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(4)}$ and ranks $R_{1}, \ldots, R_{3}$. The size of the modes of the $\mathrm{TT}(\mathrm{m})$-cores are denoted next to the branches of the tensor diagram.

Thus, an efficient representation of a tensor is needed to work with these problems. There are three commonly used tensor decompositions: the CANDECOMP/PARAFAC (CP) [4, 12], Tucker [41] and TT decomposition [29]. In this report the tensor-train (TT) decomposition will be used, as this decomposition can efficiently store low-rank data while still being able to perform matrix and vector computations [28]. This section will give an overview of this type of tensor-network.

## 2-2-1 Tensor-Train Definition

In the TT decomposition a $d$-way tensor is decomposed into $d$ auxiliary three-dimensional tensors (cores).

Definition 2.7 (Tensor-Train) [29, p. 2296]. A $d$-dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ is decomposed in the tensor-train format if the following holds

$$
\begin{align*}
\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right) & =\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \\
& =\sum_{r_{0}, \ldots, r_{d}} \mathcal{A}^{(1)}\left(r_{0}, i_{1}, r_{1}\right) \mathcal{A}^{(2)}\left(r_{1}, i_{2}, r_{2}\right) \cdots \mathcal{A}^{(d)}\left(r_{d-1}, i_{d}, r_{d}\right) \tag{2-6}
\end{align*}
$$

where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}$ (for $n=1,2, \ldots, d$ ) are the so-called TT-cores. The parameters $R_{n}$ are called the TT-ranks and by definition $R_{0}=R_{d}=1$.

Figure 2-5a shows a graphical representation of a TT with four cores using tensor diagrams. Each link represents one of the indices of the cores. The linkage of two cores represents a contraction over this index.

Definition 2.8 (TT-rank) [29, p. 2297]. The TT-rank of a tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ with ranks $R_{1}, R_{2} \ldots, R_{d-1}$ is defined as:

$$
\begin{equation*}
\operatorname{rank}_{\mathrm{TT}}(\mathcal{A})=\left[R_{1}, R_{2}, \ldots, R_{d-1}\right] \tag{2-7}
\end{equation*}
$$

It has been determined that the TT-ranks are equivalent to the ranks of the canonical mode$\{n\}$ unfolded matrices, so $R_{n}=\operatorname{rank}\left(\mathbf{A}_{<n>}\right)$ [8].


Figure 2-6: Tensor-train representation of a vector. A vector of length $I$ is reshaped into a tensor of size $I_{1} \times I_{2} \times I_{3} \times I_{4}$. This tensor is then converted into a TT .

## 2-2-2 Vectors and Matrices as TT(m)'s

Vectors and matrices can be represented by TT's. For a vector this can simply be done by treating a vector of length $I=I_{1} I_{2} \cdots I_{d}$ as a $d$-dimensional tensor with modes of size $I_{k}$, where $k=1,2, \ldots, d$, and representing this tensor in the TT-format (Figure 2-6). A large matrix $\mathbf{A} \in \mathbb{R}^{I \times J}$ can be represented by a $2 d$-dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times J_{1} \times I_{2} \times J_{2} \times \cdots \times I_{d} \times J_{d}}$, where $I=I_{1} I_{2} \cdots I_{d}$ and $J=J_{1} J_{2} \cdots J_{d}$. This tensor can then be decomposed in the tensortrain matrix (TTm) format (Definition 2.9) [8], which is similar to the TT decomposition, but instead of 3 -dimensional cores, the TTm decomposition has 4 -dimensional cores (Figure 2-5b).

Definition 2.9 (Tensor-Train Matrix) [29, p. 2312]
A (2d)-dimensional tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times J_{1} \times I_{2} \times J_{2} \times \cdots \times I_{d} \times J_{d}}$ is decomposed in the tensor-train matrix format if the following holds,

$$
\begin{align*}
& \mathcal{A}\left(i_{1}, \ldots, i_{d}, j_{1}, \ldots, j_{d}\right)=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right. \\
& \quad=\sum_{r_{0}, \ldots, r_{d}} \mathcal{A}^{(1)}\left(r_{0}, i_{1}, j_{1}, r_{1}\right) \mathcal{A}^{(2)}\left(r_{1}, i_{2}, j_{2}, r_{2}\right) \cdots \mathcal{A}^{(d)}\left(r_{d-1}, i_{d}, j_{d}, r_{d}\right), \tag{2-8}
\end{align*}
$$

where $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ (for $n=1,2, \ldots, d$ ) are the so-called $T T m$-cores. The parameters $R_{n}$ are called the TTm-ranks and by definition $R_{0}=R_{d}=1$.

## 2-2-3 Quantized Tensor-Train

The process of transforming lower-dimensional data like vectors and matrices into higherdimensional tensors, is called tensorization. When the size of the modes of the resulting tensor are small (typically of size 2, 3 or 4) this is called quantization [19]. Using quantization high compression ratios can be obtained with a low-rank TT approximation [28]. A tensortrain constructed of a quantized tensor is called a quantized tensor-train (QTT). To showcase the high compression ratio that can be achieved using QTT's, an example is given below.

Example Given a vector $x \in \mathbb{R}^{I}$, where $I=2^{d}$. This vector can be quantized by reshaping it into the $d$-way tensor $\mathcal{X} \in \mathbb{R}^{2 \times 2 \times \cdots \times 2}$. The TT-decomposition of this tensor has cores of size ( $R_{n-1} \times 2 \times R_{n}$ ). The ranks of the cores of such a QTT are typically small and almost independent of data size [8].
Suppose $R=\max _{n}\left(R_{n}\right)=1$ (the ideal case), this would lead to a reduction in storage
requirements from $\mathcal{O}(I)$ to $\mathcal{O}\left(\log _{2}(I)\right)$. For $I=1000$ this leads to a compression ratio of 100, so the QTT is 100 times smaller than the original vector.

The concept described above can be generalized for arbitrary low-dimensional tensors. A tensor $\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ has a storage complexity of $\mathcal{O}\left(I_{\text {max }}^{d}\right)$, where $I_{\text {max }}=\max \left\{I_{1}, I_{2}, \ldots, I_{d}\right\}$. Suppose it can be quantized using the quantization parameter $q$, such that $I_{n}=q^{k}$. Storing this quantized version of the tensor in TT-format leads to a logarithmic (sub-linear) reduction in storage complexity: from $\mathcal{O}\left(I_{\max }^{d}\right)$ to $\mathcal{O}\left(d R^{2} \log _{q}\left(I_{\max }\right)\right), R=\max \left\{R_{1}, R_{2}, \ldots, R_{d-1}\right\}[8]$. This type of compression is generally referred to as super-compression [19]. In Table 2-1 the storage complexities of the TT and QTT decomposition are compared to the storage complexity of a tensor in full format.

| Format | Storage Complexity |
| :--- | :--- |
| Full | $\mathcal{O}\left(I_{\max }^{d}\right)$ |
| TT | $\mathcal{O}\left(d R^{2} I_{\max }\right)$ |
| QTT | $\mathcal{O}\left(d R^{2} \log _{q}\left(I_{\max }\right)\right)$ |

Table 2-1: Storage complexities of tensor decompositions for an arbitrary tensor $\mathcal{A} \in$ $\mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}$ that can be quantized by a parameter $q$. $I_{\text {max }}=\max \left\{I_{1}, I_{2}, \ldots, I_{d}\right\}$ and $R=\max \left\{R_{1}, R_{2}, \ldots, R_{d-1}\right\}$.

## 2-2-4 Transforming a Tensor into TT-format

Transforming tensors into their TT decomposition can be done using the TT-SVD algorithm [29]. This algorithm uses a truncated singular value decomposition (SVD) of the unfolding matrices. The values at which these SVD's are truncated are the TT-ranks. A graphical illustration of this algorithm is given by Figure 2-7.

Determining at which rank the SVD should be truncated can be done by one of two ways. One possibility is to simply set a maximum rank constraint for each core, and truncate the SVD at this value. Another way makes use of the property that the Frobenius norm of a matrix is equal to the square root of the sum of the squared singular values of that matrix. Using this property it can be determined that the total (absolute) approximation error is less than or equal to the following sum of the 'discarded' singular values:

$$
\begin{equation*}
\left\|\mathcal{A}-\mathcal{A}_{T T}\right\|_{F}^{2} \leq \sum_{n=1}^{d-1} \sum_{i=R_{n+1}}^{I_{n}} \sigma_{i}^{2}\left(\mathbf{A}_{\langle n\rangle}\right) . \tag{2-9}
\end{equation*}
$$

Where $\sigma_{i}\left(\mathbf{A}_{<n>}\right)$ denotes the $i$-th largest singular value of the unfolding matrix $\mathbf{A}_{<n>}$.
Thus, it is possible to prescribe an accuracy $\varepsilon$ such that $\left\|\mathcal{A}-\mathcal{A}_{T T}\right\|_{F} \leq \varepsilon\|\mathcal{A}\|_{F}$, by truncating the ranks of each core $n$ at $R_{n}$ such that,

$$
\sqrt{\sum_{i=R_{n+1}}^{I_{n}} \sigma_{i}^{2}\left(\mathbf{A}_{<n>}\right)} \leq \frac{\varepsilon}{\sqrt{d-1}} .
$$



Figure 2-7: Graphical illustration of the TT-SVD algorithm (inspired by Figure 4.13 of [8]).

Both of these truncation methods have their advantages and disadvantages. When setting a maximum rank constraint, one has full control over the size of the resulting tensor-train. However, the downside is that the resulting TT can be very inaccurate and there is no control over the approximation error. Using a prescribed accuracy on the other hand does ensure the relative error stay below a certain value. However, the resulting TT could be of such a large size that performing computations with it becomes too expensive. Generally a trade-off needs to be made between the accuracy of the estimate and the computational performance. Algorithm 1 shows the full TT-SVD algorithm.

Tensor-Train Matrix While this section has shown how a tensor can be transformed into TT-format. It should be noted that transforming a TT into a TTm can very easily be done by a reshape of the cores. Therefore, the methods described above are also valid for TTm's.
To illustrate this let's take a matrix $\mathbf{X} \in \mathbb{R}^{I \times J}$ that can be transformed into a tensor $\mathcal{X} \in \mathbb{R}^{I_{1} \times J_{1} \times \cdots \times I_{d} \times J_{d}}$. This $2 d$-dimensional tensor can be reshaped into a d-dimensional tensor $\mathcal{Y} \in \mathbb{R}^{I_{1} J_{1} \times \cdots \times I_{d} J_{d}}$. Using the TT-SVD algorithm this tensor can be decomposed as a tensor-train $\mathcal{Y}=\left\langle\left\langle\mathcal{Y}^{(1)}, \ldots, \mathcal{Y}^{(d)}\right\rangle\right.$, with cores $\mathcal{Y}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} J_{n} \times R_{n}}$. Obtaining the tensor-train matrix representation of $\mathcal{X}$ is now a simple matter of reshaping the cores: $\mathcal{X}^{(n)}=\operatorname{reshape}\left(\mathcal{Y}^{(n)},\left[R_{n-1}, I_{n}, J_{n}, R_{n}\right]\right)$.

```
Algorithm 1: TT-SVD \({ }^{1}\) (p. 2301 of [29])
Data: \(\mathcal{A} \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\), desired TT-ranks \(\left[R_{1}, \ldots, R_{d-1}\right]\) or accuracy \(\varepsilon\).
Result: Tensor-Train \(\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \mathcal{B}^{(2)}, \ldots, \mathcal{B}^{(d)}\right\rangle\right\rangle\).
Compute truncation parameter: \(\delta=\frac{\varepsilon}{\sqrt{d-1}}\|\mathcal{A}\|_{F}\);
Temporary variable: \(\mathbf{C}=\mathcal{A}\);
Set \(R_{0}=1\);
for \(n=1,2, \ldots, d-1\) do
    \(\mathbf{C}=\operatorname{reshape}\left(\mathbf{C},\left[R_{n-1} I_{n}, \frac{\text { numel }(\mathcal{C}}{R_{n-1} I_{n}}\right]\right)\)
    Truncated SVD: \([\mathbf{U}, \mathbf{S}, \mathbf{V}]=\operatorname{SVD}_{\text {trunc }}(\mathbf{C})\), where \(\mathbf{C}=\mathbf{U} \mathbf{S V}^{T}+\mathbf{E},\|\mathbf{E}\|_{F} \leq \delta\).
    New rank: \(R_{n}=\operatorname{size}(\mathbf{U}, 2)\)
    \(\mathcal{B}^{(n)}=\operatorname{reshape}\left(\mathbf{U},\left[R_{n-1}, I_{n}, R_{n}\right]\right)\)
    \(\mathbf{C}=\mathbf{S} \mathbf{V}^{T}\)
end
\(\mathcal{B}^{(d)}=\mathbf{C}\)
```


## 2-3 Calculating with Tensor-Trains

This section will introduce some algorithms that make it possible to perform mathematical operations using tensor-trains. In Section 2-3-1 basic operations like addition and scalar multiplication are introduced. Matrix and vector products are included in Section 2-3-2. Finally, sections 2-3-3 and 2-3-4 introduce the orthogonalization and rounding algorithms that help keep the calculations tractable.

## 2-3-1 Basic Operations in TT-format

Addition The addition of two tensors in TT-format,

$$
\mathcal{C}=\mathcal{A}+\mathcal{B}=\left\langle\left\langle\mathcal{A}^{(1)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle+\left\langle\left\langle\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{(d)}\right\rangle\right\rangle=\left\langle\left\langle\mathcal{C}^{(1)}, \ldots, \mathcal{C}^{(d)}\right\rangle\right\rangle
$$

can be done by merging the cores in the following way ${ }^{2}$

$$
\begin{array}{ll}
\mathcal{C}^{(n)}\left(i_{n}\right)=\left[\begin{array}{cc}
\mathcal{A}^{(n)}\left(i_{n}\right) & 0 \\
0 & \mathcal{B}^{(n)}\left(i_{n}\right)
\end{array}\right], & n=2,3, \ldots, d-1 \\
\mathcal{C}^{(1)}\left(i_{n}\right)=\left[\begin{array}{ll}
\mathcal{A}^{(1)}\left(i_{n}\right) & \mathcal{B}^{(1)}\left(i_{n}\right)
\end{array}\right], & \mathcal{C}^{(d)}\left(i_{n}\right)=\left[\begin{array}{l}
\mathcal{A}^{(d)}\left(i_{n}\right) \\
\mathcal{B}^{(d)}\left(i_{n}\right)
\end{array}\right] . \tag{2-10}
\end{array}
$$

The resulting TT has rank $\mathbf{r}_{\mathcal{C}}=\mathbf{r}_{\mathcal{A}}+\mathbf{r}_{\mathcal{B}}$ (where $\mathbf{r}_{\mathcal{A}}$ represents the ranks of tensor $\mathcal{A}: \mathbf{r}_{\mathcal{A}}=$ [ $\left.R_{1}, R_{2} \ldots, R_{d-1}\right]$ ) [29].

[^0]
(a) Step 1: connecting the cores.

(c) Step 3: contraction of mode-1 and mode-2 cores.

(b) Step 2: contracting the mode-1 cores.

(d) Step 4: contracting the mode-2 cores.

Figure 2-8: Illustration of first steps of the TT dot product using tensor diagrams.

Multiplication by a scalar The multiplication of a TT with a scalar can be accomplished by simply multiplying one of the cores with this value. If the TT is orthogonalized in mode $n$ (see Section 2-3-3) the orthogonality of the TT can be preserved by multiplying the scalar with the $n$-th core.

Transpose The transpose of a matrix in TTm-format can simply be calculated by permuting the indices. A matrix $\mathbf{A}$ represented by a tensor-train matrix $\mathcal{A}$ with cores $\mathcal{A}^{(n)} \in$ $\mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ is thus transformed into its transpose $\mathbf{A}^{T}$ by a $\operatorname{TTm} \mathcal{A}^{T}$ with cores $\left(\mathcal{A}^{T}\right)^{(n)} \in$ $\mathbb{R}^{R_{n-1} \times J_{n} \times I_{n} \times R_{n}}$.

Extracting Values Values of a tensor in TT-format can easily be extracted while in TTformat. Extracting the value $\mathcal{A}\left(i_{1}, i_{2}, \ldots, i_{d}\right)$ can be done by selecting the values in each of the cores $\mathcal{A}^{(n)}\left(:, i_{n},:\right)$ (for $\left.n=1,2, \ldots, d\right)$, and then contracting what is left of the cores.

If a vector is decomposed in QTT-format, the same principle applies, only now the linear (vector) index should be converted in a multidimensional index. This can be achieved in MATLAB using the ind2sub function. For matrices in TTm-format it is also possible to extract a row or a column, by selecting only one of the index values in each of the cores. To extract a column, for instance, that has an index $j \rightarrow\left(j_{1}, j_{2}, \ldots, j_{d}\right)$, it is simply a matter of setting the cores of a new tensor-train as $\mathcal{B}^{(n)}=\mathcal{A}^{(n)}\left(:,:, j_{n},:\right)($ for $n=1,2, \ldots, d)$.

## 2-3-2 Matrix and vector products

Vector and matrix products of large vectors and matrices that are transformed into $d$-way TT's or TTm's, can be efficiently computed using matricizations of the cores. All algorithms corresponding to the products referenced below can be found in Appendix A-1. The computational complexity of the algorithms is denoted in Table 2-2.

## Dot product

The dot (or inner) product of two vectors in TT-format $(c=\langle\mathcal{A}, \mathcal{B}\rangle)$ can be calculated using a contraction of the cores. The easiest way to explain how this can be done is by using tensor diagrams. In Figure 2-8 the first steps of the dot product calculation in TT-format is

| Product | Complexity | Cores |
| :--- | :--- | :--- |
| Matrix-Vector | $\mathcal{O}\left(d I J(P R)^{2}\right)$ | $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}, \mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times J_{n} \times P_{n}}$ |
| Matrix-Matrix | $\mathcal{O}\left(d I J M(P R)^{2}\right)$ | $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}, \mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times J_{n} \times M_{n} \times P_{n}}$ |
| Outer product | $\mathcal{O}\left(d I M(P R)^{2}\right)$ | $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}, \mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times M_{n} \times P_{n}}$ |
| Dot Product | $\mathcal{O}\left(d I\left(R^{2} P+R P^{2}\right)\right)$ | $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}, \mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times M_{n} \times P_{n}}$ |

Table 2-2: Complexity of matrix and vector products in TT(m)-format [8]. The size of the cores of the corresponding TT(m)'s is denoted in the third column. Each TT $(\mathrm{m})$ has $d$ cores, where $n=1,2, \ldots, d$; and $I=\max \left(I_{n}\right), J=\max \left(J_{n}\right), R=\max \left(R_{n}\right)$ etc.


Figure 2-9: Kronecker product tensor diagram.
illustrated. As one can see, the dot product is calculated using successive contractions of the cores. If all the cores of the tensor-trains are contracted this leads to a scalar, since the ranks at the edges of the tensor-trains, $R_{0}$ and $R_{d}$, are equal to one.
The order in which these contractions are performed decides the complexity of the operation. In this report the contractions are performed from left to right. This leads to the complexity noted in Table 2-2.

## Kronecker product

In $\mathrm{TT}(\mathrm{m})$-format the Kronecker product of two variables can be calculated by 'stitching' the ends of the $\mathrm{TT}(\mathrm{m})$ 's with a branch of rank 1 [8]. In Figure 2-9 the Kronecker product of two tensor-train matrices is illustrated. Due to MATLAB's little-endian ordering (2-1) the TTm's need to be in reversed order when connecting to perform the (right) Kronecker product. Because the Kronecker product is simply a case of 'connecting' the two TT(m)'s, no products are computed. Thus, there is no (theoretical) computational complexity.

## Matrix-vector and matrix-matrix product

The matrix-vector and matrix-matrix products of vectors and matrices in TT and TTm format, respectively, can be calculated using contractions of the cores. This method is referred


Figure 2-10: Matrix-vector product tensor diagram.
to as the 'zip-up' method, and was first introduced in [39]. The name 'zip-up' referes to the way each core is (sequentially) contracted.

Figure 2-10 shows a tensor diagram of the matrix-vector product. Here, $\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \ldots, \mathcal{B}^{(4)}\right\rangle\right\rangle$ is a 4-dimensional TT with cores of size $\mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times J_{n} \times P_{n}}$, and $\mathcal{A}$ is a TTm with cores of size $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$. The resulting product is a tensor-train, $\mathcal{C}$, with cores of size $\mathcal{C}^{(n)} \in \mathbb{R}^{R_{n-1} P_{n-1} \times I_{n} \times R_{n} P_{n}}$.

In Figure 2-11 the same is shown for the matrix-matrix product. Two TTm's $\mathcal{A}$ and $\mathcal{B}$ representing matrices $\mathbf{A} \in \mathbb{R}^{I \times J}$ and $\mathbf{B} \in \mathbb{R}^{J \times M}$ are multiplied to form a $\operatorname{TTm} \mathcal{C}$ that represents the product of $\mathbf{A}$ and $\mathbf{B}: \mathbf{C} \in \mathbb{R}^{I \times M}$. The cores of the original TTm's, $\mathcal{A}^{(n)} \in$ $\mathbb{R}^{R_{n-1} \times I_{n} \times J_{n} \times R_{n}}$ and $\mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times J_{n} \times M_{n} \times P_{n}}$, are contracted to form the cores of $\mathcal{C}: \mathcal{C}^{(n)} \in$ $\mathbb{R}^{R_{n-1} P_{n-1} \times I_{n} \times M_{n} \times R_{n} P_{n}}$.


Figure 2-11: Matrix-matrix product tensor diagram.

## Vector outer product

Like the dot product also the vector outer product ( $\mathbf{C}=\mathbf{a} \circ \mathbf{b}$ ) can be calculated in TTformat. Calculation of this product in TT-format is similar to the matrix-matrix product (Figure 2-11), only now the dimensions $J_{n}$ are all equal to one. This way two vectors in TT-format, $\mathcal{A}$ with cores $\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}$ and $\mathcal{B}$ with cores $\mathcal{B}^{(n)} \in \mathbb{R}^{P_{n-1} \times M_{n} \times P_{n}}$ can be multiplied to form a $d$-dimensional $\operatorname{TTm} \mathcal{C}$ with cores $\mathcal{C}^{(n)} \in \mathbb{R}^{R_{n-1} P_{n-1} \times I_{n} \times M_{n} \times R_{n} P_{n}}$.

## 2-3-3 Orthogonalization

The orthogonalization of tensor-trains is an essential part of the rounding algorithm that will be discussed in the next section. Therefore, this section will introduce the concept of
$n$-orthogonality of tensor-trains. If a tensor-train is $n$-orthogonal, the unfolded cores of the tensor-train, except for the $n$-th core, are orthogonal matrices. Definition 2.10 gives the formal definition of this $n$-orthogonality.

Definition 2.10 ( $n$-orthogonality) [8, p. 399-400] A $d$-dimensional tensor in TT-format $\mathcal{A}=$ $\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle$ is called $n$-orthogonal if the following holds for the unfolded cores,

$$
\begin{align*}
\left(\mathbf{A}_{<2>}^{(m)}\right)^{T} \mathbf{A}_{<2>}^{(m)} & =\mathbf{I},  \tag{2-11}\\
\mathbf{A}_{<1>}^{(m)}\left(\mathbf{A}_{<1>}^{(m)}\right)^{T} & =\mathbf{I}, \tag{2-12}
\end{align*} \quad m=n=n+1, n+n, \ldots, d .
$$

Where $\mathbf{A}_{<2>}^{(m)}$ is the mode- $\{2\}$ canonical matricization of core $m$, which is sometimes referred to as the left unfolding of the core. And $\mathbf{A}_{<1>}^{(m)}$ is the mode- $\{1\}$ canonical matricization of core $m$, the right unfolding of the core. When $n=d$ the TT is called left-orthogonal, and when $n=1$ the TT is called right-orthogonal.

A TT can be orthogonalized using recursive QR decompositions of the unfolded cores (Algorithm 2). In this algorithm the QR decomposition of the unfolded cores is computed. The $\mathbf{Q}$-matrix of this decomposition is then set as the current core; whereas the $\mathbf{R}$-matrix is 'absorbed' by the next core. This continues until the $n$-th core is reached. Since $\mathbf{Q}$ is an orthogonal matrix, this results in the orthogonalization of the unfolded cores (except the $n$-th core). Because of this orthogonality, the Frobenius norm of a tensor in $n$-orthogonal TT-format is equal to the norm of the $n$-th core: $\|\mathcal{A}\|_{F}=\left\|\mathcal{A}^{(n)}\right\|_{F}$.

```
Algorithm 2: Orthogonalization \({ }^{3}\) [8, p. 399-400]
Data: \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with ranks \(\left[R_{0}, R_{1}, \ldots, R_{d}\right]\).
Result: \(n\)-orthogonal \(\mathcal{A}\).
\{Left-to-right orthogonalization\}
for \(k=1,2, \ldots, n-1\) do
    \(\mathbf{A}_{L}=\operatorname{reshape}\left(\mathcal{A}^{(k)}, R_{k-1} I_{k}, R_{k}\right)\)
    \([\mathbf{Q}, \mathbf{R}]=\operatorname{qr}\left(\mathbf{A}_{L}\right)\)
    \(R_{k}=\operatorname{size}(\mathbf{Q}, 2)\)
    \(\mathcal{A}^{(k)}=\operatorname{reshape}\left(\mathbf{Q}, R_{k-1}, I_{k}, R_{k}\right)\)
    \(\mathcal{A}^{(k+1)}=\mathcal{A}^{(k+1)} \times_{1} \mathbf{R}\)
end
\{Right-to-left orthogonalization\}
for \(k=d, d-1, \ldots, n+1\) do
    \(\mathbf{A}_{R}=\operatorname{reshape}\left(\mathcal{A}^{(k)}, R_{k-1}, I_{k} R_{k}\right)\)
    \([\mathbf{Q}, \mathbf{R}]=\operatorname{qr}\left(\mathbf{A}_{R}^{T}\right)\)
    \(R_{k-1}=\operatorname{size}(\mathbf{Q}, 2)\)
    \(\mathcal{A}^{(k)}=\operatorname{reshape}\left(\mathbf{Q}^{T}, R_{k-1}, I_{k}, R_{k}\right)\)
    \(\mathcal{A}^{(k-1)}=\mathcal{A}^{(k+1)} \times{ }_{3} \mathbf{R}^{\mathbf{T}}\)
end
```
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## 2-3-4 Rounding

Performing operations on TT's can lead to the increase of the ranks of the TT's. The matrixvector product, for example, leads to a multiplication of the $\mathrm{TT}(\mathrm{m})$-ranks. To prevent that the TT's become so large in size that it is no longer possible to perform efficient calculations, the ranks need to be truncated to smaller values. The process by which this can be done is called rounding (or TT-rounding) [29].
Rounding consists of two steps, an orthogonalization and a compression step. First, the tensor-train is orthogonalized from right-to-left to obtain the left-orthogonal form of the TT. Once the tensor-train is left-orthogonal, the unfolded cores are compressed using a truncated SVD. Algorithm 3 shows the full TT-rounding algorithm. This rounding process is mathematically similar to the TT-SVD algorithm, but because the tensor is already in TT-format it is more efficient. Only SVD's of the relatively small unfolded cores need to be computed. Because of this the complexity of the rounding process is only $\mathcal{O}\left(d I R^{3}\right)\left(I=\max \left\{I_{1}, \ldots, I_{d}\right\}\right.$ and $R=\max \left\{R_{1}, \ldots, R_{d-1}\right\}$ ) [8].

```
Algorithm 3: TT-rounding \({ }^{4}[8,29]\)
Data: Tensor-Train \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with cores
    \(\mathcal{A}^{(n)} \in \mathbb{R}^{R_{n-1} \times I_{n} \times R_{n}}\), tolerance \(\varepsilon\) and/or maximum rank \(R_{\text {max }}\).
Result: Tensor-Train \(\mathcal{A}\) with reduced TT-ranks. Ranks are bounded by \(R_{\text {max }}\) and/or
                relative error is bounded by \(\varepsilon\).
\{Left orthogonalization \}
\(\mathcal{A}=\operatorname{orthogonalize}(\mathcal{A}, 1) \quad / /\) Algorithm 2
\{Compression of orthogonalized representation\}
for \(n=1,2, \ldots, d-1\) do
    \(\mathbf{A}_{n}=\operatorname{reshape}\left(\mathcal{A}^{(n)},\left[R_{n-1} I_{n}, R_{n}\right]\right)\)
    Compute truncated SVD: \([\mathbf{U}, \mathbf{S}, \mathbf{V}]=\operatorname{SVD}_{\text {trunc }}\left(\mathbf{A}_{n}\right)\)
    Set new rank: \(R_{n}=\operatorname{size}(\mathbf{U}, 2)\)
    Replace cores: \(\mathcal{A}^{(n)}=\operatorname{reshape}\left(\mathbf{U}, R_{n}, I_{n}, R_{n+1}\right), \mathcal{A}^{(n+1)}=\mathcal{A}^{(n+1)} \times_{1}(\mathbf{V S})^{T}\)
end
```


## 2-4 Summary

In this chapter all the necessary background information on tensors and tensor-trains for the tensor-networked Kalman filter has been introduced. This chapter started with an introduction of some important concepts in tensor algebra (Section 2-1). After this the tensor-train decomposition was introduced as a way to efficiently store high-dimensional tensors as well as low-dimensional data like vectors and matrices (Section 2-2); and, perhaps most importantly, how these tensor-trains can be used perform calculations with large vectors and matrices (Section 2-3).
The next chapter will provide background information on the Kalman filter, the other important part of the tensor-networked Kalman filter method.
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## Chapter 3

## Kalman Filter

This chapter provides some background information on Kalman filtering. Section 3-1 start with an introduction in state-space modeling. In Section 3-2 a general introduction is given into the Kalman filter. This section gives the general form of the Kalman filter and its properties. Section 3-3 introduces a version of the Kalman filter where the update step of the Kalman filter is divided into partitions, the partitioned update Kalman filter (PUKF).

## 3-1 State-Space Model

A Kalman filter is a model-based estimator. It uses a state-space model of a system to perform the estimation of the corresponding state-vector. Therefore, this section will introduce this type of modeling and provide the notation conventions that will be used throughout this thesis.

State-space models are often used in control engineering. It provides a mathematical representation of a physical system. The input, output and state variables are related by set of first order differential (for continuous time systems) or difference (for discrete time systems) equations. Because videos are inherently discrete, only discrete-time systems will be discussed.

Equation (3-1) gives an example of a noise-free discrete-time state-space system. Here, $\mathbf{x}[k] \in$ $\mathbb{R}^{I}$ represents the state-vector at time-step $k, \mathbf{u}[k] \in \mathbb{R}^{Q}$ the input at time-step $k$ and $\mathbf{y}[k] \in \mathbb{R}^{J}$ the output at time-step $k . \mathbf{A}[k]$ is the state-transition matrix, $\mathbf{B}[k]$ the control matrix, $\mathbf{C}[k]$ the measurement matrix and $\mathbf{D}[k]$ the direct feedthrough matrix. Time indices are indicated by square brackets: $[\cdot]$.

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{A}[k] \mathbf{x}[k]+\mathbf{B}[k] \mathbf{u}[k] \\
\mathbf{y}[k] & =\mathbf{C}[k] \mathbf{x}[k]+\mathbf{D}[k] \mathbf{u}[k] \tag{3-1}
\end{align*}
$$

The state-transition matrix includes the system dynamics, it represents how the state-vector changes over time. The control matrix indicates how an input signal effects the states of the system. The relation between the measurements and the states is provided by the measurement matrix. This matrix can be very sparse, as often a measurement is of a single state variable. The direct feedthrough matrix describes the direct relation between the input $\mathbf{u}[k]$ and the output $\mathbf{y}[k]$ (without time-delay). This matrix is often equal to the zero-matrix, as the input is generally applied to the system and rarely directly influences the output. If all system matrices are independent of time, the system is said to be linear time-invariant (LTI).

## 3-2 Kalman filter

The Kalman filter was first introduced by Rudolf E. Kàlmàn in 1960 [18]. Since then it has been applied to many different engineering problems. The most famous of which was perhaps its application in estimating the trajectory of a manned spacecraft for the Apollo program [10]. Other applications include control of dynamic systems [21], image processing [20] and finance [33].

## 3-2-1 Process to be Estimated

The Kalman filter is a member of a class of filter known as observers. Observers aim to estimate the state-vector $\mathbf{x}[k]$ of controlled process that can be represented by a state-space model. This estimation is performed using information of the previous state-vector and measurements of the system. This makes the Kalman filter a recursive estimator. Which enables it to be implemented in real-time.

One of the main differences that distinguishes the Kalman filter from other observers is that it takes noise disturbances into account. This makes it more suitable for real-world applications, as in practice systems are (almost) always disturbed by noise [5]. The (discrete-time) Kalman filter assumes the following underlying dynamical system [43],

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{A}[k] \mathbf{x}[k]+\mathbf{B}[k] \mathbf{u}[k]+\mathbf{w}[k]  \tag{3-2}\\
\mathbf{y}[k] & =\mathbf{C}[k] \mathbf{x}[k]+\mathbf{D}[k] \mathbf{u}[k]+\mathbf{v}[k] \tag{3-3}
\end{align*}
$$

where $\mathbf{w}[k]$ and $\mathbf{v}[k]$ are random variables representing the process noise and measurement noise, respectively.

The process and measurement noise are assumed to be independent, zero-mean Gaussian white noise sequences with probability distributions:

$$
\begin{align*}
\mathbf{w}[k] & \sim \mathcal{N}(0, \mathbf{W}[k])  \tag{3-4}\\
\mathbf{v}[k] & \sim \mathcal{N}(0, \mathbf{V}[k]) . \tag{3-5}
\end{align*}
$$

Furthermore, the prior distribution of the state-vector is also assumed to be Gaussian,

$$
\begin{equation*}
\mathbf{x}[0] \sim \mathcal{N}(\overline{\mathbf{x}}[0], \mathbf{P}[0]) \tag{3-6}
\end{equation*}
$$

here, $\bar{x}[0]$ denotes the mean of the initial state-vector $\mathbf{x}[0]$ and $\mathbf{P}[0]$ the initial estimate of the covariance matrix $\mathbf{P}[0]=\mathrm{E}\left[(\mathbf{x}[0]-\overline{\mathbf{x}}[0])(\mathbf{x}[0]-\overline{\mathbf{x}}[0])^{T}\right][36]$.

## 3-2-2 The Kalman Filter Algorithm

The Kalman filter algorithm can be divided into two stages: the prediction step (3-7)-(3-8) and the update step (3-9)-(3-12) [22]. For ease of notation the system and measurement covariance matrices are assumed to be time invariant (so $\mathbf{A}[k]=\mathbf{A}, \mathbf{B}[k]=\mathbf{B}, \mathbf{W}[k]=\mathbf{W}$ etc.), as for the time-varying case the equations remain the same (with some extra indices). The hat operator ' $\wedge$, indicates an estimate of a variable, and the superscripts ' - ' and ' + ' indicate the a priori (i.e. predicted) and the a posteriori (i.e. updated) estimates, respectively.
Prediction step:

$$
\begin{array}{ll}
\text { Predicted state estimate } & \hat{\mathbf{x}}[k]^{-}=\mathbf{A} \hat{\mathbf{x}}[k-1]^{+}+\mathbf{B} \mathbf{u}[k-1] \\
\text { Predicted covariance } & \mathbf{P}[k]^{-}=\mathbf{A} \mathbf{P}[k-1]^{+} \mathbf{A}^{T}+\mathbf{W} \tag{3-8}
\end{array}
$$

## Update step:



If a system can be described by Equations (3-2)-(3-6), the Kalman filter provides a statistically optimal estimate of the state-vector. This estimate is statistically optimal because the Kalman filter minimizes the variance of the state reconstruction error, the mean squared error. This optimality of the Kalman filter has been proven extensively [18, 36], and will therefore not be derived here.

## 3-2-3 Tuning of Filter Parameters

The tuning of the filter parameters is not a trivial part of implementing the Kalman filter. While the measurement noise covariance can generally be estimated ahead of time using measurement data, finding a proper expression for the process covariance often proves more difficult. This is due to the fact that the process is, in most cases, difficult to observe directly.
Finding a good expression for the process noise covariance is generally a matter of tuning. In case of a fairly poor process model, the Kalman filter can still produce decent results when enough uncertainty is 'injected' in the model through the process noise covariance [44]. In this case more emphasis is given to the measurements of the system than the system model, which means that the measurements should be sufficiently accurate.

## 3-3 Partitioned Update Kalman Filter

The inversion of $\mathbf{S}[k] \in \mathbb{R}^{J \times J}$ is one of the most time consuming operations of the Kalman filter, as it has a computational complexity of $\mathcal{O}\left(J^{3}\right)$ [13]. Thus, if the number of measurements $J$ is large, this calculation can quickly become computationally expensive. To mitigate
this, there is a way to calculate the Kalman update one measurement at a time, using a partitioned update Kalman filter (PUKF) [34, 38]. This way, the calculation of $\mathbf{S}^{-1}$ is reduced to $J$ scalar inversions. To be able to apply this version of the Kalman filter to the system (3-2)-(3-3), the measurement covariance matrix ( $\mathbf{V}[k]$ ) must be diagonal [38].
The PUKF works by sequentially calculating the Kalman update for every measurement and using the partially updated state-vector as a prior for the next measurement. Suppose $\mathbf{y}[k] \in \mathbb{R}^{J}$, then the update steps (3-10)-(3-13) for each measurement ( $y_{j}[k]$ for $j=1,2, \ldots, J$ ) become:

$$
\begin{align*}
& v_{j}[k]=y_{j}[k]-\mathbf{C}(j,:) \hat{\mathbf{x}}_{j-1}[k]^{+}  \tag{3-14}\\
& s_{j}[k]=\mathbf{C}(j,:) \mathbf{P}_{j-1}[k]^{+} \mathbf{C}(j,::)^{T}+\mathbf{V}(j, j)  \tag{3-15}\\
& \mathbf{k}_{j}[k]=\frac{\mathbf{P}_{j-1}[k]^{+} \mathbf{C}(j,:)^{T}}{s_{j}[k]}  \tag{3-16}\\
& \hat{\mathbf{x}}_{j}[k]^{+}=\hat{\mathbf{x}}_{j-1}[k]^{+}+\mathbf{k}_{j}[k] v_{j}[k]  \tag{3-17}\\
& \mathbf{P}_{j}[k]^{+}=\mathbf{P}_{j-1}[k]^{+}-\mathbf{k}_{j}[k] s_{j}[k] \mathbf{k}_{j}[k]^{T} \tag{3-18}
\end{align*}
$$

The starting values of the update are the a priori estimates of the state-vector and state covariance: $\hat{\mathbf{x}}_{1}[k]^{+}=\hat{\mathbf{x}}[k]^{-}$and $\mathbf{P}_{1}[k]^{+}=\mathbf{P}[k]^{-}$. The a posteriori estimates of the statevector and state covariance are equal to the updates corresponding to the last measurement: $\mathbf{P}[k]^{+}=\mathbf{P}_{J}[k]^{+}$and $\hat{\mathbf{x}}[k]^{+}=\hat{\mathbf{x}}_{J}[k]^{+}$

## 3-4 Summary

This chapter has provided a brief introduction into the Kalman filter. First the basic concept of state-space modeling was introduced (Section 3-1). Then, background information on the Kalman filter algorithm was provided (Section 3-2). And, lastly a way to circumvent the inversion of large scale matrices in the Kalman filter algorithm was proposed (Section 3-3).

Thus, after this chapter, background information has been provided on all the key ingredients that are needed for the tensor-networked Kalman filter. The next chapter will introduce this tensor-networked Kalman filter and explain how it can be used to perform streaming video completion.

## Kalman Filter for Video Completion

In this chapter a novel method for streaming video completion using a tensor-networked Kalman filter will be introduced. This method was first introduced by the authors of [24], this thesis will further expand on their research. The main idea behind using the Kalman filter to perform video completion, is to model the frames of the video as the state-vector (where each pixel represents one state) and to use the Kalman filter to estimate the 'unmeasured' states, which in this case are the corrupted pixels.
In Section 4-1 a state-space model of a video is derived. In the following section the tensornetworked Kalman filter is introduced (Section 4-2). This section includes an explanation on why tensor-networks are needed and what this means for the Kalman filter. Section 43 provides argumentation on how the initial values of the Kalman filter can be selected. Thereafter, Section 4-4 explains how the Kalman filter variables can be converted into TTformat.

## 4-1 Modeling a Video

To able to use a Kalman filter for streaming video completion, it is important to first establish how a video could be modeled as a state-space system. To find such a state-space representation more information is needed on how a video is represented. Therefore, we will first discuss how a video can be represented mathematically (Section 4-1-1), before deriving a state-space model of a video (Section 4-1-2). Furthermore, in Section 4-1-3 a case is made for subtracting the background of the video from the frames prior to the estimation.

## 4-1-1 Mathematical Representation Video Data

A video consists of a sequence of images, or frames as they are called in this context. The speed at which these frames arrive on a screen is decided by the frame rate of the video. The frame rate is usually expressed in terms of the number of frames per second (fps). For broadcast television this frame rate is set at 24 fps [45].


Figure 4-1: Example of how a (part of a) frame can be represented by a matrix [1].

An image consists of pixels. Each pixel represents a small part of the image. The intensity of a pixel decides how dark or light this part of the image is. The value the intensity of a pixel takes on, is represented by an 8 -bit integer value. So, a pixel can be represented by a integer value between 0 and 255 . If the intensity of a pixel is 0 , the pixel is at its lowest intensity (black). And if the intensity is 255 , the pixel has the highest possible intensity (white). The number of pixels per image decides the resolution of the image (or frame). In general, this resolution is expressed as the number of pixels per dimension. An HD video has a resolution of $1080 \times 1920$, which means that it has 1080 pixels along the height of the frame and 1920 along the width of the frame [32].

Images can be either in grayscale or in color. When an image is in grayscale, all pixels take on a value on a scale between black ( 0 ) and white (255). When an image is in color, colors are represented by three component intensities, such as red, green and blue (RGB) [32]. Thus, in a color image each pixel is represented by three different RGB intensities (Figure 4-2).

A grayscale image can easily be represented by a matrix. Each matrix element corresponds to one of the pixels in the image. The value of this element is simply equal to its intensity. In Figure 4-1 an example is shown of how a section of a frame can be represented by a matrix. Thus, a frame of size $M \times N$ can be represented by a matrix $\mathbf{X} \in \mathbb{R}^{M \times N}$. A grayscale video with $T$ frames can therefore be expressed as a sequence of matrices: $\{\mathbf{X}[1], \mathbf{X}[2], \ldots, \mathbf{X}[T]\}$.
Each individual RGB component in a color image can be represented by a matrix in a similar way as for grayscale images. Instead of one single matrix to represent each frame, now three matrices represent one video frame. A color video can thus be represented by three different matrix sequences. In video completion each individual component color of an RGB video is often treated separately [40].

## 4-1-2 The State-Space Model

In order to use the Kalman filter to fill in the missing pixels in a video, it is necessary to find a state-space representation of a video. This state-space system models the changes in video frames over time. A video is, by nature, a discrete-time system. It consists of a discrete sequence of events (i.e. the frames). Thus, it needs to be modeled by a discrete-time


Figure 4-2: RGB pixel illustration.
state-space system. The structure of this model is assumed to be similar to $(3-2)-(3-3)$, the underlying dynamics of the Kalman filter. Thus, we assume that the system is linear and that its noise is zero-mean Gaussian. Furthermore, because the system cannot have a control input, the input matrix of the state-space system is equal to zero.
In order to find a state-space model of a video, we must first define the states of the system. Each frame (of a grayscale video) that is represented by a matrix $\mathbf{X}[k] \in \mathbb{R}^{M \times N}$ can be transformed into a vector $\mathbf{x}[k] \in \mathbb{R}^{M N}$ by stacking the columns of the matrix (4-1). In MATLAB this conversion can be done by a single call to the reshape function: $\mathbf{x}[k]=$ reshape ( $\mathbf{X}[k], M N, 1$ ). Using this vectorization of the frames, the state-vector of the statespace system is defined as the frames of the video.

$$
\mathbf{X}[k]=\left[\begin{array}{cccc}
x_{1,1} & x_{1,2} & \cdots & x_{1, N}  \tag{4-1}\\
x_{2,1} & x_{2,2} & \cdots & x_{2, N} \\
\vdots & \vdots & \ddots & \vdots \\
x_{M, 1} & x_{M, 2} & \cdots & x_{M, N}
\end{array}\right] \quad \rightarrow \quad \mathbf{x}[k]=\left[\begin{array}{c}
x_{1,1} \\
x_{2,1} \\
\vdots \\
x_{M, 1} \\
\hline x_{1,2} \\
x_{2,2} \\
\vdots \\
x_{M, 2} \\
\hline \vdots \\
\hline x_{1, N} \\
x_{2, N} \\
\vdots \\
x_{M, N}
\end{array}\right]
$$

Determining an expression for the state-transition matrix is difficult. A video is a highly unpredictable process. Anything can happen. And what has happened in the past is not necessarily a good predictor of what will happen in the future. What can be said about video frames, however, is that two consecutive frames are highly similar. The difference between pixels at the same location between two consecutive frames is generally small. This is due to the high speed at which the frames are captured. To showcase this, Figure $4-3$ shows a histogram of the difference between pixel values of two consecutive frames, using the Grand Central Station dataset [47]. Clearly, most values are around zero. Because of this high similarity between frames and the unpredictability of the process, the state-transition matrix is chosen to be identity.


Figure 4-3: Histogram of the difference between pixel values of two consecutive frames $(\mathbf{x}[k+1]-\mathbf{x}[k])$. The count is normalized over the number of values in the bins. The red line shows the Gaussian distribution fitted with the mean and the variance of the data. The data used is from the Grand Central Station dataset [47].

Any difference between the frames must therefore be captured by the process noise. To use a Kalman filter on a system, the process noise should be zero-mean and (approximately) Gaussian. From Figure $4-3$ it is clear that this process noise is indeed zero-mean when the state-transition matrix is equal to identity, since $\mathbf{w}[k]=\mathbf{x}[k+1]-\mathbf{x}[k]$. The shape of the histogram also provides some justification for the Gaussian distribution presumption. The histogram is approximately symmetric around zero, its mean. It has a peak at its mean and its values recede to zero the further away they are from the mean. These are all properties of a Gaussian distribution. Though, from Figure $4-3$ one can also see that the histogram has a higher peak at zero than its corresponding Gaussian distribution (the red line).

The measurements of the system are simply the uncorrupted pixels of each frame. The location of these pixels are stored in the measurement matrix of the state-space system (C). Each row of this matrix thus contains only one value equal to 1 , the rest are all zeros. In this thesis it is presumed that the location of the uncorrupted pixels are known. Furthermore, it is assumed that these locations are always the same. Thus, the measurement matrix is time-invariant ${ }^{1}$. Because we have direct access to the uncorrupted pixels, the measurements are noise-free, so $\mathbf{v}[k]=0$.
This leads to the following state-space system [24],

$$
\begin{align*}
\mathbf{x}[k+1] & =\mathbf{x}[k]+\mathbf{w}[k]  \tag{4-2}\\
\mathbf{y}[k] & =\mathbf{C} \mathbf{x}[k] \tag{4-3}
\end{align*}
$$

where $\mathbf{x}[k] \in \mathbb{R}^{M N}$ represents the video frame at time-step $k$ and $\mathbf{y}[k] \in \mathbb{R}^{J}$ contains the uncorrupted pixels.
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Figure 4-4: Mean of the Grand Central Station Video (1000 frames).

## 4-1-3 Subtracting the Background

In the previous section a state-space system was derived where the state-vectors of the system are the video frames and the state variables are the corresponding pixel values. Pixel values range between 0 and 255 and are thus always positive. This while the Kalman filter estimates can take on any real value. A mapping of the pixel values could be used to ensure that the states can also hold negative values and to make the distribution more even.

This mapping should be done while keeping the Kalman filter properties such as the covariances the same. One way to ensure this, is to subtract the mean from the states. In case of a fixed-camera video, which is often the case in surveillance footage, the mean is (approximately) equal to the background of the video as long as this background is static (Figure 4-4). A static background in this case is a background that, during the duration of the video completion, does not change over time. If, for instance, the camera is located somewhere where the light intensity changes continuously throughout the day, this background would not be static.

Subtracting the background from the video frames holds several advantages. One is that the states can hold negative values which leads to a more even distribution of values. Another advantage is that the resulting vector (or matrix) is approximately sparse. This is due to the fact that, in this new vector, only the values that correspond to pixels that are part of the foreground contain large values. To illustrate this in Figure 4-5 an image plot is shown of the frame when the background is subtracted $\left(\mathbf{X}_{\text {foreground }}=\mathbf{X}_{\text {frame }}-\mathbf{X}_{\text {background }}\right)$. As can be seen most of this image plot is green, which corresponds to values of around zero.

The sparsity resulting from the background subtraction, also leads to advantageous properties for the tensor-network representation, as sparse vectors and matrices generally have lower TT(m)-ranks. More on this in Section 4-2-2.

The new state-vector $\left(\mathbf{x}_{F}\right)$ resulting from the background subtraction is shown in (4-4). Here, $\mathbf{x}_{F}$ represents the 'foreground' of the frames, and $\mathbf{x}_{B}$ the background which is approximately equal to the mean of the frames $\overline{\mathbf{x}}[k]$ (in case of a static background).

$$
\begin{equation*}
\mathbf{x}_{F}[k]=\mathbf{x}[k]-\mathbf{x}_{B} \approx \mathbf{x}[k]-\overline{\mathbf{x}} \tag{4-4}
\end{equation*}
$$



Figure 4-5: Image plot of frame with background subtracted
$\left(\mathbf{X}_{\text {foreground }}=\mathbf{X}_{\text {frame }}-\mathbf{X}_{\text {background }}\right)$.

Covariance For a fixed-camera view with a non-changing background, it can be determined that the covariance of the frames $\mathbf{x}[k]$ is equal to the covariance of the foreground $\mathbf{x}_{F}[k]$. A frame can be separated into a foreground and a background part (time indices are omitted for notational ease):

$$
\begin{equation*}
\mathbf{x}=\mathbf{x}_{F}+\mathbf{x}_{B} \tag{4-5}
\end{equation*}
$$

Suppose that it does not necessarily hold that $\overline{\mathbf{x}}=\mathbf{x}_{B}$, then the covariance of $\mathbf{x}$ equals:

$$
\begin{aligned}
\mathbf{P}=E & \left.E(\mathbf{x}-\overline{\mathbf{x}})(\mathbf{x}-\overline{\mathbf{x}})^{T}\right]=E\left[\left(\mathbf{x}_{F}+\mathbf{x}_{B}-\left(\overline{\mathbf{x}}_{F}+\overline{\mathbf{x}}_{B}\right)\right)\left(\mathbf{x}_{F}+\mathbf{x}_{B}-\left(\overline{\mathbf{x}}_{F}+\overline{\mathbf{x}}_{B}\right)\right)^{T}\right] \\
=E & {\left[\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)^{T}\right]+E\left[\left(\mathbf{x}_{B}-\overline{\mathbf{x}}_{B}\right)\left(\mathbf{x}_{B}-\overline{\mathbf{x}}_{B}\right)^{T}\right] } \\
& +E\left[\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)\left(\mathbf{x}_{B}-\overline{\mathbf{x}}_{B}\right)^{T}\right]+E\left[\left(\mathbf{x}_{B}-\overline{\mathbf{x}}_{B}\right)\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)^{T}\right]
\end{aligned}
$$

Assuming the background remains stationary it follows that $\mathbf{x}_{B}=\overline{\mathbf{x}}_{B}$. And thus, the covariance matrix of the frames is equal to the covariance matrix of the foreground,

$$
\begin{equation*}
\mathbf{P}=E\left[\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)\left(\mathbf{x}_{F}-\overline{\mathbf{x}}_{F}\right)^{T}\right] \tag{4-6}
\end{equation*}
$$

## 4-1-4 Color Videos

The state-space model derived above is only for frames with one component intensity, so for grayscale videos. There are two options to expand this model for color videos. One is to extend the dimensions of the state-space system to allow for all three RGB component intensities of a frame to be stacked in one vector:

$$
\mathbf{x}[k]=\left[\begin{array}{c}
\mathbf{x}_{R}[k] \\
\mathbf{x}_{G}[k] \\
\mathbf{x}_{B}[k]
\end{array}\right] .
$$

Another way is to define three separate state-space systems, where the update for each component intensity is performed in parallel. Each frame is now defined not by one state-vector $\mathbf{x}[k]$, but by a tuple of three state-vectors that correspond to the three RGB components:

$$
\left\{\mathbf{x}_{R}[k], \mathbf{x}_{G}[k], \mathbf{x}_{B}[k]\right\} .
$$

The state-space system that is used for each component is the same as for the grayscale videos (4-2)-(4-3), though each component has different initial states and covariance matrices. Because this method allows for the completion of the three intensities to be computed in parallel and does not require any adjustments to the state-space model, this method was chosen to complete color videos.

## 4-2 Tensor-Networked Kalman Filter

In the streaming video completion problem, a streaming video gets suddenly corrupted. Because this is a streaming video, the completion should preferably be done online, in real-time. The Kalman filter is a recursive estimator, it only uses information of past events (states) to estimate the current state. This makes it suitable for application to the streaming video completion problem, because calculations can be done online. In this section the tensor-networked Kalman filter will therefore by introduced as a method to perform video completion.

## 4-2-1 Kalman Equations

In the previous section a state-space model was derived that describes the changes in the video frames over time. Applying a Kalman filter to this system, the Kalman filter equations (3-7)-(3-13) reduce to (4-7)-(4-13). The initial state-vector and covariance matrices can be determined using the uncorrupted frames that are observed prior to the corruption 'event'. How this can be done will be explained in Section 4-3-1.

## Prediction step:

$$
\begin{array}{ll}
\text { Predicted state estimate } & \hat{\mathbf{x}}[k]^{-}=\hat{\mathbf{x}}[k-1]^{+} \\
\text {Predicted covariance } & \mathbf{P}[k]^{-}=\mathbf{P}[k-1]^{+}+\mathbf{W}[k]
\end{array}
$$

## Update step:

| Measurement residual | $\mathbf{v}[k]=\mathbf{y}[k]-\mathbf{C} \hat{\mathbf{x}}[k]^{-}$ |
| :--- | :--- |
| Residual covariance matrix | $\mathbf{S}[k]=\mathbf{C} \mathbf{P}[k]^{-} \mathbf{C}^{T}$ |
| Kalman gain | $\mathbf{K}[k]=\mathbf{P}[k]^{-} \mathbf{C}^{T} \mathbf{S}[k]^{-1}$ |
| Updated state estimate | $\hat{\mathbf{x}}[k]^{+}=\hat{\mathbf{x}}[k]^{-}+\mathbf{K}[k] \mathbf{v}[k]$ |
| Updated covariance matrix | $\mathbf{P}[k]^{+}=\mathbf{P}[k]^{--}-\mathbf{K}[k] \mathbf{S}[k] \mathbf{K}[k]^{T}$ |

## 4-2-2 Why use Tensor-Networks?

One major obstacle in using the Kalman filter for video completion, is that the dimensions of the state-space system become so large that the storage of the system parameters is prohibitively expensive. For a standard-definition (SD) $480 \times 720$ video, for instance, the statevector becomes: $\mathbf{x}[k] \in \mathbb{R}^{345600}$, so its size is of $\mathcal{O}\left(10^{5}\right)$. This means that the covariance
matrix of $\mathbf{x}[k], \mathbf{P}[k]$, is of size $345600 \times 345600\left(\mathcal{O}\left(10^{11}\right)\right)$. If one were to store a matrix of this size on a computer, one would need about 20 GB of memory. For any regular computer, this is just not feasible. Therefore, a memory efficient way of expressing both $\mathbf{x}[k]$ and $\mathbf{P}[k]$ is necessary.

One way to do this is by using tensor-networks. From Section 2-2-3 it is clear that by using quantized tensor-trains to represent matrices and vectors, a high compression ratio can be achieved. For a video of size $M \times N$ the state-vector can be reduced from $\mathcal{O}(M N)$ to $\mathcal{O}\left(R^{2} \log _{q}(M N)\right)$, where $R$ is the maximum rank of the TT representing the state-vector and $q$ is the quantization parameter $\left(M N=q^{d}\right)$.

## 4-2-3 Tensor-Networked Kalman Filter Algorithm

Matrix and vector products can easily be computed in TT-format (see Section 2-3-1). Matrix inversions however are more difficult. While there is some research into efficient algorithms for matrix inversion in TT-format, it is not yet desirable to utilize these. This is due to their long computation times, the large TTm-ranks of the inverse (compared to the original TTm) and the fact that they have not yet been proven to converge [30]. To circumvent having to perform matrix inversions, the partitioned update Kalman filter (PUKF) can be used. This reduces the matrix inversion to a number of scalar inversions, while achieving the same result as a regular Kalman filter (Section 3-3). The PUKF can be used for the current system because the measurements are not correlated, since the measurement covariance is equal to zero.

Because the measurements are of distinct state variables (i.e. the uncorrupted pixels), the following multiplications of the PUKF, $\mathbf{C}(j,:) \mathbf{x}_{j}, \mathbf{C}(j,:) \mathbf{P}_{j-1} \mathbf{C}(j,:)^{T}$ and $\mathbf{P}_{j-1} \mathbf{C}(j,:)^{T}$, are reduced to a simple extraction of the vector and matrix values. If the location of the measurements are stored in a vector $\mathbf{c} \in \mathbb{R}^{J}$, then this reduces to,

$$
\begin{align*}
& \mathbf{C}(j,:) \mathbf{x}_{j}=\mathbf{x}_{j-1}\left(c_{j}\right)  \tag{4-14}\\
& \mathbf{C}(j,:) \mathbf{P}_{j-1} \mathbf{C}(j,:)^{T}=\mathbf{P}_{j-1}\left(c_{j}, c_{j}\right)  \tag{4-15}\\
& \mathbf{P}_{j-1} \mathbf{C}(j,:)^{T}=\mathbf{P}_{j-1}\left(:, c_{j}\right) \tag{4-16}
\end{align*}
$$

Algorithm 4 shows the tensor-networked Kalman filter with partitioned updates. Note that every operation in this algorithm can be performed using the algorithms stated in Section 2-3. Only multiplication and addition operations are computed (subtraction is equal to addition and multiplication with -1 ). After these operations the ranks of the tensor-trains can increase. If no rounding occurs after each update step, these ranks will quickly climb to such high values that the calculations are no longer tractable. Therefore, rounding should occur when the ranks of the tensor-trains become too high.

Choosing when to perform this rounding influences the computational speed of the Kalman filter update. If after every iteration (of the for-loop) the tensor-train (TT)(m)'s are rounded, this rounding can be performed relatively fast due to the small TT-ranks. However, because the rounding function is called every iteration, this does slow down the calculation of the Kalman update. Increasing the ranks at which rounding occurs ( $R_{x}^{\max }$ and $R_{P}^{\max }$ ), leads to longer computation times of the rounding function. However, because the rounding function
is called less often, it can lead to a faster computation of the overall Kalman update. Thus, in the selection of these values a trade-off needs to be found, that ensures that the rounding is still relatively fast, while reducing the number of calls to this function.

```
Algorithm 4: TN Kalman Filter \({ }^{2}\)
Data: \(\mathbf{x}[k-1] \in \mathbb{R}^{I}, \mathbf{P}[k-1] \in \mathbb{R}^{I \times I}, \mathbf{W}[k] \in \mathbb{R}^{I \times I}\), in their corresponding TT-format of
        dimension \(d\). Maximum and desired rank of TT representation of \(\mathbf{x}[k-1]: R_{x}^{\max }\) and
        \(R_{x}\); maximum and desired rank of TTm representation of \(\mathbf{P}[k-1]: R_{P}^{\max }\) and \(R_{P}\).
        The measured values (not in TT-format) \(\mathbf{y}[k] \in \mathbb{R}^{J}\). Locations of measured values
        \(\mathbf{c} \in \mathbb{R}^{J}\).
Result: Updated state and covariance: \(\mathbf{x}[k], \mathbf{P}[k]\).
\{Prediction\}
\(\mathbf{P}_{0}=\mathbf{P}[k-1]+\mathbf{W}[k]\)
\(\mathbf{P}_{0}=\) rounding \(\left(\mathbf{P}_{0}, R_{P}\right) \quad / /\) Algorithm 3
\(\mathrm{x}_{0}=\mathrm{x}[k]\)
for \(j=1,2, \ldots, J\) do
    \{Update\}
    \(v_{j}=y_{j}[k]-\mathbf{x}_{j-1}\left(c_{j}\right)\)
    \(s_{j}=\mathbf{P}_{j-1}\left(c_{j}, c_{j}\right)\)
    \(\mathbf{k}_{j}=\mathbf{P}_{j-1}\left(:, c_{j}\right) / s_{j}\)
    \(\mathbf{x}_{j}=\mathbf{x}_{j-1}+\mathbf{k}_{j} v_{j}\)
    \(\mathbf{P}_{j}=\mathbf{P}_{j-1}-\mathbf{k}_{j} s_{j} \mathbf{k}_{j}^{T}\)
    \{TT-rounding\}
    if \(\max \left(\operatorname{rank}\left(\mathbf{P}_{j}\right)\right) \leq R_{P}^{\max }\) then
        \(\mathbf{P}_{j}=\operatorname{rounding}\left(\mathbf{P}_{j}, R_{P}\right)\)
    end
    if \(\max \left(\operatorname{rank}\left(\mathbf{x}_{j}\right)\right) \leq R_{x}^{\max }\) then
        \(\mathrm{x}_{j}=\operatorname{rounding}\left(\mathrm{x}_{j}, R_{x}\right)\)
    end
end
Set: \(\mathbf{x}[k]=\mathbf{x}_{J}\) and \(\mathbf{P}[k]=\mathbf{P}_{J}\)
```

[^4]
## 4-3 Initialization of the Kalman Filter

In this section the initial values of the Kalman filter and the process covariance matrix will be derived.

## 4-3-1 Initial State Mean and Covariance

The Kalman filter is a recursive estimator. Thus, it needs some information on the initial state-vector $\mathbf{x}[0]$ to perform the estimation. From Section 3-1 we know that the Kalman filter assumes the following Gaussian distribution for the initial state-vector,

$$
\begin{equation*}
\mathbf{x}[0] \sim \mathcal{N}(\overline{\mathbf{x}}[0], \mathbf{P}[0]) \tag{4-17}
\end{equation*}
$$

where $\bar{x}[0]$ denotes the mean of the initial state-vector $\mathbf{x}[0]$ and $\mathbf{P}[0]$ the initial estimate of the covariance matrix $\mathbf{P}[0]=\mathrm{E}\left[(\mathbf{x}[0]-\overline{\mathbf{x}}[0])(\mathbf{x}[0]-\overline{\mathbf{x}}[0])^{T}\right]$.
In the streaming video completion problem the video gets corrupted at a certain point in time $t_{c}$ (Figure 1-1). This means that all frames prior to the corruption are observable and can be used to form estimates for the mean of the initial state-vector and its covariance matrix. It is even possible to use the exact value of the initial state-vector, since this value corresponds to frame $\left[t_{c}-1\right]$, which is is not corrupted.
Using the last uncorrupted frame as the initial value for the state-vector (with or without background subtraction), would mean that the covariance matrix should be very small. The covariance matrix cannot be equal to zero, as it should be symmetric positive definite. However, because the estimate is so accurate, its values should be low enough to reflect this. One way to initialize the state covariance matrix is to define it as a diagonal matrix with equal values on the diagonal (4-18).

$$
\begin{equation*}
\mathbf{P}[0]=\sigma_{P}^{2} \mathbf{I} \tag{4-18}
\end{equation*}
$$

The variable $\sigma_{P}^{2}$ represents the variance of each state, of each pixel. In the case that a video contains multiple frames with only background images, this value could be determined by calculating the (average) variance between these 'background frames'. This variance would then be somewhat equal to the variance of the measurement noise of the original video capture. This value should be relatively low and provides a decent estimate of the accuracy of the initial state-vector. If it is not possible to calculate this variance based on a number of background frames, because these frames are simply not available, choosing $\sigma_{P}^{2}=1$, so $\mathbf{P}[0]=\mathbf{I}$, generally provides a good result.

Choosing the initial state-vector as the last uncorrupted frame and using relatively low values for the covariance matrix can lead to a problem. It can cause the Kalman filter to place such importance on the initial value of the state-space system that it does not properly update the states of the system using the measurements. This can lead to a certain 'shadow effect', where a sort of shadow of the initial frame remains visible even after a number of Kalman filter steps. In Figure 4-6 an example can be seen of this shadow effect.

This shadow effect can occur due to the fact that the state-transition matrix of the state-space model is equal to identity and the Kalman filter therefore assumes the states remain the same.


Figure 4-6: Example of 'shadow effect'. On the left the initial frame is shown and on the right the Kalman filter estimate after a number of time-steps.

To prevent this effect from occurring enough uncertainty (in the state-space model) should be injected by the process covariance.

Sometimes even increasing the values of the process covariance cannot remove this shadow effect. This usually occurs when the amount of observed pixels is very low (less than $10 \%$ ) and the object that is moving through the frame is relatively large (such as in the figure). In this case the shadow effect can be prevented by choosing the background of the video as the initial state-vector. This would mean that a lot more emphasis is placed on the measurements of the system than the initial state. In this case the variance $\sigma_{P}^{2}$ should be calculated using the difference between the pixels of the background (the mean) and the last uncorrupted frame (4-19).

$$
\begin{equation*}
\sigma_{P}^{2}=\frac{1}{I} \sum_{i=1}^{I}\left(x_{i}\left[t_{c}-1\right]-\bar{x}_{i}\right)^{2}, \quad \mathbf{x} \in \mathbb{R}^{I=M N} \tag{4-19}
\end{equation*}
$$

## 4-3-2 Process Covariance

Because the state-transition matrix is equal to identity, all changes between the frames must be captured by the process covariance (4-20). Therefore, this matrix should contain information on how the pixels of consecutive frames are related to each other. Finding an exact representation for the process covariance is difficult, due to the high unpredictability of the process. However, by using some video properties it is possible to find an estimate that performs well enough to perform the video completion.

$$
\begin{equation*}
\mathbf{W}[k]=\mathrm{E}\left[\mathbf{w}[k] \mathbf{w}[k]^{T}\right]=\mathrm{E}\left[(\mathbf{x}[k+1]-\mathbf{x}[k])(\mathbf{x}[k+1]-\mathbf{x}[k])^{T}\right] \tag{4-20}
\end{equation*}
$$

One of those properties is the fact that neighboring pixels have a higher similarity than pixels that are further removed in the frames. This property can be verified by looking at the (average) correlation between pixels as a function of the distance between the pixels. The


Figure 4-7: Correlation between pixels. The $x$-axis shows the distance between the pixels (in number of pixels) and the $y$-axis shows the correlation coefficient. Data is from the Grand Central Station dataset [47].
distance between the pixels can be defined as follows. If two pixels are next to, or above or below each other this distance is equal to one. For every 'next pixel' (i.e. every 'border' that is crossed) this value increases by one. In Figure 4-8 an example is provided to showcase how this distance can be determined.

| 0 | 1 | 2 |
| :--- | :--- | :--- |
| 1 | 2 | 3 |
| 2 | 3 | 4 |

Figure 4-8: Example of the distance between pixels on a $3 \times 3$ grid, relative to the pixel in the top left corner. The distance between the pixel and the pixel in the top left corner is denoted at each pixel location.

In Figure 4-7 the correlation between pixels is plotted as a function of the distance between the pixels, using different patches of frames from the Grand Central Station dataset [47]. Clearly, when two pixels are near each other the correlation between those pixels is higher than when they are not.

A way to use this property is by defining a $\mathbf{W}[k]$ such that its values are dependent on the distance between the respective pixels; that the values in this matrix decrease the further away the corresponding pixels are from each other. Because the columns of the frames are stacked into a column vector (4-1), this matrix would have a block structure. This is due to the fact that neighboring pixels in different columns of the frame, are 'separated' due to this reshaping. The size of each block is equal size of the height of the frame $(M)$ and the number of blocks is equal to the width of the frame $(N)$.

To obtain this block structure the covariance matrix can be constructed using the Kronecker product of two matrices, where the size of these matrices correspond to the height $(M)$ and the width $(N)$ of the frames (4-21).

$$
\begin{align*}
& \mathbf{W}[k]=\mathbf{W}_{1}[k] \otimes \mathbf{W}_{2}[k] \\
& \mathbf{W}_{1}[k] \in \mathbb{R}^{N \times N}, \quad \mathbf{W}_{2}[k] \in \mathbb{R}^{M \times M} \tag{4-21}
\end{align*}
$$

To ensure that the values in $\mathbf{W}[k]$ decrease when the distance between the corresponding pixels becomes larger, the matrices $\mathbf{W}_{1}[k]$ and $\mathbf{W}_{2}[k]$ can be chosen as Toeplitz band matrices with values that are highest on the main diagonal and get gradually lower the further away they are from the main diagonal [24]g. In (4-22) an example of such a structure is provided. Here, $w(d)$ is a function of the distance between two pixels ( $d$ ), it has a maximum at 0 and decreases for higher $d$, until $d=\alpha$ at which $w(\alpha)=0$. The variable $\alpha$ is the bandwidth of the band matrix. In this thesis a linear interpolation between 1 and 0 will be used for $w(d)(4-23)$. The bandwidth of this matrix can be chosen by looking at the correlation between nearby pixels (Figure 4-7). In this case $\alpha$ should be around 10 .

$$
\begin{gather*}
\mathbf{W}_{n}(\alpha)=\left[\begin{array}{ccccccc}
w(0) & w(1) & \cdots & w(\alpha) & 0 & \cdots & 0 \\
w(1) & w(0) & w(1) & \ldots & w(\alpha) & \cdots & 0 \\
& & \ddots & \ddots & \ddots & \ddots & \\
0 & \cdots & 0 & w(\alpha) & \ldots & w(1) & w(0)
\end{array}\right], \quad n=\{1,2\}  \tag{4-22}\\
w(d)=\max \left(0,1-\frac{d}{\alpha+1}\right) \tag{4-23}
\end{gather*}
$$

Defining $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$ by (4-22) and (4-23), results in a matrix $\mathbf{W}$ with ones on the main diagonal. This expression can be multiplied by a scalar value $\sigma_{W}^{2}[k]$ to ensure that the process covariance matrix is adaptable in magnitude (4-24). The values on the diagonal are now equal to $\sigma_{W}^{2}[k]$. This value is chosen to be time-dependent, since the difference between consecutive frames changes over time. To calculate $\sigma_{W}^{2}$ the variance between the two previous frames can be used (4-25).

$$
\begin{gather*}
\mathbf{W}[k]=\sigma_{W}^{2}[k] \mathbf{W}_{1} \otimes \mathbf{W}_{2}  \tag{4-24}\\
\sigma_{W}^{2}[k]=\frac{1}{I} \sum_{i=1}^{I}\left(x_{i}[k-1]-x_{i}[k-2]\right)^{2}, \quad \mathbf{x} \in \mathbb{R}^{I=M N} \tag{4-25}
\end{gather*}
$$

Positive Definiteness To verify that the matrix defined above is positive definite, all that is necessary is to show that both $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$ are positive definite, since the Kronecker product of two positive definite matrices is positive definite [6]. The positive definiteness of $\mathbf{W}_{1}$ and $\mathbf{W}_{2}$ as defined by (4-22) and (4-23), can be verified numerically prior to the Kalman filter estimation.

Instead of having to verify it numerically, it is also possible to define $w(d)$ such that $\mathbf{W}_{1}$ and $\mathbf{W}_{2}(4-22)$ are diagonally dominant. This ensures that those matrices are always positive definite (see theorem 6.1.10 (b) of [13]).


Figure 4-9: Tensor-Train of state-vector.

## 4-4 TT-Representation of Kalman Filter

In the tensor-networked Kalman filter TT-representations of the state-vector and covariance matrices will be used. Therefore, it is necessary to determine how these values can be accurately represented using tensor-trains and tensor-train matrices.

## 4-4-1 State-Vector

The state-vectors of the state-space system $(\mathbf{x}[k])$ correspond to the vectorized frames of the video. These vectors can be represented in TT-format using quantized tensor-trains. For a $M \times N$ video this means that the state-vector $\mathbf{x} \in \mathbb{R}^{M N}$ representing a video frame is first converted into a tensor

$$
\mathcal{X} \in \mathbb{R}^{M_{1} \times M_{2} \times \cdots \times M_{d_{M}} \times N_{1} \times N_{2} \times \cdots \times N_{d_{N}}}
$$

where it holds that $M=M_{1} M_{2} \cdots M_{d_{M}}$ and $N=N_{1} N_{2} \cdots N_{d_{N}}$. Ideally these values $\left(M_{i}\right.$ and $N_{i}$ ) should be as small as possible, as this can lead to larger compression ratio of the original vector.

The quantized state-vectors can be converted into tensor-trains using the TT-SVD algorithm (Algorithm 1). To ensure that calculations remain tractable the ranks of the tensor-trains should be truncated at a certain value. Selecting this value has consequences for the accuracy of the tensor-train approximation of the state-vector.

To verify that the frames can be approximated using a low-rank tensor-train, we can look at the singular values of a video frame. In Figure 4-10 these singular values are plotted, in the same figure also the singular values of the foreground (i.e. frame with background subtracted) are shown. From Figure 4-10 it is clear that a video frame is relatively low-rank, as its singular values rapidly decrease in size. Thus, a video frame can be approximated by a low-rank TT. Furthermore, the singular values of the foreground are smaller than those of the full frame.

Choosing the maximum ranks of the tensor-train representing the state-vector is a matter of tuning. Higher ranks could lead to a more accurate solution, but does lead to higher computation times. Therefore, it is recommended to choose low ranks when high accuracy is not that important, or perhaps not even possible in the case of a high percentage of missing pixels ( $>90 \%$ ). When accuracy is important and computational cost is not, then the ranks could be chosen higher.

To verify if the chosen rank is sufficiently accurate one can look at the TT decomposition of the last frame, prior to the corruption. In Figure 4-13 examples are shown of TT approximations


Figure 4-10: Singular values of a video frame. With (red) and without (blue) background subtraction. The video data that was used is from the Town Centre dataset [1].
of a video frame truncated at different ranks (original frame in Figure 4-12). From this figure it is clear that truncating the ranks at $R_{x}=20$ or $R_{x}=30$ leads to a poor approximation of the original frame. Whereas, when the ranks at truncated at $R_{x}=50$ the tensor-train approximation of the video frame is significantly better. In Figure 4-14 the TT-representation of the video frames is shown when background subtraction is used. In this case even the lower-rank approximations ( $R_{x}=20$ and $R_{x}=30$ ) lead to a fairly good representation of the original frame.

The relative errors corresponding to these tensor-train approximations are plotted in Figure 411. Clearly, when using background subtraction the ranks of the TT can be chosen lower. This coincides with the smaller singular values of the foreground (Figure 4-10). Therefore, it is recommended to always, if possible, use background subtraction for video completion using the tensor-networked Kalman filter.


Figure 4-11: Relative error of TT-approximation of a video frame (blue) and foreground of a frame (red), as a function of the TT-rank.


Figure 4-12: Original frame [1].


Figure 4-13: TT-approximation of a video frame, using different TT-ranks. Data from [1].


Figure 4-14: TT-approximation of the foreground (i.e. frame where background is subtracted prior to computing the TT decomposition), using different TT-ranks. Data from [1].


Figure 4-15: Relative error and positive definiteness of TTm approximation of $\mathbf{W}_{1} \in \mathbb{R}^{480 \times 480}$ as a function of the maximum TTm-rank.

## 4-4-2 Process Covariance Matrix

The process covariance matrix is defined as the Kronecker product of two matrices, $\mathbf{W}_{1} \in$ $\mathbb{R}^{N \times N}$ and $\mathbf{W}_{2} \in \mathbb{R}^{M \times M}$ (multiplied by a scalar $\left.\sigma_{W}^{2}[k]\right)$. Both of these matrices can be converted into tensor-train matrix (TTm)-format using the TT-SVD algorithm. The ranks of the resulting TTm's should be chosen in such a way that the positive definiteness of the matrices are preserved.

For a bandwidth of the band matrices $\left(\mathbf{W}_{1}\right.$ and $\left.\mathbf{W}_{2}\right)$ equal to 10 , it can be determined that setting the ranks of the TTm at 5 ensures that the TTm approximation is equal to the 'true' matrices. In Figure 4-15a the relative error of the TTm approximation of $\mathbf{W}_{1} \in \mathbb{R}^{480 \times 480}$ is plotted as a function of the rank. And in Figure $4-15 b$ the positive definiteness of these approximations are shown. This positive definiteness was determined using the Cholesky decomposition (chol) of the TTm's converted back to full matrix format.

Clearly, only for a rank of 1 or 5 the positive definiteness can be preserved. Generally, a rank 1 approximation preserves the positive definiteness as it simply equal to a number of Kronecker products. The rank 5 approximation is also positive definite, as in this case the TTm approximation is equal to the true matrix. Because the true covariance matrix can be exactly represented by a TTm with such low ranks, it is recommended to use this exact TTm decomposition.

## 4-4-3 State Covariance Matrix

## Initial Covariance Matrix

The covariance matrix has dimensions $\mathbf{P} \in \mathbb{R}^{M N \times M N}$. In general, it is not possible to explicitly define this matrix, due to its large size. Therefore, the Kronecker product(s) of smaller matrices are used to set the initial state covariance matrix. When this matrix initial



Figure 4-16: Tensor-Train matrix of the state covariance.
covariance matrix is chosen to be diagonal, the matrix can be decomposed as the Kronecker product of smaller diagonal matrices.
The covariance matrix should be quantized using similar quantization parameters as the statevector and the process covariance matrix, to ensure that performing the Kalman filter matrix and vector products in TT(m)-format remain possible.

$$
\mathcal{P} \in \mathbb{R}^{\left(M_{1} \times M_{1} \times \cdots \times M_{d_{M}} \times M_{d_{M}}\right) \times\left(N_{1} \times N_{1} \times \cdots \times N_{d_{N}} \times N_{d_{N}}\right)}
$$

One way to ensure this is the case, is by defining two matrices $\mathbf{P}_{1} \in \mathbb{R}^{N \times N}$ and $\mathbf{P}_{2} \in \mathbb{R}^{M \times M}$ for which it holds that $\mathbf{P}=\mathbf{P}_{1} \otimes \mathbf{P}_{2} \in \mathbb{R}^{M N \times M N}$. Matrix $\mathbf{P}_{1}$ can be quantized as a tensor $\mathcal{P}_{1} \in \mathbb{R}^{N_{1} \times N_{1} \times \cdots \times N_{d_{N}} \times N_{d_{N}}}$ and matrix $\mathbf{P}_{2}$ as a tensor $\mathcal{P}_{2} \in \mathbb{R}^{M_{1} \times M_{1} \times \cdots \times M_{d_{M}} \times M_{d_{M}}}$. If both of these tensors are then transformed into TTm-format, their Kronecker product can be computed in TTm-format which results in the TTm-decomposed version of P. Figure 4-16 illustrates this.

## Rank of $P$

In the previous section it was shown that a low-rank TTm approximation of a covariance matrix does not always remain positive definite. During simulation it was found that only when the rank of the TTm representing the state covariance matrix, is chosen as 1 , the TTm approximation remains positive definite. In other cases there is a possibility that this matrix will become non positive definite, which causes the completion to become unstable, as the values of the state-vector and the covariance matrix go to $\infty$ and $-\infty$ (Figure 4-17). Therefore, the desired rank of the state covariance matrix $\left(R_{P}\right)$ should always be chosen as 1.


Figure 4-17: Example of estimation with non positive definite $\mathbf{P}[k]$ [9].

## Chapter 5

## Results \& Discussion

In this chapter the tensor-networked Kalman filter as described in Chapter 4 will be applied to corrupted video data (Section 5-1). The influence of the TT-rank of the state-vector on the performance will be investigated (Section 5-2-2). Thereafter, the performance of the Kalman filter will be compared to that of a state-of-the-art adaptive matrix completion method, the proximal LMS (PLMS) [40] algorithm (Section 5-2-3).

## 5-1 Video Data

To be able to perform the video completion, first corrupted video data needs to be 'created'. In this thesis we will be considering the case where the missing pixels are randomly distributed throughout the frame. Furthermore, it will be assumed that the missing pixels are always at the same known locations.

## 5-1-1 Choosing Video Data

In this chapter data from three different videos will be used: the $4 \mathrm{p}-\mathrm{c} 0$ (camera view 0 ) video from the EPFL data set [9], the Town Centre video [1] and the Grand Central Station data set [47] (Figure 5-1). Each of these videos have different properties. In the Grand Central Station, for instance, there are a lot of people walking through the frame, but all these people take up a relatively small part of the frame, due to the zoomed out view of the station. While in the $4 \mathrm{p}-\mathrm{c} 0$ video there are much fewer people walking through the frame, but the camera is much closer to those people. The Town Centre video on the other hand, is a bit in between the other two videos, in the sense that it is not as crowded and zoomed out as the Grand Central Station video, but the camera is not as near to the people as in the $4 \mathrm{p}-\mathrm{c} 0$ video.

The Town Centre video and the $4 \mathrm{p}-\mathrm{c} 0$ video are both in color, whereas the Grand Central Station video is only available in grayscale. To be able to compare the results from the three videos, the Town Centre and $4 \mathrm{p}-\mathrm{c} 0$ are cast as grayscale videos. This is done in MATLAB


Figure 5-1: Frames of the three different videos [1, 9, 47].
using the rgb2gray command. Most of the results discussed in this chapter will be for the grayscale videos. Only in Section 5-2-4, the color versions of the Town Centre and 4p-c0 video will be used, to showcase that the method also works for RGB color videos.

The Town Centre video has an original resolution of $1080 \times 1920$ (full HD). To speed up the calculations, this video was downcast to an SD resolution of $480 \times 720$. This also makes it easier to compare to the other videos, as those are already in SD resolution: $480 \times 720$ (Grand Central Station) and $288 \times 360(4 \mathrm{p}-\mathrm{c} 0)$. All the videos used have a fixed camera and a stationary background. Therefore, background subtraction will be used for all three videos prior to the application of the Kalman filter and the PLMS algorithm.

## Quantization Parameters

The state-vector and the covariance matrices need to be quantized along the dimensions of the videos. The dimensions of a $M \times N$ video can be quantized by $M=M_{1} M_{2} \cdots M_{d}$ and $N=N_{1} N_{2} \cdots N_{d}$. Ideally the values $M_{i}$ and $N_{i}$ are as small as possible, to achieve a maximal compression rate. The quantization parameters used for the video frames can be found in Table 5-1.

| Video Size $(M \times N)$ | Quantization Height $(M)$ | Quantization Width $(N)$ |
| :---: | :---: | :---: |
| $480 \times 720$ | $\{5,3,2,2,2,2,2\}$ | $\{5,3,3,2,2,2,2\}$ |
| $288 \times 360$ | $\{3,3,2,2,2,2,2\}$ | $\{5,3,2,2,2,2\}$ |

Table 5-1: Quantization parameters of the video frames.

## Bandwidth

From Figure 4-7 in Section 4-3-2 a bandwidth $\alpha=10$ for the process covariance of the Grand Central Station video can be chosen. For the other two videos similar plots can be made of the correlation between pixels (Figure 5-2). Using this figure, the bandwidth of the process covariance matrix of the $4 \mathrm{p}-\mathrm{c} 0$ video was set to $\alpha=20$. This results in a maximum TTm-rank for the TTm representation of the covariance matrix of 7 , to ensure an exact representation is achieved. For the Town Centre video the bandwidth was set to $\alpha=15$. The


Figure 5-2: Correlation between pixels as a function of the distance.
process covariance matrix corresponding to this bandwidth, can be exactly deconstructed in a tensor-train matrix with a maximum TTm-rank of 3 .

## 5-1-2 Creating Corrupted Data

To obtain the corrupted video data, first a matrix $\mathbf{J}$ is created. This matrix, which will be referred to as the mask, contains only 1's and 0's. At the location of each uncorrupted pixel $\mathbf{J}(m, n)=1$, while at the locations of the corrupted pixels $\mathbf{J}$ has a value of 0 . The frames of the corrupted or masked video $\left(\mathbf{X}_{c}[k]\right)$ can be created by taking the Hadamard product of the frames $(\mathbf{X}[k])$ and the mask ( $5-1$ ).

$$
\begin{equation*}
\mathbf{X}_{c}[k]=\mathbf{J} \odot \mathbf{X}[k] \tag{5-1}
\end{equation*}
$$

The uncorrupted pixels can be collected into a vector $\mathbf{y}[k]$ by selecting the values of the frame $\mathbf{X}[k]$ for which $\mathbf{J}(m, n)=1$. The (linear) indices of these pixels are used as input for the Kalman filter (c). The amount of missing pixels will be expressed as a percentage, denoted by $\beta$.

## 5-2 Performance

In this section the performance of the tensor-networked Kalman filter will be evaluated. All computations were performed using MATLAB version R2019b [27]. The computer on which the computations were performed has a Intel Core i $7-7700 \mathrm{HQ}$ CPU running at 2.80 GHz with 8.00 GB of RAM.

## 5-2-1 Performance Measures

To test the performance of the Kalman filter two different performance measures will be used: the relative error and the peak signal-to-noise ratio (PSNR). Both of these measures are well established in the field of video and image processing [15, 40].

The relative error per frame $(\varepsilon[k])$ is calculated by (5-2). Here, $\mathbf{X}[k]$ denotes the frame at time $k$ and $\widehat{\mathbf{X}}[k]$ the estimate of the frame at time $k$.

$$
\begin{equation*}
\varepsilon[k]=\frac{\|\mathbf{X}[k]-\hat{\mathbf{X}}[k]\|_{F}}{\|\mathbf{X}[k]\|_{F}} \tag{5-2}
\end{equation*}
$$

The peak signal-to-noise ratio is the ratio between the maximum power of a signal and the power of the corrupting noise [15]. Generally, the PSNR is expressed on a decibel scale. The PSNR is calculated using (5-3), here MSE represents the mean-squared error (MSE) between the original frame and the estimated frame (5-4). A better reconstruction leads to a higher PSNR, since the power of the noise $(\mathbf{X}[k]-\widehat{\mathbf{X}}[k])$ is smaller.

$$
\begin{align*}
& \operatorname{PSNR}[k]=10 \log _{10}\left(\frac{255^{2}}{M S E}\right)  \tag{5-3}\\
& M S E[k]=\frac{1}{M N} \sum_{m=1}^{M} \sum_{n=1}^{N}\left(x_{m, n}[k]-\widehat{x}_{m, n}[k]\right)^{2} \tag{5-4}
\end{align*}
$$

Color videos For color videos the calculation of the relative error and the PSNR are analogous. Only now the frames are 3-dimensional tensors instead of matrices: $\mathcal{X}[k] \in \mathbb{R}^{M \times N \times 3}$. This leads to the following expressions for the relative error and the PSNR,

$$
\begin{gather*}
\varepsilon[k]=\frac{\|\mathcal{X}[k]-\hat{\mathcal{X}}[k]\|_{F}}{\|\mathcal{X}[k]\|_{F}}  \tag{5-5}\\
\operatorname{PSN} R[k]=10 \log _{10}\left(\frac{255^{2}}{M S E}\right), M S E[k]=\frac{1}{3 M N} \sum_{m=1}^{M} \sum_{n=1}^{N} \sum_{i=1}^{3}\left(x_{m, n, i}[k]-\widehat{x}_{m, n, i}[k]\right)^{2} . \tag{5-6}
\end{gather*}
$$

## 5-2-2 Influence Rank of $x$

In this section the influence of the maximum TT-rank of the TT-representation of $\mathbf{x}[k]$ on the Kalman filter estimation will be tested. This is done by evaluating the performance of the Kalman filter for different ranks of $\mathbf{x}[k]$. In Figure $5-3$ the relative error of the Kalman filter estimation for four different maximum TT-ranks can be found. And in Figure 5-4 the same can be found for the PSNR of the estimation. The computation times per frame are tabulated in Table 5-2.

What is interesting about these results is that higher ranks do not always lead to better results. Especially in the case that $\beta=95 \%$, the highest rank ( $R_{x}=50$ ) actually seems to perform worse over time than the lower ranks ( $R_{x}=20$ and $R_{x}=30$ ). This result seems to indicate that the compression of the state-vector can actually lead to a better result overall in the case of high percentage of missing pixels. Therefore, in the case that $\beta=95 \%$ it is sufficient to choose relatively low ranks, of $R_{x}=20$ and $R_{x}=30$.

In the case that less pixels are missing, $\beta=75 \%$, higher ranks can, in some circumstances, lead to a better estimation. This is especially illustrated by the results from the Grand Central


Figure 5-3: Relative error of Kalman estimation for different ranks of $\mathbf{x}[k]$. Blue: $R_{x}=20$, red: $R_{x}=30$, yellow: $R_{x}=40$ and purple: $R_{x}=50$.

Station video (Figure 5-3d and Figure 5-4d). However, for the $4 \mathrm{p}-\mathrm{c} 0$ video the opposite seems to be true. Here, the lowest rank approximation of $\mathbf{x}[k]$ actually leads to the best results (Figure 5-3f and Figure 5-4f).
These differing results likely stem from the differences between the two videos. In the Grand Central Station video a lot is happening on the foreground of the video, but the people on the video take up a relatively small part of the frame. Whereas, in the $4 \mathrm{p}-\mathrm{c} 0$ video only one person is walking through the frame and the camera is relatively close by. Therefore, it seems that a higher rank approximation of $\mathbf{x}[k]$ is beneficial when there is a lot happening on the foreground of the frame and the amount of missing pixels is not extremely high ( $\leq 75 \%$ ). Otherwise a lower rank approximation is preferred, as it leads to faster computations (Table 5-2).


Figure 5-4: PSNR of Kalman estimation for different ranks of $\mathbf{x}[k]$. Blue: $R_{x}=20$, red: $R_{x}=30$, yellow: $R_{x}=40$ and purple: $R_{x}=50$.

## 5-2-3 Comparison With State-Of-The-Art

The performance of the Kalman filter approach will be compared to that of a state-of-the-art method based on adaptive matrix completion, the PLMS algorithm [40], in this section. In the PLMS algorithm the following parameters were used: $\lambda=0.8$ and $\mu=1$. For the Grand Central Station and the Town Centre the TT-ranks of the frame were set to 30 , and for the $4 \mathrm{p}-\mathrm{c} 0$ video they were set to 20 . To make a fair comparison, background subtraction was also used before applying the PLMS algorithm.

Ideally, it would also have been possible to compare the Kalman filter method with the method based on streaming tensor completion, however the authors of [26] could not be reached for code implementations of their method.

## Speed of Calculations

Unlike the Kalman filter method, the computational speed of the PLMS method is not dependent on the amount of missing pixels. It only depends of the size of the frames. For frames of size $480 \times 720$ the average computation time per frame was $0.568 s$ and for frames of size $288 \times 360$ it was 0.175 s . This is between $60-460$ times faster than the Kalman filter

| Video | $\beta^{4}$ | Computation Time (s) |  |  |  |
| :--- | :---: | :---: | :---: | :---: | :---: |
|  |  | $R_{x}=20$ | $R_{x}=30$ | $R_{x}=40$ | $R_{x}=50$ |
| Grand Central Station |  | 37 | 39 | 45 | 52 |
|  | $75 \%$ | 189 | 260 | 343 | 443 |
| Town Centre | $95 \%$ | 34 | 38 | 43 | 51 |
|  | $75 \%$ | 183 | 253 | 365 | 440 |
| $4 \mathrm{p}-\mathrm{c} 0$ | $95 \%$ | 11 | 11 | 13 | 14 |
|  | $75 \%$ | 54 | 63 | 77 | 95 |

Table 5-2: Average computation time per frame in seconds.
estimation (Table 5-2). Thus, in terms of computational speed the PLMS algorithm performs better than the Kalman filter.

The reason for this difference in computational speed is as follows. The most computationally expensive step of the PLMS algorithm is the calculation of the singular value decomposition (SVD) of the video frame, which has a computational complexity of $O(M N \min (M, N))$ [42]. For the Kalman filter the most expensive step is the rounding of the TT's (around $40 \%$ of the total update), which has a complexity of $\mathcal{O}\left(\left(d_{M}+d_{N}\right) R^{3} \max \left(M_{i}, N_{j}\right)\right)$ (for $i=$ $\left.1,2 \ldots, d_{M} ; j=1,2, \ldots, d_{N}\right)$.

Although the complexity of the rounding step is smaller than that of the SVD, the PLMS algorithm is faster because the SVD function is only called once per frame. In the Kalman filter the rounding function needs to be called many times per frame due to the measurementwise update, which causes the ranks of the TT's to increase after each measurement update. This is the reason why the Kalman filter filter is over six times slower when $\beta=75 \%$ compared to when $\beta=95 \%$, since with more measurements there is also an increase in the number of calls to the rounding function. In the Town Centre video for instance the rounding function is called 9061 times per frame when $\beta=95 \%$ and 45307 times when $\beta=75 \%$.

## Relative Error and PSNR

Clearly, the PLMS algorithm performs faster computations. However, this does come at a cost. In Figure 5-5 and Figure 5-6 the difference in relative error and PSNR between the Kalman filter estimation and the PLMS estimation is shown for all three video. From these figures it can be determined that in the case that $\beta=95 \%$, the Kalman filter performs better than the PLMS algorithm.

This is further verified by looking at one of the estimated frames. In Figure 5-8 the estimated frames using the two different algorithms can be seen of the Grand Central Station video (for other videos see Appendix B-2). Clearly, the PLMS algorithm does not work if $\beta=95 \%$, as the estimated frame frame shows only the background (which is already known). Whereas, the Kalman filter estimate resembles the original (Figure 5-8a) more closely.
In the case that $\beta=75 \%$, the results based on the relative error and the PLMS are less conclusive. In some cases the PLMS method seems to perform better (Grand Central Station video), however, in other this does not necessarily seem to be the case (Town Centre and $4 \mathrm{p}-\mathrm{c} 0$ video). Therefore, it is necessary to look at the actual estimation to determine which


Figure 5-5: Comparison of relative error of the reconstruction using the Kalman filter (blue) and the PLMS algorithm (red).
method performs better. From Figure 5-8 one can clearly see a difference in the estimation. The Kalman filter estimate seems to contain a lot more noise, and the people in the frame are quite pixelated. In the PLMS estimated frame, there is a lot less noise, however, the people in the video frame seems more like shadow figures.

The PLMS estimate does show significant improvement compared to the estimate when $\beta=$ $95 \%$. For the Kalman filter one cannot say the same. This is further verified by Figure 5-7 where the relative errors are plotted in the same figure. The Kalman filter seems to hit a certain barrier in terms of performance. A possible reason for this could be the use of a rank 1 TTm approximation of the state covariance matrix $(\mathbf{P}[k])$, which is far from ideal and likely limits the estimation performance.


Figure 5-6: PSNR of the video reconstruction. Kalman filter method (blue) compared to PLMS algorithm (red). Blue: $R_{x}=20$, red: $R_{x}=30$, yellow: $R_{x}=40$ and purple: $R_{x}=50$.


Figure 5-7: Relative error of Kalman filter estimate for $\beta=75 \%$ (blue) and $\beta=95 \%$ (red).


Figure 5-8: Estimated frames using the Kalman filter algorithm and the PLMS algorithm, Grand Central Station video [47].

## 5-2-4 Color videos

To showcase that the tensor-networked Kalman filter can also be applied to color videos, in this section the color version of the Town Centre and $4 \mathrm{p}-\mathrm{c} 0$ video will be reconstructed. In Figure 5-10 a reconstruction of these videos is shown when $\beta=95 \%$. The relative error and and the PSNR are shown in Figure 5-9. The PSNR values are comparable to those of the grayscale videos. While the relative errors are even lower than those of grayscale videos. This is due to the fact that the relative error is sensitive to the size of the data, as you divide by the norm of the original frame (5-5). The relative error does, however, show a similar trend as the relative error of the grayscale video. All in all the results suggest that the estimation of the Kalman filter has a similar performance for color videos as for grayscale videos.


Figure 5-9: PSNR and Relative Error of Kalman filter reconstruction of the color version of the Town Centre (red) and $4 \mathrm{p}-\mathrm{c} 0$ video (blue). The results of the reconstruction of the grayscaled video (with the same mask) are plotted alongside the results of the color videos (in the same color with 'o' markers).


Figure 5-10: Kalman filter reconstruction $(\beta=95 \%)$.

## Chapter 6

## Conclusions \& <br> Recommendations for Future Research

From the results of the previous chapter it is clear that when the percentage of missing pixels is very high ( $>75 \%$ ), the tensor-networked Kalman filter algorithm performs better in streaming video completion than the state-of-the-art methods based on adaptive matrix completion. When this percentage is lower, the algorithms based on adaptive matrix completion are still preferred, as the Kalman filter estimation is (currently) slower and its performance does not improve much when more pixels are available for estimation.

Though the Kalman filter algorithm does not currently work as well when the percentage of missing pixels is low ( $<75 \%$ ), there are ways in which this could be improved. Both in terms of performance and computational speed. Below some possibilities will be proposed to improve this performance.

## Recommendations to speed up calculations

First of all, the tensor-networked Kalman filter is quite slow, it is 60-460 times slower than the PLMS algorithm. The main reason why this is the case is due to the number of calls to the rounding function. The rounding function needs to be called often due to the fact that the Kalman update is performed measurement-by-measurement, to avoid having to compute the matrix inverse in tensor-train matrix (TTm)-format. A possible way to improve the computational speed of the tensor-networked Kalman filter, is to use block-wise updates instead of measurement-wise updates.

In the blockwise update Kalman filter, a 'block' of measurements are updated simultaneously [34]. Instead of scalar inversions of $s_{j}[k]$ now matrix inversion of smaller block matrices $\mathbf{S}_{j}[k]$ are used. Where the size each $\mathbf{S}_{j}[k]$ is equal to the size of the block. The advantage of using these block updates, is that fewer calls to the rounding function are necessary, since there are fewer iterations per update. A possible downside of this approach is that conversion from and to TTm-format are necessary in order to compute the inverse of $\mathbf{S}_{j}[k]$. The TTm
representation of $\mathbf{S}_{j}^{-1}[k]$ will likely have relatively high ranks, which could either slow down the calculations or lead to a less accurate estimation (in case of truncated ranks).

While calculating the inverse of a matrix in TTm-format is not yet desired, it is possible that at some point in the future new and improved tensor-train matrix inversion algorithms will be developed. If this is the case, there is also the possibility of foregoing the partitioned update Kalman filter approach and instead calculate the completion using the 'regular' Kalman filter update. This could reduce the number of calls to the rounding function. However, it does introduce a new, possibly time-consuming, calculation.

The rounding of the tensor-trains is the most time-consuming step of the Kalman filter. About $40 \%$ of the time is spend on rounding. However, this also means that about $60 \%$ of the time is spend on all the other Kalman filter steps: the summation and multiplication of the TT's and TTm's. These steps can be made more efficient by parallelizing them. This parallelization is possible because in both cases (summation and multiplication) each core is treated separately (Section 2-3-1, Appendix A-1-2). The parallelization of these calculations could therefore decrease the computation times by a factor $d$ (equal to the number of cores).

## Recommendations to improve performance

The performance of the Kalman filter does not seems to improve as much when the percentage of missing pixels decreases, as the proximal LMS (PLMS) algorithm. One possible reason for this is the use of a rank 1 TTm approximation of the covariance matrix. Unfortunately, this is necessary to ensure that the covariance matrix is positive definite. To be able to use higher ranks approximations, one would therefore have to find a way that 'forces' this tensor-train matrix to be positive definite.

If this is not possible, then one might try a completely different approach to using the Kalman filter for video completion. Instead of using tensor-trains to approximate the Kalman filter variables, it is also possible to use a patch-based approach. In this case the Kalman filter would not compute the reconstruction of the entire frame, but of patches within the frame. Similar to other patch-based video completion methods [11]. Thus, there would be multiple explicit Kalman filters working in parallel. Because of the possibility of parallelizing the computations, this could also significantly improve the computational speed. One downside of this method is that not all the information in the spatial domain is utilized. By only estimating small patches in the frame, there could be a lack of spatial coherency on the edges of those patches.

## Appendix A

## Algorithms

## A-1 Tensor-Train Algorithms

## A-1-1 Dot Product

```
Algorithm 5: Dot product \({ }^{1}\). [8, p. 386]
Data: \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with TT-ranks \(\left[R_{0}, R_{1}, \ldots, R_{d}\right]\),
        \(\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \mathcal{B}^{(2)}, \ldots, \mathcal{B}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with TT-ranks \(\left[P_{0}, P_{1}, \ldots, P_{d}\right]\).
Result: \(c=\langle\mathcal{A}, \mathcal{B}\rangle\) (dot product).
Initialization: \(c=1\);
for \(k=1,2, \ldots, d\) do
    \(\mathbf{Z}=c * \operatorname{reshape}\left(\mathcal{B}^{(k)},\left[P_{k-1}, I_{k} P_{k}\right]\right)\)
    \(c=\operatorname{reshape}\left(\mathcal{A}^{(k)},\left[R_{k-1} I_{k}, R_{k}\right]\right)^{T} * \operatorname{reshape}\left(\mathbf{Z},\left[R_{k-1} I_{k}, P_{k}\right]\right)\)
end
```

[^5]
## A-1-2 Matrix products

```
Algorithm 6: Matrix-Vector product \({ }^{2}\). [39, p. 9-11]
Data: Matrix \(\mathbf{A} \in \mathbb{R}^{I \times J}\) and vector \(\mathbf{x} \in \mathbb{R}^{K}\) in TT-format:
    \(\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times J_{1} \times I_{2} \times J_{2} \times \cdots \times I_{d} \times J_{d}}\) and
    \(\mathcal{X}=\left\langle\left\langle\mathcal{X}^{(1)}, \mathcal{X}^{(2)}, \ldots, \mathcal{X}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{J_{1} \times J_{2} \times \cdots \times J_{d}}\) with cores \(\mathcal{A}^{(n)} \in \mathbb{R}^{P_{n-1} \times I_{n} \times J_{n} \times P_{n}}\) and
    \(\mathcal{X}^{(n)} \in \mathbb{R}^{R_{n-1} \times J_{n} \times R_{n}}\).
Result: Matrix-vector product \(\mathbf{y}=\mathbf{A x}\) in TT-format,
                \(\mathcal{Y}=\left\langle\left\langle\mathcal{Y}^{(1)}, \mathcal{Y}^{(2)}, \ldots, \mathcal{Y}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times I_{2} \times \cdots \times I_{d}}\) with cores \(\mathcal{Y}^{(n)} \in \mathbb{R}^{P_{n-1} R_{n-1} \times I_{n} \times P_{n} P_{n}}\).
for \(n=1,2, \ldots, d\) do
    \{Permute cores\}
    \(\mathcal{A}_{p}^{(n)}=\operatorname{permute}\left(\mathcal{A}^{(n)},[1,2,4,3]\right) \in \mathbb{R}^{P_{n-1} \times I_{n} \times P_{n} \times J_{n}}\)
    \(\mathcal{X}_{p}^{(n)}=\operatorname{permute}\left(\mathcal{X}^{(n)},[2,1,3]\right) \in \mathbb{R}^{J_{n} \times R_{n-1} \times R_{n}}\)
    \{Matricize\}
    \(\mathbf{A}_{n}=\operatorname{reshape}\left(\mathcal{A}_{p}^{(n)},\left[P_{n-1} I_{n} P_{n}, J_{n}\right]\right), \mathbf{X}_{n}=\operatorname{reshape}\left(\mathcal{X}_{p}^{(n)},\left[J_{n}, R_{n-1} R_{n}\right]\right)\)
    \{Contract \}
    \(\mathbf{Y}_{n}=\mathbf{A}_{n} \mathbf{X}_{n} \in \mathbb{R}^{P_{n-1} I_{n} P_{n} \times R_{n-1} R_{n}}\)
    \{Reshape and save core \}
    \(\mathcal{Y}^{(n)} \in \mathbb{R}^{P_{n-1} R_{n-1} \times I_{n} \times P_{n} R_{n}}\)
end
```

Algorithm 7: Matrix-Matrix product ${ }^{3}$. [39, p. 9-11]
Data: Matrix $\mathbf{A} \in \mathbb{R}^{I \times J}$ and matrix $\mathbf{B} \in \mathbb{R}^{K}$ in TT-format:
$\mathcal{A}=\left\langle\left\langle\mathcal{A}^{(1)}, \mathcal{A}^{(2)}, \ldots, \mathcal{A}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times J_{1} \times I_{2} \times J_{2} \times \cdots \times I_{d} \times J_{d}}$ and
$\mathcal{B}=\left\langle\left\langle\mathcal{B}^{(1)}, \mathcal{B}^{(2)}, \ldots, \mathcal{B}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{J_{1} \times M_{1} \times J_{2} \times M_{2} \times \cdots \times J_{d} \times M_{d}}$ with cores
$\mathcal{A}^{(n)} \in \mathbb{R}^{P_{n-1} \times I_{n} \times J_{n} \times P_{n}}$ and $\mathcal{B}^{(n)} \in \mathbb{R}^{R_{n-1} \times J_{n} \times M_{n} \times R_{n}}$.

Result: Matrix-Matrix product $\mathbf{C}=\mathbf{A B}$ in TT-format, $\mathcal{C}=\left\langle\left\langle\mathcal{C}^{(1)}, \mathcal{C}^{(2)}, \ldots, \mathcal{C}^{(d)}\right\rangle\right\rangle \in \mathbb{R}^{I_{1} \times M_{1} \times I_{2} \times M_{2} \times \cdots \times I_{d} \times M_{d}}$ with cores $\mathcal{Y}^{(n)} \in \mathbb{R}^{P_{n-1} R_{n-1} \times I_{n} \times P_{n} P_{n}}$.
for $n=1,2, \ldots, d$ do
\{Permute cores\}
$\mathcal{A}_{p}^{(n)}=\operatorname{permute}\left(\mathcal{A}^{(n)},[1,2,4,3]\right) \in \mathbb{R}^{P_{n-1} \times I_{n} \times P_{n} \times J_{n}}$
$\mathcal{B}_{p}^{(n)}=\operatorname{permute}\left(\mathcal{B}^{(n)},[2,1,3,4]\right) \in \mathbb{R}^{J_{n} \times R_{n-1} \times M_{n} \times R_{n}}$
\{Matricize\}
$\mathbf{A}_{n}=\operatorname{reshape}\left(\mathcal{A}_{p}^{(n)},\left[P_{n-1} I_{n} P_{n}, J_{n}\right]\right), \mathbf{B}_{n}=\operatorname{reshape}\left(\mathcal{B}_{p}^{(n)},\left[J_{n}, R_{n-1} M_{n} R_{n}\right]\right)$
\{Contract $\}$
$\mathbf{C}_{n}=\mathbf{A}_{n} \mathbf{B}_{n} \in \mathbb{R}^{P_{n-1} I_{n} P_{n} \times R_{n-1} M_{n} R_{n}}$
\{Reshape and save core\}
$\mathcal{C}^{(n)} \in \mathbb{R}^{P_{n-1} R_{n-1} \times I_{n} \times M_{n} \times P_{n} R_{n}}$
end

[^6]
## Appendix B

## Video Frames

## B-1 Masked Frames


(a) Grand Central Station, $\beta=95 \%$


(b) Town Centre, $\beta=95 \%$

(d) Grand Central Station, $\beta=75 \%$

(e) Town Centre, $\beta=75 \%$
(c) $4 \mathrm{p}-\mathrm{c} 0 \beta=95 \%$

(f) $4 \mathrm{p}-\mathrm{c} 0 \beta=75 \%$

Figure B-1: Masked frames, for $\beta=95 \%$ and $\beta=75 \%$.

## B-2 Reconstructed Frames



Figure B-2: Estimated frames using the Kalman filter algorithm and the PLMS algorithm, 4p-c0 video [9].


Figure B-3: Estimated frames using the Kalman filter algorithm and the PLMS algorithm, Town Centre video [1].
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## Glossary

## List of Acronyms

| TTm | tensor-train matrix |
| :--- | :--- |
| TT | tensor-train |
| SVD | singular value decomposition |
| LMS | least mean square |
| MSE | mean-squared error |
| PLMS | proximal LMS |
| SVD | singular value decomposition |
| CP | CANDECOMP/PARAFAC |
| fps | frames per second |
| SGD | stochastic gradient descent |
| TeOSGD | online SGD algorithm for tensor decomposition and imputation |
| BEP | bachelor end project |
| QTT | quantized tensor-train |
| PUKF | partitioned update Kalman filter |
| LTI | linear time-invariant |
| PSNR | peak signal-to-noise ratio |

## List of Symbols

| $\mathbf{A}^{-1}$ | Matrix inverse |
| :--- | :--- |
| $\mathbf{A}$ | Matrix |
| $\\|\cdot\\|_{\star}$ | Nuclear norm |
| $\\|\cdot\\|_{F}$ | Frobenius norm |
| $\odot$ | Hadamard product |
| $\otimes$ | Kronecker product |
| $\mathcal{A}$ | Tensor |
| $\mathbf{A}^{T}$ | Matrix transpose |
| $\mathbf{a}$ | Vector |

## Index

tensor-train, 11
curse of dimensionality, 10
fiber, 7
Kalman filter, 23
matricization, 7
nuclear norm, 2
quantization, 12
rounding, 20
slice, 7
super-compression, 13
Tensor diagrams, 10


[^0]:    ${ }^{1}$ code: https://gitlab.com/seline/thesis/-/blob/a907866468cef6f74655d84bb3255b06f7ff5958/ Matlab_Code/TT_Functions/TT_SVD_eps.m,
    https://gitlab.com/seline/thesis/-/blob/a907866468cef6f74655d84bb3255b06f7ff5958/Matlab_Code/ TT_Functions/TT_SVD_rank.m
    ${ }^{2}$ Indices are omitted for sake of legibility: $\mathcal{A}^{(n)}\left(i_{n}\right)=\mathcal{A}^{(n)}\left(:, i_{n},:\right)$ etc.

[^1]:    ${ }^{3}$ code: https://gitlab.com/seline/thesis/-/blob/dd9fdd34becb438d8c49366eafc1f9b2cd74003b/ Matlab_Code/@TensorTrain/orthogonalize.m

[^2]:    ${ }^{4}$ code: https://gitlab.com/seline/thesis/-/blob/dd9fdd34becb438d8c49366eafc1f9b2cd74003b/ Matlab_Code/@TensorTrain/rounding.m

[^3]:    ${ }^{1}$ Please note that this is just a presumption to make calculations more tractable. It is of course possible to adjust the measurement matrix at each time-step to account for changes in the corrupted pixels.

[^4]:    ${ }^{2}$ code: https://gitlab.com/seline/thesis/-/blob/a907866468cef6f74655d84bb3255b06f7ff5958/ Matlab_Code/Kalman_Filter/Update/kalmanUpdateTTPixel.m

[^5]:    ${ }^{1}$ code: https://gitlab.com/seline/thesis/-/blob/dd9fdd34becb438d8c49366eafc1f9b2cd74003b/ Matlab_Code/@TensorTrain/dot.m

[^6]:    ${ }^{2}$ code: https://gitlab.com/seline/thesis/-/blob/a907866468cef6f74655d84bb3255b06f7ff5958/ Matlab_Code/TT_Functions/TTm_x_TT.m
    ${ }^{3}$ code: https://gitlab.com/seline/thesis/-/blob/a907866468cef6f74655d84bb3255b06f7ff5958/ Matlab_Code/TT_Functions/TTm_x_TTm.m

