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Abstract

The application of optimal control structures for water irrigation systems (WISs) can be en-
abled by applying wireless event-triggered control (ETC). The term WIS, is used to describe
open-water channels, that are mainly used to supply water to farmers all around the world.
The water levels in these channels need to be controlled, but because of the large scale of
WISs, it is very expensive to create centralized control structures when using wired con-
nections between individual sensors, actuators and a centralized controller. Previously, WISs
were typically controlled using individual decentralized (non-communicating) controllers. Ap-
plying wireless technologies enables communication between (smart) sensors, actuators and
a centralized controller without the expense of installing and maintaining cables over lengths
of kilometers. To create such a wireless infrastructure, a network needs to be designed, con-
sisting of multiple nodes that are able to communicate with each other over wireless. Each
sensor and actuator will be connected to (or integrated in) a node, just like the centralized
controller needs to be connected to a node. To minimize the costs related to creating such
an infrastructure, the nodes should have their own power source in order to prevent that a
maintenance worker has to change the batteries of the nodes periodically. The nodes could be
powered using a solar panel, or by using energy harvesting, which could be done by using a
turbine to extract energy from the flow in a water channel. When using such energy sources,
it is important to minimize the power consumption of the nodes. Most of the consumed power
is used in communication when transmitting information. By applying ETC, the amount of
communication between the individual parts of the control system is minimized, while still
retaining good closed-loop system control using a centralized controller. In this research,
techniques on wireless control, ETC and WIS control are combined and the application of an
event-triggered centralized controller is presented using simulations, as well as the achievable
reduction in communication compared to regular periodic control. Furthermore, a cyber-
physical lab setup is designed and built which makes it possible to test these techniques in
the Delft Center for Systems and Control (DCSC) lab.
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Chapter 1

Introduction

This thesis is part of my graduation project, which is the final project to obtain the MSc
degree in Systems and Control at the Delft Center for Systems and Control (DCSC) at Delft
University of Technology. The main results and contributions of my work resulting from the
research performed as my graduation project are discussed in this document. It also includes
the hardware design for a lab setup, and it contains a significant amount of control design
theory and application. Most of this theory is explained in this document, however a basic
level of knowledge in the field of Systems and Control is expected from the reader. While
this thesis is mainly aimed at documenting the progress and findings during my research, its
other main purpose is to serve as a document that should reflect my level of skill in the field
of Systems and Control. The thesis may also serve as a guideline or as extra documentation
for other students that choose to do their graduation project on a similar topic.
Water is one of the main needs of humans to stay alive. Humans are constantly moving in
order to improve the water infrastructure all around the world. One specific type of water
infrastructure, is called a water irrigation system (WIS). The WISs focused on in this research
are so called open-water channels, which are mainly used to supply water to farmers all around
the world. These farmers must have water available to be able to grow crops and raise healthy
animals. The water levels in WISs must be controlled to be able to supply enough water to
the farmers and other water users at any moment. Previously, WISs were mainly controlled
using decentralized control structures, which means that individual sections of canals were
controlled using individual (non-communicating) controllers [1]. While this type of control
can serve the purpose of reliably controlling the water heights, there are some disadvantages.
Typically, WISs are modelled as a series of pools, and when there is no communication
between the individual controllers, the controllers can not know what is currently happening
in the surrounding pools. One could think of large water off-takes for example as a result
of a farmer pumping large amounts of water from the canal to his land to water his crops.
Studies in this field [2], [3], [4] have shown that an increase in control performance can be
gained by the use of communicating controllers. Both the use of distributed control structures
and centralized control structures are shown to be suited for this purpose [5]. These optimal
control structures cannot be implemented using the previously used infrastructures, that were
designed for decentralized control.
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2 Introduction

The communicating controllers would need an infrastructure that enables the individual parts
of the control system like the sensors, actuators and the controllers to send information over
large distances. This could be done using cables, which would be very expensive, or using
locally powered nodes that would send their measurements over a wireless. A solution would
be to use nodes that are powered by solar power or using energy harvesting, so maintenance
costs would be minimal and the large expense of installing cables would not be needed.
Energy harvesting could be realized using turbines that extract energy from the water flow
in a water channel. When using these kinds of energy sources, it is of great importance
to minimize the amount of energy consumed by the nodes. Wireless nodes consume most
of their energy in radio communication when transmitting information. By applying event-
triggered control (ETC) the amount of communication can be minimized, while retaining
good closed-loop performance.

When looking at large-scale systems like WISs, in which the time delays are significant [2],
there are cases in which there is a lot of redundant measuring. The goal of this project is
to design an infrastructure, in which the redundant sampling is taken out by applying ETC,
to minimize the power consumption of nodes used in the networked control system (NCS).
The NCS is defined as the complete networked control system, consisting of (smart) sensors,
actuators and a centralized controller and the corresponding nodes.

In close collaboration of our research group with the D3S Research Group of the University
of Trento, a communication protocol called Wireless Control Bus (WCB) was designed and
tested. The protocol realizes wireless ETC using a centralized controller in practice. It was
based on CRYSTAL [6], [7], which is a protocol that the D3S group developed for event-
triggered sampling in wireless sensor networks (WSNs) previously. With the application
of this protocol in mind, a cyber-physical lab setup, representing a scaled down WIS, was
designed during the project which allows to test the techniques presented in this thesis to be
tested in the DCSC-lab.

The main matter of the thesis starts in Chapter 2, which explains the preliminaries on ETC,
wireless control, WISs and the communication protocol WCB. In Chapter 3, the architecture
of the lab setup is discussed and underpinned. Why specific features are included in the design
is justified, and the main design choices are discussed for both the hardware and the software
related to the lab setup. Chapter 4 covers the control design techniques used in the project,
and explains in detail which steps have been taken in the design process of a robust output
feedback controller for a set of plant parameters from literature [5], representing a real-world
water channel in Australia. The controller is then tested using simulations, after which the
controller is converted to ETC by designing specific triggering functions, which determine
when signals are communicated between the sensors of the plant and the controller. In
Chapter 5, the results of numerical experiments (simulations) are presented and discussed,
which will clearly show the effects of ETC applied to WISs. An explanation on how the worked
out techniques of Chapter 4 can be applied to the cyber physical lab setup is presented in
Chapter 6. The chapter discusses the identification of parameters of the physical lab setup
needed to design a model based robust controller. It subsequently discusses the nonlinear
phenomena faced in the real-world implementation and a method on how to handle these
nonlinear dynamics in practice. Finally, the thesis is concluded in Chapter 7, in which the
individual parts of the thesis are reviewed.
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Nomenclature

The set of real numbers is denoted by R. R+ denotes the set of non-negative real numbers.
The set of natural numbers, excluding 0, is denoted by N. The 2-norm of a vector x ∈ Rn
is denoted by ‖x‖ :=

√
x>x. The transpose of a matrix A ∈ Rn×m is denoted by A>. A

symmetric square matrix P ∈ Rn×n is written as P � 0 (P � 0) if P is positive (semi-
)definite. ‖H‖∞ := maxω σ̄(H(jω)) is used to denote the infinity norm of a system H,
where σ̄(·) denotes the maximum singular value of the matrix argument. The magnitude of a
transfer function T (jω) at a certain frequency ω is denoted as |T (jω)|. By diag(A1, . . . , AN ),
we denote a block-diagonal matrix, with the entries A1, . . . , AN on the diagonal. For a locally
integrable signal w : R+ → Rn, ‖x‖L2

= (
∫∞
0 ‖x(t)‖2 dt)1/2 denotes its L2-norm, provided the

integral is finite. For a signal w : R+ → Rn, the limit from above at time t ∈ R+ is denoted
by w+(t) = lims↓tw(s). Finally, I denotes the identity matrix.

An explicit list of symbols is intentionally not included. The meaning of all symbols is
indicated and explained in the neighbourhood of the equations in which the symbols are
used. This is done to be able to keep notations as close as possible to the corresponding
literature.
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Chapter 2

Preliminaries

2-1 Event-triggered control

Nowadays, most control systems are constructed using digital platforms on which a software
defined controller is used to steer a physical system in the preferred way. During the last
couple of decades, many tools and models have been developed to further improve the field
of digital control in all kinds of ways [8]. Before the development and the wide availability
of digital platforms, mostly analog controllers were used. Analog controllers are usually
continuously measuring and continuously communicating within the system. Digital platforms
however, work in a periodic fashion, as each (micro-)processor is designed to work based on
clock ticks. The measurement sampling instances are therefore also directly converted to a
periodic way of sampling. The rate of communication of signals between the controller and
the plant is typically also defined using the same manually chosen sampling period as is used
for measurement sampling.
In some cases, faster sampling is needed than in other cases. Faster sampling is mostly used
for systems having fast dynamics, which have to be tracked by the controller to be able to
steer the system as intended. In other cases, a very small sampling times may be used,
resulting in a lot of samples and a lot of communication while this may not be necessary to
perform good control in each situation. For example, a system can have very fast dynamics
but when the system is controlled into an equilibrium state, it may take fifty samples before
any change is detected in the measurements. All these samples still have to be communicated,
while communication always consumes energy.
To minimize communication within control systems, event-triggered control (ETC) is in-
troduced [9]. In ETC, a triggering condition is designed, which specifies when signals are
communicated from the plant to the controller, as shown in Figure 2-1. In some cases, even
an additional triggering condition is designed to minimize the communication of control sig-
nals, going from the controller to the plant. Some triggering condition designs seem very
trivial at first sight, but they can have a huge impact on the amount of communication. In
Section 5 of this thesis, it is presented how the amount of communication is reduced by more
than 80% compared to periodic control, using a seemingly simple triggering function.
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6 Preliminaries

Figure 2-1: ETC loop closing based on an event-triggering condition in which x ∈ Rnx is the
vector of most recently sampled states, x̂ ∈ Rnx is the vector of most recently transmitted states,
and u ∈ Rnu is the vector of control inputs applied to the plant. Figure from [10].

When ETC was first introduced, techniques were developed using continuous sampling of
measurements, as in continuous-time control. This version of ETC is now commonly referred
to continuous event-triggered control (CETC). Because of the vast majority of digital imple-
mentations of controllers nowadays, the focus in this project is on periodic event-triggered
control (PETC), which is ETC, with the event-triggering condition being periodically checked.
The main reason to use PETC is that the ultimate goal of the project is to be able to apply
ETC on a physical lab setup, using a digital implementation of an event-triggered controller.

The measurement (or state) updates, defined by triggering function C, for a controller as in
Figure 2-1 can be defined as

x̂(t) =
{
x(tk), when C (x(tk), x̂(tk)) > 0
x̂(tk), when C (x(tk), x̂(tk)) ≤ 0 , for t ∈ (tk, tk+1] (2-1)

for PETC, in which tk is the time at which the triggering condition is checked, x ∈ Rnx is
the most recently sampled set of measurements of the plant and x̂ ∈ Rnx is the most recently
transmitted set of measurements.

All kinds of triggering functions can be composed, but a commonly used triggering condition
is defined as

‖x̂(tk)− x(tk)‖ > σ ‖x(tk)‖ , (2-2)

with σ > 0. A triggering function of comparable form is used later on in the project to
simulate the effects of ETC on water irrigation systems (WISs). In that triggering function,
the magnitudes of the outputs of the plant and the the magnitudes of the control signals are
monitored, instead of the states of the plant.

2-2 Wireless control

Wireless control is the term used to denote control structures using wireless communica-
tion between (smart) sensors, controllers, and actuators. Mainly because of the increased
computational power on small devices, control systems are increasingly used in large-scale
systems and networked infrastructures. A second reason for the use of wireless control is
in costs reduction, by not having to use expensive cables anymore to cover large distances
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2-3 Water irrigation systems 7

and not having to install and maintain these cables [11] when setting up a networked control
system (NCS).

One of the main goals within this project was to create a cyber-physical lab setup to apply
ETC on, which enables us to test real-time ETC using a custom designed wireless event-
triggered control communication protocol. The power of ETC can really be seen when it
is applied in wireless applications. In wireless applications, it is common practice to use
battery powered nodes to collect data, like in wireless sensor networks (WSNs). It is of great
importance that these battery powered nodes consume the least amount of energy possible,
while still being considered reliable. The communication phase of these nodes is a phase in
which a lot of energy is consumed, which means that the energy consumption of these nodes
can be greatly reduced when reducing the amount of communication, while still being able
to perform the needed tasks reliably.

2-3 Water irrigation systems

Water irrigation systems (WISs) are used all over the world to supply water to farmers
and others that are in need of water. For farmers, water is an essential ingredient needed
to produce crops and raise healthy animals. The products that farmers produce are of great
importance to feed people all around the world. To be able to guarantee the required amounts
of water, it is needed to perform control on WISs. The control goals on WISs boil down to
three measures of interest. The first measure is set-point reference tracking of the water levels
in individual sections of the water channel. The second measure is disturbance rejection.
These disturbances can come in the form of flow blockage, but also water used by people
is treated as a disturbance, because it disturbs the steady state the system is typically in
and it is an unforeseen signal influencing the behaviour of the system. These disturbances
are typically called off-take load disturbances. The third measure of interest besides set-point
tracking and disturbance rejection is minimizing water-level error propagation (WLEP). This
is a phenomenon in which water level errors are propagated to upstream pools by requiring
water in downstream pools from upstream pools in a non-optimal way. When WLEP is not
considered, actuator saturation can occur [2], which can even lead to flooding of pools in
certain cases. The goal is to construct a controller that takes all these measures into account,
while minimizing the water wastage.

WISs are typically modeled as a series of interconnected pools. A schematic representation of
such a pool in shown in Figure 2-2. In this typical representation of a stretch of an open-water
channel, the water height yi, which is measured at the downstream end of pooli, is controlled
by adjusting the gate position pi at the upstream end of the pool. By adjusting gate position
pi, the flow of pooli−1 into pooli can be controlled, which depends both on the gate position
pi as well as on the difference in water heights between the pools, denoted by hi. Using
the upstream gate (pi) to control the water height yi of pooli is called distant downstream
control (DDC). One could also use the downstream gate, denoted by pi+1 in Figure 2-2, to
control the water height yi. This strategy will rule out the the transport delays that are
introduced by the water having to travel all the way from the upstream gate to the end of
the pool, but studies have shown that this strategy leads to more water wastage, compared
to DDC [12].
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Figure 2-2: Stretch of open-water channel with over-shot gates. Figure from [2].

To test ETC on a real system, a cyber-physical lab setup is created to mimic the behaviour
of a WIS. The lab setup consists of a series of pools, of which the water heights are measured
using pressure sensors. The water heights are controlled using controllable gates, which are
positioned using servo motors. Each gate is connected to a node of the NCS and communicates
within the network using the Wireless Control Bus (WCB) protocol. A difference between
the schematic representation of a pool shown in Figure 2-2 and the pools of the lab setup is
that the lab setup has sluice gates, instead of the overshot gates shown in this figure.

The choice to use a WIS as the system to experiment ETC-techniques on is underpinned by
multiple reasons. In studies related to ETC, a commonly used model is that of a WIS [9],
[13], because of its large time-delays and slow dynamics, which are properties which usually
make that applying ETC can save a lot of resources. A second reason to use a WIS model, is
that in a real-world situation the distances between individual sensors and actuators can be
multiple kilometers. Because of the large distances that have to be covered, a lot of materials
(cables especially) can be saved by using wireless technology instead of wired technologies.

2-4 Wireless Control Bus

At this point, it should be clear why wireless ETC is so interesting for large-scale systems.
To show the achievable decrease in terms of communication resources, these techniques are
implemented on a cyber-physical system, after being tested using simulations. On the physical
system, there will be a number of nodes (small Internet of Things (IoT) boards) that can
communicate with each other over wireless. The used nodes are Zolertia Firefly nodes, see
Figure 2-3. In cooperation with the D3S Research Group from the University of Trento,
Italy, a communication protocol called Wireless Control Bus (WCB) [13] is currently being
developed. The protocol will provide the necessary features needed to apply wireless ETC
on the setup. It is based on Crystal [7], [6], which is an interference-resilient ultra-low power
data collection protocol for WSNs, which was designed by the D3S research group earlier.

Crystal andWCB both have Glossy [14] as underlying communication and time-synchronization
primitive. Glossy was designed for efficient network flooding for WSNs. By exploiting con-
structive interference and the capture effect [15], network-wide flooding is performed by WCB

Jacob Jan Lont Master of Science Thesis



2-4 Wireless Control Bus 9

Figure 2-3: Photo of a Zolertia Firefly breakout board.

using Glossy, yielding rapid and reliable packet distribution. The term "network flooding" is
used in software architecture to describe routing algorithms in which every incoming packet
is sent through to each outgoing link of a node within a computer network, except for the
link the packet arrived on. Network flooding is used to make sure each node in the network
receives each packet.

The protocol WCB runs inside Contiki-OS [16], which is an open-source operating system (OS)
designed to run on low-power micro controllers to make efficient use of available resources.
Contiki-OS is used in all kinds of WSN projects, both commercial and non-commercial, rang-
ing from city sound monitoring and networked power meters to alarm systems, remote house
monitoring, and more [17].

To let the Firefly nodes make most efficient use of their resources, the high power operations
are minimized as much as possible. In this case, that means minimizing communication as
much as possible, because transmitting and receiving data are the operations consuming by
far the most energy [7]. WCB is designed in a way such that all nodes in the system let their
transmission system go to sleep at the exact same moment. This process of turning on and
off the transmission system is performed periodically. The period in which the nodes wake
up simultaneously is called an epoch, which is depicted in Figure 2-4 using the blue blocks
appearing on the timeline periodically.

Figure 2-4: Schematic overview of the phases in WCB. Only if there is a trigger in the event
phase, then the collection phase, recovery phase and the control phase are initiated. Figure from
[13].
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From Figure 2-4, it can be seen that not all epochs have equal length. The epochs always
start with an event phase, in which it is checked if one of the nodes has triggered based
on its triggering condition. If none of the nodes triggered, than the event phase is the
only phase in the epoch and all nodes will go to sleep again. This is depicted for the first,
third and fourth epoch in Figure 2-4. In the second epoch however, at least one of the
nodes in the network has triggered and thus an event occurred, which initiated the collection
phase, recovery phase and the control phase. The collection phase start with a series of
T (transmission) slots, in which all nodes transmit their most recent sensor measurement.
The T-slots are followed by an A (acknowledgement) slot, which is used by the sink node
(also referred to as the controller node) to send an acknowledgement package, in which the
controller describes which measurements are received (and implicitly which are not). The
nodes now check the acknowledgement message in the recovery phase and if the node finds
out that its respective measurement was not received by the controller, the node will recover
from this by sending the measurement again. After each transmission slot in the recovery
phase, an acknowledgement slot is programmed so that in the end of the recovery phase
all nodes have received their respective acknowledgement message and have stopped sending
their measurements. It is important to acknowledge after each message in the recovery phase,
because nodes can overrule messages of other nodes in the network. If there would have been
a single acknowledgement slot in the recovery phase, like in the collection phase, it could
happen that the signal coming from node1 is somewhat stronger than the signal of node2,
after which node2 keeps getting overruled by the signal of node1. In that case, node2 would
never be able to update its measurements to the controller, which would result in a reliability
issue.
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Chapter 3

System architecture

The ultimate test for a newly developed product or protocol is to test it in a real-world
situation. The most practical way to recreate such a setting including unforeseen disturbances
or phenomena without having to interrupt real-world applications, is by creating a physical lab
setup. The lab setup used to test the protocol on is a scaled down model of a water irrigation
system (WIS). In this chapter the layout of the lab setup will first be discussed in 3-1. The
basis of the setup comes from a previously built setup on the faculty of Civil Engineering,
but some modifications are made to it, which are elaborated in 3-3. Most of the work needed
to get the lab setup ready for applying event-triggered control (ETC) using Wireless Control
Bus (WCB) was needed in the electrical domain. The lay-out of the electronics has been
changed completely; new printed circuit boards (PCBs), cables and dedicated software has
been made, which is all discussed in Section 3-4.

3-1 Plant layout

The plant is a scaled down version of a typical water channel, which are used all over the
world to supply water to farmers and other people in dry areas. A schematic representation
of the lab setup is shown in Figure 3-1. The setup consists of a series of connected tanks
(also called pools), in which water can flow from one pool to the next pool. The water flow
between the individual pools is regulated using controllable gates, which are depicted using
orange rectangles in Figure 3-1. The water height is the measure that is controlled. It is
measured using seven individual pressure sensors (type Keller PR-35), which are depicted by
the yellow circles in Figure 3-1. The typical flow directions are shown using arrows, and the
manual in- and outflow valves are shown using grey bars, on which the black circle is used to
depict the valve-handle used to open and close the valve. The real in- and outflow valves are
shown in Figure 3-2. Figure 3-3 shows a picture of the lab setup in its current state in the
Delft Center for Systems and Control (DCSC) basement.
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Figure 3-1: Schematic overview of the lab setup. The yellow circles denote pressure sensor
positions, while the orange bars are used to depict the movable gates. Original image from [18].

ID Serial number Primary IEEE MAC Address Connected to
FF1 0002625 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a, 0x51, 0x6c Gate 1, Sensor 1+2
FF2 0002552 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a, 0x51, 0x04 Gate 2, Sensor 3+4
FF3 0002601 0x00, 0x12, 0x4b, 0x00, 0x19, 0x32 ,0xe6, 0x91 Gate 3, Sensor 5+6
FF4 0002626 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a, 0x52, 0x05 Gate 4, Sensor 7
FF5 0002574 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a ,0x51, 0xa8 - (Repeater node)
FF6 0002591 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a ,0x51, 0xd7 - (Repeater node)
FF7 0002611 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a ,0x51, 0xcd - (Repeater node)
FF8 0002631 0x00, 0x12, 0x4b, 0x00, 0x19, 0x4a ,0x51, 0xb5 - (Repeater node)

Table 3-1: Current node configuration on the lab setup.

3-2 Communication infrastructure

In Section 2-4, the communication protocol WCB was already introduced. Using WCB, ETC
can be performed on the cyber physical lab setup over wireless. Each node in the networked
control system (NCS) has a specific function and each node must be connected in a specific
position in the network, as this structure must correspond to the structure defined in WCB.
The details are shown in in Table 3-1. The structure of the nodes is defined in the file
deployment.c within the files of WCB. In the current configuration, node 5,6,7 and 8 have
the function of a repeater node. This means that they are there to support the network
flooding in the current configuration. Because of the possibility to reconfigure each actuator
and each set of sensors surrounding a gate, the current repeater nodes can later on be used
to control a gate for example, when required in case of other control structures than the one
that is aimed for now.

Next to the wireless infrastructure, a wired connection is also included in this case because
of research purposes. In a real-world implementation the wired connection would not have
to be present, but to be able to conduct experiments this wired USB connection is needed to
log the experiments. The USB infrastructure is depicted in Figure 3-4. The center of the of
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Figure 3-2: The in- and outflow valves shown on the physical lab setup. The inflow valves are
shown in the purple boxes in the top of the photo. The outflow valves, which can be used to
create off-take load disturbances are shown in the green box in the bottom.

the USB infrastructure is the Raspberry Pi, which is a very small (credit card size) computer
running a version of Linux as the operating system (OS). On the Raspberry Pi runs the
program to log all signals from the Firefly nodes periodically. To be clear: these signals are
not used to perform control, but only to be able to compare the continuous measurements to
the zero-order hold (ZOH) signals used in the event-triggering mechanism (ETM). The USB
infrastructure is not used to perform control.
A second function of the USB cables is to power the Firefly nodes. Both because the Raspberry
Pi does not have 8 USB ports and because the Raspberry Pi cannot supply the current needed
by all Firefly nodes combined at peak moments, the (powered) USB hubs are included. The
USB hubs can be seen in Figure 3-9.

3-3 Mechanical modifications on the setup

The original lab setup was built approximately twenty years ago. As a result of good care and
a sustainable design, it is still in excellent condition. Every aspect of the setup is checked,
from which it was clear that new water pumps were needed and some connections had to
be re-glued to make sure everything would stay water-tight. The original servo motors still
worked, but the DCSC-lab technicians chose to replace the motors in advance of possible
failures due to the age of the original servo motors. The new servo motors are the Hitec HS-
785HB motors, which is a successor of the originally used motors (Hitec HS-725BB). Both
types are sail winches, designed for use in radio-controlled (RC) sail boats.
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Figure 3-3: An overview picture of the lab setup in its current state in the DCSC basement.

3-4 Electronics design

The current version of WCB was designed to run on the Zolertia Firefly platform. A wireless
control system (WCS) was constructed using a set of Firefly nodes, and to be able to read
out the sensors of the plant and to get the actuators moving using signals from the Firefly
boards, a completely new set of electronics was designed. A detailed overview of the new set
of electronics is included in Appendix B, along with the schematics and designs of the custom
PCBs made for the setup. An overview of the new set of electronics, while being mounted on
the plant, is shown in Figure 3-5. The insides of the water-proof boxes are shown in Figure
3-6. The individual parts of the electronics are discussed in detail in this section, starting
with the Fireboard.

3-4-1 The Fireboard

The Fireboard is one of the main components in the new electronics design of the lab setup,
which I designed in close collaboration with DCSC-lab technician Will van Geest. The Fire-
board is the name of the PCB holding the Firefly board. It also contains an analog to digital
converter (ADC), and additional components and connectors needed to let the Firefly node
interface with two sensors and one actuator of the setup. The Fireboard is shown on the left
side of Figure 3-7, while on the right side of the same figure the PCB is fully assembled and
mounted in the custom 3D-printed enclosure. The schematics for this PCB are included in
Appendix B-3.
The lab setup was designed such that it can be used for distributed control experiments.
Initially, a design was made in which 8 Fireboards were needed. This design was based on a
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Figure 3-4: The USB infrastructure used to power the Firefly nodes and logging of the input
and output signals.

simulation of distant downstream control (DDC), in which a Fireboard would be connected to
each sensor at the end of pool (four in total, see Figure 3-1 as a reference), the remaining four
Fireboards would be connected to the four movable gates in the system. Later on, this design
was changed because the gates act as local flow controllers and to do this, each Fireboard
must be able to be connected to one servo motor and two sensors. The PCB can be thought
of in two separate circuits, which are both used by the Firefly board; one circuit for reading
out two sensors and one circuit to control an actuator.

To control the servo motors on the plant, a 4.8−6.0 V pulse-width modulation (PWM)-signal
is needed. The Firefly operates at 3.3 V, and thus it can only output a 3.3 V PWM-signal.
Using a metal–oxide–semiconductor field-effect transistor (MOSFET), the 3.3 V is scaled to
a 5 V signal. More details on the construction of this signal are discussed later on in Section
3-7.

One of the demands while designing the new electronics, was that each Firefly must be able
to read out two sensors of the lab setup. To be sure of high enough precision, a 16-bit multi-
channel ADC is used to read out the sensor values. The sensors can communicate using the
RS485 protocol, but in [18] it is recommended to choose for an external ADC to be able
to increase the sampling rate, which is exactly what is implemented in the new electronics
design. The sensor is supplied with a 9 V input voltage and outputs a 4−20 mA current. This
current is converted to a voltage by using a carefully selected current sensing resistor. The
resulting voltage is then supplied to the ADC, which converts the signal to a digital value that
is communicated to the Firefly over inter-integrated circuit (I2C), which is a synchronous,
serial computer bus commonly used for communication between components on PCBs.

Because the Firefly operates at 3.3 V, I chose to also let the ADC operate on 3.3 V, to be
able to create an I2C-bus on which the two boards can communicate without the need of any
extra level converters. The ADC is supplied with a regulated 3.3 V source, coming from a
linear regulator of type LF33ABV, which is on its turn supplied the same 9 V as is used for
the sensors connected to the Fireboard. I made the choice to use a linear regulator instead of
using a 3.3 V output of the Firefly for two reasons. The first reason was that, in theory, the
Firefly was not be able to supply enough current in peak situations, although it was expected
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Figure 3-5: Overview of the new electronics on the lab setup. The power supply units and the
Raspberry Pi are all located in the white enclosures, preventing any contact with water.

that this situation will never occur in practice. The second reason to use the linear regulator
was that the stability of the input voltage of the ADC is directly reflected in the stability of
the measurements. By inspection of the schematics of the Firefly, Will and I concluded that
the 3.3 V port is also used by on-board components on the Firefly, which implies that there
would certainly be fluctuations in this voltage, which would have led to fluctuations in the
measurements. To use the linear regulator, some additional capacitors were needed, which
are also included in the schematics in Appendix B-3. The connections between the ADC,
linear voltage regulator and the Firefly are all shown in the sketch in Figure 3-8, which is
very close to the final design.

The input channels of the ADC can only handle a certain maximum voltage (Umax), which is
relative to the reference voltage supplied to the ADC. To make sure that the input voltages
(Uin) stay within bounds (0 < Uin < Umax), the input signals are scaled using resistors R3
and R4, shown in Figure 3-8. Because an ADC reference voltage of 3.3 V is used in this case,
I chose to scale the sensor signals to the same maximum voltage Umax = 3.3 V. The sensor
output is a 4 − 20 mA current, which is very common in industry. The ADC can convert
voltages, but not currents, which is a second reason to use the current sensing resistors R3 and
R4 apart from scaling the signals. Using the resistors, the current is converted to a voltage in
the range 0 − Umax V. The values of the two resistors are the same, as each resistor is used
to convert one sensor signal.

The sensor can measure pressures in the range 0−200 mbar = 0−0.2 bar, which corresponds
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Figure 3-6: The insides of the two water proof electronics enclosures on the lab setup, holding
the Raspberry Pi and the 5 V and 9 V power supply units used to power the servo motors and
sensors respectively.

Figure 3-7: The Fireboard PCB without Firefly and ADC on the left. A completely assembled
Firebox on the right including a Firefly, ADC-board and all connections.

to a maximum water pressure of 2 mH (meter water column). In our application on the lab
setup, there will never be more than 0.7 mH of pressure on the sensor. To be sure we do
not exceed Umax on any of the input channels of the ADC, I set the maximum water height
to hmax = 0.8 m in the resistor value calculation. The sensor maps its values using a linear
mapping from input to output, which implies that the output current of the sensor should
never exceed

Imax = Imin + (Imax − Imin)
hrange

· hmax

= 4 mA + (20− 4) mA
2 m · 0.8 m

= 4 + 6.4 = 10.4 mA,

(3-1)

in our chosen case of hmax = 0.8 m.
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Figure 3-8: An initial sketch of the Fireboard connections, clearly showing the ADC, Firefly and
the linear regulator. On the right side, the logic level converter (LLC) is shown, which is the
predecessor of the MOSFET in the design.

The optimal resistance of R3 and R4 is then computed as

R3 = R4 = U

I
= 3.3 V

10.4 · 10−3 A ≈ 317.3 Ω. (3-2)

In close contact with the lab technicians, we chose to use 301 Ω high precision (0, 1%) resistors.
The 301 Ω resistor is the closest to our calculated value, while also being available at the
regular suppliers. The resistor value is slightly smaller than the calculated value, but it still
results in Uin < Umax for all water heights on the setup.

The sensors both have a current output as well as a voltage output. While it may seem to
make more sense at first to use the voltage output as the ADC can only handle voltages, there
are some reasons why I chose to use the current output. The main reason is that the cables
from the Power Distribution Box (PDB) to the nodes are 5 meters long, just to be able to
locate the nodes one meter apart from each other on the ceiling. Using the voltage output
of the sensor, the voltage would most likely drop over this length of wire, and the voltage
signal would have been more sensitive to noise over this length. In both cases (current or
voltage sensor output), resistors are needed to convert the signal to a signal that is usable by
the ADC, which made it clear that there are no benefits in using the voltage output over the
current output of the sensor in this case.

3-4-2 Power Distribution Box

The Power Distribution Box (PDB) is the box containing the electronics used to supply power
to all servo motors, nodes and sensors (excluding the supplied power over USB to power the
Firefly boards). In the PDB, also the servo motor command signals are directed from the
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node connectors at the top (see Figure 3-9) to the servo connector, located exactly on the
other side of the PDB. During the design phase of the PDB, the option to easily reconfigure
the connections from the nodes to the servos is included for the case in which someone wants
to apply a different control structure on the setup during future use, for which this option
might be needed. The schematics of the Power Distribution Box are included in Appendix
B-4.

Figure 3-9: The (white) node connectors at the top of the Power Distribution Box, as well as
the USB hubs connecting the the Firefly nodes to the Raspberry Pi.

Figure 3-10: The servo motor connections can be reconfigured easily from one node to another
by plugging the (shiny) connectors into the female connector corresponding to the node of interest
on the bottom side of the Power Distribution Box.
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3-5 Sensor testing and corresponding software design

Just as with the actuators, tests were designed and performed for the individual sensors.
Because the existing lab-setup was fully revised, new electronics had to be designed and
tested.

For the Firefly to communicate with the ADS1115 ADC, an existing (code) library for this
ADC was taken as a basis and was modified to work within Contiki-OS. The original library
is the Adafruit_ADS1X151 library, which was written for the Arduino2 platform in the C++
programming language. Contiki-OS was programmed in C, which made that the way the
original library was structured had to be changed. The language C does not support classes,
while the original library made use of classes in a very professional way. A second difference
was that Contiki-OS had a predefined structure for additional components like sensors or
external ADCs, which had to be used in order to make the interconnection work in the
software.

In the end, I had completely changed the structure of the library, while some components of
the original library were still used. The license of the original library was still included and
the source of the the original library was clearly mentioned in the files. To finally test the
sensors, an additional program was created and supplied with a custom Makefile to compile
it within the Contiki-OS. To support the open-source community, the custom library and the
corresponding program used to read out the ADS1115 ADC values were shared publicly on
GitHub 3.

Figure 3-11: Left: The pressure sensor test setup designed for testing individual sensors. Right:
The initial 3D-design created in SolidWorks.

The sensors read-outs are first tested on a self-built lab setup, shown in Figure 3-11. The test
setup was first designed in SolidWorks. A 3D rendered image of this design is shown on the

1https://github.com/adafruit/Adafruit_ADS1X15
2https://www.arduino.cc/
3https://github.com/jacoblont/ads1115-contiki-os-firefly
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right side of Figure 3-11. The pressure sensor is clamped to the wooden board using a custom
3D-printed clamp and the sensor was attached to a transparent hose. In this transparent
hose, a water column can be created by filling the hose from the top with water. Next to the
transparent hose, a ruler was glued to the board so the digital ADC output values can be
easily compared to the height of the water column in meters. After creating the software to
read out the sensor values, this same test setup was requested by the DCSC lab technicians
to test all the remaining sensors, which was done rapidly using this setup.

3-6 Sensor value mapping

Before the sensor values can be used for control, a conversion is needed. Using the new
electronics on the lab setup, the measurements will no longer be converted to a value in mH
by the sensor directly. This was the case in the previously used configuration, but as we
now use an external ADC to read out the sensors for faster sampling, as was recommended
by the research group we got the lab setup from, this is not the case anymore and a new
mapping from sensor value to mH needs to be implemented. The maximum water-height of
the pools on the setup is 0.6 m + 0.05 m, where 0.05 m corresponds to the distance between
the sensor and the bottom of the pool. The sensor value corresponding to the pressure of
0.6 m + 0.05 m = 0.65 m water was measured to be 21570.
Because the sensors are not perfectly identical, the measurements differ from sensor to sensor
when measuring the base value at atmospheric pressure. The best thing to do is to correct
each sensor, but an analysis is done for when this sensor specific correction is not performed.
The base values (at atmospheric pressure) have been measured for all sensors and are found
to lie between 9604 and 9682. The mean value of these two values is 9643, which makes that
the maximum deviation from this mean is 39 steps. From the experiments it is derived that
each increment of the sensor value corresponds to an increase of approximately 0.054 mm in
water height. This means that the maximum deviation without the sensor specific corrections
will be approximately 0.054 · 39 ≈ 2.30 mm for the base level measurements.
To compute the water heights real-time, a linear mapping was made from the measured sensor
values to the water height in meters. The heights in this calculation are the heights measured
from the bottom of the pools. This is why hmax = 0.60 m, and the minimum water height
is taken as hmin = −0.05 m, as this is the level of the sensor with respect to the bottom
of the pools. In practice, h = 0.05 m is the lowest the water can get in the pools, as the
outflow valves of the pools are located at this height, however, computing the mean over a
larger range generally gives a more accurate result, which is why the sensor height was used
to compute the ratio of meter per step instead of the bottom of the pool.

hi [mH] = min (p− pmin, 0) · hmax [mH]− hmin [mH]
pmax − pmin

= min ((p− 9643), 0) · 0.60 [mH]− (−0.05) [mH]
21570− 9643 ,

(3-3)

where p is the current (pressure) measurement output of the ADC. To make sure that no
sensor-value will be negative after subtracting the minimum sensor value corresponding to
atmospheric pressure, the minimum of the base value is set to 0.
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Even though the sensors are relatively expensive industrial grade sensors, I recommend that
extra measurements are taken and a comparison is performed to check if this map is accurate
for all sensors on the setup, or that a sensor specific map should be implemented for more
accurate results in future projects.

3-7 Actuator signal design

Movable gates are used to control the water levels of the individual pools of the plant. The
gates can be set to a specific height in order to create the required amount of flow from one
pool to the next. The controller of the system computes control signals, but these control
signals are not directly suited to control the servo motors that are used to move the gates
up and down. Instead, the control signal is mapped to a set of values, which are then used
to control the servo motor. In the original manual for the lab setup [18] (written in 2001),
it is mentioned that the position of the servo motors can be specified in 256 steps. A quick
experiment showed that the servo motors that are currently on the plant have a range of
approximately 43

4 full circles, which corresponds to a total range of 43
4 · 360◦ = 1710 degrees.

These values are all acquired experimentally because no documentation can be found online for
the servo motors that are currently used. Even contacting the manufacturer of the actuators
did not give any results because the company has not produced these exact actuators anymore
for some years.

The movable gates have a total travel from top (fully open) to bottom (fully closed) of 22.4 cm.
The gates are driven using a rack and pinion construction, in which the pinion is attached
to the servo motor and the rack to the gate. Using the acquired numbers, it is possible to
determine the precision of this assembly. The actuator precision, denoted by pa is computed
as

pa = 22.4
256

cm
step = 0.0875 cm

step < 0.9mm
step , (3-4)

which shows that it should be possible to move the gates by less than 1 mm per step, in
theory.

Based on what is written in [18], some friction on the gates should be expected. The structures
of the gates are cleaned during the revision of the setup and all gates slide smoothly in the
slots. However, the expectation is that there will still be some friction present as a result of
the water pressure acting on the gates, which may have an impact on how accurately the gates
can be controlled. To which extend this really is a problem, can only be tested in practice.

To make sure that the actuators can operate in their full range, the actual signals coming
from the electronics have been checked beforehand in the lab. Using an oscilloscope, the fre-
quency and the PWM duty cycle have been inspected. A 3.3 V PWM-signal is generated on
the Firefly, which is converted to a 5 V signal on the Fireboard. In this conversion process,
the PWM-signal is inverted, which is counteracted by pre-inverting the signal in the soft-
ware running on the Firefly. During the inspection of the signals, it was also found that the
PWM-duty cycle generated by the servo-library in the Contiki-OS4 does not follow the gen-
eral timing standards for servo motors. Because of this, the constants SERVO_CONF_MIN_VAL
and SERVO_CONF_MAX_VAL (defined in the file contiki/platform/zoul/dev/servo.h ) have to be

4https://github.com/contiki-os/contiki
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3-7 Actuator signal design 23

adjusted and set to 14400 and 33600 respectively in the header (.h) file corresponding to
the protocol used for the experiments. These values correspond to minimum and maximum
values of approximately 0.9 ms and 2.1 ms of pulse duration each cycle. The theoretical pulse
durations for the signal are 1.0 ms and 2.0 ms, but the used values are advised by the DCSC
lab technicians because these will make sure that the actual minimum and maximum of the
(analog) actuators are reached. An example mapping between motor position and pulse du-
ration is shown in Figure 3-12 for a servo motor with a range of 0◦ − 180◦. An optional
change is to set the constant SERVO_CONF_MAX_DEGREES to the previously computed 1710◦,
in order to do the mapping to servo-positions at the lowest level possible, which should give
the smallest rounding errors and thus the most accurate map.

Figure 3-12: Visualization of the PWM-signal for 180◦-range servo motor. Image from [19].

An important thing to note is the minimal time between updates of actuator signals. During
the lab-tests of the servo motors, it was observed that the servo motors need a significant
amount of time to get to the required position. For a full sweep of the range, so basically a
step response from rmin = 0◦ to rmax = 1710◦, approximately 10 seconds were needed, when
no external forces are acting on the actuator. It is very important to be aware of this time-
delay, because fast changes of actuator signals will, because of this time-delay, not always be
reflected in the actual gate positions. On the other side, because the system dynamics of WISs
are in general not very fast, as can be seen later on from the time-delays in Table 6-1, this
actuator time-delay is not expected to be a limiting factor in terms of control performance.

Master of Science Thesis Jacob Jan Lont



24 System architecture

Jacob Jan Lont Master of Science Thesis



Chapter 4

Event-triggered control design

This chapter explains the control design procedure and the design of the event-triggering
mechanism (ETM) for a real-world water irrigation system (WIS), located in Australia, whose
parameters are provided in [5]. This set of parameters is used to prove that the constructed
models and the created software work as intended. The second reason why these parameters
are used, is because the lab setup was not ready yet at the time this part of the project
was carried out, because of which it was not possible to do parameter identification at that
point for the lab setup. The chapter starts of with the construction of a set of distributed
controllers, followed by an explanation on the discrete-time implementation of the controllers.
Subsequently, the ETM design is explained and the required math is performed to prove sta-
bility properties of the closed loop periodic event-triggered control (PETC) system.

4-1 Distributed control design

Based on the literature survey [9] at the start of this project, it was concluded that it would
be most interesting to construct an H∞-based optimal controller in distributed form for the
WIS. The main sources from literature used to actually design the continuous-time output-
feedback dynamic controller are [5] and [3]. Using Theorem 1. from [5], a set of distributed
controllers is constructed using an LMI-based approach to solve the H∞-problem for a specific
value of γ > 0, where γ denotes the H∞-gain of the closed-loop system H(G, K̂);

γ = ‖H(G, K̂)‖∞ = sup
ω∈R

σ̄(H(G, K̂)(jω)), (4-1)

in which σ̄(·) denotes the maximum singular value of a matrix.

K̂ denotes the interconnection of distributed controllers K̂ = (K̂1, . . . , K̂N ) that stabilises the
interconnection of weighted generalized pools G = (G1, . . . , GN ), following the notation of
[5]. The weighted generalized pool models (Gi) are approximately realized with the following
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finite-dimensional state-space model, which is constructed using a Padé approximation of the
delay associated to each of the specific pools


ẋi
wi
zi
yKi

 =
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xi
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 ,
(4-2)

where xi = (yi,∆i, ui,Ωi)T is the local state, of which Ωi corresponds to the loop-shaping
pole at s = −1/ρi and the sub-state ∆i corresponds to the pole in the Padé approximation
of the delay [5]. The plant output (the water height in pooli) is denoted by yi, while ui is the
control signal (the output of the local controller Ki, which includes both K̂i and the shaping
weight Wi), and vi is the outflow of the pooli into pooli+1. The vector of exogenous signals
is denoted by ni := (ri, di, qi)T , in which qi is used to model flow uncertainties over gatei,
di represents the off-take load disturbances and ri the pool specific reference set-points. The
signal uKi is the output of the local controller K̂i. The signals are depicted in Figure 4-1.
The loop shaping parameters are denoted by κi, φi, and ρi, and the specific function of these
individual variables is explained later on when considering the structure of the loop-shaping
weight, which is used to tune the set of robust controllers. The parameters αi, τi, and ϕi
are pool specific parameters, denoting the area, time delay and the most dominant wave
frequency, respectively, of pooli. The values for αi, τi, and ϕi used in this case are given in
Table 4-1 and are based on [5].

Figure 4-1: Localized portion of a controlled channel. Figure from [5].
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i τi αi ϕi
1 4 mins 6492 m2 0.48 rad/min
2 2 mins 2478 m2 1.05 rad/min
3 4 mins 6084 m2 0.48 rad/min
4 4 mins 5658 m2 0.48 rad/min
5 6 mins 7650 m2 0.42 rad/min

Table 4-1: Pool specific parameters for simulations for pooli: time delay τi, surface area αi and
most dominant wave frequency ϕi, from [5].

Figure 4-2: Distributed control structure for synthesis. Figure from [5].

The pool interconnection is shown in Figure 4-2 and is characterized by wi = vi−1, which
signal is shown in Figure 4-1 in more detail. The interconnection of the distributed controllers
(K̂i) is denoted by wKi = vKi−1, and is also depicted in these figures. The design trade-off in this
case corresponds to managing the effect of the exogenous signals ni on the vector performance
signals zi, consisting of:

zi :=
[
yKi = ei
uKi

]
(4-3)

The loop-shaping weight Wi has the same structure as the shaping weight in [5], which has
the same structure as the fully decentralized controllers used in [2], and it also corresponds
to the structure used for optimal centralized control design in [4]. The structure of Wi is

Wi(s) = κi(1 + sφi)
s(1 + sρi)

, (4-4)

where κi is used to set the loop-gain bandwidth. Following [5], the loop-gain bandwidth
should be below 1/τi rad/min because of the time delay, which is not reflected in the loop-
gain Li(s) = Wi(s)/sαi. Using φi, phase-lead can be introduced in the cross-over region
to reduce the roll-off (the steepness of a transfer function’s magnitude plot with frequency)
for stability and robustness. Additional roll-off beyond the loop-gain bandwidth is provided
by tuning ρi to ensure sufficiently low gain at the dominant wave frequency. The weight
parameters for the plant used in [5] are shown in Table 4-2. The values for ηi shown in Table
4-2 are used to scale the individual shapes in order to combine them in one plot.
Next, the dynamic output-feedback controller is created by solving the structured H∞ problem
by applying Theorem 1 from [5]. This theorem is a specialization of Theorem 4 in [20], which
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i κi φi ρi ηi
1 1.69 113,64 9,97 130
2 6.47 37,17 3,26 223
3 2.37 86.96 7.60 183
4 2.21 96.15 8.47 170
5 1.68 113.64 9.97 153

Table 4-2: Loop-shaping weight parameters.

Figure 4-3: The tuned loop gains for the plant from [5].

gives a state-space characterization of the synthesis problem. Application of the theorem
leads to the set K̂ of distributed controllers with state matrix Si as shown in Eq. (4-5).

ẋKiwKi
uKi

 = Si

xKivKi
yKi

 , (4-5)

in which the dimension of xKi is equal to the dimension of xi in Eq. (4-2). The structured H∞
problem is solved using CVX [21], [22] in MATLAB [23], which is a package for specifying
and solving convex programs. The link to the repository with the MATLAB-scripts I created
specifically for this purpose is given in Appendix A-1. The H∞ norm achieved in the end for
the controller is γmin = 3.92. The numerical values of the Si-matrices are all included in the
GitHub repository linked to in Appendix A-1.
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4-2 Discrete-time implementation

The main goal of the project in to apply event-triggered control (ETC) to WISs. Based
on literature [9] is concluded that PETC [10] is the best choice of ETC implementation
for this project, since the controller is implemented on a digital platform and will thus not
be continuous-time. To use PETC, a sampling time is chosen and subsequently the peri-
odic (discrete-time) controller is acquired by discretization of the in Section 4-1 designed
continuous-time controller. In the following subsections, relevant discretization methods are
discussed as well the sampling time selection used for discretization.

4-2-1 Discretization methods

The (distributed) controllers and loop-shaping weights are discretized using the Tustin/bilin-
ear approximation. This method is preferred for discretizing controllers in order to preserve
phase properties [8]. The preservation of phase properties is considered important because of
the water-level error propagation (WLEP) properties of the set of controllers, which is opti-
mized to handle/avoid specific dominant wave frequencies. The plant models are discretized
using the Zero-Order Hold method. All discretizations are performed using the MATLAB
function c2d1.

4-2-2 The sampling period

An important choice in discretization was the sampling period to discretize for, as the result
of the discretization depends on the chosen sampling period. A general rule of thumb is to
have 3-10 samples per rise-time [8]. The controlled pool having the smallest rise-time was
used for sampling-time selection, as this pool has the fastest response. The rule of thumb
used in this process, was to aim for approximately 8 samples per rise-time. As the rise-times
also differ per controller, the sampling period should be revised or at least be checked each
time after the controller is tuned. The exact code used in this process was uploaded to a
GitHub repository, which is further elaborated on and linked to in Appendix A-1.

4-2-3 Model selection for sampling-time analyses

Control simulations were done for multiple plants from literature, from which was concluded
that the first- and third-order models showed very similar responses. The similarity in be-
haviour of the first- and third order models was also presented in [24]. In Figure 4-4 these
similarities are also directly clear, using the model parameters of the five pools presented in
[2]. In [2] was shown that the third order model used in this study corresponds very well to
the actual behaviour of WISs. Based on all these findings, it was clear that the first order
model captures enough of the water-dynamics to be used for rise-time determination. The
first-order model of pooli, without the corresponding time-delay, has the form

Pi = 1
αis

, , (4-6)

1https://nl.mathworks.com/help/control/ref/c2d.html
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in which αi again denotes the surface area of pooli in m2 as given in Table 6-1.
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Figure 4-4: Simulation results for both the first and third order model using the five-pool model
parameters from [5] clearly shows the similarity in the responses.

4-3 Event-triggered mechanism design

After designing the H∞-controller based on the ideas presented in [5] and [3], the next step
was to combine the constructed optimal controller with ETC. The decentralized ETC design
for the dynamic output-based feedback controller was based on [10]. The ETM works as
follows: in the network, a distinction was made between sensor nodes and actuator nodes.
The sensor nodes periodically request new measurements from their water-height sensor.
The new measurement is compared in a predefined way to the most recently transmitted
sensor value. The function used for the comparison of the newest sensor value and the most
recently transmitted value is called the triggering condition. Each sensor-node has such a
local triggering condition, which is checked periodically to see if it is needed for the node to
update its states to the controller. When the local triggering condition is satisfied, the node
will initiate a network flood in the first available epoch in which all sensor nodes will transmit
their most recent measurement to the centralized controller.

Just after the controller has received the current state of the system, the controller will check
the control-side triggering function to see if it is needed (in terms of performance and stability)
to update the actuator (control) signals. If this is the case, then the controller will initiate a
network flood with actuator signal packages for the actuator nodes in the networked control
system (NCS).
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4-3-1 Output-based PETC description

The considered system is a continuous-time linear time-invariant (LTI) system, of which only
the outputs of the system are available for control purposes. The system dynamics can be
recast in the form

ẋp(t) = Apxp(t) +Bpû(t) +Bww(t)
y(t) = Cpxp(t),

(4-7)

where ẋp(t) ∈ Rn is vector of state derivatives , xp(t) ∈ Rnp is the state vector, u(t) ∈ Rnu
denotes the vector of (control) inputs applied to the plant, w(t) ∈ Rnw represents the vector
of external, unknown disturbances and y ∈ Rny the output of the plant. The matrices Ap,
Bp and Bw denote the state, input, and disturbance matrices of the plant respectively. The
matrix Cp denotes the plant output matrix. The superscript p is added to distinguish between
the states of the plant and the states of the controller, which are indicated by the superscript
c. Following the exact notation of [10], the plant is controlled using a discrete-time LTI
controller

xck+1 = Acxck +Bcŷk

uk = Ccxck +Dcŷk−1,
(4-8)

where xck ∈ Rnc is the state of the dynamic controller at time-step k, ŷ ∈ Rny denotes the
input of the controller, and u ∈ Rnu is used to denote the output of the dynamic output-
feedback controller. The sampling times are defined as tk = kh, k ∈ N, with h > 0 being
the sampling interval. At each sampling time tk, the (decentralized) triggering condition will
check the sampled values and determine if the newly sampled values contained by y(tk) and
u(tk) will be transmitted, or not transmitted. When the triggering condition is satisfied and
the values are transmitted, then the most recently transmitted (and thus the most recently
received) values û and ŷ are updated (assuming a 100% succes rate in data transmission).
The updates of these signals are depicted in Figure 4-5.

Figure 4-5: Decentralized event-triggered control schematic. Figure from [10].

The controller’s state update xck+1 is based on ŷk. This state update should in practice occur
in the interval (tk, tk+1], k ∈ N; however, in the model the convention was adopted that for
(tk, tk+1], k ∈ N it holds that

xc(t) = xck+1 = Acxck +Bcŷk, (4-9)
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in which the updates of the controller state takes place right after tk, k ∈ N, where it should
be observed that xc is a left-continuous signal [10]. The control signal u(tk) = uk at time tk
is computed based on ŷk−1, which will be equal to ŷ(tk), being the most recently transmitted
output of the plant, as we define for t ∈ (tk, tk+1]

ŷ(t) = ŷk and û(t) = ûk. (4-10)

It should be clear that both û and ŷ are also left-continuous, ŷk := limt↓tk ŷ(t), and ûk :=
limt↓tk û(t). Because of this,

u(tk) = Ccxc(tk) +Dcŷ(tk), k ∈ N. (4-11)

4-3-2 Decentralized event-triggering conditions

In this case, not all states of the plant are measurable. In fact, only the outputs can be
measured, which implies than it is not possible to implement a triggering condition that uses
the full state of the system. The available signals are the control signals contained in uk and
the output signals, yk. These signals are the ones that will be transmitted at time tk when
the triggering condition is satisfied. We define

v =
[
y
v

]
∈ Rnv and v̂ =

[
ŷ
v̂

]
∈ Rnv , (4-12)

where nv := ny + nu. The entries in v and v̂ must be grouped into N nodes, such that the
entries in v and v̂ corresponding to node j ∈ {1, . . . , N} are denoted by vj and v̂j , respectively.

In cases where full state information is available, a triggering condition of the form

‖x̂(tk)− x(tk)‖ > σ ‖x(tk)‖ (4-13)

is often used. An elaboration on this type of triggering conditions is included in the literature
survey [9], which I have written in the first phase of this project. For the decentralized
output-feedback case, [10] proposes the following description of the triggering condition and
the update of the signals contained in v̂:

v̂j(t) =


vj(tk), if

∥∥∥vj(tk)− v̂j(tk)∥∥∥ > σj
∥∥∥vj(tk)∥∥∥

v̂j(tk), if
∥∥∥vj(tk)− v̂j(tk)∥∥∥ ≤ σj ∥∥∥vj(tk)∥∥∥ , (4-14)

for t ∈ (tk, tk+1], k ∈ N, and σj ≥ 0, j ∈ {1, . . . , N} are constants which are tuned later on
in the process, in which it is made sure that stability of the (closed loop) PETC system is
preserved. Eq. (4-14) expresses that at each sampling time tk, k ∈ N, each node computes
the difference vj(tk) − v̂j(tk). If the absolute value of this difference is too large (based on
the value of σj), node j must transmit its signals contained in vj(tk) and subsequently v̂j is
updated using the corresponding values immediately after time tk. To implement decentral-
ized triggering conditions, each node checks its own local triggering condition, which is in this
case defined as ∥∥∥vj(tk)− v̂j(tk)∥∥∥ > σj

∥∥∥vj(tk)∥∥∥ . (4-15)
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When a local triggering condition is satisfied, the corresponding node will initiate a network
flood in the first available epoch after the time the trigger happened. During this network
flood, all nodes will update their current state to the centralized controller. It is possible that
multiple nodes trigger before the same epoch, but this is no problem when using Wireless
Control Bus (WCB), as the nodes will register when an epoch happens and the variable used
to flag that a network flood has to be initiated will be cleared when a node receives the
message that a network flood is already initiated by an other node in the network. WCB is
designed such that all nodes are able to send their updates to the controller before the epoch
is over.

The local triggering condition shown in Eq. (4-15) can be rewritten to fit the form of a
quadratic triggering condition as

ξ>(tk)Qjξ(tk) > 0, (4-16)

where ξ is defined as

ξ =

xpxc
v̂

 =


xp

xc

ŷ
û

 , (4-17)

using a properly chosen Qj , j ∈ {1, . . . , N}.

In our case, we mainly use this theory for output-based PETC from [10] in order to be able to
prove global exponential stability (GES) and to compute the L2-gain of the closed loop system
from the disturbance signals w̄ to the outputs y, by creating one artificial node, containing all
actual nodes of our system. This method simplifies the analysis of the interconnection, after
which [25] is used to decentralize the actual triggering condition. By choosing to combine the
nodes to one artificial node, using all signals contained in the vector v = [y>u>]>, we are in
essence setting the number of nodes to N = 1 artificially.

In [10], a set of diagonal matrices ΓJ ∈ Rnv×nv is defined for J = {1, . . . , N} to be able to
write 4-15 in the form of 4-17 as

ΓJ = diag(γ1
J , . . . , γ

ny+nu
J ) = diag(ΓyJ ,Γ

u
J ), (4-18)

with ΓyJ ∈ Rny×ny and ΓuJ ∈ Rnu×nu . The set J defines the set of nodes that will perform a
measurement update to the controller in case of a trigger. Because all nodes send an update
in WCB when a trigger happens, it is sound to use one artificial node in this approach. In
case of a trigger, with N = 1, ΓJ is equal to

Γ1 =
[
Γy1 0
0 Γu1

]
=
[
I 0
0 I

]
, (4-19)

with I ∈ R5×5 being the identity matrix. This is the case because all the signals contained
in the vector v = [y>u>]> correspond to the single node. By setting N = 1, the set J =
{1, . . . , N} reduces to J = {1}. This may seem very trivial, especially since the set of nodes
is equal to {1}, but what may be not immediately clear is that there is also the possibility of
Γ∅, in case none of the nodes in the set triggers. As there are no signal updates corresponding
to this non-triggering-event, Γ∅ is defined as
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Γ∅ =
[
Γy∅ 0
0 Γu∅

]
=

0 . . . 0
... . . . ...
0 . . . 0

 ∈ R(nu+ny)×(nu+ny), (4-20)

By defining the matrices C and D as

C := diag(Cp, Cc), and D :=
[

0 0
Dc 0

]
, (4-21)

we can write ∥∥∥vj(tk)∥∥∥ = ‖Γj [C D]ξ(tk)‖ , and∥∥∥vj(tk)− v̂j(tk)∥∥∥ = ‖Γj [C D − I]ξ(tk)‖
(4-22)

for k ∈ N, where Γj is used to define which inputs and outputs defined in the vector v belong
to node j. In this case all inputs and all outputs belong to the single artificial node, because
of which

Γj = I, (4-23)

with I ∈ Rnv×nv being the identity matrix. Using these definitions, Eq. (4-15) can be written
in the quadratic form of Eq. (4-17) with

Qj = Q :=
[

(1− σj)C>C (1− σj)C>D − C>
(1− σj)D>C − C (D − I)>(D − I)− σjD>D

]
. (4-24)

The subscript j corresponding to the index of the node can be dropped from Qj as there is
only one node in our approach. Using the definition of ΓJ , the updates of v̂ just after time
tk can be compactly written as

v̂+(tk) = ΓJ (ξ(tk))v(tk) + (I − ΓJ (ξ(tk)))v̂(tk)
= [ΓJ (ξ(tk))C ΓJ (ξ(tk))D + I − ΓJ (ξ(tk))]ξ(tk),

(4-25)

which in case of a trigger, with N = 1, becomes

v̂+(tk) = [C D]ξ(t), (4-26)

where for ξ ∈ Rnξ
J (ξ) := {j ∈ {1} | ξ>Qjξ > 0}. (4-27)

Note that, just as with ΓJ , there is also the possibility of J (ξ) = J∅, in case none of the
nodes in the set triggers.

4-4 The impulsive system model

In order to use the impulsive system approach, as presented in Section V.B. of [10], the PETC
system needs to be recast in impulsive system form. To obtain an impulsive system model of
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the system, one should observe that for the definition of J (ξ) in Eq. (4-27), for k ∈ N , we
have J (ξ(tk)) = J if and only if

ξ(tk)>Qξ(tk) > 0, j ∈ J and ξ(tk)>Qξ(tk) ≤ 0, j ∈ J c, (4-28)

where J c := {1, . . . , N}\J denotes the complement of any arbitrary set J ⊆ {1, . . . , N}.
Using this definition, the impulsive system model can be obtained as

[
ξ̇
τ̇

]
=
[
Āξ + B̄w

1

]
, when τ ∈ [0, h] (4-29a)[

ξ+

τ+

]
=
[
JJ ξ

0

]
, when τ = h, ξ>Qξ > 0, j ∈ J and ξ>Qξ ≤ 0, j ∈ J c (4-29b)

z = C̄ξ + D̄w, (4-29c)

where z ∈ Rnz is a performance output, defined by properly chosen matrices C̄ ∈ Rnz×nξ and
D̄ ∈ Rnz×nw . The performance outputs are chosen based on the performance outputs of the
generalized plant as

z =
[
y
û

]
=
[
Cpyx

p

û

]
(4-30)

which is realized by defining the matrices C̄ and D̄ as

C̄ =
[
Cpy 0 0
0 0 I

]
, D̄ =

[
0
]

(4-31)

Where the zero blocks in the middle column of C̄ are 0 ∈ Rnz×(nxc+nŷ). The identity matrix
is in this case defined as I ∈ Rnû×nû , as it should only pass through the signals contained in
the vector û ⊂ ξ. The matrix Cpy is defined as

Cpy = diag(Cpy1, . . . , C
p
y5), where Cpyi =

[
1 0 0 0

]
, (4-32)

as the first state of the plant state vector xpi ⊂ ξ is equal to yi.
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The matrices Ā ∈ Rnξ×nξ , B̄ ∈ Rnξ×nw and JJ ∈ Rnξ×nξ are defined as

Ā =


Ap 0 0 Bp

0 0 0 0
0 0 0 0
0 0 0 0

 , (4-33a)

B̄ =


Bw
0
0
0

 , and (4-33b)

JJ =


I 0 0 0

BcΓyJCp Ac Bc(I − Γy) 0
ΓyJCp 0 (I − ΓyJ ) 0

0 ΓuJCc ΓuJDc I − ΓuJ



J1 =


I 0 0 0

BcCp Ac 0 0
Cp 0 0 0
0 Cc Dc 0

 , J∅ =


I 0 0 0
0 Ac Bc 0
0 0 I 0
0 0 0 I

 .
(4-33c)

4-4-1 Combined controller description

To apply the impulsive system approach described in [10], the set of distributed controllers
is combined into a single (discrete-time) state-space description of the form described by
Eq. (4-8). The set of models for the individual pools should also be combined to a single
state-space formulation, described by Eq. (4-7). The distributed dynamic output-feedback
controllers were initially created in the form

ẋKiwKi
uKi

 = Si

xKivKi
yKi

 , (4-34)

of which the matrix Si can be partitioned as

Si =
[
SAi SBi
SCi SDi

]
. (4-35)

Next, these sub-matrices were then used to create a continuous-time state-space model:

ẋKi (t) = SAi · xKi (t) + SCi ·
[
vKi (t)
yKi (t)

]
[
wKi (t)
uKi (t)

]
= SCi · xKi (t) + SDi ·

[
vKi (t)
yKi (t)

]
,

(4-36)

Jacob Jan Lont Master of Science Thesis



4-4 The impulsive system model 37

which is subsequently discretized using the Tustin method (as explained in Section 4-2-1) to
obtain the discrete-time version of the individual controllers. The discrete-time version of the
individual controllers can be described by

xKi (k + 1) = SAki · x
K
i (k) + SBki ·

[
vKi (k)
yKi (k)

]
[
wKi (k + 1)
uKi (k)

]
= SCki · x

K
i (k) + SDki ·

[
vKi (k)
yKi (k)

]
.

(4-37)

The impulsive system description requires that only the outputs of the plant are used as
inputs for the controller. At this point, both the plant outputs yKi (k) and the interconnection
signals vKi (k) = wKi+1 are inputs of the individual controllers. The output wKi (k) can be added
as a discrete-time state by splitting up the matrices of this state-space description as

SBki =
[
SBvki SByki

]
, SCki =

[
SCwki

SCuki

]
, SDki =

[
SDvwki SDywki

SDvuki SDyuki

]
, (4-38)

which allows us to define the controllers having only uKi as the output and having vKi as a
state, by defining [

xKi (k + 1)
wKi (k + 1)

]
= Aci ·

[
xKi (k)
vKi (k)

]
+Bc

i · yKi (k)

uKi (k) = Cci ·
[
xKi (k)
vKi (k)

]
+Dc

i · yKi (k),
(4-39)

Because the interconnection between the distributed controllers is defined as vKi = wKi+1,
vKN := 0, these signals still need to be present when combining the individual controllers in
order to create one centralized controller. In the centralized case, the sub-controllers are now
able to access the signals vKi = wKi+1 from the combined state vector, in which the superscript
K is from now on dropped for ease of notation,

xc(k) = xck =



x1
k

w1
k

x2
k

w2
k
...
x5
k

w5
k


, where xik :=


xi1k
xi2k
xi3k
xi4k

 = xKi (k), for i = {1, . . . , N} (4-40)

instead of receiving these signals as an input. In this equation, xck denotes the state of the
combined controller at time-step k and wKi (k) = wik. Because wk1 = v0 is not used as an
input and because the signal vN := 0, I chose to use wK1 as input vN = vk5 = w6

k for the sub-
controller related to pool5, by setting wK1 = 0 ∀ xK1 , vK1 , yK1 . I chose to do this to preserve a
consistent structure in the combined state vector.
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The combined controller can now be written in the form of Eq. (4-8)

xck+1 = Acxck +Bcŷk

uk = Ccxck +Dcŷk−1,

where the combined controller matrices Ac, Bc, Cc, and Dc are defined as

Ac =

A
c
row1
...

Acrow5

 , Bc = diag(Bc
1, . . . , B

c
5),

Cc =

C
c
row1
...

Ccrow5

 , Dc = diag(Dc
1, . . . , D

c
5).

(4-41)

Where Bc
i = S

Byk
i , and Dc

i = S
Dyuk
i . Based on the structure of the state vector xck, the block

rows of the matrix Ac are defined as

Acrowi =
[
0i1 SAki 0i2 S

Bvk
i 0i3

0i4 S
Cwk
i 0i5 S

Dvwk
i 0i6

]
, for i = {1, . . . , 4},

Acrow5 =
[
0i7 S

Bvk
5 0i3 SAk5 0i8

0i9 S
Dvwk
5 0i6 S

Cwk
5 0i10

] (4-42)

where 0i1 ∈ Rnxi×(i−1)·(nxi+nwi ), 0i2 ∈ Rnxi×(nxi+nwi ), 0i3 ∈ Rnxi×(nAc−p), where p is equal to
the cumulative width of all other columns in the row. Furthermore, 0i4 ∈ Rnwi×(i−1)·(nxi+nwi ),
0i5 ∈ Rnwi×(nxi+nwi ), 0i3 ∈ Rnwi×(nAc−p). The remaining zero-blocks corresponding only to
Acrow5 are defined as 0i7 ∈ Rnxi×nAc1 , 0i8 ∈ Rnxi×nwi , 0i9 ∈ Rnwi×nAc1 , 0i10 ∈ Rnwi×nwi . In a
similar way the rows of Cc are defined as

Ccrowi =
[
0i4 S

Cuk
i 0i5 S

Dvwk
i 0i6

]
, for i = {1, . . . , 4},

Ccrow5 =
[
0i9 S

Dvuk
5 0i6 S

Cwk
5 0i10

] (4-43)

4-4-2 Combined plant description

As a basis for the impulsive system description, the generalized plant description (Eq. (4-2))
is taken as a basis for the combined plant model. The goal is to write the dynamics of the
set of pools into the following form (initially presented in Eq. (4-7))

ẋp(t) = Apxp(t) +Bpû(t) +Bww̄(t)
y(t) = Cpxp(t),

(4-44)

where the matrix Ap ∈ Rnp×np is the state evolution matrix of the plant (indicated by the
superscript p), ẋp ∈ Rnp is the state derivative, while xp ∈ Rnp is the state vector. The
matrix Bp ∈ Rnp×nû is the input matrix, û ∈ Rnû is the vector of inputs, Bw ∈ Rnp×nw̄ is
the disturbance input matrix, and w̄ ∈ Rw̄ is the vector of external disturbances. The vector
y ∈ Rny denotes the vector of outputs and Cp ∈ Rny×nxp is the plant output matrix.
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The state derivative vector ẋp and the state vector xp are defined in a similar way as the
vector xc is defined for the controller, as

ẋp =


ẋp1
ẋp2
...
ẋp5

 =




ẋp11
ẋp12
ẋp13
ẋp14


...
ẋp51
ẋp52
ẋp53
ẋp54




, xp =


xp1
xp2
...
xp5

 =




xp11
xp12
xp13
xp14


...
xp51
xp52
xp53
xp54




, (4-45)

The vectors û and w̄ are defined as

û =

û
K
1
...
ûK5

 , w̄ =

w̄1
...
w̄5

 =



[
d1
q1

]
...[
d5
q5

]


, (4-46)

where di models an off-take load-disturbance and qi is used to model uncertainty in the flow
over gatei as in [5]. The interconnection between the individual pools is very similar to the
interconnection of the distributed controllers as shown in the previous subsection.

To be able to define the plant dynamics in the required form, it is needed to split up certain
matrices used in the description of the generalized plant,

ẋi
wi
zi
yKi

 =


Atti Atsi Btn

i Btu
i

Asti Assi Bsn
i Bsu

i

Ctzi Cszi Dzn
i Dzu

i

Ctyi Csyi Dyn
i Dyu

i



xi
vi
ni
uKi

 , where ni =

ridi
qi

 ,
which is fully introduced in Eq. (4-2).

Because only the entries di and qi are used from the vector ni, the matrices related to the
vector ni are split up as follows

Btn
i =

[
Btnr
i Btnd

i Btnq
i

]
=
[
Btnr
i Btnw

i

]
Bsn
i =

[
Bsnr
i Bsnw

i

]
Dzn
i =

[
Dznr
i Dznw

i

]
Dyn
i =

[
Dynr
i Dynw

i

]
(4-47)

Expanding the state update equation for pooli gives

ẋi = Atti xi +Atsi vi +Btnw
i w̄i +Btu

i u
K
i , (4-48)
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where vi = wi+1, of which wi+1 is computed as

wi = Asti xi +Assi vi +Bsn
i ni +Bsu

i u
K
i

wi = Asti xi
(4-49)

as can be seen by looking at the numerical description of the generalized plant in Eq. (4-2).
This means that xi can be computed using only the entries from the combined state-vector
and the input uKi = ûi. To do this, the matrix Ap is defined as

Ap =


Att1 [0 0 Ats1 0] 0 0 0
0 Att2 [0 0 Ats2 0] 0 0
0 0 Att3 [0 0 Ats3 0] 0
0 0 0 Att4 [0 0 Ats4 0]
0 0 0 0 Att5

 , (4-50)

where

[0 0 Atsi 0] = Atsi ·Asti+1, Asti+1 = Asti =
[
0 0 1 0

]
∀ i ∈ [1, . . . , N − 1]. (4-51)

The input matrix Bp is defined as

Bp = diag(Btu
1 , B

tu
2 , B

tu
3 , B

tu
4 , B

tu
5 ). (4-52)

Splitting up the matrices as in Eq. (4-47) immediately enables us to compose the input matrix
Bw as

Bw = diag(Btnw
1 , Btnw

2 , Btnw
3 , Btnw

4 , Btnw
5 ). (4-53)

As is stated before, the first state of the vector xpi corresponds to the water height yi of pooli.
Because of this and because of the structure of the combined plant state vector, defined in
Eq. (4-44), the output matrix Cp is defined as

Cp = diag(Cpy1, C
p
y2, C

p
y3, C

p
y4, C

p
y5), where Cpyi =

[
1 0 0 0

]
for i = 1, . . . , 5 (4-54)

to finally get the vector of water heights

y =

y1
...
y5

 (4-55)

as the output of the combined plant description.

4-5 Implementing decentralized event-triggered control

To prove stability all nodes of the system were combined in one artificial node. It was possible
to do this, because in WCB a trigger of one node, initiates a network flood, which is in essence
the same as all nodes triggering at the same time. However, in practice, there are multiple
individual nodes on the setup and these nodes do not have access to the current measurements
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of their neighbouring nodes. This makes that it is not possible to use a centralized triggering
condition in physical implementation.

The centralized triggering condition

‖v(tk)− v̂(tk)‖ > σ ‖v(tk)‖ , (4-56)

in which v = [y>u>]> and v̂ = [ŷ>û>]> at sampling time tk and σ is a triggering parameter,
can be decentralized using the method described in Section 2.4 of [13], which was originally
proposed in [25]. Eq. (4-56) can be written in the form

n∑
i=1

(vi(tk)− v̂i(tk))2 − σ2v2
i (tk) > 0, (4-57)

which implies
n∨
i=1

(
(vi(tk)− v̂i(tk))2 − σ2v2

i (tk) > θi
)
, (4-58)

as long as the condition
∑n
i=1 θi = 0 is satisfied. The ∨ in the equation denotes the ’logical

or’, and is thus used to set the equation true whenever one of the nodes triggers, after which
all nodes will send their most recent measurement to the controller using a network flood.
The set of θi’s can both be designed offline, but it can also be a dynamically adjusted online.
Design strategies for both cases are presented in [25].

4-6 Stability of the closed-loop PETC system

4-6-1 Nominal stability of the system with periodic control

The ultimate goal in terms of stability analysis is to prove GES for the closed loop system. As
a start of the stability analysis, nominal stability is checked. In theory the robust-controller
should provide nominal stability by design, but the closed loop system can become unstable
when discretizing the controller. Because of this, nominal stability is checked after discretiza-
tion using a carefully selected sampling period.

Nominal stability of the closed loop system is checked before including the ETM in the loop.
As mentioned earlier, it provides a starting point of stability analysis to make sure stability is
preserved in the process of discretization. The main goal of the project is to apply a discrete-
time controller to a continuous-time plant, but to check nominal stability, the continuous-time
plant model is discretized using the same sampling period h, after which the eigenvalues of
the closed-loop system are analyzed. The closed-loop eigenvalues are shown in Figure 4-6a.
Clearly all eigenvalues are inside the open unit circle, which is a necessary and sufficient
condition for nominal stability and GES.

4-6-2 Exponential stability and L2-gains

It is possible to show GES and a finite L2-gain for event-triggered controlled systems in certain
cases. A detailed description on how to prove this for output-feedback controlled systems,
as is the case here, is presented in [10]. Now that we have the impulsive system description,
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(a) Closed loop eigenvalues with respect to the unit circle.
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Figure 4-6: The closed loop eigenvalues of the discrete-time system without ETC.

derived in Section 4-4, Theorem V.2 of [10] can be applied to try and guarantee GES and
provide the L2-gain from the disturbance signals w to the output signals z of the closed loop
system. Unfortunately applying the theorem did not provide the existence of the positive
definite matrices and parameters described in the theorem in [10]. This does not necessarily
mean that the system is not GES or that a finite L2-gain does not exist for this system, but
we are not able to prove it using this theorem. The theorem states that if one can find a
solution to the set of linear matrix inequalities (LMIs), then the closed-loop PETC system is
GES with a guaranteed convergence rate that is greater or equal than the value of the input
parameter ρ, and the L2-gain is smaller or equal than the value of the input parameter for
a specified value of triggering parameter σ. The input parameters were tuned manually, and
a lot of parameter sets are tried, but I was not able to get a satisfactory result. I performed
experiments with the parameter ρ ranging from 10−3 to 10−13, σ ranging from 0.0001 to 0.05,
and λ ranging from 2 · 105 to 2 · 1012. At the start of this series of tests, it seemed like it was
possible to get a solution, but when looking at the equations closely, Gabriel and I concluded
that I forgot to include one LMI constraint that was related to the empty set. From that
point on, I have not been able to get a solution for the set of LMIs anymore. We tried
both the standard CVX solver SDPT3, as well as SeDuMi, which is a second semi-definite
programming solver that comes with CVX.

At the point when the second LMI was not yet implemented, Gabriel and I did notice that
the resulting matrices that seemed to be solving the problem were ill-conditioned and when
substituting the results into the constraint equations manually, the matrices did not result
in positive-definite matrices, which was a requirement specified using the set of LMIs. This
outcome was most-likely due to numerical issues, that may have to do with the large number
of variables and the combination of very large and very small numbers used in the problem,
which possibly makes that the problem is hard to scale by the solvers.
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Chapter 5

Numerical experiments

In this chapter, the results of the numerical experiments are discussed. The chapter starts with
a discussion on disturbance rejection, which shows the effects of small modifications on the
triggering condition to improve the the behaviour of the event-triggering mechanism (ETM)
around the origin. The plant parameters are the same as presented in Chapter 4, representing
a real water irrigation system (WIS), and the triggering conditions used in the experiments
are of the exact same form as they should be implemented on the lab setup when using
Wireless Control Bus (WCB). The behaviour of the closed-loop periodic event-triggered
control (PETC) system is tested using a set-point disturbance of 0.1 m on pool4 for multiple
values of the triggering parameters σ and ε, as is explained in Section 5-1 .The chapter is
finalized with the presentation and the discussion of numerical experiments for decentralized
event-triggered control (ETC). The experiments show the achievable amount of reduction in
communication very clearly by comparing the number of triggering instants to the amount
of communications instants that would have been needed when periodic control would have
been applied. The results also show the reduction in control performance as a result of the
reduction in communication.

5-1 Disturbance rejection

5-1-1 Change of coordinates

An assumption that is not always clearly indicated in literature, is the change of coordinates
in PETC. PETC was designed to stabilize a system to the origin. This implies that when a
system is being controlled to a reference set-point other than the origin (zero), a coordinate
change has to be applied to make set this reference set-point the origin in the triggering
function, which is explained in Section 2.5 of [13]. In terms of implementation, this implies
that one should use the set-point error as an argument for the triggering function, instead of
the actual output of the plant. It is important to implement this change of coordinates to
prevent the water-levels with a relative large magnitude reference set-point from dominating
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the triggering function. Not implementing the change of coordinates results in constant oscil-
lations of outputs corresponding to reference set-points having a relatively small magnitude,
compared to the other reference set-points, in centralized triggering functions. In Figure 5-1
these oscillations can be clearly observed, whereas these oscillations were not present in the
exact same experiment but with the change of coordinates, which is shown in Figure 5-2. The
figures show results for a centralized triggering case, using σ = 0.10. Although the oscillations
are not present anymore, the downside is that there twice as much triggers. This is most likely
due to the small norms of the signals around the origin.
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Figure 5-1: The plant outputs, control inputs, disturbance profile and the triggering instants
using centralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.10 using
the actual plant outputs in the triggering function, leading to constant oscillations.

5-1-2 Dead band around the origin for the plant outputs

Initially, the local triggering condition for each of the sensor nodes was implemented as

‖yj(tk)− ŷj(tk)‖ > σ ‖yj(tk)‖ , (5-1)

in which yj(tk) is the water height of poolj at time tk and σ is a triggering parameter. Because
a lot of triggers occurred around the origin, a dead band was included, like it was proposed
in [13]. In this dead-band oscillations with minimal magnitudes (small waves in the water)
can occur around the set-point, while the ETM is not constantly triggered. In practice, these
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Figure 5-2: The plant outputs, control inputs, disturbance profile and the triggering instants
using centralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.10.

small waves could also be formed by the wind blowing over the water channel. The dead-band
around the origin was implemented as

‖yj(tk)− ŷj(tk)‖ − ε > σ ‖yj(tk)‖ , (5-2)

which can be rewritten as

‖yj(tk)− ŷj(tk)‖ − σ ‖yj(tk)‖ > ε, (5-3)

to clearly show the dead band of ±ε in which the triggering function is not satisfied.
The dead band was not implemented for the controller triggering function. Experiments
showed that a dead band on the control signals resulted in a decrease in control performance
and more triggers, while the dead band on the plant outputs improved control performance
and reduced the number of triggers. I chose to implement the control triggering function for
these experiments as

‖u(tk)− û(tk)‖ > σ ‖u(tk)‖ , (5-4)
in which

u =

u1
...
uN

 , û =

 û1
...
ûN

 , (5-5)

with N = 5 denoting the number of pools.
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5-2 Decentralized triggering experiments

Because of the large distances in WISs, it is not possible to use a centralized ETM, as the
individual signals (the water heights and the control signals) cannot be centralized without
the use of communication. Because communication is exactly what needs to minimized,
each sensor node has its own ETM. When one of these ETMs trigger, a network flood is
initiated and all nodes will send a measurement update to the centralized controller. The
exact triggering functions used in these numerical experiments are explained in Section 5-1.
In the following subsections, the results of the experiments are shown and discussed. In each
case, the results are shown using a plot in which the first subplot shows the water level errors
with respect to the corresponding set-points. The second subplot shows the magnitude of the
control signals, and the third subplot shows the disturbance profile applied in the experiment.
The fourth and final subplot shows the triggering instants at which both the measurements
and the control signals are updated. The actual number of triggers is shown in the title of
this fourth subplot.

5-2-1 Decentralized triggering: σ = 0.005

The first experiment is the case with σ = 0.005 and ε = 1 · 10−6, of which the results are
shown in Figure 5-3. The water level errors were within 0.1 m and also the magnitude of the
control signals were relatively small. There was a total number of triggers of 692 based on
1600 measurements instants, which already gives a 57% reduction in communication.

The number of triggers can be decreased by increasing the dead band parameter ε. The effects
of increasing ε from ε = 1 · 10−6 to ε = 1 · 10−4, while still using σ = 0.005 can be clearly seen
by comparing Figure 5-3 to Figure 5-4. A decrease in control performance can be observed,
but the change did lead to a reduction in communication of 66% compared to the periodic
control case by only having 554 triggers.

5-2-2 Decentralized triggering: σ = 0.01

By increasing σ to σ = 0.01, the number of triggers is reduced to 498. The behaviour of the
system corresponding to this value is shown in Figure 5-5. The magnitude of the signals did
increase as a result of increasing σ, however a reduction in communication of 69% is achieved.

5-2-3 Decentralized triggering: σ = 0.05

The next experiment was done using σ = 0.05. To keep reasonable control performance, it
was needed to decrease the dead band parameter ε to ε = 1 · 10−7, for which the results are
shown in Figure 5-6. The signals did not really increase in magnitude as a result of using
these parameters, however the reduction in communication increased to 75%. At this point,
a lower density of the triggering instant plot is very clear from the figure.
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Figure 5-3: The plant outputs, control inputs, disturbance profile and the triggering instants
using decentralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.005
and ε = 1 · 10−6.

5-2-4 Decentralized triggering: σ = 0.10

The final experiment was conducted after selecting σ = 0.10 and ε = 1 · 10−7, for which
the results are shown in Figure 5-7. The plot clearly shows that the magnitude of both the
outputs of the plant, as well as the magnitude of the control signals increased significantly
after I increased the value for σ to σ = 0.10. While the reduction in communication is at 83%,
the plot shows that oscillations start to form again around the steady state, while already
having tuned the dead band.

5-3 Conclusions

It is clear from the experiments that a lot of communication resources can be saved, compared
to periodic control, by applying decentralized ETC on WISs. By reducing communication
between the plant and the controller, we are reducing the amount of information that is
available to the controller. This typically leads to reduced control performance, which is
also clear from these experiments. In general, the magnitudes of the signals get larger as
the amount of communication instants is reduced. The decrease in control performance can
also be seen by inspecting the time it takes to stabilize the system, which also grows when
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Figure 5-4: The plant outputs, control inputs, disturbance profile and the triggering instants
using decentralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.005
and ε = 1 · 10−4.

the number of communications instants is reduced. Tuning ETC always presents a trade-off
between the amount of communication and the control performance. Where the optimal point
of this trade-off is, depends on the application and the requirements of the application.
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Figure 5-5: The plant outputs, control inputs, disturbance profile and the triggering instants
using decentralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.01 and
ε = 1 · 10−4.
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Figure 5-6: The plant outputs, control inputs, disturbance profile and the triggering instants
using decentralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.05 and
ε = 1 · 10−7.
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Figure 5-7: The plant outputs, control inputs, disturbance profile and the triggering instants
using decentralized event-triggered control for a set-point disturbance on pool 4 for σ = 0.10 and
ε = 1 ·10−7. The scale of the axes is intentionally not scaled to the signals, to be able to compare
this plot to previous results.
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Chapter 6

The cyber-physical implementation

To be able to design a model-based controller for the lab setup, as is done in Chapter 4
for that set of pool parameters, the model parameters τi, αi, and ϕi of the cyber-physical
setup are needed. The parameters denote the transport delay, the pool surface area and
the most dominant wave frequency, respectively. The model parameters still have to be
identified using system identification, which is explained in the first section of this chapter.
Subsequently is explained how a set of robust controllers can be designed in a similar fashion
as is done in Chapter 4, as well as two alternative control design approaches. In Section 6-3,
the implementation of the controller on the lab setup, using the Firefly nodes is explained.
The chapter is finalized by an explanation on how the nonlinear flow dynamics around the
controllable gates are handled.

6-1 Parameter identification

The parameter τi is identified by applying a step-input to each of the pools individually and
visually inspecting the time-delay shown in the response. The values for αi (the surface area
of pooli) are simply computed by multiplying the corresponding length and width of each
pool, which are shown in Figure 6-1. The parameter ϕi, denoting the (most dominant) wave
frequency of pooli can be identified by running open loop experiments and inspecting the
responses of the plant. The plant parameters that are available at this point for the lab setup
are shown in Table 6-1.

i τi αi ϕi
1 - minutes 0.1853 m2 - rad/min
2 - minutes 0.1187 m2 - rad/min
3 - minutes 0.2279 m2 - rad/min

Table 6-1: Identified parameters per pooli: delay (τi), surface area (αi), and wave frequency
(ϕi)
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Figure 6-1: Schematic top view of the lab setup including the pool dimensions. All dimensions
are in millimeters. The blocks A1, . . . ,A3 indicate the areas corresponding to pool1, . . . , pool3
respectively.

6-2 Robust control design

After obtaining the model parameters, a set of distributed controllers can be constructed for
the lab setup, just as is done in Chapter 4 for the simulated plant. The controllers are again
constructed by solving a set of linear matrix inequalities (LMIs), after which the state-space
defining A, B, C, and D matrices are extracted and the dynamic output-feedback controllers
are constructed in state-space form. The same structure is used as for the controllers designed
in Chapter 4, based on [5]. To code that I created to do this is provided in Appendix A-1.

6-3 Implementing the controller

When a set of controllers is designed, it can be implemented on the lab setup quite easily.
First, a sampling period has to be chosen and the continuous-time set of controllers needs
to be discretized. The individual controllers can be centralized based on the techniques
explained in Subsection 4-4-1, for which the code is all available in the repository provided
in Appendix A-1. Then, the individual state update and output equations can be extracted
from the constructed state-space model and these simple equations can be implemented for
the controller node (called the sink node within the protocol code).

The sensor sampling period must be equal to the epoch period, and the measurements should
be taken just before the radio up-time of the node starts. If the measurement would be taken
just after the up-time, it could be the case that a trigger is delayed by one epoch period,
compared to the first strategy.
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6-4 Smart gates

The considered models for water irrigation systems (WISs), all use a linearized signal for
the flow over the gates. However, this linearization has to be counteracted to implement a
controller on a physical plant. The flow over the gates can be modeled using a nonlinear
relation. To be able to still use a linear model and a control signal corresponding to that,
it is needed to handle the (static) nonlinear relations of the system using sub-controllers
called smart gates. These lower-level actuator controllers receive the regular control signal
(ui) from the controller as their local reference, after which (faster) reference tracking is
performed locally (on the node) to get the required flow over a gate. The actual flow is
expected to not be perfect because the flow is controlled using two pressure sensors and a
servo motor and not using a calibrated flow regulator. Uncertainties in flow over the gates
are thus to be expected and an extra disturbance is included in the model used for control
design to account for this uncertainty as much as possible.

6-4-1 Modeling the nonlinearity

In previous studies, a Simulink model was used to simulate the behaviour of the lab setup
that is now re-used. This Simulink model includes a lot of properties and sub-models used to
model the plant and because of this it is very well suited to be reverse-engineered to acquire
the parameters and calculations needed to describe flow over the so called sluice gates.
The main variables in computing flow over a gate, are the water heights before and after
the gate. These variables are denoted by hin and hout, respectively. Other important values
describe the sill height and the height of the gate (top of the opening), which are denoted
by hsill and htop respectively. These variables are all depicted in Figure 6-2. The controlled
variable is htop, which is controlled by changing the position of the servo motor connected to
the gate.

Figure 6-2: Variables used in the flow equations, where htop is the controlled variable corre-
sponding to the height from the bottom to the gate.

The first operation performed in the Simulink model is the determination of the highest and
the lowest water height, denoted by h1 and h2 respectively. Note that h1 does not necessarily
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Parameter Value Units
b 0.01 m
Ce 0.95 -
µ 1.00 -

Table 6-2: Gate parameters; b denotes the width of the opening, Ce is the flow efficiency over
the gate and µ denotes the flow-depth constant.

correspond to hin in Figure 6-2. When hout is higher than hin, then h1 corresponds to hout,
while it corresponds to hin when hin > hout.

h1 = max(hin − hsill, hout − hsill, 0) (6-1)

The minimum value of h1 is zero, as can be seen in Eq. (6-1), as there is no flow when both
water heights are smaller than the sill height. The sill height is zero for all regular gates in
the lab setup, except for the last gate which is basically a variable height sill. The value of
h2 is computed as

h2 = min(hin − hsill, hout − hsill). (6-2)

The flow Q over a gate (in m3

s ) is computed as

Q = b · Ce ·
√
q · yjet · sign(hin − hout) ·

√
2 · g, (6-3)

where b is the width of the opening, Ce is the flow efficiency of the opening and g denotes
gravitational acceleration (taken as g = 9.81 m

s2 ). All gates in the setup have identical di-
mensions, except for the last gate, which is called the sill gate from this point on, and this
sill gate should not be considered as a regular gate. The parameters of the gates are given in
Table 6-2. The value of q, used in Eq. (6-3), is computed as

q = h1 −max
[
h2, min

(
h1 ·

2
3 , µ · (htop − hsill)

)]
, (6-4)

of which the term h1 · 2
3 is referred to as the critical depth. The constant µ is related to

flow depth. The term sign(hin − hout) is used to indicate the direction of the flow in Eq.
(6-3), where the flow Q is positive when it flows in the direction from hin to hout. The term
sign(hin − hout) of Eq. (6-3) is defined as

sign(x) =


1, if x > 0 =⇒ hout < hin

0, if x = 0 =⇒ hout = hin

−1, if x < 0 =⇒ hout > hin

(6-5)

Finally, the term yjet of Eq. (6-3) is defined as:

yjet = min
[
µ · (htop − hsill), max

(
h2, h1 ·

2
3

)]
(6-6)

Using these equations, the flow over each gate can be computed using the current position of
the gate and the two measured water pressures, which are directly related to the water heights.
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More information about possible flow cases around the gates is described in [26]. A full
study on calibration of submerged multi-sluice gates is described in [27], which may provide
interesting insights if problems are encountered in calibrating the flow control mechanism.

6-4-2 Feed-forward flow control

The nonlinear equations described in Subsection 6-4-1 describe a set of dynamics that can
be interpreted as a hybrid (switching) system, which is mainly due to the minimum and
maximum operators used in a number of the equations. These cases are all worked out and
split up based on the inputs of the equations, being hin, hout and Qref . Qref denotes the
reference flow as computed by the main (centralized) controller. This reverse engineered
is called the feedforward map from now on. The structure of the implementation of this
feedforward map is depicted in Figure 6-3.

Figure 6-3: Feed-forward block scheme using Qref in m3/s as input reference value. The
feedforward controller computes a (servo motor) control signal, denoted by uservo, based on the
water levels hin and hout (in meters), such that the actual flow Q approaches Qref as much as
possible.

The feedforward flow map is simulated for a set of random reference flow values within a
reachable range, using MATLAB. The corresponding code used to create this feedforward
control function, as well as the code used to perform this validation, is included in the dis-
tributed control GitHub repository, for which an explanation is included in Appendix A-1.
The results of this validation simulation are shown in Figure 6-5. This is a validation of the
reverse map, which only serves as a check to see if the map is inverted correctly. To determine
in which flow region the gate is in at a certain point, the maximum achievable flow is com-
puted for the most recent measurements hin and hout. A 3D-map showing these maximum
flow values is shown in Figure 6-4.

The map is not yet validated on the lab setup. To validate the flow map on the lab setup,
extra tests have to be designed, which could be done by analysing the increase in water height
over time for a certain pool by setting Qref to a fixed value for example. Then the increase
in water height over time can be compared to the expected flow, which will show how the
feedforward controller is performing.

An alternative way to implement the reversed map is to use a lookup table that is generated
beforehand, but the Firefly nodes have only a limited amount of memory available and it may
take long to process the table on the fly, but please note that this is not tested yet and this
assumption may be wrong.
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Figure 6-4: 3D map showing the maximum flow values Q in m3/s for different water levels of
hin and hout in meters.

In the process of creating the feedforward map, one case is encountered which does not have
an explicit solution. Even without an explicit solution, the feedforward controller should still
come up with a gate position that leads to an amount of flow that is as close as possible
to the reference flow Qref . To do this, a bisection optimization algorithm is programmed
to find a good gate position corresponding to the reference flow Qref in a finite number of
bisection steps. The maximum number of steps (denoted by Nmax in the corresponding code)
is currently set to 15.

6-4-3 Testing the gates

The gates are all individually tested and the position control of the gates works as expected
when controlling them using the Firefly nodes. An example program to control servo motors
of the Contiki-OS was modified to have the right timing for the servo motors on the setup
to perform this test, which immediately showed that everything works. The hardware is
designed and assembled in such a way that the gate is closed when the servo motor is in its
limit position on one side. When the servo motor is in the other limit position, there are no
physical constraints. This is done such that it is not needed to limit the servo motor positions
in the software, as this could have presented complications in future use of the lab setup.
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Figure 6-5: Plot showing a validation of the feedforward map for random flow reference values
within a certain range, and random values for hin and hout. It can be observed that the feedforward
mapping works perfectly as long as hin > hout, which can be explained by noting that the
reference flow values are in this case always positive and a positive flow value can only be obtained
when hin > hout, which should also be the case when using distant downstream control (DDC)
techniques.
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Chapter 7

Conclusions

In this chapter, the conclusions regarding the thesis are discussed. The chapter is finalized
by a section discussing possible future work that could be performed as a follow-up of this
project.

7-1 Conclusions

The thesis started with a plan to combine wireless control and event-triggered control (ETC)
and apply the combination to water irrigation systems (WISs), to eventually enable the use
of centralized control structures in this field, while minimizing the expenses needed to realize
this structure. The main goal could be realized by designing an infrastructure that would
allow the use of wireless ETC, as this has all the features in terms of needed communication
and it does not require the expensive install and maintenance of cables over lengths of multiple
kilometers.

To test the combination of wireless control and ETC in practice, a communication protocol
was designed and tested, which resulted from close collaboration of our research group and
the D3S Research group of the University of Trento. The protocol is called Wireless Control
Bus (WCB) and was designed to perform all functionalities needed to apply ETC on a cyber-
physical lab setup. The design of WCB was not part of this project, but a lot of testing of
previous versions of WCB was done to make sure that we could use WCB in our lab and
to make sure that the integration of the hardware on the lab setup was actually possible in
WCB.

A cyber-physical lab setup was designed and built, with the use of WCB in mind, to eventually
conduct real-time periodic event-triggered control (PETC) experiments on a physical setup.
The lab setup consists of a series of pools, which can be used to mimic the dynamics of a
WIS. A wireless communication infrastructure is present to perform control on the plant
using WCB and a universal serial bus (USB) infrastructure was made to log all signals of
experiments performed on the lab setup. This data can be analyzed during experiments or
can be processed afterwards. Logging can be done using the Raspberry Pi that is included
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in the lab setup, which can be also used to flash the software to the nodes in the networked
control system (NCS) in case of updated software for the nodes. The actuator and sensor
signals were all analyzed and unit test software was created to test the individual parts of the
physical setup.

Next, the control design phase was started by designing a set of state-of-the-art distributed
output-feedback dynamic controllers for WISs. The controller was implemented in centralized
form eventually by recasting the set of individual controllers into a combined impulsive system
description. During the project, I chose to centralize this set of controllers to try to proof
stability for the closed loop system, and besides that, the centralized controller description
very well suits the current set of features included in WCB, which allows the use of PETC
techniques on the lab setup.

It was proven to be hard to prove global exponential stability (GES) and a finite L2-gain
(from the disturbance signals w̄ to the outputs y) for larger systems than typically given
in the examples in literature [10]. In the case of the plant used in this project, the closed-
loop system has 55 states, 5 outputs and 5 control signals. The applied theorem (Theorem
V.2 in [10]) states that if one can find a set of matrices satisfying the set of linear matrix
inequalities (LMIs) in the theorem, then the closed loop system is GES and there is a finite
L2-gain, which is smaller than some chosen value of γ, which thus denotes an upper bound
on the L2-gain. Using CVX [21], [22] and MATLAB, I managed to get a solution to the set
of LMIs once, using extremely conservative bounds on the decay rate ρ and γ, but I was not
able to reproduce this result. These kinds of problems are most likely due to numerical errors,
which may be less of a problem when having a reduced number of states.

Numerical experiments were conducted to prove the achievable reduction in communication
by applying ETC on WISs in Chapter 5. A reduction in communication of more than 80%
was achieved using the exact same decentralized triggering structure as could be used for a
real-world WIS. The triggering function was tuned, and the typical ETC trade-off between
the amount of communication on one side and the reduction in control performance on the
other side was clearly illustrated by presenting and discussing the results of the numerical
experiments.

Finally, in Chapter 6 was discussed how the methods that have been used in the preceding
chapters can be used to eventually implement the proposed control structure on the lab setup.
First, system identification should be performed, which is now possible since all sensors are
working at this point. Next, the created MATLAB scripts, included in Appendix A-1, can
be used to construct a centralized controller. Then, this controller can be implemented in
WCB, as well as the corresponding triggering functions which are presented in Chapter 5 for
this exact type of system. The nonlinear part, related to the smart gates, was also already
programmed in MATLAB and is thus also ready to be implemented in WCB, apart from
some adaptations that most likely have to be performed because of the differences between
the programming languages MATLAB and C.

To conclude, the infrastructure needed to perform wireless ETC on WISs was designed, and
a plan has been presented on how the individual parts can be combined to test wireless ETC
on the lab setup. However, there is still some work that needs to be carried out before actual
experiments can be conducted on the lab setup as is discussed in the previous paragraph.
The final section presents ideas on future work related to the presented work.
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7-2 Future work

7-2-1 (Software) improvements for the lab setup

An idea that was already present from the start of the project, is to create a (web) interface
on which the water levels and the gate positions are visualized real-time. Besides that, a
possible more valuable addition to the current code base, in terms of actual research, may
be to create experiment analysis code. The D3S Research Group already created scripts to
analyse experiment results for their test-bed. Similar code for our lab setup, designed to
quickly parse the data resulting from experiments, could be very valuable in the future.

In order to be able to do precise reference-tracking, A structure could be created in the code
of WCB to calibrate the sensors. By implementing it in WCB, both the controller node as the
logging code will receive calibrated sensor values. This could help, as I have noticed during
the unit tests that not all sensors present the same sensor values for equal water heights. By
also defining sensor-specific values for the minimum and maximum water heights, a sensor
specific map can be defined in the code, which will increase the accuracy of the water level
measurements.

A second addition to WCB would be the ability to send the reference set-point values (the
required water heights of the individual pools) to the nodes. Using the value of the reference
set-point, a change of coordinates can be performed such that the triggering condition always
has its origin at the reference set-point. This is not possible currently, as only the control
signals are being transmitted to the nodes at this point. This is important as most theory on
PETC [10],[28] is based on the assumption that the controlled system should converge to the
origin. The effects of this modification are shown in Subsection 5-1-1, and these were found
to be quite significant in terms of PETC performance.

An extra improvement to conduct experiments on the lab setup would be to have calibrated
flow controlling off-take valves, that can be read-out or maybe even controlled using software.
By adding these valves, flow validation experiments can be performed and an additional
improvement will be that exact disturbances can be depicted when presenting experiment
results. Connecting these to the setup will not be too hard, as the manual off-take valves are
connected using threaded PVC connectors, which can be changed easily.

7-2-2 Control design

Because WCB is designed to use a centralized controller, it may be interesting to design
a centralized controller for the lab setup instead of first designing a set of distributed con-
trollers and combining them later on to create a centralized controller. Directly designing a
centralized controller will simplify the analysis, because in that case it will be easier to write
the controller matrices in the form required by [10] for the impulsive system approach for
dynamic output feedback controllers, used to prove GES and an upper bound on the L2-gain.
Another important aspect is that a set of distributed controllers will have more structure than
a centralized controller, which can be interpreted as it having more constraints, which implies
that in theory the optimal (best possible) set of distributed controllers can never outperform
the optimal (best possible) centralized controller.
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A second topic I recommend to inspect to improve the control performance is to do an
experiment that can be used to validate the flow over a gate computed by the presented
nonlinear flow model. By doing this, a comparison between the actual flow and the flow
computed using the gate position and the two water heights surrounding the gate can be
performed. A future addition to the smart gate could be to include some sort of (Kalman)
observer, using for example a differential-based model to get a more accurate estimate of
the flow, which could then be used to add a feedback loop to the control structure shown in
Figure 6-3 in order to improve the local flow controllers.

7-2-3 Research

The current LMI condition presented in [10] for GES and a finite L2-gain for output feedback
controlled systems (Theorem V.2) was proven to be very hard to solve for a closed loop system
having 55 states. It is numerically unstable, which makes it very hard to come up with a right
set of parameters σ, ρ, and γ, and even when a solution is there, it was not reproducible.
The expectation is, that this has mainly to do with the dimensions of this system, but this
is just an assumption. It could be very interesting to test more of these theorems and create
an overview that can be used as a guideline in trying to prove stability for (output-feedback)
PETC systems. For example, Theorem V.3 of [10] could be tested for the current system.

As follow-up work on this thesis, it could be interesting to create simulations for decentralized
event-triggering conditions, using the already available building blocks, using identified lab
parameters. This would allow one to compare simulations and actual experiments for this
kind of systems and show what the differences are between the two approaches.
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Appendix A

Software and git repositories

In this appendix, the contributions in terms of software are listed with short explanations, as
well as links to the GitHub repositories the code is in. Instead of including the actual code in
the report, the choice was made to make a GitHub repository, so the code can be reused more
easily. The code was divided over a set separate GitHub repositories to keep the repositories
aimed at a specific use. The second reason was that not all of the software was intended to
be spread around in the same way, while I would of course never mind that people use the
things I created for their respective projects as long as a reference to me is kept in the code
at all times.
Do not hesitate to contact me by email on lontjacob@hotmail.com in case of any issues.

A-1 MATLAB code for the robust control problem

This appendix shortly explains the MATLAB code used to solve the H∞ problem described
in Chapter 4, as well as the code to subsequently construct the output-feedback dynamic
control matrices. The controller was created in the file ’cantoni_LMI.m’, which uses the
optimization package CVX to solve the robust control problem. The function ’createsi’ cre-
ates the actual state-space matrices of the set of distributed controllers, while the function
’splitup_S_matrix’ splits up the created S-matrices into A, B, C, and D matrices for use in
simulations and to for use in the combined plant model, which is constructed in Subsection
4-4-2.
The repository is located at:
https://github.com/jacoblont/grad_distributed_control_design

A-2 ADS1115 library for Contiki-OS

The code used to combine the Zolertia Firefly nodes and the Adafruit ADS1115 analog to
digital converter (ADC) using inter-integrated circuit (I2C) is stored in the following reposi-
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tory:

https://github.com/jacoblont/ads1115-contiki-os-firefly

Additional explanations regarding the use of this code are included in the GitHub page,
including a guide on how to compile the code and how to clone the repository, including the
underlying ’submodule’ repository, which is used to always include the most recent files of
Contiki-OS.

A-3 Current version of Wireless Control Bus

The current version of the protocol used on the lab setup was stored in a private repository.
The repository was kept private, since the creators of the protocol did not yet share this
version (the CC2538 version) themselves on their GitHub page1. This version was still under
the name Crystal2, instead of Wireless Control Bus (WCB), and it was not yet event-triggered,
but instead, it was set up to perform periodic control. The periodic control version was
intended to show correct periodic control and to check that the hardware and software is
working as expected, without already adding the event-triggered control (ETC) part.

There is a newer version of WCB available now, which includes the ETC part. This version
can be obtained by contacting ir. Gabriel de Albuquerque Gleizer of the Mazo research group
and together contacting Matteo Trobinger of the D3S Research Group of the University of
Trento, Italy.

1https://github.com/d3s-trento
2https://github.com/d3s-trento/crystal
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Appendix B

Electronics schematics

This appendix includes all the electronics schematics used for the design of the lab setup. It
includes both the schematics as the printed circuit board (PCB) production drawings.

B-1 Overview interconnections

This attached document shows the connections between the individual parts on the lab setup
and its main purpose is to clearly document the required connections and corresponding con-
nectors. In the preceding sections, the designs of the underlying components are elaborated.
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B-2 Connector and power supply details

This appendix includes the most recent list of ordered connectors and power supply units.
The list includes all https://nl.rs-online.com/web/-numbers, so they can be found when
needed in future use.
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B-3 Fireboard documentation

The Fireboard is the PCB designed to hold a Firefly board and an ADS1115 analog to digital
converter (ADC) board. More information on the functionalities of the board are described
in Chapter 3.

Master of Science Thesis Jacob Jan Lont
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B-4 Power Distribution Box design

This appendix includes the electronic design of the power distribution box. More information
on the functionalities of the power distribution box are described in Chapter 3.

Master of Science Thesis Jacob Jan Lont
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Glossary

List of Acronyms

ADC analog to digital converter
CETC continuous event-triggered control
DCSC Delft Center for Systems and Control
DDC distant downstream control
ETC event-triggered control
ETM event-triggering mechanism
GES global exponential stability
I2C inter-integrated circuit
IoT Internet of Things
LLC logic level converter
LMI linear matrix inequality
LTI linear time-invariant
MOSFET metal–oxide–semiconductor field-effect transistor
NCS networked control system
OS operating system
PCB printed circuit board
PDB Power Distribution Box
PETC periodic event-triggered control
PWM pulse-width modulation
RC radio-controlled
USB universal serial bus
WCB Wireless Control Bus
WCS wireless control system

Master of Science Thesis Jacob Jan Lont



86 Glossary

WLEP water-level error propagation
WIS water irrigation system
WSN wireless sensor network
ZOH zero-order hold
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