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SAMENVATTING. 

In dit proefschrift wordt de analyse van ruissignalen van kokend-water reacto­
ren (BWR's) behandeld. Omdat de belangrijkste ruisbron het kookproces in de 
reactorkern is en de belangrijkste variabele de neutronenflux, wordt de invloed 
van stoombellen op de neutronenflux gedetailleerd onderzocht. 
In Hoofdstuk 2 wordt een experiment beschreven dat is uitgevoerd om in een 
kleine, onderkritieke reactor de responsie te meten van het signaal van een 
neutronen detector op de passage van een enkele luchtbel. Op deze wijze wordt 
het elementaire proces in een BWR gesimuleerd. Een theoretisch model voor de 
beschrijving van de responsie is getest en de resultaten stemmen goed overeen 
met de metingen. Daarnaast wordt een kwalitatieve verklaring van de metingen 
gegeven. 
De overige hoofdstukken hebben betrekking op ruismetingen die verricht zijn in 
de kerncentrale te Dodewaard. In Hoofdstuk 3 wordt de constructie besproken 
van een tweeling self-powered neutronen detector, die ontwikkeld is om de snel­
heid te meten van de stoom in de splijtstofbundels. De detector-karakteristie-
ken zijn bepaald en de detector blijkt goed geschikt te zijn voor deze toepas­
sing. 
In Hoofdstuk 4 wordt dieper ingegaan op het gedrag van de neutronenruis in het 
laagfrequente gebied. Hier worden afwijkingen van puntkinetica gevonden, die 
verklaard kunnen worden met een uitbreiding van de theorie van Hoofdstuk 2 naar 
vermogenscondities. Als een nuttig practisch gevolg blijkt het mogelijk te 
zijn om, uit het plaatsafhankelijk gedrag van de ruis, de overdrachtsfunctie 
tussen reactiviteit en reactorvermogen te bepalen. 
In Hoofdstuk 5 wordt hier dieper op ingegaan. De uit de ruis bepaalde over­
drachtsfuncties kloppen goed met die, welke gebaseerd zijn op onafhankelijke 
methoden: uit de meting van de responsie op een stapvormige beweging van een 
regelstaaf en uit modelberekeningen. 
Hoofdstuk ó behandelt het gebruik van het autoregressief model voor de analyse 
van de samenhang van een aantal signalen. Voor wat betreft neutronenflux, druk 
en stoomdebiet zijn de belangrijkste ruisbronnen bepaald. De kookruis is be-
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langrijk, maar daarnaast treden ook onafhankelijke variaties in het stoomdebiet 
op (akoestische resonanties) en blijkt ruis in het regelsysteem van belang te 
zijn. Bovendien worden de overdrachtsfuncties tussen een aantal variabelen be­
paald, waaruit schattingen verkregen kunnen worden voor enkele fysische groot­
heden die van belang zijn bij het reactorbedrijf. 
In drie appendices worden metingen en theoretische onderwerpen behandeld die 
nodig zijn in hoofdstukken 4-6, maar die niet direct over de analyse van reac-
torruis gaan. In Appendix 1 worden de details besproken van de regelstaaf-stap 
experimenten, die werden gebruikt ter controle van de reactor overdrachtsfunc­
tie die in Hoofdstuk 5 uit de ruis bepaald werd. Appendix 2 behandelt de ach­
tergronden van de toepassing van het multivariate autoregressieve model bij 
ruisanalyse. Hierbij zijn enkele problemen die bij de practische toepassing 
kunnen onstaan opgelost en de methode wordt gedemonstreerd aan de hand van de 
analyse van enkele eenvoudige electrische netwerken. Tenslotte wordt in Appen­
dix 3 een model afgeleid voor de dynamica van een kokend-water reactor en wor­
den enkele resultaten voor de Dodewaard reactor gepresenteerd. 
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SUMMARY. 

This thesis deals with the analysis of the noise signals in boiling water reac­
tors. As the main noise source is the boiling process in the core and the most 
important variable the neutron flux, the effect of the steam bubbles on the 
neutron flux is studied in detail. 
Chapter 2 deals with an experiment, performed in a small subcritical reactor, 
to measure the response of a neutron detector to the passage of a single air 
bubble. In this way the elementary process in a BWR is simulated. A mathemat­
ical model for the description of the response was tested and the results agree 
very well with the experiment. Also some attention is paid to the qualitative 
physical explanation. 
The remaining chapters discuss noise measurements in the Dodewaard boiling 
water reactor in The Netherlands. Chapter 3 deals with the construction of a 
twin self-powered neutron detector, developed to perform steam velocity meas­
urements in the core. Detector characteristics are measured and it appears 
that it is well suited for its purpose. 
In chapter 4, the study concentrates on the low-frequency part of the neutron 
noise characteristics. Here deviations from a point-kinetics behaviour of the 
core are observed. An explanation can be obtained by an extension of the theo­
ry discussed in Chapter 2 to at-power conditions. As a useful practical 
result, it appears possible to determine the reactor transfer function between 
reactivity input and reactor power output, from the space-dependence of the 
neutron noise. 
Chapter 5 goes deeper into the practical elaboration of this method. The 
resulting transfer functions exhibit a good agreement with ones obtained by 
independent means: control rod step experiments and model calculations. 
In Chapter 6 the relations between several variables are studied with the use 
of autoregressive modelling techniques. The main noise sources in the reactor 
are identified in as far neutron flux, pressure and steam flow are concerned. 
Boiling noise is important, but also independent steam flow variations (acous­
tic waves) and control system noise play a substantial role. Furthermore the 
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transfer functions between several variables were obtained, yielding estimates 
for a number of parameters involved in reactor operation. 
Three appendices are present which are not directly involved in the analysis of 
the Dodewaard noise, but which discuss measurements and theories necessary in 
the Chapters 4 to 6. Appendix 1 treats the control rod step experiments, used 
for an experimental validation of the noise-based reactor transfer functions 
obtained in Chapter 5. Appendix 2 deals with the application of the multivari­
ate autoregressive modelling technique to the study of noise signals. Some 
newly discovered topics are discussed and the method is demonstrated by the 
analysis of some simple networks. 
Finally, in Appendix 3 a model is derived for the dynamics of the Dodewaard 
boiling water reactor and some results are presented. 
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CHAPTER 1. INTRODUCTION AND OUTLINE. 

Noise is a very general phenomenon in physical systems. It is the occurence of 
random fluctuations with time in the characteristic variables or output signals 
of the system under consideration. The causes for these fluctuations are many-
fold; they range from the intrinsic probabilistic character of the elementary 
processes underlying the macroscopic system behaviour, to very clearly identif­
iable external perturbations. Often the presence of noise is considered a nui­
sance which limits the precision of measurements performed on the system, or 
which deteriorates system performance. However, if the noise is accepted as a 
phenomenon in its own right, useful results can be obtained from its analysis. 
This will be discussed in the following. 

A general approach is to consider the observed noise as being caused by one or 
more noise sources, acting as inputs to the system. The characteristics of the 
output noise are determined by both noise source and system properties, e.g. 
spectral densities of the noise sources and transfer functions of the 
linear(ized) system. If the characteristics of the noise sources are known by 
some method, the system properties can be obtained. If on the other hand the 
system characteristics are available, the properties of the noise sources can 
be studied. Both alternatives have found their application to nuclear reac­
tors. 

For the case that reactor system properties are known sufficiently accurate, 
the noise sources can be investigated and the presence of 'abnormal' noise be 
detected. Excessive mechanical vibration of reactor components (with danger of 
wear or fatigue), insufficient coolant flow and associated unexpected coolant 
boiling (danger of fuel damage), loose parts and leakages in components are 
examples of topics that received much attention (1,2). It will be clear that 
this type of noise analysis can be of use in the safe operation of nuclear 
power plants; due to the generally large sensitivity of these techniques, it is 
expected that failures may be detected in an early stage before substantial 
damage to the plant occurs. 
If the other approach is followed, the noise is considered as an actuating 
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input to the system and used to measure system properties. Noise analysis is 
sometimes able to yield parameters that are not or only with difficulty obtain­
able by other methods. Also, it may be impossible (technically or due to unde-
sired interference with plant operation) to apply external input signals to the 
reactor system for the measurement of its response functions; the intrinsic 
noise is then a welcome alternative. The first applications of reactor noise 
analysis were based on this approach. The probabilistic nature of the fission 
process and neutron multiplication was already clear in the early years of 
reactor operation (3) and was used to measure e.g. criticality and neutron 
generation time. The success of these applications, often called zero-power 
reactor noise analysis, lies in the fact that the basic noise sources are very 
clear and the mathematical tools for its description were partly available from 
statistical physics (see e.g. 4). With the development of power reactors other 
noise generating processes, with less well-defined properties such as coolant 
density and temperature fluctuations due to turbulence and boiling, became 
important. Nevertheless, the noise sources can often be modelled sufficiently 
close or be measured to be used to obtain system properties. An early example 
is the stability monitoring of the EBWR (experimental boiling water reactor 
(5)), still a topic of interest(2). Another example is the measurement of coo­
lant flow, also discussed in this thesis. 

This type of noise analysis may contribute to a safe and economic operation of 
reactors, too. In the first place, measurements of physical parameters under 
operational conditions can be used as a check on the data and calculational 
methods applied in the design phase. This may lead to a reduction in conserva­
tive margins thus improving economic performance. Furthermore, monitoring of 
the system during fuel cycle may reveal slow deterioration of instrumentation, 
controller performance, dependence of stability on power and burnup conditions, 
etc. 

This thesis focusses primarily on the second approach: the use of the intrin­
sic noise to measure system characteristics of boiling water reactors (BWR's). 
In these reactors, the boiling and steam transport processes in the core act as 
the dominating noise source. From reactor physical point of view, the interac­
tion of this boiling noise with the neutron flux field in and around the reac­
tor is one of the most interesting topics. 
One description of the neutron flux response is the local/global concept of 
Wach and Kosaly (6). A steam bubble in the moderator gives rise to a neutron 
flux variation in its immediate vicinity (the local component, mainly due to 
decreased moderation). At the same time the neutron balance is influenced, so 
a reactivity effect occurs that affects the neutron flux in the core 
as-a-whole: the global component. This approach proved to be very fruitful in 
obtaining a qualitative understanding of the noise signals of incore neutron 
detectors used for the measurement of the steam velocity in the fuel bundles. 
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More quantitative results came available after the introduction of a method, 
based on perturbation theory, for the description of the detector responses 
(7-9). Chapter 2 of this thesis deals with an experiment that was carried out 
to test the applicability of this theory in practice. The response of a neu­
tron detector to air bubbles injected in a small subcritical reactor was meas­
ured, thus simulating the BWR incore conditions in the laboratory. 
The remaining chapters deal with the noise analysis of an actual BWR, the 
Dodewaard reactor; this is a small (54MWe), natural circulation boiling water 
reactor in The Netherlands. Chapter 3 deals with the development of a special 
neutron detector to be used for the accurate measurement of the steam velocity 
in the core of this reactor. As our research was not aimed at the study on 
two-phase flow and the validation of the design and operation programs, results 
obtained with this detector are not discussed. Instead, a study on the neutron 
flux behaviour is performed. 

Apart from the explanation of the local noise component, the perturbation theo­
ry is in principle suited for a description of the global component, up to then 
generally neglected. For this purpose, the method had to be extended to 
include the effects of power variations on neutron cross sections. This is 
done in Chapter 4. In this way an explanation is found for the observed 
space-dependent effects in the low-frequency region of the noise. A direct 
result is the quantitative determination of the at-power reactor transfer func­
tion (RTF), outlined in Chapter 4 and discussed in more detail in Chapter 5. 
Due to the novelty of this rather indirect method, a validation must be 
obtained by comparison with independent methods. For this purpose experiments 
were performed with control rod movements to measure the RTF directly; these 
are discussed in Appendix 1. Also a theoretical model for the dynamic beha­
viour of the Dodewaard reactor was developed and is presented in Appendix 3, 
In the course of the studies of Chapter 4 and 5, the necessity arose to intro­
duce sophisticated methods for the analysis of the mutual interaction of many 
neutronic and process noise signals. The autoregressive modelling technique, 
not long before introduced into reactor noise work, seemed to offer good possi­
bilities. Before a succesful application was possible, some pitfalls and 
theoretical problems had to be removed. These points are discussed in 
Appendix 2. 

Apart from the applications of this method in Chapter 5, it appeared a powerful 
tool to obtain information on other reactor characteristics. Chapter 6 
discusses the use of the developed methods to identify the most important noise 
sources in the reactor and to measure transfer functions between several vari­
ables and determine the associated physical parameters. 
The three appendices form a rather substantial part of this thesis. As the 
treated topics do not directly discuss the analysis of reactor noise, they are 
added as appendices to avoid a disturbance of the main line of the chapters. 
However, the presented material forms a significant part of the research per-
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formed. 

This thesis is not meant as a documentation of the Dodewaard reactor and all 
its noise characteristics. The appreciation by the reader of the topics dis­
cussed will depend on his involvement in the trade. Although many details and 
conclusions may be specific for the Dodewaard reactor, it is believed that the 
developed techniques are fairly well applicable to other reactors. 
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ANALYSIS O F N E U T R O N D E T E C T O R R E S P O N S E 
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E . K L E I S S a n d H . V A N D A M 

Interuniversify Reactor Institute, Mekelweg 15, Delft, The Netherlands 

(Received 8 January 1979, in revised form 26 February 1979) 

Abstract—The influence of air bubbles on the signal of a neutron detector has been investigated in 
a water moderated subcritical assembly using an average response technique. Qualitative and quantita­
tive models are developed to explain the measured detector response. The quantitative one, based 
on perturbation theory, is in good agreement with experimental results. 

1. I N T R O D U C T I O N 

T h e fo rma t ion a n d t ranspor t o f s team bubbles is a 
very i m p o r t a n t source o f the noise i n b o i l i n g water 
reactors. S tudy o f this noise can , i n p r inc ip l e , reveal 
m u c h i n f o r m a t i o n that is i m p o r t a n t for p lan t oper­
a t ion , e.g. s team velocit ies, v o i d f ract ion and the rmal 
h y d r a u l i c ins tabi l i t ies . In recent years m u c h w o r k has 
been ca r r i ed out i n this field, b o t h exper imenta l ly a n d 
theoret ical ly . 

O n the expe r imen ta l side, v o i d ve loc i ty and f ract ion 
are ob t a ined a n d o ther two-phase flow character is t ics 
were s tudied us ing the noise signals o f b o t h i n - a n d 
ex-core neu t ron detectors (Ashra f A t t a et al, 1978; 
v o n Cee len et al, 1976; C r o w e et al, 1977; K o s a l y et 
al, 1977a). 

O n the theore t ica l side, mode l s are deve loped to 
c o m p u t e the response o f an in-core neu t ron detector 
to s team bubbles . T h e idea b e h i n d this is that once 
the response o f a detector to s team bubbles is k n o w n 
correc t ly , i m p o r t a n t i n f o r m a t i o n about the bubb le 
flow can be der ived f rom measurements o f in-core 
neu t ron detector signals. W a c h and K o s a l y (1974) 
p r o p o s e d the ' l o c a l - g l o b a l ' concept , founded o n 
observed interference effects i n the power spectral 
densit ies o f in-core detectors. H e r e the g l o b a l c o m ­
ponent o f the noise was assumed to be the reac t iv i ty 
noise (part ly caused by the s team bubbles) , whi le the 
l o c a l effect was interpreted as the flux change i n the 
v ic in i ty o f the detector. F o l l o w i n g this, models were 
cons t ruc ted to c o m p u t e the l o c a l part o f the response 
(Fuge, 1975; K o s a l y a n d M e s k o , 1976; K o s a l y et 
al, 1973; K o s a l y , 1975). 

A theoret ica l base was suggested by v a n 
D a m (1975,1976), w h o app l i ed t ime-dependent per­
t u rba t i on theory to c ompu te the response o f a neu­
t ron detector to bubbles . In a t w o - g r o u p m o d e l the 

connec t i on w i t h the l o c a l - g l o b a l concept was appar­
ent v i a the t w o r e l axa t ion lengths that app ly to the 
neu t ron t ranspor t process (van D a m , 1975, 1976; 
Behr inger et al, 1976). 

T h i s paper deals w i t h the results o f experiments 
that were ca r r i ed out i n o rder to check the va l id i ty 
o f the pe r tu rba t ion m o d e l , and tries to get a better 
insight in to the processes that p l ay a ro le i n the o r i g i n 
o f the response. In a subcr i t i ca l assembly a B W R was 
s imu la t ed b y inject ing air bubbles in to the water 
modera tor . A neu t ron source a n d a neu t ron detector 
were present i n the system and the influence o f the 
bubbles o n the s ignal o f the neu t ron detector was 
measured us ing an average-response technique. T h e 
exper iment is descr ibed i n m o r e deta i l i n Sec t ion 4. 
In the next t w o Sect ions a qua l i t a t ive m o d e l and a 
quant i ta t ive pe r tu rba t ion m o d e l for the desc r ip t ion 
of the detector response are presented. In Sec t ion 5 
the expe r imen ta l results are d i sp l ayed and c o m p a r e d 
w i t h theory. F i n a l l y , i n the appendices some c o m ­
ments o n the c o m p u t a t i o n s are g iven . 

2. Q U A L I T A T I V E D E S C R I P T I O N O F 

T H E D E T E C T O R R E S P O N S E 

F r o m the reactor phys i ca l po in t o f view, the steam 
bubbles i n the m o d e r a t o r c an be treated as loca l 
changes i n the mac roscop i c cross sections. These 
changes affect the behav iou r o f the neu t ron p o p u l a ­
t ion . In this sect ion we w i l l consider the changes in 
detec t ion p r o b a b i l i t y for neutrons, due to cross 
sect ion changes i n the reactor, i n a qua l i t a t ive way, 
s tar t ing f rom the e lementary in terac t ions between 
neut rons a n d the mode ra to r m a t e r i a l : cap ture and 
scat tering. It is appropr i a t e to spl i t the effects o f 
scat ter ing in to t w o c o m p o n e n t s : energy-change 
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("moderat ion") and d i r ec t ion change a n d f o l l o w i n g 
movement o f the neut rons (here ind ica ted as 
"diffusion"). 

W e assume n o changes in the fission cross sect ion 
because the bubbles are fo rmed i n the mode ra to r 
mate r ia l and second order effects l ike spectral changes 
are neglected. 

2.1. Capture 

I n t r o d u c t i o n o f a bubb le in to the m o d e r a t o r i m ­
plies r e m o v a l o f neu t ron cap tu r ing mater ia l . T h e 
p r o b a b i l i t y o f the neu t ron be ing detected w i l l increase 
because it has a greater chance to reach the detector. 

T h e response w i l l o f course be p r o p o r t i o n a l to 
the n u m b e r o f neutrons that undergo the influence 
o f the bubble . T h e response w i l l also be p r o p o r t i o n a l 
to the chance o f a neu t ron reach ing the detector. (In 
the next sect ion this p r o b a b i l i t y w i l l be descr ibed by 
the adjoint flux.) 

2.2. Moderation 

T h e bubb le removes mode ra t i ng ma te r i a l so that 
neutrons w i l l have a smal ler chance to become ther-
mal i zed . If the neu t ron detector is one that detects 
m a i n l y thermal neutrons (as most detectors do) the 
response w i l l be negative. If however the detector is 
ma in ly sensitive to fast neutrons the response w i l l be 
posi t ive . T h e response w i l l be p r o p o r t i o n a l to the 
neu t ron flux and to the difference i n detec t ion p r o b ­
abi l i ty for fast and thermal neutrons (as descr ibed by 
the difference o f the fast and thermal adjoint flux i n 
the next section). 

2.3. Diffusion 

T h i s effect is somewhat m o r e c o m p l e x than the pre­
v ious ones because it is de te rmined by t w o o p p o s i n g 
processes, depend ing o n the t r ave l l ing d i r e c t i o n o f the 
neu t ron . N e u t r o n s t rave l l ing towards the detector w i l l 
have an increased p r o b a b i l i t y to be detected i f scatter­
ing mate r ia l is t aken away, wh i l e neutrons m o v i n g 
away f rom the detector w i l l have a smal ler chance 
to be reflected towards the detector. T h e two p ro­
cesses act s imul taneous ly , so the net effect w i l l depend 
o n the difference i n the n u m b e r o f neutrons g o i n g 
i n either d i rec t ion , w h i c h is the c o m p o n e n t o f the 
net neu t ron current vector i n the d i r ec t ion o f the 
detector. In the next sec t ion this d i r ec t i ona l depen­
dence w i l l be descr ibed by the inner p roduc t o f the 
gradients o f the flux a n d adjoint flux. 

S u m m a r i z i n g : the to ta l response o f a neu t ron 
detector to a pass ing bubb le is c o m p o s e d o f three 
c o m p o n e n t s : 

— a n a lways pos i t ive c o m p o n e n t due to decreased 
a b s o r p t i o n ; 

— a n a lways negative one due to decreased moder ­
a t ion , i n the case o f a the rmal neu t ron detector 
a n d 

— a geometry dependent c o m p o n e n t due to diffusion 
processes. 

C l e a r l y , the tota l response depends o n the m u t u a l 
p r o p o r t i o n o f the oppos i te processes and thus o n the 
cons t ruc t i on details o f the specific reactor a n d the 
pos i t ions o f bubb le a n d detector therein. 

F i n a l l y , it s h o u l d be r emarked that i n the foregoing 
qua l i t a t ive analysis o n l y the influence o f the bubb le 
o n neutrons g o i n g direct ly to the detector is c o n ­
sidered. Changes i n the p r o d u c t i o n rate o f neutrons 
and i n i n f o r m a t i o n transferred by fission cha ins is 
neglected; i n other words , reac t iv i ty effects are not 
cons idered . In fact o n l y the l o c a l c o m p o n e n t o f the 
response is thus evaluated. 

F o r instance, w i t h a thermal neu t ron detector the 
m o d e r a t i o n c o m p o n e n t o f the response w o u l d a lways 
be negative o n the basis o f the p rev ious ana lys i s ; but 
in a reactor w h i c h is over -modera ted , a pos i t ive reac­
t iv i ty effect occurs w h i c h w i l l give rise to a pos i t ive 
" g l o b a l " c o m p o n e n t i n the response. 

In the next sec t ion a m o r e sophis t ica ted m o d e l is 
deve loped i n w h i c h the reac t iv i ty effects are ( i m p l i ­
c i t ly) cons idered . 

3. C O M P U T A T I O N O F T H E D E T E C T O R 

R E S P O N S E V I A P E R T U R B A T I O N T H E O R Y 

T h e behav iour o f the neu t ron p o p u l a t i o n i n a reac­
tor is descr ibed by the B o l t z m a n n e q u a t i o n : 

— 0 = B ^ + S. (1) 
dt 

H e r e <j> is the state-vector o f w h i c h the componen t s 
are the energy a n d / o r d i r e c t i o n dependent (angular) 
neu t ron flux, de layed neu t ron precursor densities, 
etc.; S is the source vector a n d B is the t ransport 
opera tor . 

N o w we w i l l cons ider cross sect ion changes due 
to bubbles i n the modera to r , g i v i n g rise to changes 
i n the neu t ron flux. W e split the fluxes a n d the trans­
por t opera to r i n a constant a n d a fluctuating par t : 

B = B„ + SB 

<t> = <po + &<t> 

a n d rewri te (1), neglec t ing second-order terms: 

i,54> = B0S<t> + 5B<t>0 (2.1) 
d t 

B0<t>0 = " S o (2-2) 

F o u r i e r - t r a n s f o r m i n g (2.1) a n d e l i m i n a t i n g the precur-
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sor densit ies leads to 

B(w)ö<Hu>) = -<5ß(<y)4>0 (3) 

where B{a>) = B 0 (o)) — koE, E be ing the uni ty ma t r ix . 
In these equat ions the frequency-dependence o f the 
variables is s h o w n exp l i c i t ly . 

N o w pe r tu rba t ion theory (Be l l a n d Glass tone , 1970) 
is app l i ed to c o m p u t e the response o f a neut ron detec­
tor i n the frequency d o m a i n . F i r s t , an adjoint opera ­
tor B+(cy) is const ructed , ope ra t ing o n adjoint func­
t ions <j>* w h i c h have the f o l l o w i n g p rope r ty : 

(<t> * (to), B(co)<50(«))) = (<54H<y), B + (<« W>+ (<o)), (4) 

i n w h i c h the inner p roduc t includes in tegra t ion over 
space and energy variables . 

F o r the c o n s t r u c t i o n o f an opera to r B+ w h i c h satis­
fies (4) we refer to van D a m (1977). 

A d j o i n t funct ions are generated by the equa t ion 

B+{œ)<t> + (œ) + Y.d = 0. (5) 

In this equa t ion Zd is the m a c r o s c o p i c detec t ion 
cross-sect ion vector o f the neu t ron detector under 
cons ide ra t ion , thus f o r m i n g a k i n d o f "adjoint 
source". 

C o m b i n i n g (3)-(5), we finally get 

( X „ 5 0 ( a ; ) ) = (^ + ( a ; ) , 5B( ( O )0o ) . 

T h e L H S o f this equa t ion gives the f luc tua t ion i n the 
detector c o u n t rate w h i c h we define as the detector 
response: 

R(a>) = (<l>+(<o),5B(a>)<l>Q). (6) 

H e r e the frequency dependence is s h o w n . T h e adjoint 

B(w) c an be a p p r o x i m a t e d as frequency-independent 
(e.g. the pla teau reg ion o f the react ivi ty transfer func­
tion) then B(a>), B* and 0 + (a>) are real and frequency-
independent a n d (6) c an then be inverse F o u r i e r 
t ransformed in to 

R(t) = ( f , M W o ) (7) 

w h i c h gives the detector response i n t ime d o m a i n . 
In fact, a " p r o m p t response" a p p r o x i m a t i o n is 

app l i ed here: the system relaxes infinitely fast to a 
s ta t ionary flux c o r r e s p o n d i n g to the per turbed system 
and de layed effects d o not p lay a role . In this fre­
quency r eg ion the space dependence o f the detector 
response to cross sect ion changes, descr ibed by the 
adjoint flux a n d the s ta t ionary flux, is exact and no 
approx ima te methods (e.g. poin t mode l or quasi-s tat ic 
m o d e l ( K o s a l y et ai, 1977b)) are needed. 

T h e above deve loped m e t h o d is n o w app l i ed to a 
t w o - g r o u p diffusion a p p r o x i m a t i o n w i t h one g r o u p 
of de layed neutrons. T h e diffusion equa t ions are: 

d 0, = ( V D V - Lt, - X,„ + v , I / : ( l - /?))t.,0, 
d( 

d 

d 

It 

- ß)vt<t> 

( V 0 2 V 

+ V¡ÁC + S , [ ' | , 

+ ß^2^-f2<t>l - AC. 

Sp l i t t i ng the fluctuating quant i t ies in to a cons tant and 
a fluctuating part, F o u r i e r t r ans forming and e l i m i n ­
a t ing the delayed neu t ron terms, we can wri te for 
B(to): 

ia>\ i ßicü \ „ / ßioj 

, \ D 2 v 2 \ - ( ï . 0 2 + - , i 

flux <̂  + (oi) is frequency dependent because the adjoin t R e m e m b e r i n g that i n m u l t i g r o u p diffusion theory the 
opera tor B + , w h i c h is related to B(co), is frequency adjoint opera to r is the transpose o f B(a>) a n d e l i m i n -
dependent. a t ing the frequency-dependence (plateau region) we 

If we restrict ourselves to a frequency reg ion where get: 

' V D j i i , V - ( I „ , + X.Jv, + v . I ^ ^ d - ß), v2ZSl2 

Vtntfl(i - $ V ß 2 i > 2 V - Za¡v2 

T h e constant flux in the reactor is the so lu t ion o f 

x i + r * ' ? ! - » -
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T h e bubbles cause f luctuat ions i n D , , D2, £ „ , , E 0 J a n d Z S l J . T h e f luc tua t ing part o f the t ransport ope ra to r 
n o w reads 

SB = [ n D i V > * ~ V l S L " " V l S Z > » ' 0 

where <5D, etc. have a value at the pos i t i on of the 
bubble and are zero elsewhere. 

U s i n g Green ' s divergence theorem, we can wri te 
for detector response: 

R(w) = - JdK{5D,(co)V^, • V<j>; + 6D2(co)\<l>2-\<t>; 

+ SZ.^Atf - 0 2 + ) i . (8) 

the result g iven by van D a m (1976), or 

R(t) = - jdV{6D,(l)\<l>i • v</>,+ + ...} (9) 

us ing the p r o m p t response a p p r o x i m a t i o n . 
Because o f the frequency independence we devel­

oped a useful t oo l for the c o m p u t a t i o n o f the re­
sponse. T h e flux and adjoint flux can n o w be ca l cu ­
lated once for every detector pos i t i on (and every 
source pos i t i on for subc r i t i ca l systems) us ing any 
k n o w n technique. T h e m e t h o d o f c o m p u t a t i o n for 
this w o r k is discussed i n the appendices . If the p r o m p t 
response a p p r o x i m a t i o n is not app l icab le the adjoint 
flux s h o u l d be c o m p u t e d for every frequency o f inter­

est separately, or, i n the t ime d o m a i n , a space- t ime 
dependent reactor code s h o u l d be used ( V a l k o a n d 
M e s k o , 1977). A n example o f the c o m p u t e d fluxes and 
adjoint fluxes is g iven i n F i g . 3. H e r e the ax ia l d i s t r i ­
b u t i o n is p lo t ted for geometry 4 B (see Sec t ion 4) for 
source strength o f 1 n/s and a detector efficiency o f 
1 cps /uni t flux. 

4. E X P E R I M E N T A L S E T U P 

A N D E X P E R I M E N T S 

E x p e r i m e n t s were car r ied out i n the l ight water 
modera ted , na tura l u r a n i u m fuelled subcr i t i ca l assem­
bly L I S A at Delf t . 

It consists o f 253 fuel pins c o n t a i n i n g h o l l o w 
u r a n i u m cy l inders . These pins are p l aced i n a hexag­
o n a l g r i d s tructure w i t h a p i t ch o f 45 m m , thus fo rm­
ing a core w i t h a height o f 82 c m and an equivalent 
d iameter of 80 c m . T h e kc„ o f the system is about 
0.82 and the m o d e r a t o r - u r a n i u m v o l u m e ra t io is 2.06. 
S o m e exper iments were ca r r i ed out i n a mod i f i ed core 
i n w h i c h the fuel p ins were re-assembled i n another 
pat tern (see F i g . 1). T h e M/F v o l u m e ra t io i n this 
core was 3.96, the core hav ing a d i a . o f 92 c m a n d 

© © © © 
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© © © © 
aluminium 
cladding 
F ig . 1. Lattice cell configuration for the different geometries. Left figure: N o r m a l fuel rod pattern. 
Detector in rod 1, neutron source in rod 3: configuration 1. Detector in rod 2, neutron source in 
rod 3: configuration 2. Detector in rod 3, neutron source in rod 2: configuration 3. Detector in rod 
1, neutron source in rod 2: configuration 4. Right figure: Modif ied fuel rod pattern. Detector in rod 

1, neutron source in rod 2: configuration 5. BC represents the bubble channel. 
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Fig . 2. Schematic survey 

a kf!t o f 0.85. A 2 5 2 C f neu t ron source was p laced i n 
the centre o f the core inside a fuel p i n . A 3 H e neu t ron 
detector (0.64 c m dia.) was p l aced inside another fuel 
p i n . T h i s detector was pa r t ly covered w i t h c a d m i u m , 
thus leav ing a sensit ive length o f 2.5 c m . 

A i r bubbles were injected in to the reactor i n a 
bubb le -channe l pos i t i oned between the fuel p ins . T h e 
bubb les were not generated con t inuous ly , but v i a a 
valve tr iggered b y a pulse generator (pulse repe t i t ion 
t ime 10 s). A t every pulse, the valve was opened a n d 

the experimental setup. 

a bubb le was generated w h i c h t ravel led u p w a r d i n 
the system. T h e s ignal o f the neu t ron detector was, 
after ampl i f i ca t i on , subs t rac t ion o f the mean level and 
an t i -a l i as ing f i l ter ing fed in to a 256-point d ig i t a l s ig­
na l averager. T h i s averager was triggered by the same 
pulse that opened the valve. In this wa y an average-
response technique for measur ing the detector re­
sponse was per formed. 

A bubb le p robe was pos i t i oned in the bubb le chan­
nel, w h i c h detected the passing o f a bubb le th rough 

0.02 

4>,4> + 

(see text) 

0.01 - ! 
I 
i 
¡ 
i 

0 

detector source 
position position 

Fig . 3. Neutron flux and adjoint flux along the bubble channel in geometry 4B. Fast flux. 
Thermal flux. Fast adjoint flux. Thermal adjoint flux. 
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Fig. 4. Example of the bubble rise-time distribution. H o r i ­
zontal axis: rise-time in seconds; vertical axis: counts per 

channel. 

the channe l . T h e s ignal o f this probe was input to 
a mul t i sca le r w h i c h was also tr iggered by the valve 
c o n t r o l pulse. In this way a bubb le r ise t ime d i s t r i bu ­
t ion c o u l d be ob ta ined (and f rom this a bubb le vel ­
oc i ty d i s t r ibu t ion) s imul taneous to the response 
measurement. T h i s bubb le veloci ty appeared to be 
not very constant due to u n k n o w n c i rcumstances , it 
c o u l d vary up to 20",, r.m.s. d u r i n g one exper iment 
(see F i g . 4). T h e influence o f this v a r y i n g ve loc i ty w i l l 
be discussed i n Sec t ion 5. A schemat ic survey o f the 
exper imenta l setup is g iven in F i g . 2. 

Measu remen t s o f the response have been car r ied 
out for several pos i t ions o f the neu t ron detector a n d 
the neu t ron source a r o u n d the bubb le channe l . T h i s 
channel was a lways pos i t ioned at the centre o f the 
core, the neu t ron source a lways at the m i d d l e o f the 
core height at two different distances f rom the bubb le 
channel . 

A l l different c o m b i n a t i o n s of the detector a n d 
source pos i t ions are c o d e d by a number a n d a letter, 
the n u m b e r a p p l y i n g to the geometry top view as 
d i sp l ayed i n F i g . 1, the letter to the height o f the 
detector in the core : A: 41 c m (being mid-he igh t ) ; B : 
31 c m ; C: 21 c m ; D: 3 6 c m and E: 3 3 . 5 c m . 

5. R E S U L T S A N D D I S C U S S I O N 

In this sect ion bo th exper imenta l and theoret ical 
results are presented a n d c o m p a r e d . 

T h e results are d i sp l ayed i n F ig s 6-10 . T h e re­
sponses are n o r m a l i z e d to the c o m p u t e d and 
measured average coun t rate, respectively, to be inde­
pendent o f the exact va lue o f source strength a n d 
detector efficiency. In the d i sp l ayed curves no conf i ­
dence intervals are g iven, but a g o o d impres s ion o f 

the accuracy can be got f rom the spread o f the 
measur ing poin ts i n the figures. 

T o get a g o o d unders tand ing o f the c o m p u t e d re­
sponses we c o m p a r e these w i t h the qua l i t a t ive mode l , 
this be ing done w i t h the a id o f F i g . 5. 

In this figure the five componen t s o f the detector 
response are d r a w n for four geometr ies : I B , 2B, 3 B 
and 4 B . T h e five componen t s are the con t r i bu t i ons 
o f fast a n d the rmal abso rp t ion , fast and the rmal diffu­
s ion and m o d e r a t i o n , as they appear i n (9). T h e curves 
i n F i g . 5 are not n o r m a l i z e d to the average count 
rate, but the values c o r r e s p o n d to a unit source and 
detector strength. T h e qua l i t a t ive m o d e l predicts for 
the a b s o r p t i o n effect a posi t ive c o n t r i b u t i o n a n d for 
the m o d e r a t i o n effect a negative one. T h i s is i n ac­
co rdance w i t h the c o m p u t e d results. T h e interest ing 
difference between the pictures is the behav iou r o f 
the diffusion componen t s , w h i c h s h o u l d be dependent 
o n the d i r ec t ion o f neu t ron current relat ive to detec­
tor. W h e n the bubb le is far away at the top or b o t t o m 
of the core, the net neu t ron current is d i rec ted 
outwards , away f rom the detector, and a negative (but 
smal l ) c o n t r i b u t i o n is expected. T h i s is in effect the 
case. 

W h e n the bubb le is closer to the detector, e.g. o n 
the l ine detector-source , the response is pos i t ive i f 
the bubb le is i n between detector and source a n d 
negative if the bubb le is at the o ther side o f either 
o f them. Thus , a pos i t ive c o n t r i b u t i o n is expected i n 
I B a n d 4 B , and a negative one i n 2 B and 3B . T h i s , 
too, is i n accordance w i t h F i g . 5 except for a smal l 
posi t ive peak in the fast diffusion c o n t r i b u t i o n i n 3B . 
T h i s c an be exp la ined by a c loser l o o k at the geo­
me t ry : because the bubb le is very near to the detector, 
and the source a n d detector are at 10 c m different 
height, there is a smal l reg ion where the neu t ron cur­
rent has a pos i t ive c o m p o n e n t in the d i r ec t ion o f the 
detector. In this s i tua t ion a sma l l posi t ive c o n t r i b u ­
t ion shou ld arise, as it does. In 2 B the same effect 
occurs . 

A s a c o n c l u d i n g r emark it c an be stated that the 
c o m p u t e d responses can be unde r s tood f rom the 
v i ewpo in t o f the e lementary processes. 

In F ig s 6-10 the measured a n d c o m p u t e d responses 
are s h o w n for c o m p a r i s o n . H o w e v e r , direct c o m p a r i ­
son is not poss ible because the measured responses 
are inf luenced by bubb le ve loc i ty va r ia t ions (see Sec­
t i o n 4). These ve loc i ty var ia t ions have a s m o o t h i n g 
effect o n the response, so that de ta i l is lost. In p r i n ­
c ip le this p r o b l e m can be so lved by " d e c o n v o l u t i n g " 
the measured response w i t h the measured bubb le vel ­
oc i ty d i s t r i bu t ion , but because o f the s tat is t ical uncer­
tainties i n b o t h this was p rac t i ca l ly imposs ib le . The re ­
fore the c o m p u t e d response was c o n v o l u t e d w i t h the 
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Fig . 5. The five components of the response as function of the bubble height for geometries ill. IB. 
3B and 4B. Fast absorption. Thermal absorption. Moderat ion. Fast diffu­
sion. Thermal diffusion. Horizonta l axis: bubble position (cm): vertical axis: detector response 

in 1CT 7 counts/s. 

measured veloc i ty d i s t r i bu t ion , thus s i m u l a t i n g the 
experiment , the results are also g iven i n F ig s 6-10. 
These figures consist of. f rom left to r ight, the p lo t s : 
—the c o m p u t e d response, for a bubb le o f 3.5 c m 3 , 
—th i s c o m p u t e d response c o n v o l u t e d w i t h the vel ­

oc i ty d i s t r i b u t i o n and 
—the measured response. 

A l l curves are p lo t t ed against the ax i a l p o s i t i o n o f 
the bubb le in the channe l . F o r the left curve this is 
o b v i o u s : for the centre a n d right curves, w h i c h are 
measured i n t ime d o m a i n , this c o u l d be done us ing 
the average bubb le ve loc i ty as ob t a ined f rom the vel ­
oc i ty d i s t r i bu t i on . In this way an easier c o m p a r i s o n 
between exper iments and theory is possible . A rather 
g o o d cor respondence between the ca lcu la ted and the 
measured responses exists, apart f rom differences i n 
the magni tude o f the response of componen t s thereof. 

In a l l p lo ts a major negative peak exists due to 
the m o d e r a t i o n effect, a n d a smal ler posi t ive one i n 
the s i tuat ions where source and detector were not at 
the same ax i a l pos i t i on . T h i s posi t ive peak is pa r t ly 

due to the a b s o r p t i o n effect a n d pa r t ly to the diffusion 
effect (cases IA-B, 4 , 4 - C . 5A-B). In the cases 2 and 
3 the diffusion effect shou ld give a negative c o n t r i b u ­
t ion , w h i c h agrees w i t h the exper iment . 

In cases A o n l y a negative peak is vis ible because 
a l l peaks co inc ide and the largest (modera t ion) 
domina tes . L o w e r i n g the detector i n the core leads 
to a shift and b r o a d e n i n g of the diffusion peak ; the 
m o d e r a t i o n a n d diffusion peaks shift to different 
heights. T h i s c an be exp la ined by the fact that, due 
to the different r e l axa t ion lengths o f adjoint and regu­
lar flux, the m o d e r a t i o n and a b s o r p t i o n peaks w i l l 
be near the detector, whi le the diffusion peak w i l l 
have its m a x i m u m about where the bubb le passes the 
l ine source-detec tor . 

A n interest ing difference exists between geometr ies 
1 and 2, where the m o d e r a t i o n and abso rp t ion effects 
s h o u l d be the same but the diffusion effect s h o u l d 
change its s ign. T h i s indeed appears to be the case, 
especial ly i n conf igu ra t ion B. 

A n o t h e r interest ing difference exists between c o n -
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figurations 4 a n d 5. H e r e the detector and source are 
i n the same pos i t ions but the M/F ra t io is increased 
in con f igu ra t i on 5. T h i s s h o u l d lead to a r educ t ion 
of the m o d e r a t i o n effect because the difference 
between the fast and the rmal adjoint fluxes decreases. 

T h e ques t ion arises: W h i c h effects cause the exist­
ing difference i n magni tude between the c o m p u t e d 
and the measured responses? S o m e measurements 
agree we l l , w h i l e others are too large o r have an i n ­
correct ra t io between the pos i t ive a n d negative peaks. 

These differences may be exp la ined by the f o l l o w i n g 
cons idera t ions . 

T h e v o l u m e o f the bubb le was subject to s l ight va r i ­
at ions, d u r i n g a single measurement as wel l as 
between successive measurements . A l l ca l cu la t ions 
were done us ing a bubb le v o l u m e o f 3.5 c m 3 . 

In the c a l c u l a t i o n o f the cross sect ion set that was 
used for the c o m p u t a t i o n s some s imp l i fy ing a p p r o x i ­
ma t ions are made that affect the cross sections. These 
have been ca lcu la ted by the G G C - 4 code w h i c h uses 
a h o m o g e n i z e d reactor m o d e l w i t h the same neu t ron 
energy spec t rum for a l l the mater ia l s i n a l l reactor 

zones. Spect ra l differences i n the different materials 
w o u l d give a (sl ightly) different cross sect ion set, 
especial ly i n the the rmal reg ion . 

T h e heterogeneities i n the reactor also give rise to 
dev ia t ions of the flux that was c o m p u t e d for a h o m o ­
geneous system. These heterogeneity effects have been 
accoun ted for i n an a p p r o x i m a t e wa y a n d are c o m ­
mented o n i n A p p e n d i x 3. 

T h e effect o f the c a d m i u m sh ie ld a r o u n d the detec­
tor is neglected. 

P e r t u r b a t i o n theory itself might break d o w n here, 
cons ide r ing the large bubb le d imens ions . O n e w o u l d 
expect to have a smal ler response then, a n d this tend­
ency can be no t i ced i n m a n y o f the pictures. 

C o n s i d e r i n g the influence o f the bubb le ve loc i ty 
d i s t r i b u t i o n o n the response, uncer ta int ies herein w i l l 
a lso affect the cor respondence between theory a n d 
exper iment . 

N o w we w i l l cons ider the exper iment i n connec t i on 
w i t h the l o c a l / g l o b a l concept a n d i n c o m p a r i s o n w i t h 
a s i m i l a r exper iment ca r r i ed out i n a c r i t i c a l faci l i ty 
(Fuge ex ai, 1977; V a l k o and M e s k o , 1977). 
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In the p e r t u r b a t i o n m o d e l the response is deter­
m i n e d by the adjoint flux w h i c h can be charac ter ized 
by t w o r e l a x a t i o n lengths i n a two-g roup m o d e l . 
These r e l axa t ion lengths are, for a zero p o w e r reactor , 

1, * L , ( 2 * N / i G t a T ) . 

H e r e L is the t he rma l neu t ron diffusion length, T the 
F e r m i age a n d G(OJ) the react ivi ty transfer funct ion . 
11 a n d 12 w i l l be o f the order o f 1, respectively, 80 c m 
i n the p la teau r eg ion for a c r i t i ca l l ight water reactor . 
These distances can c lear ly be ident if ied w i t h a short-
range o r " l o c a l " sensi t ivi ty and w i t h a long-range or 
" g l o b a l " one. 

In this exper iment , however , the second r e l axa t ion 
length is abou t 6 c m , w h i c h cer ta in ly does not deserve 
the name " g l o b a l " . In this sense the responses c o m ­
puted here are l o c a l responses whi le a g l o b a l effect 
does not occur . T h e g l o b a l effect has also been iden t i ­
fied as the reac t iv i ty c o m p o n e n t o f the noise. In this 
exper iment the reac t iv i ty effect o f the bubb le is negl i ­
g i b l e ; it w o u l d give rise to relat ive responses o f 1 0 ~ 6 

on ly . 

S u m m a r i z i n g , i n the s t rongly subcr i t i ca l system no 
g l o b a l par t o f the response c o u l d be r ecogn ized i n 
the exper iments a n d i n the theoret ical treatment 
thereof. H o w e v e r , i n a c r i t i ca l system the p e r t u r b a t i o n 
theory w o u l d give responses that can , par t ly , be c o n ­
sidered as g l o b a l . 

T h e responses measured i n this exper iment show 
resemblance w i t h an exper iment descr ibed earl ier 
(Fuge el al, 1977; V a l k o a n d M e s k o , 1977). The re an 
average-response m e t h o d was app l i ed to a c r i t i ca l 
reactor a n d responses were ob ta ined that showed 
s imi la r behav iour , h a v i n g posi t ive a n d negative c o m ­
ponents . There are, however , i m p o r t a n t differences. 
O u r responses are s t r ic t ly l oca l , but h a v i n g a fine 
s t ructure w i t h negative m o d e r a t i o n a n d sometimes 
pos i t ive dif fus ion componen t s . 

T h e responses i n the c r i t i ca l system had a negative 
c o m p o n e n t w h i c h c o u l d be ident if ied as g l o b a l , a n d 
a l o c a l c o m p o n e n t that h a d a less p r o n o u n c e d struc­
ture. In o u r o p i n i o n this is m a i n l y due to the fact 
that di f fus ion effects p l ay a m i n o r ro le because the 
flux gradients are m u c h smal le r in the c r i t i c a l system. 
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Figs 6-10. Computed and measured responses as function of the bubble height for configurations 
1-5 for different detector heights. Hor izonta l axis: bubble posit ion; vertical axis: response in % of 

average count rate. 

T h e g l o b a l behav iou r o f the response was clear f rom 

the response o f an out-of-core detector. 

H o w e v e r , the g l o b a l c o m p o n e n t was s l ight ly differ­

ent for different detectors. T h i s shows that the g l o b a l 

c o m p o n e n t is not s t r ic t ly the reac t iv i ty effect o f the 

bubb le . T h i s space-dependence o f the g l o b a l c o m ­

ponent c a n be easi ly u n d e r s t o o d i n the pe r tu rba t ion 

m o d e l : different detectors w i l l have different adjoint 

fluxes a n d thus different responses. 

6. C O N C L U S I O N S 

T h e average response m e t h o d is a g o o d one for 

measu r ing the effect o f air bubbles o n the s igna l o f 

a neu t ron detector i n a (subcri t ical) reactor . 

T h e pe r tu rba t ion m o d e l is we l l app l i cab le to de­

scribe the above -men t ioned exper iment . S o m e differ­

ences between measurements a n d theory d o exist but 

they are not cons ide red as essential. 

In the frequency reg ion cons idered , the response 

of the system o n the bubb le c a n be cons idered as 

p r o m p t . T h i s facilitates the c o m p u t a t i o n o f the re­

sponse, for no account has to be g iven to de layed 

(or " m e m o r y " ) effects. 

T h e measured a n d c o m p u t e d responses can be c o n ­

sidered as the " l o c a l " response i n the l o c a l / g l o b a l c o n ­

cept. Reac t iv i t y (or l o n g range) " g l o b a l " effects are 

negl igible i n the s t rong ly subc r i t i ca l system under 

cons ide ra t ion . 

T h e responses can be unde r s tood f rom the v iew­

po in t o f a qua l i t a t ive m o d e l . 
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A P P E N D I X 1 

Calculation of the fluxes and adjoint fluxes 

As stated in Section 3, the adjoint fluxes need only be 
computed once if the transport operator can be considered 
as frequency independent. It can be shown that the fre­
quency dependence of the transport operator is related to 
the frequency dependence of the reactivity transfer function 
(van D a m , 1976; Behringer et al, 1976). This transfer func­
tion is, for a far subcritical reactor, ( p s u b t r » ji) constant 
up to frequencies of the prompt neutron decay constant 
a (Schultz, 1962). 

In this reactor, p , u b c r * 0.21, ft * 0.007 and 
a = 4500 s - 1 , so that the frequency independence is valid 
here. 

The fluxes and adjoint fluxes have been computed with 
the aid of a numerical diffusion code. However, to reduce 
the complexity of the geometry, the simplifying approxima­
tion was made that the boundary effects in radial direction 
of the core are negligible in the region where source, detec­
tor and bubble channel are positioned. This implies that 
the (adjoint) fluxes are symmetrical around the source and 
the detector. Both flux and adjoint flux distributions (with 
respect to their sources) can be computed positioning the 
source and detector on the z-axis of the cylinder using 
a 2-dimensional R-Z geometry. Then, in a later stage, the 
response can be calculated with the computed flux distri­
bution shifted to the actual position of detector and neu­
tron source in the core. 

The calculations were done for a homogenized reactor 
with the code E X T E R M I N A T O R - I I , a two-dimensional 
diffusion code (Fowler et al., 1967). Cross sections were 
generated by the G G C - 4 code (Adir et al, 1967). The mesh 
covering the reactor had 128 equidistant points in the 
z-direction, thus giving the possibility to calculate the 
response for 128 points. 

The convergence obtained was always better than 0.2%; 
tests, checking the influence of the convergence on the re­
sponse, showed that this was acceptable. The adjoint fluxes 
were computed in the same way, using a thermal source 
representing the detector. 

A P P E N D I X 2 

A note on the perturbed cross section 

A note must be made on the perturbed cross sections 
(<5X„, etc.) that are used in (9) to compute the response. 
Though the fluxes and adjoint fluxes are computed for 
a homogenized system, account must be taken of the inho-
mogeneities when considering the bubble; an air bubble 
in a homogeneous water-uranium mixture or a fuel sus­
pension gives a quite different perturbation than a bubble 
in the pure water moderator between the fuel elements. 
Thus the perturbed cross sections must be related to the 
actual material in which they occur. 

The magnitude of the changes is of course determined 
by the nuclear density changes in the moderator: 

I , = (Tj.V. 

where and CT, represent the macroscopic and microscopic 
cross sections, respectively, of the material for reaction type 
i, and N the nuclear density. 

We assume a not to change (no spectral changes) and 
find for the perturbed moderation and absorption cross 
sections cS£,. = o^N and, when assuming vacuum in the 
bubble, ¿ 1 = - I because SN = -N. 

For the diffusion component the situation is more 
complex. According to diffusion theory: 

1 1 
~ 32% ~ iouN ' 

where L l r , au are the neutron transport cross sections. This 
implies that for a bubble (N —> 0) D tends to infinity which 
leads to meaningless results. However, in the framework 
of a Pl approximation to the transport equation (see Bell 
and Glasstone, 1978), the streaming term in the detector 
response reads: 

- 3 5 2 % J + . J 0 , 

where J + and J 0 denote the adjoint and unperturbed regu­
lar neutron current vectors, respectively, and are given by 

J 0 = - D V & , 
J + = DV4>*. 

This gives for the streaming term 

<52% 

Thus, for a bubble (¿2% = —!•„), the coefficient of this 
is equal to the diffusion coefficient in the unperturbed 
state: dD = D, which leads to the detector response: 

R = {- DV<j>0-V4>+ dV. 

A P P E N D I X 3 

Consideration of system heterogeneities 

Since diffusion effects give an important contribution to 
the response, questions arise about the validity of the neg-
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lect of the heterogeneous structure of the core, giving rise 
to flux gradients and flux variations around the fuel pins. 

This problem can be handled as follows. The flux in 
the heterogeneous system wil l be described by 

# ) = W t l ! l +€,(r)l , 

where is the real flux for group i, (j>ilt is the flux as 
computed from a homogenized core while et is a shape 
function accounting for the microscopic flux distribution. 
€; can be estimated from lattice cell calculations if one 
assumes that the heterogeneities only affect the flux distri­
bution in the radial direction. 

Using this shape function, the effects of flux variations 
can be taken into account. The diffusion component 
changes as follows: 

0RD = - f 5D,V<fo-?& + dV. 
J r b l l b b l c 

where 

V4>rV4>* = V(4>,„(1 + e , ) ) -V(^„ ( l 

= (1 + «,•)( 1 + e , + ) V ^ „ • V 0 , +

H 

+ (1 + (i)\4>-H Ve, + (1 + e,)V4>iH- v 

+ K K ^ ' V . (A. l ) 

This expression must be integrated over the volume of the 
bubble. 

If the bubble is symmetrically between the fuel elements 
(as is the case for geometries 1 to 4), the second and third 
term are zero, so that 

V ^ . V ^ + * t l + ejKI + e,+ )V(/> i f | -V^ +

H 

The V e , V e , + in the correction term is a constant that can 
be calculated from the lattice cell calculations, 

Fo r the absorption and moderation contributions, the 
same sort of corrections can be made. For the absorption, 

e.g. 

6RA = - {dV5Xa,M^ 

where 

4>4t = KKO + «<(i + it). 

The values of the (bubble volume averaged) e's from cell 
calculations are: 

g, = - 0 . 0 3 , 
<r2 = 0.11, 
et = 0.004, 
€ 2

+ = -0 .015 , 
Ve, • Ve^ = -0 .005 c m ~ 2 , 
V e 2 V € 2

+ = - 0 . 0 1 6 c m " 2 . 
These cell calculations were performed using the code 
D O T - I I I . (Rhoades and Mynatt , 1973). Us ing these figures, 
one obtains corrections on the computed responses of the 
following magnitudes: 

moderation : reduction of 15%, 
fast absorption : reduction of 2.5%, 
thermal absorption : increase of 9%, 
fast diffusion : reduction of 2.5% and 
thermal diffusion : increase of 10%. 

So the corrections do not have an extreme influence on 
the response. 

The responses shown in Figs 6-9 have been corrected 
using the above mentioned method. For the geometry 5 
(Fig. 10) the situation is more complex because the bubble 
is not in a symmetrical position in the lattice cell, so the 
second and third terms in (A . l ) still play a role. Besides, 
cell calculations are more difficult to perform because of 
the far more complex geometry in the unit cell. For this 
case no corrections were made, but considering the magni­
tude of the corrections in the other cases, we feel that 
the computed results wil l not change drastically. 

Acknowledgement—The authors wish to thank M r J. C . 
Hami l ton for his contribution in performing the measure­
ments. 
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A promptly responding self-powered detector was 
developed. It consists of two in-line mounted neutron 
sensitive elements, each containing one emitter of 
cadmium-magnesium alloy. It can be inserted into the 
core of an operating boiling water reactor to measure 
steam void velocity by cross correlating the two 
noise signals of the emitters. The short emitter length 
(2 cm) and distance (15 cm) provide sufficient 
coherence to determine void velocity and enable a 
good spatial resolution. The dc components of the 
signal currents appear to be affected by activation of 
the alumina insulator and a (possibly) thermal effect. 
From the noise measurements, the gamma sensitivity 
of the detector could be established. 

I. INTRODUCTION 

In recent years it has b e c o m e a widespread field 
o f research t o measure v o i d v e l o c i t y and f rac t ion i n 
the fuel e lements o f b o i l i n g wa te r reactors ( B W R s ) 
using the noise signals o f in-core n e u t r o n detec­
tors. 1 - 5 These noise signals are c o m p o s e d o f a g l o b a l 
part, due to reac tor p o w e r f luc tua t ions and a l o c a l 
part due to the s team bubbles generated in the fuel 
e l ements . 6 " ' 

T h i s l o c a l c o m p o n e n t , w h i c h domina tes i n the 
f requency reg ion above 1 o r 2 H z , carries i n f o r m a ­
t i o n o n the f l o w c o n d i t i o n s i n the fuel e lements , f rom 
w h i c h , e.g., the s team v e l o c i t y can be es t imated . T h e 
i n f o r m a t i o n thus gathered is in teres t ing w h e n c o m ­
pared w i t h the results o f t h e r m o h y d r a u l i c ca lcu la ­
t ions that are pe r fo rmed for p lan t o p e r a t i o n . T h e 

measurements c o u l d be a check o n the v a l i d i t y o f 
the t h e r m o h y d r a u l i c m o d e l s o r parameters that are 
app l i ed . O n the o the r h a n d , g o o d ca lcu la t ions c o u l d 
give an answer to the s t i l l ex i s t ing ques t i on c o n ­
ce rn ing the nature o f the measured ve loc i t i es (e.g., 
Ref . 4). In any case there is a need for v e l o c i t y 
measurements fo r w h i c h the neu t ron noise signals are 
w e l l su i t ed . N e u t r o n de tec tors c o m m o n l y used for 
this purpose are of ten the ones available f r o m stan­
dard reac tor i n s t r u m e n t a t i o n , i .e. , the fixed l o c a l 
p o w e r range m o n i t o r detectors and the m o v a b l e 
traversing in-core probe ( T I P ) de tec tors w i t h w h i c h 
most m o d e r n B W R s are ex tens ive ly e q u i p p e d . W i t h 
th is de tec to r sys tem the desired measurements can 
be p e r f o r m e d at several rad ia l and ax i a l core pos i ­
t ions , d e p e n d i n g o n the avai lable de tec tors . S o m e ­
t imes , however , measurements are desired w i t h a 
bet ter spat ia l r e so lu t ion o r at o the r pos i t i ons than can 
be d o n e us ing the ex i s t i ng detectors . T h i s was one o f 
the reasons to deve lop a t w i n n e u t r o n de t ec to r (be ing 
a s t r ing o f t w o ax ia l ly separated n e u t r o n sensit ive 
elements) that can be inserted i n t o the core us ing the 
ex i s t ing T I P t ub ing systems. T h e de tec tor can be pos i ­
t i o n e d i n any core p o s i t i o n that can be reached w i t h 
the T I P sys tem at any desired height . T h e signals o f 
the t w o e lements can be corre la ted to measure l o c a l 
v o i d v e l o c i t y . T h e de tec to r is o f the se l f -powered 
type w i t h a p r o m p t response to neu t ron f lux changes. 
S u c h detectors are w i d e l y used as in-core ins t ruments 
and have s h o w n a g o o d p e r f o r m a n c e . 1 0 A se l f -pow­
ered de tec to r concep t was chosen because th is 
de tec tor type is re la t ively s imple and cheap to fabr i ­
cate whi le robust cons t ruc t ions are poss ib le . A detec­
tor was assembled and p o s i t i o n e d in one o f the T I P 
systems o f the D o d e w a a r d B W R [54 M W ( e l e c t r i c ) , 
T h e N e t h e r l a n d s ] . T h e design is discussed in Sec . II 
and some exper imen t s that were carr ied ou t to test 
de tec tor per formance are descr ibed i n Sec . III . 

N U C L E A R T E C H N O L O G Y V O L . 5 3 M A Y 1981 0029-5450 ' fs l 'OOO5-0 :5OS0: .O0/0 

C o p y r i g h t 1 9 8 1 b y t h e A m e r i c a n N u c l e a r S o c i e t y , L a G r a n g e P a r k , I l l i n o i s . 
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II. CONSTRUCTION 

In o rde r to de te rmine s team transi t t imes b y cross 
c o r r e l a t i o n , t w o n e u t r o n de tec tors have to be inser ted 
i n the same T I P channe l s i m u l t a n e o u s l y . T h i s can be 
rea l ized b y m o u n t i n g the t w o detectors i n l ine to a 
c o m m o n s ignal /dr ive cable ( F i g . 1). In this way 
the assembly can pass t h rough the ex i s t ing T I P 
t ub ing sys tem i n t o the core . T h e po in t s that have to 
be cons ide red w h e n c o n s t r u c t i n g the de tec to r are the 
d i m e n s i o n s and the c h o i c e o f app l i ed mater ia ls . 

II.A. Dimensions 

T h e ou te r d i m e n s i o n s are l i m i t e d b y ex te rna l 
factors. T h e de tec to r has to pass t h rough rather 
na r row and w i n d i n g tubes. T h e m a x i m u m leng th o f 
any rigid part that can pass there is —10 c m . T h e 
des i red d is tance be tween the t w o e lements is longer , 
so i t is c lear that a de t ec to r cannot be made i n one 
r ig id h o u s i n g . Th e r e fo r e , t w o separate e lements , 
each c o n t a i n i n g one n e u t r o n de tec to r and smal l 
e n o u g h to pass t h r o u g h the sys tem, are used. T h e y 
are c o n n e c t e d v ia a fa i r ly f l ex ib le cable that is also 
the signal cable o f the uppe r de tec tor . T h e t w o 
e lements have a 5-cm length and 5 - m m o . d . E a c h 
e lement con ta ins an emi t t e r , insu la ted f r o m the 
sheath b y an a l u m i n a tube . T h e sheath func t ions as 
the c o l l e c t o r o f the so- formed sel f -powered n e u t r o n 
de tec to r ( S P N D ) . T h e d iamete r o f the emit ters 
is 3 m m , w h i c h is the m a x i m u m poss ib le ; the length 
is chosen to be 2 c m , w h i c h is a c o m p r o m i s e be tween 
t w o c o n f l i c t i n g requ i rements . O n one h a n d , the 
sens i t iv i ty o f the de t ec to r is p r o p o r t i o n a l to the 
emi t t e r l eng th , thus i t s h o u l d be as l o n g as possible 
f r o m the p o i n t o f v i e w o f signal-to-noise ra t io . O n 
the o t h e r h a n d , we are in teres ted i n measur ing the 
l o c a l f l ux changes due to steam bubbles so the 
sensit ive l eng th ( f ie ld o f v i ew) over w h i c h the f lux 
var ia t ions are measured s h o u l d be as shor t as poss ible . 
D u e t o the d i f f u s i o n process o f neu t rons in the 
reac tor co re , th i s sensit ive l eng th is o n the o rde r o f 
emi t t e r l eng th p lus t h e r m a l n e u t r o n d i f fus ion length 
L (Re f s . 8 and 9 ) . C o n s e q u e n t l y , it is o f no use 
m a k i n g the emi t te r s m u c h shor ter than L. A cho ice 

o f 2 c m . be ing o n the o rder o f I , is cons idered a 
reasonable c o m p r o m i s e . 

T h e last d i m e n s i o n to be established is the 
dis tance be tween the t w o emit ters . O n e has a ra ther 
large f r eedom to choose th is parameter , as l o n g as 
th is dis tance is k n o w n accura te ly . T h i s cho ice , h o w ­
ever, is i n f luenced b y some c o n f l i c t i n g cons idera t ions . 
A s emi t t e r d is tance increases, the coherence o f the 
signals decreases due to the pe r tu rba t ion o f v o i d 
d i s t r i b u t i o n ( b y b o i l i n g and tu rbu lences ) d u r i n g the 
transi t f r o m l o w e r to upper de tec tor . T h i s results i n 
a smal le r (absolute) s ta t is t ica l p rec i s ion o f the mea­
sured transi t t ime . H o w e v e r , the transi t t ime increases 
and the relat ive p rec i s ion o f the ob t a ined transit t ime 
( thus o f the v e l o c i t y ) increases i f the coherence does 
no t decrease t o o m u c h . A n o p t i m a l cho ice o f the 
emi t t e r d is tance is o n l y poss ible after de ta i led k n o w l ­
edge o f coherence-dis tance re la t ions . 

F u r t h e r m o r e , a sys temat ic e r ror i n the c o m p u t e d 
v e l o c i t y occu r s w h e n the v e l o c i t y changes over 
measur ing h e i g h t , " as is the case i n a B W R . T h i s 
e r ror is decreased w h e n the emi t t e r dis tance is chosen 
smal l enough . In th is case also an i m p r o v e d spa t ia l 
r e s o l u t i o n o f the measured v e l o c i t y p rof i l e is poss ib le . 
T h e de tec to r was designed w i t h an emi t t e r d is tance 
o f 150 m m ; after assembl ing , a ^ R ö n t g e n p ic ture 
s h o w e d it to be 151 m m . 

II.B. Materials 

T h e cho ice o f the emi t t e r ma te r i a l is governed b y 
t w o aspects. F i r s t , the se l f -powered de tec to r s h o u l d 
have a fast response to neu t ron f l ux changes due to 
the h igh f requency nature o f the bubb le noise s tud ied 
(up to 50 H z ) . The re fo re , a p r o m p t l y respond ing t ype 
o f S P N D is r equ i red i n w h i c h current is p r o d u c e d 
b y C o m p t o n scat ter ing o f neut ron-capture g a m m a 
rays. S e c o n d l y , because o f the ra ther smal l emi t t e r 
d imens ions and the desired sens i t iv i ty ( fo r noise 
measurements!) , a s t rong n e u t r o n absorber is needed. 
C a d m i u m was cons idered as a g o o d ma te r i a l , except 
for the l o w m e l t i n g po in t ( 3 2 0 ° C ) . A n a l l o y o f 
c a d m i u m and magnes ium ( 6 0 wt% C d - 4 0 w t % M g ) 
w i t h a me l t i ng po in t o f ~ 5 0 0 ° C (Re f . 12) was app l i ed 
instead o f pure c a d m i u m . 

I n s u l a t o r S h e a t h I n s u l a t o r 

U p p e r e m i t t e r 

S i g n a l c a b l e 
( t h r e e leads ) 

-ff-

Fig. 1. Sketch of the TSPND. 



33 

Kleiss and van Dam S E L F - P O W E R E D N E U T R O N D E T E C T O R 

T h e b u r n o u t rate o f the emi t t e r is —29c per 
m o n t h . T h i s is not cons idered as a hand icap , because 
the de tec to r is i n t e n d e d to be used o n l y i n c i d e n t a l l y 
and is no t left i n the core p e r m a n e n t l y . 

T h e insu la tors that separate the emit ters f r o m the 
sheath are A 1 2 0 3 tubes, the de tec to r sheath is stainless 
steel. A l l cables used are A 1 2 0 3 insu la ted t h e r m o c o a x 
cable w i t h I n c o n e l c l a d d i n g . 

T h e de tec to r s t r ing is m o u n t e d to a three-lead 
cable. T w o leads are connec ted to the t w o emi t te rs ; 
the t h i r d lead func t ions as a c o m p e n s a t i o n for radia­
t i o n - i n d u c e d signals i n the cable . T h e signal cable is 
s u r r o u n d e d b y a sp i ra l i zed dr ive cable to move the 
de tec to r i n a n d out the core . F i g u r e 1 is a d r a w i n g o f 
the t w i n se l f -powered neu t ron de tec to r ( T S P N D ) . 
N o t e that the l o w e r emi t t e r is h o l l o w to let the 
signal wi re o f the uppe r emi t t e r pass t h rough . 

III. EXPERIMENTS 

T o test the per formance o f the de tec tor , an 
expe r imen t was car r ied out i n w h i c h the de tec to r 
was s tepwise ly inser ted i n t o the core and left at 
each p o s i t i o n for ~ 6 m i n . T h e three signals ( t w o 
emi t te rs p lus c o m p e n s a t i o n ) were a m p l i f i e d b y l o w -
noise p reampl i f ie r s and the c o m p e n s a t i o n signal 
was sub t rac ted f r o m the emi t t e r signals. T h e signals 
were r ecorded i n t w o ways : o n one t rack o f the 
r ecorde r d i r e c t l y to preserve the dc c o m p o n e n t s and 
o n ano the r t rack after high-pass f i l t e r ing (0.1 H z ) 
and fur ther a m p l i f i c a t i o n to o b t a i n the noise c o m ­
ponent . 

T h e dc c o m p o n e n t s o f (compensa ted) e m i t t e r 
currents and c o m p e n s a t i o n currents are given i n 
F i g . 2 as a f u n c t i o n o f t ime . A pos i t ive signal is 
generated b y the t w o emit ters due to the e lect rons 
scattered f rom the emi t t e r t o the sheath. T h e l o w e r 
emi t t e r appears to have a larger sens i t iv i ty . (We w i l l 
discuss th is effect later.) T h e c o m p e n s a t i o n current 
is negative; apparen t ly the m a i n cur ren t c o m p o n e n t 
is the one due to e lec t rons scat tered f r o m sheath to 
lead. T h i s cur ren t decreases (becomes m o r e negative) 
w h e n the de tec to r is inser ted fur ther i n t o the core , 
due to the greater length o f i r rad ia ted cable . A l s o a 
posi t ive c o m p o n e n t that settles e x p o n e n t i a l l y is 
observed . T h i s effect is most clear w h e n at the end 
o f the expe r ime n t the de tec to r is r emoved f rom the 
core ; o n l y the pos i t ive , decay ing c o m p o n e n t remains . 
Its half- l i fe was f o u n d to be 2.25 ± 0.05 m i n , w h i c h 
proves it to be caused b y the ac t i va t i on o f the a lu­
m i n u m i n the insu la to r , that decays (2.3 m i n half- l i fe) 
by B~ emiss ion and produces a cur rent as in the 
delayed-response type self-powered detec tor . T h i s 
a l umina effect accounts for about - 4 0 % o f the 
c o m p e n s a t i o n cur ren t . It can also be n o t i c e d i n the 
emi t t e r signals but here it a m o u n t s to o n l y a few 
percent . T h e signal o f the l o w e r emi t t e r is cons tan t 

1 0 0 

- 5 0 

- 1 0 0 , 

-

r - T " ^ L o w e r e m i t t e r 

H U p p e r e m i t t e r - i - , 

-

1 , 

Time (h) 

Fig. 2. The dc signals of upper and lower emitter and com­
pensation during a stepwise insertion of the TSPND 
in the core. 

i n each in te rva l (apart f r o m reactor p o w e r f luc tua ­
t ions that cause the noise o n the s ignal) ; that o f the 
upper emi t t e r has a decay ing c o m p o n e n t after inser­
t i o n i n t o the core . T h e half- l i fe o f this effect is — 1.5 
m i n , w h i c h does not co r r e spond to the decay o f 
ac t i va t i on p roduc t s o f any app l i ed mate r ia l . It might 
be caused b y t he rma l effects; t he rma l effects o n 
S P D s have been repor ted e l s e w h e r e . 1 3 T h e dc signals 
o f the emi t te rs as a func t i on o f thei r a x i a l p o s i t i o n 
i n the core are given in F i g . 3. Here also is g iven a 
f l ux map ob t a ined w i t h a movab le f iss ion c h a m b e r 
( T I P ) . C o m p a r i s o n shows that the signals are in 
accordance w i t h this f lux map . 

T h e g a m m a sensi t iv i ty o f the de tec to r is also an 
in teres t ing parameter , because it reduces the useful­
ness o f the de tec tor for f lux m a p p i n g . In p r i n c i p l e , 
a l l p r o m p t l y respond ing S P N D s are m o r e o r less 
g a m m a sensitive because they p roduce current by 
C o m p t o n scat ter ing o f g a m m a rays. T h i s g a m m a 
sens i t iv i ty c o u l d not be ob t a ined f rom the dc mea­
surements , because the g a m m a f lux d i s t r i b u t i o n in 
the core was no t k n o w n , bu t it can be es t imated 
f rom the noise analysis results descr ibed hereafter. 

T h e m e n t i o n e d effects (gamma sens i t iv i ty , a lu­
m i n a a c t i v a t i o n , and t he rma l effect) reduce the 
su i t ab i l i t y o f the de tec tor for f lux m a p p i n g . T h e y 
also in f luence the d y n a m i c character is t ics o f the 
de tec tor . H o w e v e r , thanks to the rather l o w fre­
q u e n c y nature o f these effects they d o not in f luence 
the purpose o f the T S P N D : ve loc i ty measurement 
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5 0 1 0 0 

D e t e c t o r p o s i t i o n ( c m ) 

1 5 0 2 0 0 

Fig. 3. The dc signals of upper and lower emitter and a fission chamber as function of axial detector position. 

b y cross co r r e l a t i ng noise signals, where higher 
f requencies p l ay a r o l e . 1 ' 2 ' 6 ' 7 , 1 1 

T h e noise signals were recorded and off- l ine 
ana lyzed o n a m i n i c o m p u t e r based F o u r i e r analysis 
sys tem. T h e au to and cross spectra o f the emi t t e r 
signals were o b t a i n e d for every de tec to r p o s i t i o n . 
F igu re 4 is an e x a m p l e o f such analysis fo r an average 
emi t t e r p o s i t i o n o f 67 c m above the b o t t o m o f the 
core . (Ef fec t ive fuel l eng th o f the D o d e w a a r d reac tor 
is 180 c m . ) Here the ( n o r m a l i z e d ) au to p o w e r spec­
tral densi t ies ( N A P S D s ) o f the t w o emi t t e r signals 
are g iven , and the i r N C P S D , phase, and coherence . 
The coherence is su f f i c i en t ly h igh to de te rmine the 
phase curve s lope for f requencies up to 20 H z and to 
ca lcula te the transi t t ime . T h i s is done us ing an 
i terat ive least-squares fit o f the phase curve to a 
straight l i ne . T h e f requency in te rva l used fo r the fit 
is f r o m 4 H z to 4 H z + 1/T, where T is the t ransi t t ime 
f rom the p rev ious i t e r a t i on . In this w a y the effect o f 
phase o sc i l l a t i ons due to the g loba l b a c k g r o u n d 6 ' 7 

is r educed . A b o v e 4 H z , the signals are d o m i n a t e d by 
the l o c a l bubb le noise. T h e coherence is used as a 
weight f ac to r fo r the f i t . S ta t i s t i ca l p rec i s ion o f the 
ob ta ined transi t t imes is a lways bet ter than 4% 
when 5 m i n o f signal are a n a l y z e d . 

F i g u r e 5 gives a v e l o c i t y p rof i l e as measured w i t h 
the T S P N D . A rather h i g h spat ia l r e so lu t ion is pos­
sible because o f the sma l l emi t t e r d is tance and the 
poss ib i l i t y to p o s i t i o n the de tec to r at any desired 
height . F o r ins tance , the effect o f the three spacers 
i n the fuel e lements o n the f l o w can be n o t i c e d (the 
effect is also vis ible i n the f l ux map o f F i g . 3) . 
In th is paper , w e do no t go fur ther i n to the evalua­
t i o n o f these results . 

A specia l p h e n o m e n o n to be n o t i c e d in F i g . 4 
is that , i n the f requency reg ion where loca l noise 

1 8 0 

9 0 

0 

- 9 0 

- 1 8 0 

1.0 

0 . 5 

0 . 0 

0 4 8 1 2 1 6 2 0 2 4 2 8 3 2 3 6 

ƒ 
ƒ 

0 4 8 1 2 16 2 0 2 4 2 8 3 2 3 6 

F i g 

0 4 8 12 16 2 0 2 4 2 8 3 2 3 6 

F r e q u e n c y ( H z ) 

4 . The N A P S D of upper and lower emitter signals and 
their NCPSD. phase, and coherence. 



35 

Kleiss and van Dam S E L F - P O W E R E D N E U T R O N D E T E C T O R 

it f o l l o w s that 

5 0 1 0 0 I S O 

A x i a l p o s i t i o n ( c m ) 

2 0 0 

Fig. 5. Axial steam velocity distribution measured with the 
TSPND. 

domina te s , the N A P S D o f the upper emi t t e r is 
cons ide rab ly larger than that o f the l o w e r one . 
F u r t h e r m o r e , c o m p a r i s o n w i t h the N A P S D o f a f i x e d 
fission c h a m b e r at a height o f 98 c m shows that the 
N A P S D s o f the t w o emit ters ( w h e n i n a comparab l e 
core p o s i t i o n ) are larger. T h i s effect can be e x p l a i n e d 
b y the g a m m a sens i t iv i ty o f the T S P N D . In the l o w 
f requency r eg ion , n e u t r o n f lux and the larger part o f 
the g a m m a f lux f luc tua te w i t h reac tor power , so the 
N A P S D s o f d i f ferent de tec tors are near ly equa l , 
regardless o f the i r sens i t iv i ty . In the h i g h f requency 
region , however , noise is caused b y l o c a l f luc tua t ions 
o f vo ids w i t h a larger in f luence o f the n e u t r o n f l ux 
than o n the g a m m a f l u x . Because the N A P S D is 
ob ta ined b y d i v i s i o n b y the dc s ignal , the c o m p o n e n t 
due to g a m m a rad ia t ion inf luences the N A P S D . In 
f o r m u l a , assuming no l o c a l g a m m a f lux noise : 

N A P S D •• 
(<„ + < T) 2 

where 

o 2 = A P S D o f neu t ron f l u x noise 

e„ = n e u t r o n sens i t iv i ty o f the de tec to r 

/„ a n d iy = neu t ron - and gamma- induced d c cur­
rents , respec t ive ly . 

W i t h i„ = e„d> 0 (0o d e n o t i n g the n e u t r o n f l u x ) and 
because a 2 is p r o p o r t i o n a l to <t>l (Refs . 7 and 9) 
acco rd ing to 

o1 = ofal , 

N A P S D = 
(•n + iy) 

F o r t w o detec tors under comparab le f l o w c o n d i t i o n s , 
a\ is the same, so 

\2T 

[ N A P S D l d e , 
[ N A P S D ] d e t 

K ) 
ible 

R ) j 

A s s u m i n g that fo r the f iss ion chamber iy/in is m u c h 
smal ler t han for the T S P N D , we can c o m p u t e the 
cur rent c o m p o n e n t s for emi t t e r heights o f 98 c m 
(measured f r o m core b o t t o m ) using the N A P S D 
values at, fo r ins tance, 5 H z . Resul t s are given in 
T a b l e I. A c c u r a c y in the cur rent c o m p o n e n t s is ~ 5 
n A . A s seen f rom this table , the neu t ron - induced 
currents are about the same for the t w o emit ters . 
T h e di f ference is m a i n l y due to the different g a m m a 
currents . T h i s g a m m a current is negative, w h i c h 
means that it is m a i n l y caused by e lect rons scat tered 
in to the emi t te r . T h i s has been repor ted ear l ier for 
coba l t S P N D s (Ref . 14). A s s u m i n g a t y p i c a l g a m m a 
f lux o f 3 0 0 M R / h i n the core , the sens i t iv i ty o f the 
l o w e r e m i t t e r is - 3 X 1 0 " 1 7 A / ( R h " ' ) . T h i s is in accor­
dance w i t h an expe r imen t car r ied out w i t h the detec­
tor i n a ' " C o i r r ad ia t ion f ac i l i t y . When the de t ec to r 
was p o s i t i o n e d i n a f l ux o f ~ 0 . 1 6 M R / h , a cur rent o f 
- I S ± 2 p A was measured , w h i c h is o n the o rde r o f 
magni tude expec t ed . T h e difference be tween the 
g a m m a currents o f upper and l o w e r emi t t e r m i g h t 
be exp l a ined b y the 15 c m (uncompensa t ed ) cable 
be tween the t w o emit ters , i n w h i c h a cur ren t is also 
generated. K r o o n et a l . 1 0 give measured sensi t iv i t ies 
fo r A 1 2 0 3 insu la ted cable 1.57 m m i n d i a m e t e r for 
neu t rons and ' " C o g a m m a rays. Us ing a n e u t r o n f l ux 
o f 2 X 1 0 " n / c m 2 s and a g a m m a f lux o f 3 0 0 M R / h , 
w h i c h are t y p i c a l values for th is reactor , the 1 .57-mm 
cable w o u l d p roduce 0.3 n A due to neu t rons 
and - 3 . 5 n A due to g a m m a rays. C o n s i d e r i n g the 

T A B L E I 

Signal Components of the TSPND as Calculated 
from the NAPSDs 

N A P S D i in '7 
Detector Type at 5 Hz (nA) (nA) (nA) 

Fission chamber 0 .92 X 1 0 ' 6 --- 1 0 0 % 

Upper emitter 2.5 X 1 0 ' 6 42 69 -27 

Lower emitter 1.25 X 10" 6 56 66 - 1 0 
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di f ferent d iameters , the unce r t a in ty i n the f luxes 
and i n the measured currents , i t canno t be p roved 
that the cable causes the sens i t iv i ty d i f fe rence , but 
i n d i c a t i o n s are s t rong . 

O n e m o r e in teres t ing signal to ana lyze is the 
c o m p e n s a t i o n cur ren t . F i g u r e 6 gives the spectra , 
phase, and coherence o f th is signal a n d that o f an 
ex-core n e u t r o n de tec tor . T h e T S P N D was m o v e d to 
the t o p o f the co re , so that the c o m p e n s a t i o n cable 
was in tegra t ing f lux f luc tua t ions over near ly to ta l 
core height . It appears that the t w o signals resemble 
each o t h e r q u i t e s t r o n g l y ; n o phase dif ferences and 
a g o o d coherence are f o u n d . T h e resemblance i n d i ­
cates that the c o m p e n s a t i o n current can be used 
qu i t e w e l l as a measure fo r average fuel b u n d l e 
p o w e r f luc tua t ions . F o r f requencies above 5 H z , 
b a c k g r o u n d noise ( f r o m ampl i f i e r , recorder , etc.) 
d o m i n a t e s the c o m p e n s a t i o n cur ren t . A t l o w frequen­
cies, the N A P S D s deviate due to m i s n o r m a l i z a t i o n 
caused b y the effects o f J 8 A 1 decay and cons tant 

1 0 " 3 

0 0 0 2 4 6 8 1 0 1 2 1 4 

F r e q u e n c y ( H z ) 

Fig. 6. The N A P S D of compensation signal and ex-core de­
tector signal and their N C P S D , phase, and coherence. 

g a m m a b a c k g r o u n d i n the core ; these effects, h o w ­
ever, pa r t i a l ly cance l each o the r ou t because o f 
the i r oppos i t e c o n t r i b u t i o n s to the s ignal . 

Because the s p e c t r u m o f the c o m p e n s a t i o n cur­
rent decreases rather s t rongly w i t h increasing fre­
q u e n c y , c o m p a r e d w i t h that o f the emi t te rs , it does 
not c o n t r i b u t e s ign i f ican t ly to the signal o f the 
emi t te rs i n the higher ( > 4 - H z ) f requency region, 
a l t hough the d c c o m p o n e n t can a m o u n t to more 
than 5 0 % o f emi t t e r current ( F i g . 2) . T h e m a i n 
advantage o f the compensa t i on wi re is that i t c o n ­
s iderab ly reduces the 5 0 - H z h u m p i c k e d up i n the 
cable . 

IV. CONCLUSIONS 

T h e T S P N D p roved useful for steam v e l o c i t y 
measurements i n a B W R . T h e signals p r o d u c e d were 
large enough to enable noise analysis . T h e d c and l o w 
f requency c o m p o n e n t s o f the emi t t e r signals are 
i n f luenced b y several effects: reac tor g a m m a back­
g r o u n d , a l u m i n u m ac t iva t ion , and a possible thermal 
effect. These effects reduce the usefulness o f the 
de tec to r for f l u x m a p p i n g . Because o f the i r l o w -
f requency na ture , t hey d o no t in f luence the cross 
c o r r e l a t i o n process pe r fo rmed to measure steam 
transi t t imes . These c o u l d be de t e rmined qu i te 
accura te ly , w i t h i n short t ime in tervals . T h e advantage 
o f the T S P N D over fixed in-core detectors is also 
that measurements can be done at a n y desired height , 
and due to the ra ther smal l d is tance o f the emi t te rs 
a g o o d spat ia l r e s o l u t i o n is poss ib le . 
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Abstract—Reactor noise measurements were performed in a B W R using incore neutron detectors at 
different radial core positions. Some systematic space dependent effects on the coherence of the detector 
signals were observed in the low frequency region. These can be explained by an uncorrelated distri­
buted noise source working on detectors with a frequency dependent field of view due to power feedback 
effects. The measurements can be used to estimate the at-power reactivity transfer function of the 
reactor. 

1. I N T R O D U C T I O N 

In the s tudy o f the noise signals o f incore neu t ron 
detectors i n B W R s , m u c h a t tent ion has been p a i d to 
the re la t ions between the signals of ax ia l ly separated 
detectors, at the same r ad i a l core pos i t ion . T h i s is 
m o t i v a t e d by the poss ib i l i ty to measure interest ing 
parameters as v o i d veloci ty i n this way. Expe r imen t s 
and theoret ica l w o r k (see K o s a l y , 1979 for a review) 
have s h o w n that the incore neu t ron noise field can be 
descr ibed as be ing c o m p o s e d of a l o c a l c o m p o n e n t 
due to the s team v o i d fo rma t ion and t ransport i n the 
core a n d a g l o b a l c o m p o n e n t a t t r ibuted to react ivi ty 
fluctuations. T h e whi te l o c a l noise domina tes in the 
h igher frequency r eg ion of the spec t rum (above 1 or 
2 H z ) and enables the de t e rmina t i on o f v o i d ve loc i ty 
by the s lope o f the phase curve . T h e g l o b a l noise 
domina tes i n the l ower frequency region. Because of 
the react ivi ty type o f this noise it influences a l l neu­
t r o n detectors i n the same way and leads to a h i g h 
coherence a n d ze ro phase shift o f the signals. A s an 
example , F i g . 1 gives the spectra, phase and coherence 
of the signals of t w o incore neu t ron detectors at 15 c m 
dis tance i n the core o f the D o d e w a a r d Reac to r 
(Nether lands) , as measured w i t h a t w i n detector. T h i s 
is a s t r ing o f t w o neu t ron detectors that can be 
inserted i n the reactor core to measure v o i d ve loc i ty 
(Kle i s s and v a n D a m , 1981). A l l character is t ics o f the 
l o c a l a n d g l o b a l noise field are c lear ly demons t ra ted 
i n this figure. 

H o w e v e r , the p ic ture changes i f one does not c o n ­
sider ax ia l ly separated detectors but incore detectors 
at different r ad i a l pos i t ions . F i r s t l y , the l o c a l noise is 
not any m o r e cor re la ted so the coherence i n the h igh 
frequency r eg ion is d ras t ica l ly reduced. B u t a lso for 
l o w frequencies a systematic decrease i n coherence 

can be no t iced . F i g u r e 2a gives the coherence of the 
three c o m b i n a t i o n s o f three incore detectors located 
at the same ax i a l pos i t ion (98 c m above the b o t t o m of 
the fuel, that has an effective length o f 180 cm) at 
different r ad i a l pos i t ions . T h e detector pos i t ions in 
the core are s h o w n i n F i g . 2b. F r o m F i g . 2a two 
systematic phenomena can be observed i n the coher­
ence: 

(1) for a specific frequency, the coherence decreases as 
the detector dis tance increases; 

(2) for every detector c o m b i n a t i o n , the coherence is 
dependent o n frequency, i.e. it decreases w i t h de­
creas ing frequency (except for a peak at about 
0.02 H z ) . 

T h i s p h e n o m e n o n is qui te unexpected and not i n l ine 
w i t h the assumed g l o b a l character o f the l o w fre­
quency noise. S i m i l a r behav iou r for the B r o w n s F e r r y 
reactor has been repor ted earl ier by Sides et al. (1977). 
It is an i n d i c a t i o n that this noise is not sufficiently 
descr ibed w i t h a react ivi ty pe r tu rba t ion a n d po in t 
reactor k ine t ics , even i n such a smal l core as that o f 
the D o d e w a a r d reactor. T h e va l id i t y of the po in t 
reactor m o d e l and the desc r ip t i on o f the g l o b a l noise 
c o m p o n e n t has a l ready been the subject of some 
research ( K o s a l y , 1979; v a n D a m , 1976; Behr inge r et 
al., 1977) for the ze ro -power case. W e w i l l adop t their 
m e t h o d (extended to the a t -power case) a n d use it to 
exp la in the observed effects, i n the next sect ion. T h i s 
w i l l a lso a l l o w us to extract useful i n f o r m a t i o n f rom 
the observa t ions . 

2. T H E O R E T I C A L B A C K G R O U N D 

In the a p p r o a c h o f van D a m (1976) a n d Behr inger 
et al. (1977) the detector noise s igna l is caused by 
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Fig . 2a. Measured coherences for three combinations of 
radially separated incore neutron detectors. 

2 

. 3 , 

Fuel bund le 

Fig . 2b. Core top view with detector positions (1,2, 3). 

pa ramet r ic (cross-section) f luctuat ions in the core and 
is observed by the detector v i a a ' f ie ld o f v iew' associ­
ated w i t h it. T h i s field of view ts de te rmined by some 
typ ica l r e laxa t ion length, depend ing o n core par­
ameters (diffusion length, m i g r a t i o n area, reactivity). 
If this r e l axa t ion length is m u c h larger than the core 
d i m e n s i o n , the g l o b a l noise field can be handled wi th 
po in t reactor kinet ics . If this c o n d i t i o n is not satisfied, 
space dependent effects w i l l occur . A p p a r e n t l y this is 
the case in our exper iment . N o w we can exp la in the 
observed effect o n the coherence by t w o assumptions , 
w h i c h are rather o b v i o u s : 

(1) T h e field of view o f each detector is frequency 
dependent (as w i l l be demons t ra ted later); 

(2) the noise source d r i v i n g the detector s ignal f luctu­
at ions is spat ia l ly d i s t r ibu ted in the core and uncor­
r e c t e d in the h o r i z o n t a l plane. (Such a noise source 
can easily be found in the b o i l i n g process in a 
B W R ) . 

If two neut ron detectors are pos i t ioned in a 
m e d i u m w i t h such a noise source, b o t h w i l l see a 
somewhat different r eg ion of the source. T h i s is c l a r i ­
fied i n F i g . 3 where the fields o f view o f the two 
detectors are sketched. Because o f the uncor re la ted 
character o f the noise source, the coherence of the 
detector signals w i l l be de te rmined by the region o f 
the source c o m m o n to b o t h detectors (i.e. the over lap­
p ing area d r a w n in F i g . 3) relat ive to the tota l reg ion 
in the field o f view. It w i l l be clear n o w that if the 
distance between the detectors increases, the coher­
ence w i l l decrease (when the field of view does not 
change). O n the other hand , if the field o f view 
changes the coherence w i l l be affected too ( shown by 
the dashed curves in F i g . 3). T h i s change in the field 
of v iew can be imag ined as fol lows. T h e field of view 
is i n fact de te rmined by the p r o p a g a t i o n of the neu­
t ron wave caused by the fluctuating cross sections. 
T h i s p r o p a g a t i o n is dependent o n core parameters 
and it is d a m p e d due to feedback effects. These feed­
back effects are general ly frequency dependent and 
consequent ly also the neu t ron wave p ropaga t ion and 
detector field o f view. 

T h u s we ob ta ined an unders tand ing in the pro­
cesses i n v o l v e d in the coherence measurements. T o 
ob t a in useful results, however , a ma thema t i ca l frame­
w o r k is needed. F o r the desc r ip t ion of the neu t ron 
field in the core we use a t w o energy g r o u p mode l 
w i t h one g r o u p o f de layed neutrons, w h i c h covers the 
most i m p o r t a n t features of B W R neut ron noise. In 
the ze ro -power case, the neu t ron flux f luctuat ions are 
coup l ed to the noise source v ia the equat ions (in fre-

Fig . 3. Schematic representation of detector sensitivities ('fields of view') for two frequencies (solid and 
dashed curves). The coherence of detector signals stems from the shaded area. 
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quency d o m a i n ) (van D a m , 1976) 

D,V25d> 
JO) ) 

I , + 1,2 H 1^1 

V l f 1 

D2V2ô<j>2 - I 
l'2 

+ £ i 2 < 5 0 , = S2. 

H e r e S, a n d S 2 are the fast a n d t he rma l neu t ron 
noise source, respectively. T h e y consist o f terms l ike 
</>,0<5Z, etc. A c c o r d i n g to equat ions (2.1) the neu t ron 
noise field is governed by t w o re l axa t ion lengths 
/[ and l2. be ing the roots o f the coefficient de terminant 
o f (2.1). F o r the ze ro-power case a n d a very large 
reactor (kx =: 1) as has been treated by v a n D a m 
(1976) and Behr inger (1977), they are 

+ 1 
* L2 

ti = [Lr + z)RUo) = M - R ( t o ) . (2.2) 

H e r e L is the t he rma l neu t ron diffusion length, T the 

F e r m i age (or fast neu t ron diffusion area), M 2 the 

m i g r a t i o n area and R(w) the ze ro-power react ivi ty 

transfer funct ion, w h i c h takes for a c r i t i c a l reactor the 

form 

" /CBJS 
R(w) + jcoA 

F o r a smal ler reactor the second re l axa t ion length 
appears to be a genera l i za t ion o f equa t ion (2.2) 
(see A p p e n d i x ) : 

, M2 

Uo) (2.2a) 

where Rx(o)) is the transfer funct ion o f the infinite 
m e d i u m : 

I 56 1 
RAto) 

Po CPx 

jco + /. 
+ jcoA - px 

(2.3) 

T h e n u m e r i c a l values o f I, and l2 (of the order o f 
2 c m resp. 100 c m for the plateau reg ion o f the 
ze ro-power transfer function) c lear ly indicate their 
connec t i on w i t h the l o c a l a n d g l o b a l flux behav iour . 

I n the A p p e n d i x it w i l l be s h o w n that for the 
a t -power case the same type o f re la t ions h o l d : 

I2 * L2 

GAoo) (2.4) 

where G x is the a t -power react ivi ty transfer func t ion 
of the infinite m e d i u m . It inc ludes the power - r eac t i v i t y 

feedback effects that occur i n the core m e d i u m . 

Because o f these effects, differs f rom Rx i n the 

lower frequency region. B o t h ze ro-power a n d at-

power transfer functions Rx a n d G x are related 

to the react ivi ty transfer functions o f the ac tua l finite 

reactor cons idered , that are defined by 

1 dP 

PQ cp 
G(co) = 

Po cp 
(2.5) 

(2.1) v i a the re la t ions (see A p p e n d i x , equa t ion (a. 14)) 

1 

G 

1 

R 

1 

rZ 

M2B2 

M2B2 

(2.6a) 

(2.6b) 

where B2 is the geomet r i ca l b u c k l i n g o f the core. 
F o l l o w i n g van D a m (1976). we app ly pe r tu rba t ion 

theory to ob ta in the detector response. T h e set o f 
equat ions adjoint to (2.1) is 

D,V2a 

D2V2èï 

I i + I l 2 + 

l 2 + ^ 
t'2 

+ V l f i l 

JO 0 

I , (2.7) 
jw + 

where Zd is the detect ion cross sect ion o f the t he rma l 
neu t ron detector. Its response can be found to be 

Z(ai) = J.d5<j>2(r, co)df 

{SJf.c))d>Uf,(0) 

+ S2(-r,a))<p2

t(r,col)df (2.8) 

H e r e we see the m e a n i n g of <pt as a field of v iew 

of the detector. It is governed by the same re l axa t ion 

lengths / , and / , that a p p l y to the neu t ron flux. 

W h e n two neu t ron detectors are present, the t w o 

signals c an be cor re la ted leading to the cross- a n d 

au tospec t ra : 

* U M = (Z*dio)Z2(co)) 

x jdf V S2j(f\(o)Sj(f'. to)) 

x <Sf( f , co)S/ r ' , a ) )> (2.9) 
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where <p"} is the jth g roup adjoint func t ion for 
detector i . A n a l o g o u s equat ions h o l d for the au to-
spectra d > n and & 2 2 . In equa t ion (2.9) we denoted 
the c o m p l e x conjugate o f the adjoint functions, because 
these w i l l general ly be c o m p l e x , due to the fact that 
the coefficients i n (2.7) are c o m p l e x , l ead ing to 
phase differences between the signals. F o r the a t -power 
case, equat ions l ike (2.7) h o l d w h i c h can be der ived 
from the A p p e n d i x . T h i s leads to detector responses 
s i m i l a r to (2.8) but w i t h different adjoint functions. 
T h e coherence o f the signals is defined by 

where 

7.2 
| * 1 2 ( t o ) | 

(2.10) 
* 1 | M * 2 2 ( W ) 

T h e values o f the coherence and spectra are depen­
dent o n the behav iou r o f the adjoint funct ions 
(besides, o f course, the character is t ics o f the noise 
source). T h i s behav iou r is governed by lt and l2. B o t h 
loca l a n d g l o b a l noise spectra (as far as the noise is 
caused by the b o i l i n g process), have an upper break 
frequency fH = v/2kI where v is the steam v o i d ve l ­
oc i ty and / is the app l i cab le r e l axa t ion length. T h i s 
means that the loca l noise has a m u c h larger band ­
w i d t h than the g l o b a l noise and domina tes i n the 
higher frequency reg ion of the spec t rum, as can be 
no t i ced i n F i g . 1. In the l o w frequency reg ion the 
g l o b a l noise c o m p o n e n t associated w i t h l2 dominates . 
Because / 2 is connec ted to the react ivi ty transfer func­
t i o n v i a (2.4) a n d (2.6), measurements o f l2 v i a the 
coherence behav iou r for l o w frequencies give a way of 
de t e rmin ing the transfer funct ion . T h e coherence is 
used, because this quan t i ty is independent of the spec­
t ra l character is t ics o f the noise source, because these 
are e l im ina t ed i n (2.10). O n l y the spat ia l character­
istics r e m a i n o f influence a n d have to be k n o w n i n 
o rder to de termine G(w) f rom the experiments . A 
m e t h o d to der ive the transfer func t ion f rom the 
measurements is demons t ra ted i n the next sect ion. 

3. A P P L I C A T I O N 

W e w i l l n o w demonst ra te the app l i ca t i on o f the 
theory to derive the D o d e w a a r d reactor transfer func­
t i o n f rom the coherences of F i g . 2a. A s has been dis­
cussed earlier, the l o c a l noise c o m p o n e n t does not 
con t r ibu te s ignif icant ly to the detector s ignal b e l o w 
1 H z , where the measurements were per formed. 
Therefore, we can describe the noise field w i t h a one-
g r o u p m o d e l t a k i n g o n l y the / 2 roo t in to account , 
thus r educ ing the c o m p l e x i t y o f the p r o b l e m . T h e 
adjoin t funct ions are then de te rmined b y the equa t ion 

1 

D 

1 
(3.2) 

;2 M*Gm(a>Y 

T h e noise source d r i v i n g the detector noise is to be 

discussed next. 
It is fo rmed b y the b o i l i n g process in the core, 

i n d u c i n g dens i ty fluctuations in the water m o d e r a t o r 
and g i v i n g rise to a fluctuating a b s o r p t i o n and 
m o d e r a t i o n cross sect ion. W e w i l l neglect s t reaming 
con t r i bu t i ons b y the neu t ron flux gradients (van D a m , 
1976; K l e i s s , 1979) because these are general ly sma l l 
c o m p a r e d to the m o d e r a t i o n effect. T h e densi ty fluc­
tuat ions due to b o i l i n g are ax i a l l y corre la ted due to 
the steam t ranspor t i n the fuel element but can be 
cons idered r ad i a l l y uncor re la ted for different ( s u b ­
channels i n the fuel. If we l i m i t o u r treatment to a 
t w o - d i m e n s i o n a l R-<p o r X-Y geometry we can 
neglect the ax i a l dependence o f the core parameters 
and b o i l i n g process b y a sui ted averag ing to ob ta in 
l u m p e d parameters . T h e densi ty fluctuations So can 
then be cons ide red spa t ia l ly uncor re l a t ed : 

(&a*(r,w)So(f',co)) = (dcT{f,ojfyS(r - f). (3.3) 

T h i s re la t ion can also be used for weak ly corre la ted 
fluctuations, as l ong as the co r r e l a t i on dis tance is smal l 
c o m p a r e d w i t h /. 

T h e noise source is related to the density v ia 

Sa{'r, oj) 
S(r, (0) Mr)!.,, 

where </>0, X„ and er0 are the s ta t ionary flux, 
abso rp t ion cross sect ion and densi ty. I f we assume the 
neu t ron flux a n d var iance o f the densi ty f luctuat ions 
constant over the core area, the noise source takes 
the fo rm 

<S*(r, to)S(r\ co)} = C(ro)5(r - f) (3.4) 

These assumpt ions are jus t i f ied by c o n s i d e r i n g the 
power d i s t r i b u t i o n in the core, w h i c h is pursued to be 
flat for e c o n o m i c reasons. 

T h e detector response is c o m p u t e d f rom (2.8) as 

ZJ(CJ) = ƒ 4>,(f, co) S{r, oj) df. (3.5) 

T h e auto- and cross-spectra are evaluated as 

* , / s ) = ( Z f M Z / o j ) ) 

< j j d r dr <j>t*(r, o))(pj(r', oj) 

(3.1) 

X S*(r,co)S(r\co)) 

= C(co) jdfd>t*(f,o})<t>}(r,üj) = C(co)Iu(io) 

(3.6) 
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and the coherence as 

| / , » | 2 

~ltfa») = , , , , , , (3.7) 

and thus o n l y dependent o n the behav iou r o f the 
adjoint funct ions v i a lVr W i t h three detectors ava i l ­
able, we can measure three coherence po in t s for every 
frequency. F r o m these measurements we can fit the 
re laxa t ion length / a n d thus the transfer funct ion . T h i s 
is es tabl ished in the f o l l o w i n g way. W e rewri te equa­
t i o n (3.1) as 

V2<t>? - A4>* = 5{f - fDl) (3.8) 

where r D / is the pos i t i on o f the detector under c o n ­
s idera t ion . N o w we calcula te a set o f adjoint functions 
for several values o f A, for each detector. T h i s is done 
us ing the c o m p u t e r code E X T E R M I N A T O R - I I 
( F o w l e r et al., 1967) w i t h an X- Y geometry . T h e mesh 
w i d t h is chosen as 6.35 c m (half the fuel bund le wid th) . 
Detec tors are represented by a neu t ron source c o n ­
ta ined in one mesh element, c o r r e s p o n d i n g a p p r o x i ­
mately w i t h the pos i t i on o f the ac tua l detector used in 
the exper iment . Because o f difficulties i n desc r ib ing 
b o u n d a r y c o n d i t i o n s o f the c y l i n d r i c a l core i n a n X-Y 
geometry, the core is s u r r o u n d e d by a s t rong neu t ron 
a b s o r b i n g ma te r i a l to comple t e the square mesh. In 
this w a y we es tabl ished a zero flux b o u n d a r y a r o u n d 
the core. T h e geomet ry is g iven i n F i g . 4. 

Af ter h a v i n g ca lcu la ted the adjo in t funct ions for 
every detector for several values o f A, we can ca l cu ­
late the adjo in t flux p r o d u c t integrals used i n equa­
t ions (3.6) and (3.7) a n d f rom this a set o f coherences. 
These are s h o w n in F i g . 5. T h e poss ib le values o f A 
are b o u n d e d by - B 2 ( - 0.00072) for c r i t i ca l i ty 
reasons: n o s ta t ionary adjoint funct ions exist i n a 
superc r i t i ca l system. F u r t h e r m o r e we have l i m i t e d 
ourselves to real values o f A o n l y (see Discuss ion) . 
N o w us ing A as parameter , we fit the measured a n d 
ca lcu la ted coherences for each frequency us ing a least 

Fig . 4. Geometry for adjoint flux calculations. Region A 
represents the core, B the absorber surrounding it. The 
mesh is indicated (core, top left); mesh elements marked 1, 

2, 3 represent the neutron detectors. 

squares c r i t e r ion , l ead ing to a best-fi t t ing va lue 

Ant(co). U s i n g equa t ions (3.1) a n d (3.2) we find that 

CO 
GooM = (3.9) 

a n d 

1 + M2B2 

M2(A,it(w) + B ) A;k{o})M2 + MB 

(3.10) 

A s s u m i n g a m i g r a t i o n area o f 80 c m 2 for the D o d e -
w a a r d reactor at ful l p o w e r c o n d i t i o n s (Brugg ink , 1978) 
we find a transfer func t ion that is g iven i n F i g . 6. T h e 
accuracy of the ob t a ined transfer func t ion is, o f 
course, dependent o n the accuracy i n the m i g r a t i o n 
area. F u r t h e r m o r e , it is dependent u p o n the goodness 
o f the fit a n d o f the var iance i n the measured coher-

o I0'! 

F i g . 5. Calculated coherences as function of the parameter A for three detector combinations. 
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F r e q u e n c y (Hz) 

0.0 02 0.4 0.6 0.8 10 12 

Fig . 6. Reactor transfer function fitted from the data of 
F ig . 2a. 

ences. T h e s t andard dev i a t i on o f the measurements is 
for a l l measu r ing poin ts better than 0.022. T h e differ­
ence between observed a n d fitted coherence is a lways 
less than 0.05 (most ly 0.02) i n the frequency reg ion of 

0. 1-0.9 H z , resul t ing i n an accuracy better than 10% 
(most ly 5%) i n the transfer funct ion . O u t s i d e this fre­
quency reg ion the fit was worse. 

T h e resu l t ing transfer func t ion i n F i g . 6 is not 
unreal is t ic . F o r l o w frequencies it decreases due to 
power feedback effects (main ly v o i d react ivi ty) . O n 
the h i g h frequency side it tends to reach values o f 
130-140, w h i c h are i n the range o f the p la teau reg ion . 
T h e b u r n u p c o n d i t i o n s of the core d u r i n g the 
measurements (about 3 0 % Pu- f i s s ion power p roduc ­
t ion) indica te a /3 o f 0.6%, so a p la teau o f 165. T h i s 
level is not reached i n the region to 0.9 H z due to the 
presence of the feedback a n d at h igher frequencies 
due to reasons discussed later. H o w e v e r , n o other 
ind ica t ions o f the correctness o f the transfer func t ion 
are ava i l ab le at this momen t , because the a t -power 
react ivi ty transfer func t ion o f the D o d e w a a r d reactor 
has never been measured . 

4. D I S C U S S I O N 

A l t h o u g h the results o f the fit appear rather g o o d , 

some r emarks have to be made o n the assumpt ions 

u n d e r l y i n g the results a n d o n detai ls o f the fitting 

procedure . 

1, T h e r e is the ques t ion whether the measured coher­
ences are the result o f o n l y the type of noise source 
that is cons ide red i n this paper. In the h i g h fre­
quency reg ion this is cer ta in ly not the case. A t fre­
quencies above 2 H z the signals are fully deter­
m i n e d by the l o c a l bubb le noise, that spoi ls a l l ' g lo ­
b a l coherence' . T h i s effect c an a l ready be observed 
i n F i g . 6 where at frequencies above 0.9 H z the 
coherence a n d associated transfer func t ion de­
crease. O n e w o u l d not expect the upper break fre­

quency o f the transfer func t ion to be at such a l o w 
frequency ( ind ica t ing a neu t ron genera t ion t ime of 
1 m s w h i c h is t oo large for a L W R ) . S o we can 
conc lude that due to the l o c a l noise c o n t r i b u t i o n , 
transfer funct ions canno t be measured at frequen­
cies higher than about 1 H z . 

O n the l o w frequency side o f the spec t rum another 
effect occurs . It can be no t i ced that at t w o fre­
quency poin ts where one coherence funct ion 
reaches the same value, the other coherences do not 
(e.g. at 0.02 and 0.1 H z ) . T h i s incons is tency is an 
i n d i c a t i o n o f the presence o f some other noise 
source that influences the coherence. F o r instance, 
f rom other exper iments we have ind i ca t ions that 
the 0.02 H z peak is i n d u c e d by the pressure c o n t r o l 
system. T h i s type o f noise source w o u l d give rise to 
e r roneous ly h i g h coherence. T h i s p r o b l e m c o u l d be 
overcome us ing a pa r t i a l coherence technique to 
e l imina te the effect o f other noise sources (e.g. F u k -
un i sh i , 1977). 

2. A second po in t to cons ider is the n u m b e r o f d i m e n ­
sions used. O u r adjoint flux ca lcu la t ions were done 
i n a 2 - D X- Y geometry. In this plane, the noise 
source can rea l i s t ica l ly be cons idered as uncor re ­
c t e d . H o w e v e r , i n the ac tua l reactor core corre­
la t ions in the noise source d o occur i n ver t i ca l d i ­
rec t ion due to v o i d t ransport . A l s o the flux shape 
associated w i t h the po in t detector i n a 3 - D geo­
met ry is different f rom that i n the 2 - D c a l c u l a t i o n 
(which in effect considers a l ine detector). O n e so l ­
u t i o n to these p r o b l e m s is to pe r fo rm 3 - D ca l cu l a ­
t ions, r e q u i r i n g however m u c h m o r e c o m p u t e r 
t ime. A n o t h e r s o l u t i o n w o u l d be to use very l o n g 
detectors (wi th a length equa l to core height) so 
that the exper iment w o u l d a p p r o x i m a t e a 2 - D geo­
metry. T h i s w o u l d have the extra advantage that 
such detectors w o u l d give a m u c h smal ler s ignal 
c o n t r i b u t i o n f rom loca l noise, thus e n a b l i n g the 
d e t e r m i n a t i o n o f the transfer funct ions at frequen­
cies subs tan t ia l ly higher than 1 H z . 

3. In the m o d e l , the a p p r o x i m a t i o n was made that the 
noise source strength is constant over core area 
(equat ion (3.4)). If this is not the case, the results 
w o u l d change. 

T o est imate the influence o f this effect, coherences 
were ca lcu la t ed w i t h the noise source set to zero i n 
the outer r i n g o f fuel elements, thus s i m u l a t i n g a 
m o r e cent red p o w e r d i s t r i c t i on . It appea red that 
the coherences changed less than 0.005. T h i s is 
caused b y the fact that the centre reg ion o f the core 
cont r ibu tes mos t to the cross spectra. S o the effect 
w i l l o n l y be large i f there is a very t i l ted flux a n d / o r 
p o w e r d i s t r i b u t i o n i n the core, w h i c h is u sua l l y 
avo ided . 
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4. In the fitting procedure , we have o n l y cons idered 
rea l values o f A, l e ad ing to o n l y real values o f G(co). 
T h i s means that a zero phase curve o f G(w) is 
assumed, w h i c h is cer ta in ly not true. Phase shifts i n 
G(co) w o u l d i n p r inc ip l e give rise to phase shifts 
between the detector signals. T h e magn i tude o f the 
phase shifts is not d i rec t ly p red ic tab le ; e.g. detectors 
i n s y m m e t r i c a l core pos i t ions w o u l d never show 
phase shifts, regardless o f the phase o f G((o). N o 
significant phase shifts are measured between any 
pa i r o f incore detectors. E x t e n d i n g the fitting 
procedure to c o m p l e x values o f A w o u l d enable 
phase curve de te rmina t ion , i f the coherence appears 
to be sensit ive to the transfer func t ion phase. 
A l t h o u g h the men t ioned effects reduce the value o f 

the ac tua l ly ob ta ined transfer funct ion , it is clear that 
the m e t h o d itself is va luable . A s discussed, more 
research w i l l be necessary to inc lude a l l effects. H o w ­
ever, the results a l ready ob ta ined w i t h rather s imple 
means show p r o m i s i n g . 

R E F E R E N C E S 

Behringer K . , Kosa ly G . and Kos t i c L j . (1977) Nucl. Sci. 
Engng 63, 306. 

Bruggink J. A . (1978) Private communication. 
Dam H . van (1976) ATKE 27, 8. 
Fowler T. B., Tobias M . L . and Vondy D . R. (1967) Report 

O R N L - 4 0 7 8 , O a k Ridge, Tennessee, U . S . A . 
Fukunishi K . (1977) Nucl. Sci. Engng 62, 215. 
Kleiss E . B. J. and van D a m H . (1979) Ann. nucl. Energy 6, 

385. 
Kleiss E . B. J. and van D a m . H . (1981) Nucl. Technol. T o 

be published. 
Kosa ly G . (1979) Report K F K I - 1 9 7 9 - 5 7 , Budapest. Prog. 

nucl. Energy. T o be published. 
Sides W . H . Jr, Mathis M . V . and Smith C . M . (1977) Prog. 

nucl. Energy 1, 119. 

In order to derive equation (2.4) we follow the method of 
van D a m (1976) and Behringer (1977) but include power 
effects. The two energy group equations with one group of 
delayed neutrons are 

D , V 2 0 , - (Z , + !,,)</>, + v Z , ( l - M>2 + AC 

u , dt 

D2V2cb2 - £ 2 R > 2 + I 1 2 T > , = 
»2 dt 

(a.l) 

8 v £ r ¿ 2 - XC 
d C 

dt" 

N o w we split the cross sections and fluxes in a fluctuat­
ing part, linearize and Fourier transform to perform the 
rest of the analysis in frequency domain. The Fourier 
transforms of the fluctuating parts are from now on 
denoted by <5L and Sd>. Fo r ease of methematics we assume 

that the noise is caused by fluctuations <5I„ in the thermal 
absorption cross section E 2 . Furthermore, reactor power 
fluctuations (proportional to thermal flux fluctuations) 
cause variations in Z.,, £ 2 , E 1 2 , vLf (and D, which we shall 
neglect here). The relation between these flux- and cross-
section-fluctuations determines the power feedback charac­
teristics of the core. In order to include these effects, we 
need a way to incorporate them in the developed formal­
ism. This can be done without much loss in generality for 
B W R s by two assumptions: 

(1) we consider axially averaged cross sections, so in fact a 
two-dimensional core model as used in Section 3; 

(2) In this model no radial heat diffusion occurs, so that 
cross-section fluctuations are only caused by the local 
power fluctuations and not by those in adjacent fuel 
elements. 

In such a case, we can write for the cross-section variations 
due to feedback: 

<5Xj = Grf5T>2 (resonance absorption) 
Ô2Z2 = G,S{f>2 (absorption) 
ST.l2 = Gmô<j>2 (moderation) 
8Z, i (/ission) 

(a.2) 

Here G , , G„, G„ and Gf are transfer functions which can 
take any form for a specific reactor. Combin ing (a.l) and 
(a.2) and above remarks, we obtain 

D , V 2 I , + Xt2 + — 

J°>P v l , 1 
JO) 

J<oB 

jeu + À 

01o(Gr + GJ 

otb2 = 0 (a.3) 

D2V2 - X, + 
JO) 

- <t>20Ga + <t>,„Gm 

+ 2Zt2dct>i = <5Ea<̂ 2 • 

Here the subscript zero denotes the stationary value. Set 
(a.3) is the base set of equations from which (2.2), (2.3) 
etc. w i l l be derived. The noise source is represented 
by oZ.„d>2o. 

N o w to determine Gx, the transfer function for the 
infinite medium as defined by 

1 SP 
G „ = = 

Po <V» 

we can set V 2<5^ l = 0. 

Using furthermore the relations 

" E / £ l 2 

<t>20 <W (a.4) 

SX.= 

L = 

k„ - 1 

6k. 

(a.5) 

•A = 
I 1 

» l ( £ l + £12) »2?-2 



47 

and 

Incore power feedback effects deduced from neutron noise measurements 

jm 

we find after some algebra 

< 1, - = r < 1 
D 2 Z 2 

(a.6) 

G„(cu) L/cu + k 
+ jmA - />„ 

G, + G„ 
+ <t> 

v Z , 

(a.7) 

If no power feedback occurs (all Gx are zero), equation 
(a.7) reduces to 

G . ( « ) | 

Jul + A 
- + jcoA 

0 , D , 

° v i , J 

jg>g 

The solutions of (a. 10) are 

lb 1 + 

When we assume 

then 

Assuming furthermore 

4c < b2, 

b and OE2 = 

« 1 

(a . l l ) 

(a. 12) 

(a. 13) 

Note that the infinite transfer functions R9 and G ^ 
do not have the usual physical meaning of a transfer 
function. However, their appearance in the model, their 
form and their relation to R(m) and G(co) justify the 
name. 

The second problem is to derive the expression for the 
relaxation lengths /, and / 2 used in Sections 2 and 3 and 
to show their relation with G „ . We use equation (a.3) 
again where we introduce 

to find the eigenvalues I from the equation: 

E, + E „ + -

2 o G . + <6 l o G„ 

Z 2 + 

v Z r 1 

JW 

«1/ 

M 
jm + X 

0 l o ( G , + G J + ^ „ G , 1 

Wr i t ing 

(a.9) takes the form 

where 

I , + Z , J0J 

ba + c = 0 

E 2 + — + *2„G„ 

(a. 10) 

0 i 

and using equations (a.5) and (a.6) we obtain without 
any further approximations 

Z , + Z , Z 2 1 1 

1 fc« 
( L 2 + t) G ^ M M 2 G « ( ( u ) 

(a. 14) 

which are the results of van D a m (1976) and Behringer 
(1977) but now proven to be also applicable to the at-power 
case. 

The assumptions (a. 12) and (a. 13) are justified as 
follows. Realistic values for the magnitude of the transfer 
function G are between 10 and 150. F r o m this we can 
estimate the magnitude of the feedback components 
* „ G , / X , : 

= 1= ~ P" 
1 M1B1 

for a critical reactor and using (a.7) we find for the 
low-frequency region 

< 0.1 •9) KG, -V, 1 

E , G 

where 

KG, 

denotes the sum of the feedback components. Us ing 
(a . l l ) , we find 

I 4>xGx 

i, ( - Px, + - = — + jmA 
jm + X 

i + L 2

 + fafi, _ c 6 , 0 G m V 

t Z 2 I 2 / 

<§ 1 

A NE 8/5 — B 
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for a l l L W R s , even if (a. 12) would not hold, because Fo r the infinite reactor, V2S<j> = 0 and 

< 1. 

The relations (2.6) between G œ and G can be derived 
as follows. Us ing simple one-group neutron kinetics with 
delayed neutrons and an absorption type noise source: 

DV2à<i> + v l ^ l 

we obtain 

M2V2S<p - K 

where 

jm + X 

jm + X 

é(t> - XM -J—S<t> = sza 

ST, 
+ jmA — px 1<50 = 

jmfi 
+ ja>A - p, 

can be denoted as \Ra(m)Y '. 

For the at-power case replace Rx by G, 

M2V2&<j> 
G.(cu) V I . 

(a. 15) 

so we obtain 

<t>0 

= -k^bp* 

= Gnôpx 

as expected. 
Fo r the finite reactor, 

V26<j> = - B2à<t> and k •• 

F r o m this, 

which leads to 

¿ 7 

1 + MZB2 I a + DB2 

-#„ Sp 

op 

+ M2B2/k« 

The r.h.s. is by definition G(io)Sp so we obtain the 
relation : 

1 1 M2B2 

G(m) G„(co) 
(a. 16) 
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CHAPTER 5.THE DETERMINATION OF THE REACTOR TRANSFER FUNCTION 
FROM THE SPACE DEPENDENCE OF THE NEUTRON NOISE. 

5.Abstract. 
Using the theory developed in Chapter 4, the practical application is given to 
derive the reactor transfer function (RTF) from the space dependent properties 
of the neutron flux noise, both for incore and excore detectors. The distri­
buted noise source is obtained and the adjoint function calculations and fit­
ting procedure are discussed. To validate the estimated RTF's, comparisons are 
made with RTF's obtained from control rod step experiments and reactor dynamic 
model calculations. The results generally agree. Finally the effect of vessel 
pressure noise and pressure feedback is investigated. 

5.1.Introduction 
In the previous chapter it has been shown that the neutron noise field exhibits 
some remarkable characteristics (space- and frequency dependence of the coher­
ence in the low frequency region). It is shown that these can be used for the 
determination of the reactor transfer function (RTF). The principles of the 
method and the theoretical background have been discussed. 
In this chapter the practical application of the theory is presented. The 
space dependent characteristics of the noise source are derived and the calcu­
lation of the adjoint functions of the detectors, involved in the experiments, 
is discussed. It is shown that, apart from the incore detectors which have 
been used in the previous chapter, also the ex-core neutron detectors can be 
used and with some advantages over the incores. The fitting procedure to 
obtain the RTF from the measured coherences and the elimination of some parasi­
tic effects due to pressure fluctuations are also treated. Finally a compari­
son is made with RTF's obtained by independent methods. 
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5.2.Experimental conditions. 
The measurements discussed in this chapter are based on the results of two 
specific experimental sessions: the two control rod experiments that were per­
formed (see Appendix 1), in combination with measurements of the associated 
reactor noise signals. Of the many performed noise measurements, these offer 
the opportunity to obtain a comparison of the noise-based RTF's with the ones 
based on independent methods. Combined experiments are necessary, as results 
obtained at different instants may be incomparable due to changes in reactor 
conditions. 
The results from the first experiment (EXP1) could be used without complica­
tions: noise signals and the accompanying control rod step response signals 
were measured under satisfactory conditions. The measurements were performed 
at March 17,1981 at a reduced thermal power level of 135 MW. 
A second experiment (EXP2) was performed at Jan 6,1982, with the intention to 
obtain more accurate results from the control rod experiments. However, the 
extreme change in power distribution due to the insertion of only the central 
control rod for this experiment, decreased the stability of the reactor and a 
large peak at 0.15 Hz appeared in the spectra of the neutron signals. This is 
ascribed to decreased stability of the bubble column above the core and the 
chimney which had been observed earlier(1). This peak (to be interpreted as an 
extra reactivity noise source at that frequency) completely masks the normal 
behavior of the neutron detector signal coherence in the low frequency region 
and thus inhibits the application of the presently discussed methods to obtain 
the RTF. Noise measurements were available at full power conditions (162 MW), 
immediately preceding the power reduction thus some useful results can be 
obtained from EXP2. 
In the experiments, noise signals were recorded of in- and ex-core neutron 
detectors,vessel pressure, steam flow to the turbine and several other process 
variables. Figure A1.3 (Appendix 1) shows a top view of the core with the dif­
ferent neutron detector positions. Note that the ex-core detectors are actual­
ly located in the concrete biological shield, approximately 2m from the core 
surface. The measured spectra and coherences are based on the following 
recorded signal durations: EXP1, incores 1.9h; EXP1, excores 4.1h; EXP2, 
excores 3.8h. For more details on the experimental conditions is referred to 
Appendix 1. 

5.5.Estimation of the noise source distribution. 
The coherence of the observed neutron noise signals is determined by the detec­
tor fields-of-view (in the analysis represented by the adjoint functions) and 
by the spatial distribution of the boiling noise source in the core. This has 
been derived in the previous chapter. For spatially uncorrelated noise 
sources, the (cross)spectra S¿: of the signals i and j are given by 
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SAj{f) = | ^r,f)^+jir,f)^r)ffHr,f)dr ( 1) 

"core 
where $1,0 j are the detector adjoint functions, 0o(r) the stationary neutron 
flux distribution and o~2(r,f) the space dependent spectrum of the moderator 
density fluctuations due to the boiling process. Eq.(l) can be rewritten as 

Si j(f) = | 0i?r,f )0j(r,f )Q(r,f )dr (2a) 

Q(r,f) = j«52(r)o-2(r,f) (2b) 

with Q the effective neutron noise source that causes the signal fluctuations. 
The signal coherence yz can be computed from the spectra: 

Tfj(f) = S*j(f)S i j-(f)/S i i(f)Sjj(f) ( 3) 

If it is assumed that the noise source can be split into a space- and a fre­
quency-dependent part, the spectral properties of Q are eliminated when the 
signal coherence is considered. Only the spatial properties of Q and the 
space/frequency dependence of $ + remain. From now on, we will neglect the 
spectral properties of Q and refer to Q(r) as the spatial distribution. 
In Chapter 4, it was assumed that Q was constant over the core area. This is 
the most simplified approximation, which is not valid in practice. In Sect.5.5 
it will be shown that the assumed spatial distribution has a substantial effect 
on the fitted RTF so a realistic estimate is required. This can be obtained by 
considering the flux- and power density distributions in the core, which are 
obtained by the flux mapping system and associated computer program TIPPEL (1). 
According to Eq.(2b), the moderator density fluctuation distribution c2(r) has 
to be known. It will be clearly dependent on bundle power but the exact degree 
is not known. It will be assumed that a proportionality with the bundle power 
exists: 

ff2(r) = constant .P(r) ( 4) 

At present no better model was available. Some indication of the correctness 
may be found in the approximate proportionality of the neutron noise NAPSD with 
power level observed at EXP2 (see Fig.5.1). For the noise source distribution 
Q is thus found, apart from a constant factor that is lost in the coherence 
calculation, 

Q(r) = 02(r)P(r) ( 5) 

Note that Q is dependent on the cube of the power, leading to a proportionality 
with power of the normalised spectra. For EXP1, the flux- and power distribu-
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Fig. 5.1 
Speatra of exaore flux NB at 
full power (1) and reduced 
power (2) and incore AT (S). 

0.01 0.1 I 10 

f ( H z ) 

tions were available from measurements and could be used to obtain Q(r). For 
EXP2, the distributions were measured at reduced power (142IV1W). As the noise 
measurements at reduced power were not suited, the noise measurements at full 
power (i.e.l62MW) were analysed. The actual power and flux distributions were 
estimated from the measured reduced power case via the comparison of reactor 
thermal power reduction and the associated ex-core flux decrease. From the 
power reduction (162 to 142 MW) and the flux decrease (11.2%) the power depres­
sion in the central bundles due to the control rod insertion was estimated and 
compensated for in the determination of the full power flux distribution. 

21 17 17 28 27 21 

15 24 3 4 4 2 47 80 6 6 3 7 22 14 

15 28 42 55 74 88 106 99 7 4 5 6 6 9 14 

25 42 91 9 7 132 143 162 154 145 127 58 21 

21 34 57 103 9 6 116 185 168 152 161 149 70 33 19 

18 43 80 143 128 145 191 159 167 161 166 9 0 48 2 0 

16 4 6 9 4 161 203 193 184 337 206 173 169 194 175 92 58 2 0 

243 2 0 6 221 233 

Noise source distributions (arbitrary units) for the two experiments. 
Left: EXP1 (125 MW) ; Right: EXP2 (162 MW). 

The obtained noise source distributions are shown in Fig.5.2. Except for the 
four central bundles, the core is symmetrical so only one quadrant is shown. 
It appears that the noise source is mainly concentrated in the core centre 
where flux and power density are maximal. 
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5.4.The estimation procedure for the RTF. 
The RTF is obtained by fitting the measured coherences between the several 
detector signals with computed ones. The computed coherences are obtained by 
Eqs.(l-3) from the detector adjoint functions, calculated for varying values of 
the core parameter A (See Chapter 4). These calculations were performed with 
one-group diffusion theory in a two-dimensional square X-Y geometry shown in 
Fig.5.3. The mesh width, etc are discussed in Chapter 4, The geometry differs 
from the one used there, since also ex-core detectors had to be included. The 
choice of this geometry is motivated by the following considerations. 

Fig.5.3 
Geometry for the EXTERMINATOR-II 
adjoint function calculations. 
Control rod and incore detector 
•positions are shown for EXP1. 

The core is represented by region 1. Inside the core, the regions 2, 3 and 4 
represent the incore detectors available at EXP1. These regions act as sources 
for the adjoint function calculation. The regions denoted 5, 6 and 7 represent 
the ex-core neutron detectors N5, N6 and N7 respectivily. This is not precise­
ly according to the actual geometry, which is however far too complex for the 
present analysis. The ex-core detectors are positioned in the concrete of the 
biological shield, approximately 3 meters outside the core centre, separated 
from the core by the reflector water, construction parts, pressure vessel, etc. 
The choice for the used geometry can be motivated by the following considera­
tions. The ex-core detector signal coherence is determined by the boiling 
noise source distribution and neutron diffusion process inside the core (if no 
other noise sources of importance are present). For neutrons escaping the core 
and penetrating the reflector, the actual geometry only determines the detec­
tion efficiency for neutrons produced in different core regions. Due to the 
distance of the detector to the core surface (more than two meters) and the 
occurence of neutron scattering in reflector and vessel/shield, it can be 
assumed that neutrons escaping from the six fuel elements facing N6 will have 
an equal chance of reaching N6. The detector efficiency for these bundles is 
approximately equal; the geometry to represent N6 is chosen to simulate this 
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condition. The regions representing N5 and N7 are chosen such that a similar 
f ield-of-view for these detectors around the core is obtained as for N6. 
Region 8 represents the water reflector surrounding the core, it is added as an 
extension of the geometry used in Chapter 4 to enable the inclusion of the 
ex-core detectors. Region 9 is given a strong neutron absorption cross section 
and is used to simulate a cilindrical zero-flux boundary condition around the 
core within the rectangular geometry. 
The choice of the cross sections used in the one-group diffusion calculation 
requires some comments. For the core region (1) and the reflector region (8) 
the diffusion equations for the adjoint functions are 

D±V%£ - IeffS*t + ^d = 0 C 6 a ) 

D8vVt - Zay8 + I d = 0 (Ab) 

Here Zgff is a sum of frequency dependent absorption and production cross sec­
tions and is related to the core parameter A introduced in Chapter 4,Eq.3.8 to 
be fitted from the measured coherences. The terms represent the adjoint 
neutron sources and are given a non-zero value in the mesh elements represent­
ing the in- or ex-core neutron detector in the applicable case. For ease of 
computation and comparability with Chapter 4, the equations are normalised to 
have a unity effective diffusion coefficient in the core region (like Eq.3.1 
from Chapter 4), by division by D±: 

VS(*t - A <j>\ + I d = 0 (7a) 

with A given by 

A = i 8 = j ^ f f 

(7b) 

( 8) 

with £ discussed in Chapter 4. It represents a kind of effective neutron 
migration area. 
As the diffusion process of neutrons in water is poorly described by one-group 
diffusion theory (thermal absorption, fast diffusion) the cross sections used 
for the reflector water have to be approximated. The thermal absorption cross 
section is used. The diffusion coefficient D 8 is chosen to give the correct 
neutron migration area (Fermi age plus thermal diffusion area). It is assumed 
that in this way the description of both absorption and diffusion processes is 
sufficiently well approximated. For D ^ , the fast group diffusion coefficient 
is used. The numerical values actually used: Za8=0.012cm"1; D8=0.53cm; 
D1=1.45cm. 
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The effective buckling B 2 to be used in the fit can be found by the value of A 
for which the core is critical and appears to be 5.09 10~* cm"2. It was exper­
ienced that the fitted RTF is hardly sensitive to the actual values of the 
reflector cross sections as long as the correct buckling is used (the buckling 
does depend on the chosen values). 
Adjoint functions have been computed using the computer code EXTERMINATOR-II 
(2) for several values of A. The coherence between the detectors was then 
obtained using the estimated noise source distribution. A plot of the obtained 
coherences y 2 versus A (actually logd-f 2) vs. log(A+B2)) shows a smooth curve 
(Fig.5.4) that could be approximated by a polynomial. In this way an interpo­
lation for any value of A was possible. 

ICf 4 , I0" 3 

A + E T ( c m - 2 ) 

Fig.5.4 
Relation between -parameter A 
and calculated coherence y2 

of N5 and N6. 

The relations between A and the coherences thus obtained, were used in a 
least-squares procedure to fit the measured coherences of the desired detector 
combinations; in this way a value A(f) was derived for every frequency point. 
Together with B 2 and an assumed value of the migration area M2 of 80 cm2, the 
reactor transfer function G(f) is found (see Chapter 4): 

G(f) = 1 + M Z B 2 ( 9) 
M 2 (A(f )+B 2 ) 
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Fig.5.5a and b. 
Measured coherence at EXP1: 
a: incore detectors 2,3 and 4 
b: excore detectors N5,6 and 7 

Fig. 5.5c 
RTF's obtained from coherence 
of Figs,5.5a and 5.5b: 
1: based on incore detectors. 
2: based on excore detectors 
3: as 2, using flat noise source 

5.5.Results and discussion. 

Fig. 5.5a (top) ,5.5b (bottom) 
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Fig. 5. 5c 

5.5.1.Estimation of the RTF from EXP1. Figure 5.5a shows the measured coher­
ences between the three incore detectors present at EXP1. As discussed in the 
previous chapter, the essentials of the space dependence are clearly shown: a 
decrease of coherence with detector distance and a frequency dependence. 
Fig5.5b. shows the coherences of the ex-core detectors. Due to the approxi­
mate symmetry of the detectors around the core, these coherences are nearly 
equal. Only at low frequencies some differences exist. 
The RTF's fitted from these data are shown in Fig.5.5c (curve 1 and 2). The 
RTF based on the incore measurements is smaller than the one based on the 
ex-core measurements. Common features of the two estimates are an increase 
with frequency, as expected from the model calculations in Appendix 3. A peak 
at 0.02 Hz exists due to a peak in the coherence at that frequency. At fre­
quencies above 0.8Hz, the incore-based RTF decreases; the incore-based RTF 
reaches a maximum of approximately 100, the other one of 250. 
The quite large differences may be explained by the following arguments. The 
incore detector signal is dominated by local noise, i.e. noise due to the pass­
ing of steam bubbles along the detector, at frequencies above 1.5Hz (Fig.5.1 
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and Chapter 3 and 4). This noise is uncorrelated for different detectors and 
spoils the coherence. Its influence becomes significant above 0.8Hz and is 
misinterpreted as a decrease in the fitted RTF. The excore detectors are much 
less sensitive to this effect. 
The remaining difference may be explained by the geometry used in the adjoint 
calculations. The theoretical coherence for the incore detectors is calculated 
in a two-dimensional X-Y geometry, in which the detectors are effectively 
line-shaped. This is a poor approximation for point-shaped detectors. As the 
adjoint functions tend to decrease faster with distance around a point source 
than around a line source, the calculated detector fields-of-view are too wide 
and the coherence is over-estimated. This leads to an underestimation of the 
RTF. The excore detectors are less sensitive to this effect due to their large 
distance to the core: neutrons escaping the core surface at different heights 
contribute about equally to the excore detector signal, so the vertical depen­
dence of the detector field-of-view is of lesser importance. In this case the 
two-dimensional geometry will be approximated better. Concluding so far, it 
can be stated that the incore detectors give a good qualitative picture of the 
space dependent effects but the ex-core detectors are suited better for a quan­
titative treatment. 
Thus assuming that the adjoint functions can be estimated sufficiently correct, 
a second source of error may be the estimate of the distributed noise source. 
This effect was investigated by fitting the RTF again using calculated coher­
ences based on a flat (spatially constant) noise source, as in Chapter 4, The 
resulting RTF is given as curve 3 in Fig.5.5c. It has nearly the same shape 
but is larger by a factor two. This is an extreme case; it may be expected 
that errors in the estimated noise source distribution are much smaller, lead­
ing to only small deviations in the fitted RTF. No further analysis of this 
topic was performed. 

Apart from the systematic errors discussed above, the statistical precision of 
the the estimated RTF is of importance. This is determined by the statistical 
precision with which the coherence can be obtained in the available observation 
time. Two ways are open to handle this problem. The first is an analysis of 
the statistical propert ies o"f "the measured coherence which will give, together 
with an analysis of the sensitivity of the fitted RTF to variations in the 
input coherence, a precision of the estimate. Due to the nonlinear fitting 
procedure this way was considered to be too complex. A second, more straight­
forward way, is to split the available signals in three sequential parts. For 
each part, the coherences were calculated and the RTF estimated. This gives 
three independent estimates for every frequency point from which an average 
value and an indication of its variance were obtained. Fig.5.6 shows the 
obtained RTF and its one-sigma standard deviation range. As the estimate of 
the variance is based on only three points, it is not very precise and exhibit­
ed large variations from point-to-point. The curves actually shown were 
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obtained after a smoothing over three frequency points. From this figure we 
can conclude that the precision is of the order of 5% for all frequencies, 
based on the four hours of available signal. 

In order to validate the results obtained previously, comparisons can be made 
with the results from the first control rod experiment (CREl.see Appendix 1) 
and the reactor dynamics model (Appendix 3). Figure 5.7a shows the RTF's based 
on the responses of the three ex-core detectors. The error intervals are one 
standard deviation. Due to the excentric position of the control rod, the 
response of N5 is larger than that of N7 and No (see Fig.A1.3). (The differ­
ence of the responses is in itself an indication of the deviation from 
point-kinetics behaviour of the core due to the power feedback; an analysis 
using the calculated adjoint functions was in qualitative agreement with these 
observations). 
Apart from the difference in the responses, a constant factor may be present in 
the comparison due to the normalisation of the response measurements. The data 
is based on a rod step worth of 30pcm (Appendix 1). A more clear comparison 
can be obtained i f the response of N5, N6 and N7 are averaged to estimate the 
overall reactor power variation. If it is furthermore assumed that the rod 
worth is 45pcm, the square data points in Fig.5.7b are obtained which are shown 
together with the noise-based RTF. A very good agreement is obtained above 
0.2Hz; even the step-like increase at 0.5Hz can be found in the different 
results. 
At low frequencies, the curves differ. The noise-based RTF's decrease stronger 
than the step-response based ones. Two possible causes for this deviation were 
considered. The first is that the responses were observed over only 10 seconds 
to obtain the indicated datapoints. This limits the resolution and (mainly in 
the low frequency region) deviations may be expected. A new calculation over 
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20 and 40 seconds showed that this effect was, however, quite small; except at 
0,0Hz, the variations in all points were smaller than the indicated precision 
intervals. A second possibility is the presence of parasitic pressure noise, 
which is discussed in more detail in paragraph 5.6. 

2 0 0 

f ( H z ) 

Fig. 5.7 a 

Fig.5. 7a-c 
a:RTF's from the responses of N5, 

N6 and N7 at rod step exp CRE1. 

b:Comparison of noise-based RTF 
with average of N5/6/7 response 
and larger rod step reactivity. 

a:Comparison of noise-based RTF (1) 
with reactor model results for 
Pa=-0.09 (2), resp. -0.27 (3). 

Fig.5. 7c 
f ( H z ) 

In Figure 5.7c the noise-based RTF is given, together with results from the 
model calculations of Appendix 3. Two cases are presented, based on different 
void reactivity coefficients of -0.09 and -0.27. The agreement is reasonable, 
specifically for the case with the larger reactivity coefficient. The theoret­
ical curve reaches it maximum at slightly lower frequencies and is somewhat 
'steeper'; this difference may be explained by the effect of a smaller effec-
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tive fuel time constant than used in the model. The observed fine-structure (a 
dip at 0,5Hz and a small peak at 0,2Hz) are not present in the model. They are 
probably due to the details of the steam transport and thermohydraulics in the 
core and require a more detailed analysis than used in the model. 
The required larger void reactivity coefficient (-0.27 instead of -0.09 as has 
been estimated in Appendices 1 and 3) may be physically correct, referring to 
the discussion in A1.6. The apparent larger rod step worth of 45 pern, together 
with a smaller void fraction change of 0.6% instead of 1% per percent power 
change leads to a value of -0.25 for the void coefficient. 

Fig. 5. 8 
Coherences of NS/6/7 at EXP2 and 
RTF's obtained from coherence and 
from N5 response at CRE2. 
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5.5.3.Estimate of the RTF from EXP2. Figure 5.8 displays the RTF calculated 
from the coherence of the ex-core neutron detectors at the full power measure­
ments of EXP2. A larger bandwidth was analysed than in the previous section, 
to demonstrate the ability to obtain the RTF at higher frequencies with the 
ex-core detectors. The estimated RTF, based on the associated step response 
measurements (CRE2, see Appendix 1), is also given. Again, a larger value for 
the rod step worth than the assumed 30 pem may explain the systematic differ­
ence between the results. Two points limit the usefulness of the presently 
discussed experiment: the smaller accuracy of the step response measurements 
as compared with CRE1 (due to the larger neutron noise under CRE2 conditions), 
and the fact that the noise measurements and the step response measurements 
were performed at different power levels, which reduces the comparability. 
Apart from these remarks the results agree reasonably in the region 0.2-l.OHz 
(above 1Hz the CRE2 results become too inaccurate to obtain a reasonable com-



61 

parison). The RTF reaches a level of 300. This is too large with respect to 
the model calculations, unless extreme values for the void reactivity coeffi­
cient and the fuel time constant are assumed. One explanation may be an inac­
curate estimation of the noise source distribution for this case (Fig.5.3b). A 
more centred distribution will give smaller values for the RTF. 
A second cause may be the presence of other noise sources which give an extra, 
coherent, contribution to the detector signals. Such a noise source may be the 
pressure noise, that acts coherently on the void content of all fuel elements. 
This effect is discussed in the next paragraph. 

5.6.Effects of pressure noise. 
Due to the large effect of moderator density and void fraction on the reactivi­
ty of a BWR and the compressibility of the steam in the core, the reactor power 
and neutron flux are quite sensitive to variations in the vessel pressure. 
This leads to an influence on the neutron signals, and thus on the measured 
RTF's, via two different mechanisms. 
The first is the presence of independent reactor pressure noise. In Chapter 6 
it will be shown that the ex-vessel steam flow exhibits characteristic oscilla­
tions at 1.7 and 3.5 Hz which cause pressure fluctuations and which contribute 
substantially to the ex-core neutron detector signals. 
A second mechanism is the reactivity coupling of different regions in the core 
via vessel pressure. This may be clarified as follows. Pressure fluctuations 
are generated by the neutron flux fluctuations, which in turn are caused by the 
boiling noise in the elements. In this way the power fluctuations in one ele­
ment give rise to power fluctuations in another element via a kind of spatial 
feedback loop (actually feed-forward) that short-circuits the neutron diffusion 
process on which the theory of the previous and this chapter is based. 
In order to obtain correct estimates of the reactor transfer functions, the 
pressure noise source and the pressure-to-power feedback loops must be elimi­
nated. Such an elimination can be achieved by a system identification pro­
cedure based on the fitting of a multivariate autoregressive (MAR) model to the 
measured signals. This method is treated in detail in Appendix 2. After a 
sufficiently close fit of the measured correlation functions or spectra is 
achieved, the contributions of the intrinsic noise sources of all signals to 
all other signals are obtained, together with the transfer functions between 
the signals. Using these data, the elimination of pressure effects on the neu­
tron flux can be accomplished. 

This method will be demonstated on the noise measurements of EXP2. The signals 
of interest are the three ex-core neutron detector signals N5, N6 and N7 and 
the vessel pressure D. As much of the pressure noise is generated by fluctua­
tions in the steam flow Ws (Chapter 6), also this signal will be included in 
the analysis. 



6 2 

Fig. 5.9 Fig. 5. 9 
Relations between neutron flux N5,N6 and N7} pressure D and steam 
flow W ; the noise sources are Sty and the distributed boiling noise, s e 

Identification procedure details. The physical relations between the variables 
of interest are shown in Fig.5.9. The indicated structure suggests that the 
identification, as far as the neutron signals are considered, will give the 
same results i f only the pressure signal is included and i f both pressure and 
steam flow are included. In practice, however, slightly different results are 
obtained (see also Chapter 6). Therefore three separate analyses were per­
formed, based on the signal sets (N5,N6,N7,D,US), (N5,N6,N7,D) and 
(N5,N6,N7,WS). The signals were anti-aliasing filtered at 2.0Hz and sampled 
with a frequency of 50 samples/second. In total 3.8 hours of signal were pro­
cessed. Correlation functions and spectra were calculated with a FFT-based 
algorithm. 

As will be discussed in Appendix 2, a sufficiently high sampling rate must be 
chosen to assure that the indentified noise sources are uncorrelated i f the 
physical noise sources are uncorrelated. For the analyses including the steam 
flow Ws, 20ms sampling interval appeared not yet fully sufficient; a correla­
tion coefficient of approximately 0.05 remained between the steam flow and neu­
tron flux noise sources. For the analysis excluding Ws, 80ms appeared suffi­
cient to decrease the identified correlation coefficient between pressure and 
neutron flux noise to less than 0.015. The identified intrinsic noise sources 
of the neutron signals were found to be fairly strong correlated (0.20 at 20ms) 
as may be expected from physical reasons. In the analysis, they can be com­
bined and be considered as a single neutronic noise source, uncorrelated with 
pressure and flow noise sources. All presented results are based on analyses 
with 20ms sampling interval for ease of comparison. No smaller sampling inter­
val was possible with the available computer system without sacrificing the 
frequency resolution. A model order of 400 was required for a sufficiently 
close fit of the coherences, including the 0.02Hz peak. 
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Fig.5.10 
Noise Contribution Ratios (NCR's) 
to neutron flux NS (top), pressure 
D (centre) and steam flow W (bottom). 
The areas between the curves repre­
sent the relative contribution of 
the intrinsic noise sources of flux, 
pressure and steam flow to the sig-

s nals (see text and Appendix 2). 

Results. From the MAR analyses, the noise contribution ratios (NCR's) of the 
signals are obtained. These give the fraction of the power in each signal, 
generated by the intrinsic noise sources of all signals. They are defined in 
Appendix 2. Resulting NCR's of signal N5 and D are shown in Fig.5.10. Due to 
the remaining correlation between the noise sources in the analyses with Ws, 
the sum of the NCR's does not precisely equal unity at those cases. 
It can be seen that a substantial part of the neutron signal noise is caused by 
the intrinsic steam flow/pressure noise, up to 30% at higher frequencies. 
Using the established model, it is easy to eliminate the effect of this noise 
source by recalculating the coherences with the noise source left out of the 
model. In a similar way, the effect of pressure feedback is eliminated by 
leaving the transfer functions from pressure and steam flow to neutron flux out 
of the calculation. Figure 5.11 shows the results for the five-signal analysis 
for three cases: 1) coherence based on the complete system; 2) coherence based 
on eliminated pressure and flow noise sources; 3) coherence based on eliminated 
pressure feedback (thus implicitly including case 2). The corresponding RTF's 
from the four-signal analyses differ only slightly and are not given. 
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Fig.5.11 
RTF's obtained from modified 
coherences using the fitted AR 
model: 
1: complete system 
2: without pressure noise source 
2: without pressure to power 

feedback. 
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As can be expected, the elimination of the non-neutronic noise gives rise to 
smaller values for the RTF at higher frequencies. The elimination of the pres­
sure feedback causes a further decrease above 1.0Hz. A small increase is 
observable at low frequencies. The peaked RTF that remains may be correct; the 
reactor model calculations exhibit a similar maximum at approximately 1 Hz i f 
the larger value for the void reactivity coefficient is used (see Fig.5.7b). 
The interpretation of such a variation is difficult. The elimination of the 
pressure noise can be interpreted as an improvement of the reactor pressure 
control system. Appendix 3 shows that such an operation hardly affects the 
RTF, certainly at higher frequencies where the reactivity-generated pressure 
fluctuations become very small due to the clamping by fuel time constant and 
vessel volume. This point may be related to the identification problems aris­
ing in the power-pressure-steam flow complex to be discussed in Chapter 6. 
The main conclusion of this paragraph is that the presence of steam flow and 
pressure noise does have an effect on the RTF's inferred from the noise meas­
urements. The elimination of these effects gives rise to slight variations in 
the RTF. 
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5.7.Concluding discussion. 
The reactor transfer function, obtained from the space-dependent neutron flux 
noise, must be validated by comparison with RTF's obtained by independent 
methods. These are the CRE results and the model calculations. A direct com­
parison is hindered by the fact that these independent methods contain some 
free parameters for which a value has to be assumed: the rod step reactivity 
worth and the void reactivity coefficient. Realistic values can be found, 
which give a fairly good agreement with the noise-based results. 
On the other hand,the present method (although it is quite indirect and perhaps 
conceptually intricate) is based only on measurements and some parameters which 
are much better known (power distribution, migration area and geometry). As 
far as the RTF is sensitive to different parameters of the reactor, it is in 
principle possible to use the method for the determination of these parameters, 
which may be difficultly obtained elsewise. In combination with an (improved) 
reactor dynamics model, e.g. reactivity coefficients and fuel time constants 
may be measured. The reasonable precision of the RTF estimate (approx. 5% in 
four hours observation time) accentuates this point, i f e.g. compared with the 
accuracy and experimental problems associated with the step response experi­
ments. 

The use of ex-core detectors, in contrast with in-core detectors, enables the 
determination of the RTF at higher frequencies, in the plateau region of the 
RTF and perhaps even up to the prompt neutron break frequency (enabling the 
estimation of the neutron generation time). For that purpose parasitic noise 
components such as pressure noise (or instrumental noise) have to be eliminat­
ed. A possible way to eliminate the pressure noise has been explored but the 
results are not yet fully satisfactory. 
Finally the interpretation of the obtained RTF must be commented. It is stric-
ty defined as a point-kinetics quantity which does not allow for space depen­
dent effects. Precisely these effects are used for its estimation, which leads 
to inconsistencies in its interpretation. In practice, these points are less 
severe. A RTF could be defined on basis of the total reactor power which 
allows for some power profile variations. Furthermore, many reactivity effects 
normally involved in reactor operation are of a global nature (pressure, coo­
lant temperature), which can be described much better by point reactor models. 
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CHAPTER 6. AUTOREGRESSIVE MODELLING OF REACTOR NOISE SIGNALS. 

6.Abstract 

In this chapter examples are given of the kind of information obtainable by 
autoregressive modelling of the reactor noise signals. For incore neutron 
detectors, a clear picture is obtained of the transport-like character of the 
local noise component. 
For the combination of steam flow, vessel pressure and reactor power, the noise 
sources of importance are obtained. These are boiling reactivity noise at low 
frequencies and acoustical oscillations in the main steam line at higher fre­
quencies. The possibility is demonstrated to obtain information on fuel time 
constant and vessel steam volume from the measurements, although the results 
are not very accurate. Larger measuring times will be meaningful, 
A further analysis incorporating the controlled pressure and control valve 
position signals locates some of the steam flow noise in the control system. 
It appears that the controller produces, at low frequencies, a large part of 
the steam flow and pressure noise. Finally the pressure controller transfer 
function and valve coefficients were obtained, 

6.1.Introduction. 
In the previous chapters, we concentrated on the analysis of the noise signals 
of neutron detectors. Although this is a very important topic, specifically 
from reactor physical point of view, also the noise behaviour of other reactor 
signals is of interest. Such variables may be pressure, temperatures, steam 
flow, feedwater flow, the in- and outputs of several control systems, generated 
power, etc. In the first place, the noise in these variables is connected with 
the neutronic noise and the interaction must be understood to obtain a complete 
picture of the neutron noise characteristics. In the second place, the noise 
is interesting in itself as it offers the possibility to obtain information on 
the characteristics of the auxiliary systems and may thus contribute to 
improvements in plant operation and safety. 
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This chapter deals mainly with the study of such process variables. These are 
generally related via complex feedback loops. The noise is caused by intrinsic 
fluctuations in some (or all) variables (noise sources), that also affect the 
other ones. The analysis of such loops requires sophisticated methods, because 
standard input/output analysis may fail in those configurations. One possible 
method is the use of autoregressive (AR) modelling techniques, introduced into 
reactor noise research by Fukunishi(l-3). This technique has been adopted; the 
principles, applicability conditions and some related topics are discussed in 
Appendix 2 of this thesis. In this chapter some applications are presented. 
Section 6,2 deals with the analysis of the signals of incore neutron detectors. 
In Sect.6.3 the relation between reactor power, vessel pressure and ex-vessel 
steam flow is investigated. The main noise sources and some transfer functions 
are obtained. Finally, Sect.6.4 deals with the behaviour of the pressure con­
trol system. 

6.2.Analysis of incore detector signals. 
A nice demonstration of the usefulness of the AR model to obtain insight in the 
cause-and-effect relations between signals, can be found in an application to 
the noise signals of axially separated incore neutron detectors, which are used 
for steam velocity measurements (see Chapters 2 and 3). Examples of such an 
application are given in Refs.l and 4; a more detailed analysis will be given 
here. 

Measurement conditions. Signals were available of a Cobalt self-powered neu­
tron detector (Dl) at approximately 120cm from core bottom and a movable fis­
sion chamber of the TIP-system (D2), both located at position 2E in the core. 
Four measurements were performed with varying detector distances of -17cm, -2cm 
(D2 below Dl), 13cm and 28cm (D2 above Dl), at full power conditions. The 
obtained spectra are not shown here, they exhibit the normal characteristics of 
incore detectors as shown in Chapter 3-5. Detailed information is given in 
Ref.5. A linear dependence of phase from frequency, due to the dominating 
local noise component, is present above approximately 2Hz; an in-phase compo­
nent due to reactivity fluctuations dominates at lower frequencies. Steam 
transit times r could be obtained, yielding an average steam velocity of 3.2m/s 
at this position. 
Table 6.1 gives an overview for the four cases, with the available measuring 
time and fitted steam transit time. The signals were anti-aliasing filtered at 
25Hz and sampled with a sampling interval of 14ms. 
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case detector X ^meas mode 1 PIE 
number distance 

(cm) 
(ms) (h) order 

1 -17 -53.4 0.54 43 0.12 
2 -2 -7.4 0.05 26 0.83 
3 13 40.5 0.62 42 0.06 
4 28 78.6 1.21 42 0.11 

Table 6.1. Measurement and analysis parameters for 
different incore detector distances. 

AR analysis results. Bivariate autoregressive models were fitted to the meas­
ured data. The applied model orders, given in Table 6.1 are based on the 
firstly reached minimum of the AIC (see App,2), It appears that with shorter 
measuring times (case 2) lower model orders suffice. The remaining correlation 
coefficient p 1 2 between the identified noise sources is given, too. The main 
results from the present analysis are the noise contribution ratios (NCR) of 
the two identified noise sources to the signal power. 
Before the results are presented, some discussion is required to obtain a cor­
rect understanding of the results. The fitted AR model will have, inherently, 
two noise sources for the two signals, which suffice to model the spectra cor­
rectly. However, at least three different physical noise sources can be 
envisaged, that will, in some sense, be distributed over the two modelled ones. 
This complicates the physical interpretation of the obtained model. 
The first noise source is the transport process of the void fluctuations gen­
erated below the lower detector. It causes a noise signal in the lower detec­
tor and a delayed signal in the upper detector; it will be modelled as the 
intrinsic noise source of the lower detector signal. A second noise source is 
the deformation of the void profile due to turbulence and void production 
between the detectors; as this does not affect the lower detector signal it 
will form the intrinsic noise source of the upper detector signal, with no con­
tribution to the lower detector signal. The AR model would be very suited for 
this case, i f not a third noise source was present in the reactivity fluctua­
tions, producing simultaneous fluctuations in both signals and dominating at 
low frequencies. Due to the simultaneousness of the fluctuations, this noise 
source will give a correlated contribution to the two identified noise sources, 
in the low frequency region. Two more expected noise sources due to the 
instrumentation noise, appear to be neglectable from the coherence of the sig­
nals at case 2 (5). 
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Fig. 6.1 
Noise contribution ratios of 
incore detectors Dl and D2. 
solid curves: Dl below D2. 
dashed curves: D2 below Dl. 

The discussed points can all be observed in the results. Figure 6.1 displays 
the NCR's of the two signals for case 1 and 3. Due to the remaining correla­
tion (see Table 6.1) the sum of the NCR's is not unity. This might be improved 
somewhat by the choice of a higher sampling rate but this effect was not inves­
tigated. In the frequency region above 5Hz, it can be seen clearly that the 
lower detector signal contributes significantly to that of the upper detector, 
while the reverse is not the case. At lower frequencies (5Hz, minor effects up 
to 10Hz) both noise sources contribute to the signals as expected from the 
reactivity noise. 
The observed high noise source correlation at case 2 can be commented separate­
ly: as the transit time between the detectors (7ms) is smaller than the sam­
pling interval (14ms), a substantial instantaneous response is present in the 
signals and a high correlation is expected, as observed. (See Appendix 2 for a 
detailed discussion of this effect). 
It can be concluded that the AR model explains the cause-and-effect relation 
between the local components of the detector signals correctly, even for the 
case that the physical model is in conflict with the structure imposed by the 
AR method. 
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6 . 3 . A n a l y s i s o f s t e a m f l o w / v e s s e l p r e s s u r e / p o w e r r e l a t i o n s . 

6.5.1.General survey. Due to the large effect of pressure variations on the 
void content and thus the reactivity of a BWR, it is interesting to treat in 
more detail the relations between power, pressure and the (closely connected) 
steam flow variations. A diagram representing the physical relationship of the 
signals is given in Fig.5.9 (Chapter 5). 

Fig.6.2 
Spectra of vessel pressure (1), steam flow (2) and neutron flux N5 (3) 
with some coherence and phase relations shown. 

In Fig.6.2 the spectra, phase and coherence of the signals are shown. The 
spectrum of reactor power (measured with ex-core neutron detector N5) decreases 
with frequency. Clear peaks are present in the flow noise spectrum at approxi­
mately 1.7Hz and 3.5Hz; these can be observed in the other spectra too. The 
pressure noise decreases strongly with frequency until the 1.7Hz peak becomes 
important. 
The coherence is fairly high at low frequencies and is nearly absent at 0.3Hz. 
At higher frequencies, two coherent lobes are present at the same frequencies 
as the peaks in the spectra. This clearly indicates the same origin of these 
noise components. 

6.3.2.Three-variable AR analyses. 
Analysis conditions. To obtain an insight into the main noise sources, the 
spectra (and phases and coherences) alone are not sufficient. An AR model was 
fitted to obtain more information. Three analyses were performed of the avail­
able data, for three different frequency regions: 1: 0-0.5Hz; 2: 0-1.0Hzj 3: 
0-6.5Hz. This was motivated by the following argument. Large sampling fre­
quencies are required to obtain a low correlation between the identified noise 
sources. The required sampling frequency appears furthermore to increase with 
signal bandwidth for the present signals. To obtain sufficient resolution in 
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the low frequency region, the 0-6.5Hz analysis requires unmanageable large 
model orders (several thousands). For the cases 1 and 2, lower sampling rates 
could be applied so these cases are used for the low-frequency analyses of the 
system. 
The used signals were steam flow 1FT25 (signal 1), vessel pressure 1PT08 (sig­
nal 2) and neutron flux (signal 3). For cases 1 and 2, the incore detector HT 
at core position D4 was used. This detector was considered to have the largest 
field-of-view in the low frequency region. This signal is contaminated with 
local noise above 1Hz, so for case 3 the excore detector N5 was used instead. 
The signals were measured under the reduced power conditions of EXP2 (see 
Chapter 5 and Appendix 1). Table 6,2 gives the analysis conditions and the 
resulting noise source correlations, as function of the sampling interval; the 
smallest interval mentioned was the one used for the analysis in each case. 
The remaining correlation was considered to be acceptably small. The resulting 
NCR's for the three analyses are shown as the solid curves in Fig.6.3a-c. 

Band­
width 

(Hz) 

Sampling 
interval 

(ms) 

model 
order 

Pl2 Pl3 P23 

0.5 80 150 -0.042 -0.030 -0.004 
0.5 40 300 -0.021 -0.019 -0.002 
1.0 80 75 -0.117 -0.095 -0.012 
1.0 40 150 -0.053 -0.049 0.001 
1.0 20 300 -0.024 -0.024 -0.001 
6.5 20 50 -0.060 -0.12 0.004 
6.5 10 50 -0.030 -0.06 0.005 
6.5 5 50 -0.017 -0.031 0.009 
6.5 5 500 -0.017 -0.030 0.005 

Table 6.2. Measurement and analysis conditions for 
steam flow/pressure/power relations for 
three bandwidths. 

Discussion of the NCR's. From Fig.6.3 it is obvious that the steam flow noise 
source is nearly completely intrinsic, i.e. not caused by fluctuations in 
pressure or power. Only at very low frequencies below 0.3Hz, a part is caused 
by power noise. For the neutron flux, the same holds at low frequencies. Only 
below 0,1 Hz some influence of the pressure noise is visible, At higher fre­
quencies however (Fig.6.3c), it appears that steam flow fluctuations give a 
large contibution, up to 50%, in the frequency regions corresponding with the 
peaks in the steam flow spectrum and coherence lobes. 
The pressure fluctuations are also mainly caused by steam flow noise below 5Hz. 



Fig. 6. 3a Fig. 6. 3b 

Fig.6.3 
Noise contribution ratios 
of steam flow (1), vessel 
pressure (2) and neutron flux 
(3) for three bandwidths: 
a:0-0.5Hz (plotted to 0.7Hz) 
b:0-1.0Hz 
c:0-6.5Hz (plotted to 7.0Hz) 
solid curves: complete iden­
tification 
dashed curves: partial (2-3) 
identification. 
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Under 0.2Hz, the most important contributor is the power noise. Furthermore, 
some intrinsic pressure noise appears to exist, from 10% at l-2Hz to 100% at 
7Hz. 
The physical processes causing these intrinsic noise sources can be understood 
for a large part. The low-frequency contribution of the intrinsic power noise 
can be found in the power fluctuations caused by reactivity noise, of which the 
boiling process is the dominant cause. Its contribution to the other signals 
is limited to low frequencies, due to the low pass filtering character of fuel 
heat capacity, vessel steam volume and pressure control system. 
The intrinsic steam flow fluctuations are caused by two mechanisms. In the 
very low frequency region the pressure control system causes noise, as will be 
shown in Sect.A.4. At higher frequencies, autonomous flow fluctuations are 
caused by standing waves (acoustical oscillations) in the main steam line. 
Such low frequency oscillations are known to exist in large piping 
systems(6,7). A detailed analysis by van der Veer(8), based on the theoretical 
models of Ref.7, identifies several different oscillation modes with fundamen­
tal mode frequencies of 1.7, 1.8, 2.9, 3.5 and 5.2Hz. Many of these can clear­
ly be observed in the NCR's and signal spectra. 

For the intrinsic pressure noise, the situation is less clear. Pressure fluc­
tuations will be caused by variations in either vessel steam volume or steam 
mass. Variations in these quantities, not being caused by steam flow and reac­
tor power variations, seem impossible. Mass changes are either due to evapora­
tion (power) or removal (steam flow) and thus modelled in these signals. 
Fluctuations in volume (except for evaporation) are not probable. 
Instrumentation noise was a second cause considered; it could be proven to be 
unimportant for frequencies up to 5Hz, by correlation of 1PT08 with a second, 
independent, pressure signal. 
In the low frequency region, mainly below 0.5Hz, pressure fluctuations may be 
caused by power variations in fuel bundles outside the limited detector field— 
of-view, treated in Chapter 5. A second AR analysis was performed in the 
0-0.5Hz region with three more neutron signals: incore HT and excores N5/N6/N7 
which were considered to give, together, a sufficient picture of power fluctua­
tions in the whole core. There was a small effect of this extension (the NCR 
of neutron noise to pressure signal increased by 0.1 below 0.2HZ) but it was 
not sufficient to remove all of the intrinsic pressure noise. 
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Fig. 6.4b 
Transfer function between steam 
flow and vessel pressure for 
0-0. bEz (1) and 0-6. 5Hz analyses. 

Fig. 6.4a 
Transfer function between power 
and vessel pressure from 0-0.bEz 
analysis. 

Discussion of the transfer functions. From the NCR's, it follows that transfer 
functions may be obtained from power to pressure and steam flow to pressure. 
Fig.6.4a shows the transfer function from power to pressure, which can be meas­
ured up to approximately 0.3Hz according to the NCR. At very low frequencies 
an 1/f slope with -90" ph ase difference is present, due to the integrating 
behaviour of the vessel volume for the produced steam. With increasing fre­
quency, phase shift tends to -180° and the slope to 1/f2, due to the low pass 
filtering by fuel heat capacity. From the curve, an approximate effective fuel 
time constant of 1.6s can be estimated (break frequency of 0.1Hz), to be com­
pared with a value 3.3s obtained in Appendix 3. The precision of the present 
estimate is however very limited; longer measuring times would be necessary to 
obtain a better accuracy. 

Fig.6.4b represents the transfer function from steam flow to pressure for the 
analyses of 0-0.5Hz and 0-6.5Hz. The expected relation can be simply derived: 

31 6 M s = V s o ^ s Vso^Dj^D -6WC ( 1) 

which yields in frequency domain the (normalised) transfer function Hpy 

W.„ 6D We Hoy(f) = • 8 0 -
><TPo 

( 2) 

http://lii.nl
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where D is pressure, Ws steam flow, O~Q steam density, o"Q its pressure deriva­
tive, VgQ the vessel steam volume, f frequency and j the imaginary unit. The 
1/f behaviour and +90° phase shift are apparent. The strange phenomenon 
appears that below 2Hz the transfer function is given by approx. 4 10"Vf, 
while above 2.5Hz 8 10~Vf holds. The effective volume estimated above 2.5Hz 
is 30m3 which is reasonable compared with 22.4m3 obtained in Appendix 3 from 
the vessel dimensions. At lower frequencies, apparently a larger effective 
volume of 60m3 is found. An explanation for this effect may be the fact that 
saturated steam is not an ideal gas: with steam mass content variations, eva­
poration or condensation will occur. The pressure variations are thus 
decreased and a larger effective volume is found. As these processes require 
some time they will affect mainly the low frequency region. More quantitative 
results would require a detailed analysis of the steam dynamics. 
A correction for the value found above 2.5Hz should be applied due to the 
differences in transfer function of the steam flow and pressure sensor. Van 
der Veer(8) thus obtains an effective value of 27m3 instead of 30m3. 

6.3.3. Partial identification. The expected model of the relation between 
steam flow, pressure and power, as given in Fig.5.9, indicates that a partial 
identification technique as discussed in Appendix 2, may give some more infor­
mation on the transfer functions of pressure to power and pressure to steam 
flow. A second motivation for partial analyses is the requirement to remove 
pressure fluctuation effects from the power signal, necessary in Chapter 5. 
During these analyses some inconsistencies in the results appeared which will 
be mentioned here. 
Partial identification is performed by considering only two signals from the 
three, e.g. power and pressure, while neglecting the third. Such a procedure 
is motivated by the lack of a direct transfer function between power and steam 
flow. For that case, the intrinsic steam flow noise source should be identi­
fied as part of the pressure noise source; the sum of the contributions of 
pressure and flow noise to power and pressure should remain unchanged. For the 
2-3 combination, similar results are expected. If there is no physical pres­
sure noise source, the partial analysis 1-3 should also remain unchanged. If 
some pressure noise is present, it will be distributed between the power and 
flow noise source. 
This picture appears to be correct for the analysis in the band 0-0.5Hz, see 
Fig.6.3a. This is in contrast with the partial analysis pressure/power in the 
0-6.5Hz band, which gives completely different results as compared with the 
trivariate analysis. Also case 2 (0-1.0Hz) already shows some discrepancies. 
The 1-2 and 1-3 partial analyses are correct. 
The implication of this observation is that the partial analysis flux-pressure 
will not give the correct system model and the results can not be trusted to 
produce a correct elimination of pressure noise, as was pursued in Chapter 5. 
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Instead, a complete analysis including steam flow would be required. It is 
however probable that , due to the expected lack of the physical pressure noise 
source, the transfer function of pressure to power would even than be unmeas-
ureable. Furthermore, from Table 6.2 it appears that under this condition sub­
stantially larger sampling rates would be required, thus larger model orders 
and more computer time. 
The cause for the discrepancies is unclear. From the observations, it appears 
as if a direct transfer function is present between the flow signal and the 
power signal. How this would be physically achieved is not clear; one possi­
bility would be an input contribution of power in the pressure controller but 
this is not present (unless parasitically). A further indication of such a 
direct relation between power and pressure is the remaining correlation between 
the noise sources 1-3 in the case 3 analysis which is a strange phenomenon. 
Transfer of information between the two via pressure would more likely give 
rise to increased correlation between 1-2 and 2-3 than between 1-3. More 
research is necessary to find the cause for this problem. 

v e s s e l 

p r e s s u r e 

s t e a m 

f l o w 

c o n t r o l l e d 

p r e s s u r e 

v a l v e p r e s s u r e 

c o e f f i c i e n t ' v a l v e c o n t r o l l e r 
pos i t i on 

Fig. 6. 5 

Signal relations for pressure control system analysis. 

6.4.AR analysis of pressure controller. 

A further picture of the noise sources in the reactor system and some important 
transfer functions can be obtained if the pressure control system is taken into 
the analysis (Fig.6.5). The vessel pressure is controlled by a control system 
for which the input signal is a pressure transducer on the main steam line near 
the turbine; the output signal is the position of two control valves that vary 
the steam flow from the vessel according to the pressure deviations. The input 
signal will be called the controlled pressure (to be distinguished from vessel 
pressure); as output signal the average of the two control valve positions is 
taken. Spectra are shown in Fig.6.6. 
An AR analysis was performed in the region 0-0.5Hz of the same experiment as 
discussed in the previous paragraph, extended with controlled pressure and 
valve position signals. The resulting NCR's are given in Fig.6.7. It appears 
that the steam flow noise at low frequencies is mainly caused by noise in the 
control system. The origin of these noise sources may be instrumentation or 
detection noise for the controlled pressure signal and non-linearities in the 
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Fig. 6. 6 
Spectra of controlled pressure (1), steam flow (2) and control valve 
position (3). Some phase and coherence relations are shown. 
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Fig.6. 7 
Boise contribution ratios of steam flow (1), vessel pressure (2), 
neutron flux (3), controlled pressure (4) and control valve position 
for 0-0.5Hz analysis. 



79 

control system plus instrumentation noise for the valve position signal. In 
the same way, the noise contribution of steam flow to pressure and power 
observed in Figs.6.3 stems from the controller. It is noteworthy that most of 
the noise in the valve position signal is intrinsic, which means that most of 
the pressure control action is autonomous and not caused as response to pres­
sure deviations. 
Partial analysis of controlled pressure with valve position may be expected to 
give the pressure controller behaviour. In the same way, partial analysis of 
the valve position-steam flow signals may give the valve coefficients (see 
Appendices 1 and 3). These points are motivated by the structure of the signal 
relations, shown in Fig.6,5: no crosslinks within the control path are present 
to disable a partial analysis. It appears that the NCR's found at the partial 
analyses are consistent with the complete system analysis, which justifies 
their results. 

The transfer function from valve position to steam flow is not shown. A flat 
curve is obtained, with a statistical precision that decreases with frequency 
due to the decreasing contribution of valve position to flow. A value for the 
valve coefficient is obtained as 1.1±0.2. 

Fig. 6. 8 
Pressure controller transfer 
function (controlled pres­
sure to control valve po­
sition) at full power con­
ditions. 

f ( H z ) 

The NCR's of all signals to valve position are too small to obtain a reasonable 
accurate estimate for the pressure controller transfer function at the condi­
tions of EXP2 presently discussed. For the related noise measurements at full 
power (see also Appendix 1) it appeared possible to obtain an estimate, due to 
the different relative strengths of the applicable noise sources. Fig.6.8 
gives the obtained controller transfer function (valve position variation to 
pressure variation ratio). Due to the nature of the NCR, only up to 0.2Hz some 
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precision is obtainable. The transfer function can be modelled as a first 
order filter with a gain of 2 and break freqency of 0.025Hz (time constant 
6.4s). From the same experiment also the valve coefficient for this case was 
obtained; its value was 0.55*0.05. This value is lower than the one previously 
obtained due to the larger valve opening at the larger power, in combination 
with the very non-linear relation between flow and valve position discussed in 
Appendix 3. 
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APPENDIX 1. THE CONTROL ROD EXPERIMENT. 

Al.Abstract. 
Two experiments were performed to measure the reactor transfer function (RTF). 
Reactivity variations were introduced by control rod movements: sequential 
insertions and withdrawals. The averaged response of several reactor signals 
(neutron flux, pressure, control valve position, steam flow) were obtained. 
The procedure to compute the RTF from these responses is discussed. Apart from 
the RTF, the void reactivity coefficient and pressure controller parameters 
could be estimated. 

Al.l.Introduction. 
In chapter 4 and 5 and Appendix 3 of the present thesis, the reactivity 
transfer function (RTF) of the Dodewaard reactor is obtained. The results are 
derived from (indirect) experiments via the space dependent noise characteris­
tics of the neutron flux and from model calculations. Both methods are based 
on assumptions and approximations with a different degree of correctness. 
Although the results do agree, an independent determination of the RTF is wel­
come to validate the results. The method discussed in this appendix is a 
direct experimental determination of the RTF, based on controlled reactivity 
input and observed reactor response. The results are used as a check on the 
correctness of other methods in Chapter 5. The details of the experiment and 
some related results are discussed here. 

Reactivity variations can be introduced in the core by means of the control 
variables for normal reactor operation. These are steam flow (pressure control 
system), feedwater flow (reactor water level controller) and control rod posi­
tions. The choice of the input actually used is rather straightforward. The 
feedwater control only affects the reactor power very slowly, with no direct 
coupling between flow or level and reactivity. For the steam flow, the intro­
duced variations may be faster due to the relative fast response of the control 
valves. However, the reactivity is introduced by pressure buildup and is also 
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rather slow and indirect. Due to the desire to measure the RTF up to frequen­
cies of 1 Hz or more, relatively fast reactivity introductions are necessary. 
Furthermore, steam and feedwater flow cannot be manipulated at will without 
modifications in reactor hardware. 
The remaining input variable, control rod position, is well-suited for the 
present purpose. Reactivity is directly coupled to rod position and the reac­
tivity worth of the rod may be quite large. Rod position variations may furth­
ermore be introduced rather easily by operator manual action. 
Some experimental problems arise. In the Dodewaard reactor rod position is not 
directly measurable, so only an estimate of the input signal can be obtained. 
The rod repositioning is a rather complex movement due to properties of the 
drive mechanism, with different shapes in the upward and downward directions. 
The time required for a complete step is several seconds which reduces the use­
ful frequency content of the input. Finally, background noise is present, both 
as instrumental and as reactor noise. These points affect the accuracy but 
with the approaches discussed in this appendix useful results can be obtained. 
The output signals from which the RTF is established are the signals of in- and 
ex-core neutron detectors. Due to the space dependence of the neutron flux 
variations, these responses are not completely equal; besides an estimate of 
the RTF, also a further picture of the power feedback effects is obtained in 
Chapter 5. Apart from power variations, the reactivity input generates varia­
tions in other variables as pressure and steam flow. The measured responses of 
these variables may be used to estimate other parameters of importance for 
reactor operation. Details will be discussed in the following sections. 

A1.2.The input signal. 
An important aspect of the experiment is the design of a suited input sequence 
of control rod movements. As the speed of the rods is limited, the frequency 
content of the input signal is concentrated at low frequencies. The accuracy 
of the obtained response and RTF is limited, being determined by the input sig­
nal (i.e. its spectrum), the noise spectrum and the time duration of the 
experiment. An optimisation can be obtained by choosing a suited input signal, 
within the limits set by reactor hardware and experimental boundary conditions. 
These are: 
-small (local) power changes to preserve fuel integrity (reduction of thermal 

stress in the cladding), 
-a simple scheme of rod movements as these have to be induced manually by the 

operator, 
-a minimal waiting time between succesive steps of approximately one minute, 

also to reduce the chance of fuel failures. 
The optimisation purpose can be considered as the maximisation of the 
high-frequency content of the input signal. This signal is shown schematically 
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in Fig.Al.l . The rod movement sequence can be regarded as the convolution of 
the elementary rod step z(t) and the impulse sequence pCt). Alternatively the 
convolution of rod velocity v(t) and the step function s(t) can be considered, 
which will be done here. 

\ pit) z ( t ) 

s ( t ) * _ T T v ( t ) 

t — -

Fig.Al.l Schematic control rod step, for two step durations, 
considered as convolution of pit) and z(t) or sit) and v(t). 

The elementary step is determined by the control rod drive mechanism. A rod 
can be inserted or withdrawn from the core only over fixed distances given by 
discrete notch settings. The magnitude of the step (actually a ramp) is given 
by the number of notches involved in the step; the rod velocity is (approxi­
mately) constant. In Fig.Al.l a step sequence with single and with double 
amplitude is shown. The spectrum of the input signal is given by the product 
of the spectrum of the velocity v(t) and that of the step sequence s(t), which 
can be discussed independently. 
A simple calculation shows the spectrum S w of v(t) to be 

W f ) = T 3 \^f-J ( 1) 

with T the step duration. For d i f ­
ferent values of T, S w is shown in 
F ig .A1 .2 . It w i l l be clear that, 
although the total energy content 
increases with T, the smaller steps 
are advantageous at higher frequen­
c ies . For the present experiment 
steps of only one notch were pre-
f erred. 

As far as the step function s(t) is 
considered, much freedom exists in 
the spec i f ic choice of the 
sequence, but within the l imi tat ion 
of a minimum step interval of one 
minute. The best accuracy is 
obtained with the maximum number of 
steps within the available time Fig.A1.2 Spectrum of v(t) 

for two step durations. 
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(as long as the inverse of the minimum analysed frequency is smaller than the 
step interval). This leads to a step sequence with a square wave shape, which 
is furthermore the most easy to be performed. A pseudo-random input sequence, 
that was also considered, would perturb both reactor and operator. It is also 
less efficient; due to the operational restrictions, fewer steps are made in 
the available time. 
A second consideration is that the step response determination suffices, as the 
response to any random series of steps can be synthesised from the single step 
response. With several input steps available, the step responses can be aver­
aged to increase the precision of the estimate. 
Concluding, the input signal best suited within the experimental limits is a 
simple, regular sequence of single rod steps, alternately up and down, over one 
notch distance. The responses to each single step can be averaged to improve 
precision; then the step/impulse response and transfer function can be calcu­
lated. Details are given in A1.4. 
Except for the choice of the rod step sequence, also the choice of the specific 
rod and its insertion depth (around which the 'oscillation' is performed) is of 
importance. It will be clear that the rod with the largest step reactivity 
worth gives the largest response and the most accurate results. The rod actu­
ally used is one of the central rods, the precise one determined by the rod 
pattern at the moment of the experiment (see A1.3). 

N 6 

o 

Fig.Al. 3 
Core top view with excore and inoore 
detector positions and control rods 
used in the two experiments. 
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Al.3.Execution of the experiments. 
Two separate control rod experiments were performed, on March 16,1981 (CRE1) 
and on January 6,1982 (CRE2), both at the very end of the fuel cycle just 
before the refuelling stop. The conditions were in general similar but some 
differences did exist: power level and the rod used. The reactor power level 
was decreased during the experiment, to reduce the absolute magnitude of the 



CRE1 CRE2 

date 16/3/81 6/1/82 
power(MW) 135 142 
Rod positions 

CC3,C5,D3,D5) 4x15 4x19 
(D4) 23 8 
remaining 23 23 

Selected Rod steps C3,14/15 D4,8/9 
Number of steps 50 104 
Available signals 

incore AT C4,60 cm C5,108cm 
incore HT C3,60 cm D4,108cm 
incore ND1 E2,120cm E2,120cm 
incore ND2 - E2, 60cm 
excore N5/6/7 + + 
reactor pressure 1PT08 + + 
control led pressure CP - + 
steam flow 1FT25 + + 
valve posit ion CVL/CVR - / + + /+ 
rod posit ion relay CR + + 

Signal f i l t e r i n g 
a l l 1.75Hz 
1FT25 1.0Hz 
CP 15Hz 
rest -

Table A l . 1 . Experimental conditions at the 
two control rod experiments CRE1 and CRE2. 
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power step and thus the chance on fuel failure due to thermal stress. As the 
power level was reduced, only a limited time was available for the experiments 
due to economic reasons. 
A number of rod steps (up and down counted separately) with an interval of 
approximalety one minute were executed and the response of several variables 
recorded: incore and excore neutron detectors, vessel pressure, controlled 
pressure, steam flow and valve positions. The control rod position is not 
directly measurable, only the presence at a specific notch position is detect­
able via relays; in this way the starting instant of the movement was observ­
able. The precise rod movement can be reconstructed from the incore detector 
signals (see later this section). The choice of the rod was determined by the 
rod pattern at the end of the cycle; the rods in use for the full power control 
were inserted to reduce power and one was oscillated. Incore detectors were 
inserted at several radial positions to the same axial position as the rod tip. 
Figure A1.3 shows a top view of the core with rods and detectors indicated. 
Table A l . l gives details on the conditions. Rod positions are indicated by 
notch positions: 00 is fully inserted and 23 is completely withdrawn. 
Position 15 and 8 are 57cm, resp. 112 cm from fuel bottom; the fuel length is 
179 cm. The incore detector heights aren given in cm from fuel bottom. 
After the response measurements, flux profiles were measured as input for the 
program TIPPEL. This program is the operator's program to determine flux-, 
power- and burnup-distributions of the core (5). The outputted data is used in 
the calculations of A1.4 and A1.5. 

Calculation of the average responses. The recorded signals were sampled, after 
filtering under different conditions, and fed into a computer that determined 
the average of the response functions. From the rod relay signal, a 
pre-trigger signal was generated by a reverse playback/recording procedure. 
Using this signal for the start of an averaging cycle, the initial response was 
completely observable. The averaged responses were separately obtained for the 
insertion and withdrawal of the rod, 256 samples were taken from each 
response, with a sampling interval of 0.2s. The variations in the physical 
variables were normalised to their steady-state values so that relative 
responses are obtained. Results are given in Figs.Al.4-7 for the two experi­
ments. 
In the results of CRE2, the response of the steam flow signal (1FT25) is deter­
mined without and with filtering. This signal contains oscillations at 1.7 and 
3Hz (Chapter 6), so the filtering clarifies the response signal. For the con­
trolled pressure signal filtering was necessary due to a large component of 
approx.27Hz. For the other signals no filtering was necessary; the strong 
decrease of their spectrum with increasing frequency causes a neglectable ali­
asing under 1 Hz. 
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Fig.A1.4 Fig.A1.5 
Normalised averaged responses of several signals at CRE1. 
Left: rod insertion. Right: rod withdrawal. 
Vertical scale division values are shown. 
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Fig.A1.6 
Normalised averaged responses of signals at CRE2 at rod insertion. 
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Fig.Al. 7 
Normalised averaged responses of signals at CRE2 at rod withdrawal. 
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There is a clear difference in the responses to rod insertion and withdrawal. 
This is due to the specific character of the rod movement. The insertions are 
rather fast, to a position above the final, after which the rod slowly settles 
down to its final position. At withdrawal, the rod is first lifted and than 
slowly sinks down do its new position (see the similarity of the CR signals in 
Fig.Al,4-7). For both experiments, a large overshoot compared with the 
steady-state change occurs in the neutron signals. This is due to the shapes 
of the rod movement and of the RTF. At CRE1, the responses are generally 
smaller than at CRE2 due to a smaller reactivity effect of the rod step. At 
CRE1 a substantial difference is seen in the responses of excore detecors 
N5/6/7 due to the excentric rod position (Fig.A1.3). 
The response of the incore detector HT (closest to the rod) is larger than that 
of the other neutron detectors. This is due to the substantial local component 
in the response (flux depression associated with the rod movement). It is pos­
sible to use this effect to reconstruct the precise shape of the rod movement. 
If it is assumed that at the other incore detector positions (as AT) the flux 
depression is negligible, and that the reactivity-induced (global) response of 
the incore detectors is equal, the difference HT-AT is the pure local response 
of the detector. Assuming furthermore that the flux depression at HT is pro­
portional to the insertion depth of the rod and its reactivity value, the reac­
tivity input signal shape is thus available. Figure A1.8 shows the signal 
difference of HT and AT; note that a rod insertion means a flux decrease. It 
appears that the background noise is reduced, because this is correlated in the 
two detector signals (reactor power fluctuations). A rather good estimate 
remains. 

Fig.Al. 8 
Average response of HT and AT, 
the difference is used for the 
estimation of the control rod 
movement. Note that the rod in­
sertion means a flux decrease. 

0 J O 20 3 0 4 0 5 0 

t ( s ) 
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A1.4.Estimation of the reactivity transfer function.. 
From the estimated reactivity input spectrum and the measured neutron flux 
response, the transfer function between reactivity and neutron flux (RTF) can 
be obtained. Also an estimate of the accuracy is possible by considering the 
background noise. 
The RTF, here denoted by H(f), is in principle obtained easily by the division 
of the Fourier transforms 1(f) and R(f) of the input and response signals i(t) 
and r(t): 

H(f) = R(f)/I(f) ( 2) 

Some complications arise due to the presence of background noise and the finite 
duration of the measured response signals, which will be discussed here. Due 
to the background noise, not the response function r(t) but its estimate r(t) 
is obtained. As a result also for R and H estimates are obtained: R and H. 
Apart from that, spectral leakage effects occur due to the finite observation 
time (1). These leakage effects are specially important in the present case, 
as the spectra of input and of response strongly decrease with frequency. To 
reduce this effect, the signals r(t) and i(t) were pre-whitened, before Fourier 
transformation, by a numerical differentiation. In this way the effect of 
leakage is reduced. For the differentiated signal I' 

I'(f) = f T V 2 n J f t d ^ i ( t ) d t = il k e~ 2 n J f k A (i(kA + A)-i(kA)) ( 3) 
•Ml 

and a similar expression for the response R'(f), It will be assumed that in 
this way the bias on the estimate H due to spectral leakage is sufficiently 
reduced. The accents will be dropped in the following. 
The observed response signal r(t) is contaminated with background (reactor) 
noise n(t): 

?(t) = r(t) +n(t) ( 4) 

and for its Fourier transform 

R(f) = R(f) + N(f) ( 5) 

As the noise on AT and HT is very strongly correlated, the noise on the input 
signal i(t) = HT(t)-AT(t) can be considered small with respect to the other 
errors present, and will be neglected. For the estimate H and its error 6 it 
is found 

H(f) = R(f)/I(f) = (R(f)+N(f))/I(f) = H(f)+N(f)/I(f) = H(f)+6(f) ( 6) 
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For the noise N(f), the expectation valuers zero as no systematic deviations 
(dc signal) are assumed to be present. H, H and the error S are shown schemat­
ically in Fig.A1.9 in a Nyquist diagram. 

Fig.A1.9 
Nyquist diagram of H, H and the error 6. 

If the error 6 is uncorrelated with H (or N is uncorrelated with R) and 6 is 
furthermore gaussian, the probability density function of thê  error is a 
two-dimensional gaussian bell centred around H. For the estimate H holds: 

<H> = <H+6> = H+<6> = H (7) 

so the estimate seems to be unbiased. In practice however, not H but the esti­
mate of the modulus IHI and of the phase eg are of importance. The statistics 
for these estimates are given without derivation, as 

<|H|2> = <(H+6)(H*+6*)> = IHI2 +o-e(6) (8a) 

var(IH|2) a ff2(6)/2 (8b) 

<£> = iq = Re(H)/Im(H) (8c) 

var(^) a o-2(6)/2IH|2 (8d) 

where 

o-2(6) = <66*> = o-£(N)/II|2 ( 9) 

and 6* denotes the complex conjugate of 6, etc. It appears that the estimate 
of the modulus is biased and that the phase is obtained correctly. Once the 
properties of o-2(N), the error variance of the output signal, are known, a cor­
rected (unbiased) estimate H' can be obtained: 

IH'I2 = IHI2 - ff2(N) (10a) 

var(IH'l) z. ivar( IH'|2)/IH'I (10b) 
2 

The remaining problem is the determination of o"2(N): 
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ere(N) = <N(f)N*(f)> (11) 

with N(f) the Fourier transform of the differentiated noise signal n'(t): 

N(f) = f Tn ,(t)e- 2 nJ f > tdt (12) 
J o 

The integration starts at zero because the input signal and the response are 
zero before that time; T is the observation time. Under the assumption that 
the autocorrelation function of n(t) is small after a lag T, it can be derived 

o-̂ N) = 20-2/Navg + 2n 2 f 2 TS m ( f ) / N a v g (13) 

where N a V g is the number of averages, S n n(f) the spectral density of the noise 
and o~n its variance. The properties of the noise are easily obtained by an 
analysis of the reactor noise measured after the response measurements. 
Eq.(13) can be interpreted rather straightforward. The error is dependent on 
noise spectrum S m as expected; the dependence on f 2 is due to the differentia­
tion of the input signal or, alternatively, by the 1/f frequency content of the 
input step function. The observation time T is involved due to the fact that 
after a certain time no further information on the precise response is present 
in the signal and only noise is observed. This means that for an accurate 
result, the observation time T has to be chosen as small as possible. On the 
other hand, the mininimum of T is determined by the minimum frequency resolu­
tion required and the permissible bias due to the limited observation time as 
discussed earlier. From the Figs Al.4-7 it appears that the response is nearly 
finished after 10 seconds, except for a very low frequency component due to the 
pressure. The responses have been calculated with T=10s thus with a frequency 
resolution of 0.1 Hz. 

An increase of precision is possible by the combination of the RTF's that were 
determined independently from the insertion and withdrawal measurements. From 
the two an estimate Hĵ  with an error estimate <r̂  (i=l,2) is obtained which can 
be combined using the inverse variances as weight factor ŵ : 

IHI = (w1IH1l+weIH2l)/(w1+w2) (14a) 

o-2(H) = l/(w1 +w2) (14b) 

Fig.Al.10 shows a result for CRE2, based on the response of N5. The error 
intervals represent one standard deviation. As can be seen, precision 
decreases with frequency. Further details of the results, including a compari­
son with the results from noise measurements and model calculations, are given 
in Chapter 5. 
As the used signals (flux variations) were normalised to their steady-state 

http://Fig.Al.10
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values, the units of the obtained RTF are relative: % output per % input. As 
a RTF should be based on reactivity input, the reactivity value of the input 
signal, thus of the rod step, is necessary. This is calculated in the next 
section; the result is used in Figure ALIO. 

1000 

Fig.ALIO 
Reactor Transfer Function estimated 
from the response of NS at CRE2. 

A1.5.Calculation of the rod step reactivity effect. 
In this section the reactivity effect of the rod step is calculated. The 
effect is strongly dependent on rod position, rod pattern, burnup and power 
conditions and has to be estimated for every case separately. Here a simple 
approach is followed, based on the perturbation of the neutron balance by the 
change in neutron absorptions in the rod. 
Consider a (one-dimensional) multiplying medium in which an unperturbed neutron 
flux #0 is present. The insertion of a flat control blade causes a flux 
depression due to the strong neutron absorption in the (black) surface. If a 
constant thermal neutron source due to moderation is present, the perturbed 
flux can be derived as (blade at x=0): 

2D+L 
(15) 

where D and L are the thermal neutron diffusion coefficient and length. The 
absorption rate density Jabs in the blade appears to be 

Jabs = #o- D (16) 
"2D+L 

Due to the flux depression, the amount of neutrons absorbed in the medium (Am e cj) 
is decreased; 
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^̂ med - ~^02D+L ~~ ~~*abs 

which causes a decrease in the neutron production by fissions 

6Pmed = kinf 5 Amed 

(17) 

(18) 

with kjĵ f the infinite multiplication factor. In total, the net number of neu­
trons effectively absorbed due to rod insertion is 

6 A = ^abs+^med-^med^eff = C s o k i n f ^ r S e f f 
2D+L 

(19) 

Here S^ff is the effective absorbing surface of the control rod. The reactivi­
ty effect is obtained by comparison with the total number of neutrons absorbed 
or removed from the reactor: 

6k = - 6 A / A t o t (20) 

Because the reactor is critical, A-̂ 0-h is equal to the total number of neutrons 
produced. This is the number of neutrons n yielded per fission times the total 
number of fissions, obtained by the reactor thermal power P 0 and the energy 
release per fission J J : 

Atot = Ptot = jfo (21) 

Fig. ALU 
Average axial neutron 
flux profiles at CRE1 
and CRE2. 
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The parameters to be obtained for a specific experiment are thus D, L, Seff and 
#0 at power P 0 . The unperturbed flux 0O can be estimated from the power dis­
tribution obtained from flux profile measurements. Fig .Al . l l shows the axial 
profiles of the average flux in the bundles surrounding the control rod. 0O 

can easily be estimated from the region just above the rod tip. L and D are 
available from cross section calculations(4). 

file:////cRE2
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Fig.Al.12 
Geometry for the estimation of 
control rod reactivity worth. 
Blade length I and depressed 
flux length L are indicated. 

The final quantity to be obtained is the effective rod surface Seff. The rods 
are normal BWR crucifix-shaped blades. Due to the flux depression and the sha­
dow effect of the perpendicular blades, not the whole rod surface can be 
accounted for. Considering the rod as composed of a whole blade and two side 
blades (Fig.Al,12), the effective length S. of the two side blades is reduced by 
L due to the flux depression caused by the first blade. For the effective rod 
surface S e f f it is then obtained 

S e f f = 8d(je-L/2) (22) 

d is the step size of the rod tip; the two surfaces of each blade are accounted 
for. 
For CRE2, the following data were applicable; L=3.Qcm, D=0,45cm, 
jj=195MeV=31pJ, P0=142MW, ¡¿„=6.5 lO^cm" 2^ 1, ^=1.03, n=2.5, d=7.?cm and 
J2=8.25cm. The reactivity value of the rod step then appears to be -29 pcm. 
Furthermore a reactivity effect of approximately -lpcm is introduced by the 
removal of moderator at rod insertion, so that a total reactivity value of the 
rod step is obtained as 6k=-30pcm. For CRE1, a value of -25pcm is obtained in 
this way. 

A1.6.Estimation of the void reactivity coefficient. 
The results of the CRE can be used to estimate the void reactivity coefficient 
p a of the reactor. If temperature effects are neglected, the negative reactiv­
ity introduced by rod insertion will be balanced by the positive reactivity 
effect of void decrease due to the reduced power: 

6p c r + pofO'or = 0 (23) 

As the control rod reactivity worth c>pcr is obtained in the previous section, 
the estimation of the void fraction variation 6a remains. This can e.g. be 
done with the use of the reactor model derived in Appendix 3. From 

http://Fig.Al.12
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Eqs.(A3.7)-(A3.15) it can be derived that, at constant pressure, the void frac­
tion is proportional to power: 

6«/<x0 = SP/P0 (24) 

This will be commented later. The power variations due to the rod insertion 
are rather easily obtained. Two different estimates are possible. 
The first is the power change due to the total rod insertion before the execu­
tion of the CRE (for CRE2 : rod D4 23"*08 with an associated power decrease of 
164MW~*142MW). The reactivity worth of the rod insertion can be estimated as in 
the previous section and amounts -400 pern. Assuming an average void fraction 
of 3554 at full power, a reactivity coefficient is obtained of -0.085. The pre­
cision of this estimate is mainly limited by the accuracy of the rod reactivity 
value, and the assumptions on which Eq.(24) is based, for the calculation of 6a 
for the large power variation of 22MW. 

A second estimate is based on the averaged responses of the power (neutron 
flux). From Figs.Al.6-7 the steady-state power step is estimated as 0.8%, with 
an associated 6« of -0.0024. The rod reactivity of -30pcm yields a reactivity 
coefficient pa=-0.12. The main inaccuracies in this estimate lie in the 
steady-state power change, which is not precisely estimated as the pressure 
response does not reach its steady-state value. Furthermore, the total power 
variation will be larger than indicated by the ex-core detectors due to the 
in-core power feedback effects discussed in Chapter 5. 
Some general comments to the present analysis have to be added. First, the 
reactivity worth of the rod has been calculated with a very simple model, based 
on diffusion theory in the vicinity of a black absorber and with no accounting 
for the differences in neutron importance in the different core regions. This 
limits the precision of the reactivity estimate. Furthermore, the propor­
tionality between power and void fraction is not strictly correct. A more 
detailed analysis of the thermohydraulics(2,3) shows that a better approxima­
tion of the void fraction variations with power (under the operating condi­
tions) is given by 6a/ao=0.66P/Po so that 6a is overestimated. The effects 
discussed here will partially cancel each other, which improves the estimate. 
This is illustrated by the fact that p a, based on cross section calculations is 
-0.093 (Appendix 3), which is in good agreement. 

A1.7.Pressure controller parameters. 
Besides power variations, the control rod step also causes changes in reactor 
pressure (D) and pressure control variables (Controlled pressure CP, valve 
position x and steam flow Ws). For a description of the pressure controller 
see Appendix 3. From Figs.Al.6-7 the steady-state response of the signals can 
be obtained for CRE2, The variations of pressure and valve position are cor-
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rectly measured; for the steam flow measurement a correction has to be applied. 
The steam mass flow Ws is measured as a pressure drop over a venturi restric­
tion in the main steam line. For the flow signal s holds 

s = £ W | ( 2 5 ) 
P s 8 

and for the normalised fluctuations 

£ s _ 6 W C _ 6<T S = 6 W C _ 6D ( 2 6 ) 

2 s 6 " W s o " 2 f f s o W s o 

which enables the elimination of pressure-induced signal variations. Table 
A1.2 gives measured values at t=35s from which several controller parameters 
can be estimated. 

Reactor pressure 1PT08 0 . 35% 
Valve posit ion (CVL/R) 1.25% 
Steam flow signallFT25 1.75% 
Steam flow 1.6 % 
Valve Coeff icient K c 1.0 

Table A1.2 
Pressure control variable variations at CRE2. 

Valve coefficient. Due to the non-linear dependence of the steam flow of the 
valve opening, the valve coefficient K c is dependent on the operating condi­
tions of the reactor. K c is defined as the relative variation in steam flow 
due to the variation in valve opening. It can be obtained rather easily from 
the measured values in table A l . l . The steam flow variation is 1.6% at a valve 
opening variation of 1.25%. Considering a flow variation of 0.35% due to 
natural control (see App.3) a valve coefficient of 1.0 is obtained for the 
reactor conditions at CRE2. 

Controller transfer function. From the response functions it can be seen that 
the valve position response and the controlled pressure response do not have 
the same shape; this is due to the filtering of the pressure signal to reduce 
the high frequency content in the controller signals. The filter transfer 
function Hf(s) has the form (Appendix 3) 

Hf(s) = C P 0 ^ p = A(1+STc1)/(1+STC2) (27) 

This function can be fitted to the observed responses to find the parameters in 
the present experiment. Some trials showed that the time constant r c l is so 
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small, in combination with the low frequency content of the CP signal, that it 
could not be estimated with any reasonable accuracy from the available data. 
Instead, a transfer function 

Hf (s) = 7-̂ — (28) 

was fitted.The actual fit was performed in time domain, of the time-domain 
equivalent of Eq.(28): 

6-x + r c ^6x = A § £ (29) 

A least squares fit of this equation to the measured response functions was 
performed. As the input signal CP was noisy, both in- and output signals were 
smoothed by a moving-average procedure. The parameter estimates appeared to be 
dependent of the smoothing length T s which was varied. Results are given in 
table A1.3 for the estimates from the separate insertion and withdrawal 
responses. The overall estimates for the controller parameters are: A=4.5±l 
and T; c=13±3S. 

T s ( s ) 
Rod in Rod out 

T s ( s ) A r c ( s ) A r c ( s ) 

0.6 4.2 7.4 3.5 4.4 
1.0 4.4 9.9 4.0 9.5 
2.2 4.9 13.9 4.5 14.0 
4.2 5.0 15.2 4.6 15.6 

Table A l . 3 Pressure control ler parameters 
f i t t e d from the averaged responses at CRE2. 
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APPENDIX 2. THE AUTOREGRESSIVE MODELLING OF NOISE SIGNALS. 

A2.Abstract. 

This appendix deals with the application of the multivariate autoregressive 
modelling to the output signals of a noisy system. A description is given of 
the method to obtain the noise sources and open- and closed-loop transfer func­
tions within the system. The conditions are discussed under which the identi­
fied system yields meaningful results. 
The first main conclusion is that the frequency at which the signals are samp­
led must be sufficiently high, generally larger than given by the Nyquist cri­
terion. Only under this condition the noise contribution ratios and the 
transfer functions can be estimated correctly. The second main conclusion is 
that the transfer function can only be estimated correctly if all signals have 
sufficient interaction and contain sufficient intrinsic noise. This can be 
checked using the identified NCR's. If for certain frequencies the noise 
source lacks, only part of the transfer functions can be obtained. 
Under these conditions the AR modelling is rather well applicable and gives 
useful results. This is demonstrated by several examples of analyses of known 
networks. The results agree with theory. 

A2.1 Introduction. 
In this appendix we shall deal with the problem to obtain information on a sys­
tem from the (noise) signals being output of that system. This means that we 
try to develop a method to determine the driving sources of the observed noise 
and the transfer functions via which the signals interact. This is a general 
problem of system identification, for which several tools have been developed 
in the last decades. In this introduction we shall discuss the main lines and 
ideas of our interpretation of the use of the (multivariate) autoregressive 
model for the description of the reactor system and the analyses of its dynamic 
behaviour from the measured noise signals1. 

1) Most ideas that have condensed into the present text will not explicitly be 
referred to. They have been taken mainly from Refs. 1-6.11.12 where an abun­
dance of information is present on the different topics. 
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Fig.A2.1 
General system with multiple noise 
inputs and multiple outputs. 

m 

Consider a black-box representation of a very general (but linear, 
time-invariant) system shown in Fig.A2.1. The system output variables 
{x±, xmj are measured as a function of time. The signals fluctuate due to 
the noise sources [n^, n î; These may be either inherent fluctuations in 
the physical process, or externally applied perturbations. If all noise 
sources were observable the system could easily be described by their charac­
teristics (spectra, amplitude probability density functions, etc.) and by the 
transfer functions that can be measured between the noise inputs and outputs by 
standard correlation techniques. 
In practice, when a noise experiment is performed on a reactor (or any other) 
system this ideal situation is seldom present. Some of the noise sources may 
be unobservable, as there is. no way of direct measurement ( such as reactivity 
for a nuclear reactor), or no signal is available. Also the situation occurs 
that an observed signal directly includes one noise source, but is also influ­
enced by the other output signals so that a closed-loop situation exists. In 
such cases there is no simple way of input-output analysis and other methods 
have to be developed. One such approach is described in the following. 
The first step taken is to assign more detail to the black-box of Fig.A2.1. In 
Fig.A2.2 a structure is assigned to the system in which every output x̂  is 
driven by its own intrinsic noise n̂  and by fluctuations in the other variables 
IXJ} via open-loop transfer functions Hjj. 
It is even possible, without loss of generality, to assume the physical noise 
sources n£ to be caused by hypothetical white noise sources ŵ  via a shaping 
filter Hĵ .The character of this shaping filter is of course determined by the 
physical properties of the process. (A vibrating control rod has certainly no 
white spectrum but can be modelled so with a peaked shaping filter). The prob­
lem of system identification now comes down to the determination of the shaping 
filters, the open-loop transfer functions and the (cross-)spectra of the noise 
sources. Note that for variables fluctuating due to the same physical noise 
source (such as reactivity for neutron detectors, vessel pressure for indepen­
dent pressure sensors), this proposed model is valid i f we only allow for 
correlated (but still white) noise sources ŵ . 
Considering the proposed model, the problem is to find ways to determine from 
the observed outputs Ixjj the unknowns Hy and IHjjJ (the phase behaviour of 
Hjĵ  does not influence the system). These can be found but not in a very 
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Fig.A2. 2 
General system with shaping filters for the noise inputs and 
transfer functions between the variables. 

straightforward way, as can be seen as follows. The basic data from which to 
determine the unknowns are the (cross)spectra of the outputs or related quanti­
ties as correlation functions. For a m-dimensional system (m observed outputs) 
the number of knowns (real quantities) is then m2: m(m-l)/2 cross spectra (mo­
dulus and phase) and m autospectra. The unknows that have to be determined are 
the moduli and phases of the Hy ( 2m(m-l) ) plus the m moduli of H Q . The 
spectra of ŵ  can be given any value by adjusting H^. It is easily seen that 
we have too many unknowns to uniquely identify the system. The conclusion is 
that the number of unknows has to be decreased in some way; we cannot obtain 
more knowns from the observed signals for a given case. The reduction can be 
achieved in two ways. 
The first way is to use more a-priori information of the system structure, such 
as knowledge on some transfer functions . This is e.g. done when identifying 
a system under closed-loop control when the controller behaviour is known. 
Another example is given in Ref.7. 
A different but very fruitful approach, which is applicable without any loss of 
generality is the use of the causality property of physical systems. It will 
be clear that any physically realizable system will not respond to an input 
signal before that signal is applied. True predictors do not exist. We will 
call this the causality property and it appears to have important implications 
on the transfer function of the system (8): its real and imaginary part, or 
its phase and modulus, become related and cannot be chosen independently. In 
time domain it means that the cross-correlation function between two signals xx 

and x2 is determined by the impulse response hj^ of xx to xg on its left half 
(negative lag) and by h 2 1 on it's right half (positive lag). This fact can 
thus be used to reduce the number of unknowns to exactly m2 and then the iden­
tification is, in principle, possible. 
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The next problem is to find an efficient way to implement the causality pro­
perty into the fitting procedure. First of all, it can be seen that it is more 
easy to perform the fitting in time domain, rather than in frequency domain. 
In frequency domain the relations between the modulus and phase are quite dif­
ficultly manageable integrals, while in time domain simply a response has to be 
zero before time zero. Of course, the results from the time domain fit can be 
used to obtain frequency domain quantities as transfer functions and spectra 
and this will generally be preferred for sake of clarity. 
In .the next section we will discuss the time domain modelling of the system and 
the merits of the autoregressive model chosen to perform this task. In the 
later sections some problems and limitations, both practical and theoretical, 
will be dicussed and then a section is presented in which a demonstration of 
the fitting on simple networks is performed. 

A2.2. Time series modelling. 

A2.2.1. Discrete time, parametric models. In this section several available 
methods to model the dynamic behaviour of a signal will be discussed. This 
signal is observed in time and the succesive values form a time series. For 
this time series a model is developed that describes, as close as possible, the 
characteristics (spectrum, correlation function) of the time series. Many dif­
ferent models are possible and which one is best suited depends on the specific 
application. There is a choice between continuous-time and discrete-time, 
parametric and non-parametric models with a large amount of subclasses. 
Starting with a discussion of univariate time series, a sensible model is found 
which can later be extended to the multivariate case. 
The observed signals from which information on the system is to be extracted, 
are generally continuous functions of time. Most data processing methods, 
using digital computers, require discrete time data. Sampling the signal x(t) 
with a sampling interval A at time instants n .A gives the discrete time series 
x n . The Nyquist criterion shows that all information on x(t) is preserved in 
X n i f the A is chosen sufficiently small. It will be clear that the models to 
be applied under these conditions are discrete-time models (to be distinguished 
from continuous-time models as differential equations). 
When a model has to be established for a filter that generates the observed 
time series from white noise, or for a filter where output as well as input are 
measured, two different approaches are possible. The first obtains the filter 
impulse response by the deconvolution of input and output correlation functions 
or cross-correlation functions. In frequency domain the transfer function is 
obtained from the ratio of the spectra of output- and input-signals. The 
result is an impulse response function or transfer function that is obtained on 
a point-by-point basis. For every frequency or every time point a value is 
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found, independent of the values found for other points. The number of points 
is limited by observation length of the signal (spectral resolution) and sam­
pling time (bandwidth), but in principle an infinite number of points is neces­
sary to give a complete description of the filter. This approach is called 
non-parametric. 
A different approach, called the parametric one, is based on the fact that the 
behaviour of the system is governed by a differential equation with, for prac­
tical cases, a limited order and number of coefficients. For discrete-time a 
difference equation is applicable. If we can estimate the parameters of the 
differential or difference equation from the observed time series, we obtain an 
accurate model with only a limited number of parameters. 
Both approaches have advantages and disadvantages. The nonparametric models 
are relatively easy determined as discussed before. The disadvantage is the 
involvement of many independent points. 
For the parametric models the model parameters are often closely related to the 
physical parameters in the system (such as time constants). A second advantage 
is that a limited number of parameters has to be estimated from many data-
points, so the statistical precision may be better. The mathematical opera­
tions necessary for a model fit are however more complex; often least-squares 
fits have to be performed. With modern computers and the availability of effi­
cient algorithms the weight of this argument is reduced and the parametric 
models have become quite popular in time series analysis. 
The relation between the two methods may be clarified by the following example. 
Suppose measurements have been performed on a system composed of a simple lag 
(first order low-pass filter). The non-parametric representation of the 
impulse response would be the set ( ,̂̂ ,...,1 ,̂...} where h^ is the impulse 
response at time k . A ; in frequency domain it would be given by the set 
[H(0),H(f1),H(fg),...5 with H(f(<) being the transfer function at frequency f̂ . 
The parametric model is the set 1A,T! from the differential equation 

x(t) + r 3 7 x(t) = A n(t) ( 1) at 

Of course the relation holds 

hj< = — exp(~kA/r) ( 2) 

and 
H(f) = A/(l+2njfT:) ( 3) 
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A2.2.2 AR/MA models. Once it is decided to use a discrete-time, parametric 
model several possibilities arise. Three specific types of models have been 
developed that have proven to be very fruitful: the autoregressive (AR) 
models, the moving-average (MA) models and the mixed-mode ARMA models. 

In the autoregressive model, the output x̂  is given as a linear combination of 
its previous values and the input noise 

x t = r ^ a ^ t - i + nt (4) 

In the moving-average model the output is considered as a linear combination of 
previous values of the input signal: 

q 
x t = £ i = 0

b i n t - i ( 5 ) 

A third possibility is the mixed-mode ARMA process: 

x t = ^ = 1

a i x t - i + ^ Q

b i n t - i ( 6 ) 

In these relations â  and b̂  are the model parameters and p and q the model 
order, resp. It can be shown that if p or q is chosen sufficiently large, the 
time series can be modelled with a white noise source n^. This can be inter­
preted as using all degrees of freedom allowed by the model order to build a 
shaping filter that generates the output spectrum from a white noise sequence. 
The AR model can be considered as a predicting filter; n̂  is then to be consi­
dered as the difference between the observed and the predicted value of X 4 - : 

p 
n t = x t " Z

i = l a i x t - i C 7 ) 

This point of view is used in the discussion of optimum model order in 
Sect.A2.3. 
It is interesting to go deeper into the nature of the relations and differences 
of the three process types. One difference is clear when it is considered how 
information propagates in the model, or in other words, in which measure an 
amount of noise n4. is still present in x-ĵ L;. It will be clear that in the MA 
process all contribution is lost after a delay q; the autocorrelation function 
of the MA process is zero after lag q. For the AR process, the information on 
n-t is transferred in every time step so never completely lost although it fades 
away in a stable system. The autocorrelation function will be asymptotically 
zero. Although this property accentuates the difference, the processes are 
related. Applying a z-transform to Eqs. (4) and (5), we obtain: 
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X(z) = 1+1^^ N(z) 

and 

( 8) 

X(z) = (bQ+IibjZ1) NCz) C 9) 

Relations (8) and (9) can be transformed into each other by a Taylor series 
expansion. This implies that the MA process can be replaced by an AR model of 
infinite order, or at least approximated by a finite order AR model; the 
reverse holds for an AR model. The conclusion is that a large freedom exists 
in choosing a model structure for a specific identification task. One should 
bear in mind, however, that not all models have the same efficiency in the 
sense of the minimum number of parameters required. From this point of view it 
may be clear that the mixed-mode ARMA model is generally the most advantageous. 
But there are important differences in the ease of the model estimation for the 
different models from the observed time series. Define the correlation func­
tion of the signal x as: 

0k = < xtxt+k5, C 1 0 ) 

For the correlation function of the AR series the Yule-Walker equation holds: 

0k = ^ = 1

a i 0 k - i ^>0) (Ha.) 

^ = Z?_1aiJ*k-j. + o-2 Ck=0) (lib) 

where ffz is the variance of the noise source n .̂ Apparently an autoregression 
scheme holds for the correlation function, too. It may be noted that this 
relation holds thanks to the causality of the AR series (4). 
Starting with the estimation of the correlation function 0̂  from the observed 
signal, the estimates for lai,i=l,..,p! and ff2 can be obtained by solving the 
linear Yule-Walker equation straightforwardly. Efficient recursive algorithms 
(estimation of the model for successively increasing model orders) have been 
developed (9). For the MA and ARMA models, the correlation functions obey less 
simple relations than Eq.(ll) and generally non-linear equations have to be 
solved for the determination of the model parameters(l,2). This is the reason 
that AR models are often preferred although ARMA or MA models might be more 
efficient. This last point is enhanced by the fact that a continuous-time sys­
tem, governed by a differential equation: 

^i=l°i
 ( d t } 1 x ( t ) + c ° x ( t ) = n ( t ) ( 1 2 a ) 

yields, after sampling, a discrete ARMA difference equation: 
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x t + ^ = 1

a i x t - i = ^ = 0

b i n t - i ( 1 2 b ) 

Due to the simplicity of the AR process and the fact that it can describe the 
system sufficiently close, the inefficiency is accepted and all following work 
will be based on autoregressive models. 

A2.2.3.The multivariate AR model. In the case that more than one signal is 
observed the theory has to be extended to derive the multivariate equivalents 
of the relations obtained in the previous section. Referring back to the sys­
tem structure of Fig.A2.2, we can propose a multivariate, autoregressive (MAR) 
model to fit the time series x̂ , where x̂  is a m-dimensional vector of the 
observed variables xĵ (t') at t'=tA; 1=1,....,m. The model is: 

(13) 

Here n̂  is a m-dimensional noise source vector and Â  are matrices that model 
the relations between the signals x̂ . Sometimes n̂  is called the residual 
noise source, and its components ni form the intrinsic noise sources in the 
signals xj_. If the model order p is sufficiently large, the residual noise is 
white with a noise source covariance matrix E: 

(14) 

From the signal x-t the covariance func-

< n . n l > 

where n̂ " denotes the transpose of Q . 
tion C can be estimated: 

C L = < X . xj , > = C T , (15) K "̂ "t+k -k 

These covariance matrices obey the multivariate Yule-Walker equation: 

Cff = I ^ / i A U + I 6 U , O (16) 

which enables the calculation of the model parameters from the estimated covar-
iances. This is the solution to the problem of Sect.A2,l of finding the system 
structure from the observed signals. It was enabled by using the causality of 
the system implicitly in the AR model: the A| are zero for i<0 which leads to 
the Yule-Walker equation. Also for the solution in the multivariate case 
recursive algorithms were constructed (10,11) as an extension of the Durbin 
procedure (9). After the establishment of the MAR model the interaction of the 
signals is completely known via the set {Ajj and the noise source properties 
given by E. At this point we can obtain frequency-domain quantities generally 
used for system description: spectra, transfer functions, etc. After Fourier 
transformation of Eq.(13) we obtain: 
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X(f) - I^_1AiX(f)exp(-j2nfiA) = N(f) (17) 

defined as the matrix of transfer functions Gjj between the noise source Nj(f) 
The imaginary unit is denoted by j . If the system transfer matrix G(f) is 
defined as the matri 
and the signal X^(f): 

X(f) = G(f)N(f) (18) 

then it can be seen that 

G(f) = J^I-I^=1Aiexp(-j2nfiA) J 1 (19) 

where I denotes the unity matrix. The spectral matrix S x x(f) of the signals 
can be easily derived: 

S x x(f) = < X*(f)XT(f) > = G*(f)IGT(f) (20) 

where X* is the complex con jugate of X. The i i component of S x x is the autos-
pectrum of signal x̂ j the ij component is the cross-spectrum of x̂  and Xj. If 
the physical noise sources in the system are uncorrelated (and if analysis con­
ditions are correct, see Sect.A2.3) then the identified noise covariance matrix 
is diagonal: Z=diag(Zli,...,2^^,) where Zjj represents the intrinsic noise var­
iance in signal x̂ . For the autospectrum of x̂  then holds 

S i i f ^ j ^ t j G i j I j j (21) 

Each term in the sum on the R.H.S. of Eq.(21) is the contribution to the spec­
trum of the signal by each noise source nj. The Noise Contribution Ratio 
(NCRjj) of X J to x̂  is defined as its relative contribution: 

NCRij(f) = G*j(f)Gij(f)Ijj / SH(f) (22) 

The NCR will appear to be an important function; in some way it can be consi­
dered as a multivariate equivalent of the coherence function, which is the 
relative power in the output of a system due to the input. 
Finally, the open-loop transfer functions Hy(f) between the signals can be 
found together with the shaping filters Hj^(f). Rewrite Eq.(17) as 

X(f) = Ha(f)X(f) + Hb(f)N(f) (23) 

where the diagonal elements of H a and the non-diagonal elements of are zero; 
then 
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N(f) = Hf3

1(f)(I-Ha(f))X(f) = G_1(f)X(f) (24) 

From this equation the Hy can be obtained: 

H u(f) = 1 / Gjj(f) (25a) 

Hy(f) = -Gy / Gji (25b) 

Here Gy(f) foil ows from Eq.(19). At this point we have established the theory 
for determining system characteristics and noise sources from the observed 
data. This procedure can be implemented in a computer program and easily 
applied to measurements. In practice, however, some problems arise that influ­
ence the correctness and precision of the identified system structure. These 
will be discussed in the next section. 

A2.3. Practical aspects of MAR modelling. 

A2.5.1. Model order selection. In the previous sections it was assumed that 
the model order p of the fitted AR model was known. When in practice empirical 
data are analysed, the model order is not known in advance and has to be 
estimated together with the other parameters. Referring back to Eq.(7), the AR 
model can be regarded as a predicting filter with the noise as the differ­
ence between predicted and observed output. That model order is optimal that 
predicts the signal X4, in the best way; in this case the residual noise 
sequence n4- is white (all predictability is removed) and has a minimum variance 
o~2. In practice the scheme is followed in which a number of succesively 
increasing model orders is tried. This fact emphesizes the use of recursive 
algorithms. The whiteness criterion can be applied to the residual sequence 
that can be calculated from the original data after the model has been esta­
blished. A more simple method is the comparison of the spectra obtained by 
Eq.(20) and those obtained with standard FFT methods. If the model order suf­
fices, these are equivalent within statistical accuracy (13). For a multi­
variate model all auto- and cross-spectra have to be taken into account. The 
minimum variance criterion is then more easily incorporated. Instead of mini­
mum o"E a minimum of det(Z) is obtained. 

For practical cases, we have only a limited amount of samples available which 
implies that the calculated spectra and correlation functions are afflicted 
with statistical fluctuations. The differences between observed and modelled 
correlation functions are then not significant in a statistical sense. 
Increasing the model order is in fact the further fitting of random deviations. 
For an optimal choice of the model order we need a criterion that balances the 
reduction in the residual variance with an increase of a penalty function based 
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on the number of fitted model parameters. Such criterion has been established 
by Akaike (14,15) based on information theory. For Gaussian signals the 
optimal model order is given by the minimum of the information criterion AIC: 

AIC(p) = N lnlll +2m2p (2o) 

where IZI is the determinant of the noise covariance matrix, m the number of 
signals and p the model order. The last term in Eq.(26) represents the loss 
function equal to twice the number of parameters fitted from the N available 
data points. The AIC has been used extensively for identification problems 
using inherent noise (5.11-15). 
Some comments have to be made on the use of the AIC in the present work. The 
AIC gives an optimal model order in a global sense: based on all data and 
correlation function points. For purposes where we are mainly interested in 
frequency domain properties it may occur that the resemblance of the AR-based 
spectra for a given order and the FFT-based ones is only good in a certain fre­
quency region, while deviations exist in a different (most often lower) region. 
This is due to the fact that an accurate fit of the low frequencies has to 
extend over a larger part of the correlation function than for the higher fre­
quencies. If we are mainly interested in the higher frequency part, the AIC 
might give rise to unnessary large model orders. (For some experiments even a 
satisfactory low frequency fit was obtained with under-optimal orders). These 
points are mainly of importance in cases where very large model orders are 
necessary, as the amount of computer time is proportional to the square of the 
order. We encountered the need for large orders rather often during our 
research. This may have two causes. 

The first is that the sampling frequency has to be chosen much higher than 
would be expected on basis of the Nyquist criterion. This point is commented 
in the next section. Its consequence is that the fit (which has to extend over 
a fixed correlation lag for an acceptable low frequency fit) involves more 
correlation function estimates thus a larger order. 
The second point is that we often had fairly long signal records available, 
implying an accurate spectrum and correlation function estimate. This tends to 
increase optimum model order (16); in most literature the AR fit was based on 
moderate amounts of data (a few thousand samples). This tendency can be under­
stood by the fact that in general the physical process is not an AR process but 
is forced into such a model, motivated by Sect.A2.2. Accurate measurement of 
the system means the need to model more closely by AR, thus the need for higher 
model orders. In practice a good-at-eye criterium was used for the selection 
of the model order at which the recursion was stopped; quite subjective but 
generally satisfactory. 
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A2.3.2. The effect of sampling frequency . In the course of our research it 
appeared to be very important to use sufficiently high sampling frequencies of 
the data in order to obtain correct results from the model (NCR's, transfer 
functions). In the this section the reasons will be discussed. 
It is well-known that the sampling frequency must be chosen at least twice the 
maximum frequency occurring in the signal to avoid aliasing, according to the 
Nyquist-criterion. If this condition is not fulfilled, large deformations of 
the measured spectra will occur and an incorrect system will be identified. In 
practice the signals will be low-pass filtered to satisfy this condition. But 
even then problems may arise which can only be solved by a further increase of 
the sampling rate. These are connected with the fact that a continuous-time 
system is modelled with a discrete-time process. 
Consider a multivariate system as given in Fig.A2.2, with uncorrelated noise 
sources. The outputs are measured and an AR model is fitted to this data. One 
of the results is the noise covariance matrix Z. It would be expected that in 
the case of uncorrelated noise sources, also no correlations are found in the 
identified noise sources, i.e. that the Z matrix is of diagonal form. 
(Off-diagonal elements of I represent correlations in the noise sources). 
However, in practice we have observed that very often the identified noise 
sources were strongly covariant, although this was certainly not true for the 
physical noise sources. This observation is based both on reactor signal ana­
lyses, as well as simulation experiments. As to our knowledge, it has not been 
treated extensively in literature and no explanation could be found. 
The effect of the non-diagonal character of the noise matrix is important. In 
that case the NCR's cannot be estimated and the identified transfer functions 
between the signals are erroneous. It was an important question to settle 
before being able to continue a succesful AR modelling of the reactor noise. 
The cause of the problem has been traced down to the fact that in the real sys­
tem, due to its continuous time character, apparent instantaneous transmission 
of information between the signals is possible. The AR model does not allow 
for such transfer as will be clarified. 
Consider the MAR model defined by Eq.(13): 

Xt = ^_]_Ai^t-i + Qt ( 2 7 ) 

It will be clear that the effects of variations in one signal x̂  at time t can­
not be transferred to the other signals before time t+A. The model does not 
allow for immediate response of Xj to x̂ , or at least for response within the 
time interval A . Note that this effect is independent of the frequency content 
of the fluctuation, which may be sufficiently limited. For physical systems 
there can easily be some response within this time. Figure A2.3 may illustrate 
this point for a signal x2 responding by a simple lag on a step input of xA. 
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Fig.A2.2 
Effect of sampling: xl and x'^ are the sampled versions of the input 
step x1 and the response x . x ' exhibits an instantaneous response 
to xl which is not accountable for in the autoregressive model. 

If the sampling instants are not synchronous with the input variations, a vari­
ation in the sampled version of x± and x2 will occur simultaneously. It will 
be clear that such variation cannot be modelled as x„Ct)=Z.A;x.(t-iA) i f i is 

i 

always greater than 0; the variation will automatically be interpreted as a 
fluctuation in the x2 intrinsic noise source, while in fact only the noise 
source of x± fluctuated. In this way it will be clear that a correlation in 
the modelled noise matrix is obtained. 
The foregoing argument can be put in a better mathematical formulation. It 
will be clear that an inclusion of the i=0 term in Eq.(27) might improve the 
model to allow for instantaneous response: 

*t = £ i = 0

A i * t - i + Dt (28) 

The noise soure n̂  is a white noise sequence with diagonal covariance Z. Note 
that (28) is not a conventional AR model due to the presence of the AQ term. 
It can be organised to standard form by removing the A0 term from the 
summation: 

d-A 0

> x t = ̂ Lj/^t-i + Dt 
or 

x.t = ^ = 1

( I - A o ) _ i A i ^ t - i * ( I - A o ) _ 1 Dt 

• C d B i * t - i + ^ (29) 

This is a normal AR model with noise source z\ that can be identified by stan­
dard methods as described earlier. The procedure yields a covariance matrix Q 
of 2̂ , that is related to Z: 
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<2t2-!> = Q =(I-A0)Z(I-A0)T (30) 

from which it is clear that Q is not diagonal. Also the transfer functions Hy 
and Gy will be affected by the immediate response. The transfer function 
matrix according to the correct model (including A0) is G; denote the identi­
fied one by G'. For G' holds: 

G' = G (I-A0) (31) 

At this point we have to comment the following. The non-diagonal character of 
the noise source has been mentioned in literature(ll,12). Most authors just 
neglected this fact and used only the Zjj terms in their procedure, e.g. to 
compute the NCR's. It will be clear that this will lead to incorrect NCR esti­
mates and to meaningless transfer functions. A solution was suggested by 
Kitamura(ll) by applying a linear transformation on Q to diagonalise it by its 
eigenvectors. This is in fact a method to try to extract the A0 from the fit­
ted Z; it leads however to incorrect results. At first it can be seen that the 
tranformation matrix is not unique (the m eigenvectors of Q can be arranged in 
m! ways each giving different results). Furthermore, none of the possible 
transformation matrices produced the correct results as was found out while 
testing this procedure on simulation experiments. 
In fact any procedure that tries to find A 0 from the observed Q will be use­
less, as A 0 is not uniquely defined by Q. This can be seen with ease: Q, 
being a symmetrical covariance matrix, has m(m+l)/2 independent elements. The 
number of unknowns to be obtained is larger: m elements of Z and m2 of A 0. 
Unless there is some a-priory information on A0 it cannot be obtained. 
The problem discussed here is not completely new. From control theory it is 
known that identification problems occur on a closed-loop system if instanta­
neous response around the loop exists. Solutions are suggested(17,18) by the 
use of an instrumental variable method, where identification is performed using 
another input signal that is correlated with the input perturbations, but not 
with the feedback response. In this way it is possible to estimate the amount 
of instantaneous response and thus assign a value to A 0. It is clear that such 
a solution is not possible in our case because no signals are available that 
can act as instrumental variables since they are all within the closed loop. 
The solution to the problem of correlation in the modelled noise sources lies 
in the increase of the sampling frequency. In this way the magnitude of the 
variation in one signal in one sampling interval A due to other signals can be 
decreased, This approach is based on the assumption that the transfer func­
tions between the signals have a limited bandwidth, as is generally the case 
for physical systems. At present, regrettably, no criterion is known to 
predict the minimum required sampling frequency. It would be suitable to have 
a Nyquist-criterion-like formula to find the maximum sampling interval as a 
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function of e.g. the system time constants. It will be clear that it is a 
function of the derivatives of the response signals. These are determined by 
the time constants involved and the input signal spectra. 
At present the experimental procedure is the testing of successive higher sam­
pling frequencies until a satisfactory degree of diagonalisation is obtained 
for a specific identification task. This is tested by the obtained X and 
NCR's. The sampling rate cannot be increased without penalty: it requires 
larger model orders to obtain a sufficiently close fit of the spectra. Just as 
with the choice of the model order, an important subjective factor steals into 
the modelling due to a lack of satisfactory objective criteria. 

A2.5.5.Accuracy and identifiabiliy. After the observed time series are fitted 
into an AR model, the problem arises what the accuracy is of the model. Rather 
than in the accuracy of the model parameters Â  we are interested in the accu­
racy of the spectra, NCR's and transfer functions. Related to this problem of 
accuracy is the problem of identifiability: under which conditions can the 
transfer functions be obtained from the available data. The relation lies in 
the fact that if a specific H is not identifiable, its precision (the inverse 
variance of its estimate) will tend to zero. 
Accuracy is defined by two aspects: the bias and the variance of the estimate. 
For the bias of the estimates, we can assume that these will be neglectable, 
compared with the variance, if a sufficient model order is used. For the spec­
tra this is readily understood. The spectra are obtained by a fit of the (un­
biased) covariance function estimates. Bias in the spectra is caused by the 
finite width of the lag window that is applied to the covariance function. In 
our experiments the available lag was mostly sufficient. Furthermore, the AR 
modelled spectra are generally much less biased as they are calculated from a 
covariance function that is extrapolated by an AR series beyond the time 
window; this forms the relation between AR models and the so-called maximum 
entropy spectral analysis (3,19). It will be assumed that also for the NCR's 
and H's the bias is negligible. 

The variance of the spectra is determined by the observation time T and the 
bandwidth B of the filtering procedure that is applied when estimating a point 
of the spectrum. For FT based spectra the bandwidth is approximately the 
inverse of the available time lag (dependent of the applied correlation func­
tion window); the well-known relation holds var (SX X)/(SX X) =1/BT. For the AR 
modelled spectra the bandwidth is the inverse of the time lag used for the fit 
(thus model order times sampling interval). For this case the relative vari­
ance of the spectral estimate is determined by p/N; p the model order and N the 
number of samples (21) • 
For the NCR's and H's much less is known. For multi-input systems with observ­
able inputs relations have been established (2,6) for the precision of the 
estimates of the transfer functions. But for the closed-loop system with 
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unmeasurable inputs as in the present case no formulas are available; the pre­
cise identifiability conditions thus remain unclear. It is trivial that the 
precision improves with observation time and gets worse with increasing model 
order (more estimated parameters from the same amount of data). 
Following Kitamura (20) the identifiability conditions can be obtained in a 
qualitative way. Consider the system in the structure of Eq.(18). The infor­
mation of the noise sources nj is transferred to the outputs via Gjj. The 
G's directly determine the open-loop transfer functions H between the variables 
by Eqs.(25). It is clear that if one of the noise sources n̂  is not present 
(the signal x̂  has no intrinsic noise) no signal is transferred via Gj^ and no 
information on Gj|< can be obtained from the output signals. This implies that 
all H's that are computed using G ^ are undefined. It appears that in this 
case only the transfer functions from the other variables towards the variable 
with no intrinsic source can be found; the other are meaningless. Kitamura 
recommends an a-posteriori check on the identified H's by regarding the rela­
tive amount of intrinsic noise in each variable ; ©jj/jJjjfO). If for one of 
the signals this noise source is very small, only the transfer functions 
towards this signal can be obtained. If two or more of the noise sources lack 
none of the transfer functions can be obtained. 
The above approach has to be generalised. It will be clear that if in one sig­
nal the intrinsic noise lacks completely, problems occur. But the argument is 
also applicable to every separate frequency. If due to the specific character 
of the shaping filter the intrinsic noise lacks in only a limited frequency 
region, only at those frequencies not all transfer functions can be found, 
while at other frequencies no problem exists. This is a principal limitation 
of system identification by the intrinsic noise of the process: the components 
that are not actuated by the noise cannot be obtained. 

Partial identification. In practice the above stated problem can sometimes be 
overcome due to the specific structure of the system. This is the case in one 
of the analyses of the reactor signals (see Chapter 6). The structure is shown 
in Fig.A2.4a. 
The main features are the absence of n 2 and of direct transfer between xt and 
x3; all information is transferred via fluctuations in x2. From the previous 
section it will be clear that a straightforward AR analysis will only yield the 
transfer functions H 2 1 and H 2 3 . However, if we leave x3 out of the analysis, 
the structure of Fig.A2.4b remains. The noise source n 3 will be translated 
into an equivalent source n2'. Due to the absence of direct response, H 1 2 and 
Hgĵ  remain unchanged. These transfer functions can thus be obtained by the 
partial identification of the system. The same argument holds when x t is left 
out of the analysis and the conclusion is that with this method we obtain the 
complete system. This result will be used in Chap.A. 
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H I2 H 23 

Fig.A2.4a 
Three-variable system with no direct coupling of and x^. 

Fig.A2.4b 
Equivalent of Fig.A2.4a for partial identification (x - • 

Presence of measurement noise. For the M A R model of Eq.(13) it will be clear 
that all noise sources are in principle allowed to activate all outputs. This 
can be interpreted as the noise sources to be within the feedback loop. For 
the physical noise sources that drive the fluctuations in the physical quanti­
ties this is clearly correct. However, the signals obtained from tranducers 
measuring the physical quantities are often contaminated with measurement 
noise. This noise is located outside the feedback loop and cannot be modelled 
correctly by AR. If such noise is present, it will affect the modelled 
transfer functions and NCR's. With the aid of Fig.A2.2 we can envisage the 
following consequences of measurement noise on signal x̂ : 
- N C R L ^ will increase due to the extra noise; N C R L ^ will consequently decrease. 
-NCRj|( will remain unchanged as only the physical noise n̂  is of importance. 
-The modulus of the transfer function Hj^ will decrease: the input power 
increases but the output power remains equal. The phase will not be affected. 
The precision of the estimates will generally decrease due to the extra amount 
of uncorrelated noise. 

A2.4. Examples of AR modelling. 

A2.4.1.Introduction. In order to illustrate the MAR modelling method and the 
points that have been discussed previously some examples are given. These may 
serve as a validation of the method and the computer programs that were writ­
ten. The demonstrations are performed on electrical networks of known struc­
ture, driven by noise. An analog simulation was preferred to a digital one 
using computer-generated time series, as to approximate as closely as possible 
the realistic analysis conditions including data processing. Furthermore, ana­
log simulation enabled easier testing of the effect of filtering and sampling 
rate. 
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Two demonstration networks were used. The first is a closed-loop two-variable 
network on which the effect of sampling interval, presence of noise sources and 
correctness of estimated NCR's and transfer functions was investigated. The 
second system is a three-variable network where the same features were 
analysed; furthermore the partial identification technique of A2.3.3 and the 
effect of signal bandwidth were studied. 

Fig.A2.5 
Two-variable network used for 
demonstration of AR-analysis 
(exps. 1-3). 

A2.4.2.Two-variable network. A schematic diagram of the system is given in 
Fig.A2.5. The two signals xA and x2 are outputs of amplifiers while the sig­
nals are coupled via two simple low-pass filters. The system is actuated by 
two gaussian white noise generators with filtered outputs to obtain the desired 
bandwidth. The filters are 8-pole Butterworth low-pass filters with an adjust­
able break frequency, set at 10.0Hz for the present experiment. The noise 
sources can be switched off to study the consequence of their absence. For 
this system all parameters are known or can be measured, so a check on the 
results of the AR model is possible. 
Three measurement series were performed on the output signals: 
1. Both noise sources present, sampling interval A=2 ms, total number of sam­
ples N=1024000. 
2. Only n t present, A=4 ms, N=102400. 
3. Only n 2 present, A=4 ms, N=102400. 
From the sampled outputs, spectra and correlation functions were calculated by 
a FFT-based algorithm. The covariance functions were input to the AR modelling 
program and NCR's, AR-spectra and H's computed. To study the effect of sam­
pling interval, a special procedure was applied. From the sampled signals the 
covariance functions can be obtained at time instants k A . From this estimates 
the values at k ( m A ) can be considered as the covariance funtions i f the signals 
were sampled with A ' = m A , as long as the larger sampling time A ' still satisfies 
the Nyquist criterion to prevent aliasing. In this way we can investigate the 
effects of sampling rate on the modelled results with the advantage that the 
differences are only due to the sampling interval, not to statistics as the 
same data is used for all runs. 
The first effect to be demonstrated is the influence of sampling rate on the 
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diagonalisation of the noise source covariance matrix X. A measure for the 
diagonalisation is the noise correlation coefficient 

p ^ X ^ A X ^ ) * . (32) 

A P p 1 2 at experiment 
(ms) 1 2 3 

64 31 0.545 
16 60 0.315 0.884 0.808 

8 60 0.139 
4 60 0.054 
4 100 0.147 0.097 
2 25 0,020 
2 50 0.012 
2 100 0.010 
2 150 0.010 

Table A2.1 Noise source correlation coefficients 
as function of sampling time A ' and model order p 
for experiments 1, 2 and 3. 

Results are shown in table A2.1 . It appears that the effect of a too low sam­
pling rate can be very large, particularly for the case that only one source is 
present (exp.2 and 3). It can be understood that for exp.2 the correlation is 
larger than for exp.3, as the time constant of the involved filter is smaller 
and thus the amount of instantaneous response. 
The effect of the sampling interval on the NCR's is also large. Remember that 
the NCR î is the relative amount of power in the signal x̂  due to the i i compo­
nent of X only. If the diagonalisation is perfect, the sum of NCR's would be 
unity; i f correlation remains the sum will deviate from unity. This is shown 
in Fig.A2.6 where the NCR's for case 1 are given with A'=32 ms and A'=2 ms. 
The deviations are apparent; it can be concluded that the diagonalistion is 
satisfactory at the smaller sampling interval. For the exps.2 and 3 results 
are not shown; the same conclusions hold and A=4ms appears reasonable. In 
Fig.A2.6 also the NCR's are drawn that were calculated using the spectra of exp 
2 and 3; these give the contribution in every signal due to each source direct­
ly and can be combined to the expected NCR's. The AR modelled NCR's agree very 
good with the theoretical ones, deviations are due to the limited accuracy of 
the estimated spectra. 

In Fig.A2.7 the gain and phase of the estimated transfer functions H 1 2 and H 2 1 

are plotted, together with their true values. It can be concluded that for the 
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Fig.A2. 6 
Effect of sampling rate on the 
Noise contribution ratios (NCR's) 
of the two-variable system. 
The NCR's are shown cumulatively: 
the distance between correspondig 
curves represents the fractional 
contribution of noise source i to 
signal j. (See also Fig.A2.9). 
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Fig.A2.7 
Effect of sampling rate on the transfer functions between the signals 
obtained by autoregressive modelling. 
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case where the diagonalisation was acceptable also the H's are estimated cor­
rectly with (for this case) a reasonable accuracy as indicated by the oscilla­
tions around the true curves. For the analyses with A'=32 ms large deviations 
exist in the modelled transfer functions. For the cases 2 and 3 the identified 
Hĝ  and H 1 2 , respectivily, coincide with the theoretical curves, while complete 
erroneous reverse H's were found. Here, too, it appears that a larger sampling 
interval affects the correctness of the transfer functions. 

Fig.AZ. 8 
a (top) : Three-variable network used for demonstration, 
b (bottom) : Equivalent signal diagram. 

A2.4.3.Three-variable network. Measurements were performed on the network 
shown in Fig.A2.8a. The scheme to calculate transfer functions is given in 
Fig,A2.8b. The effective values of the resistors are due to the input 
impedance of the amplifiers. This network was used to test the AR fitting on a 
system with more than two variables in the presence or absence of noise 
sources. One of the special features of this network is the absence of direct 
transfer between output 1 and 3; we expect the identification result to show 
the same. Two experiments were performed on the system: exp. 4 with all noise 
sources present, exp. 5 with that of signal 2 switched off. In both experiment 
the signals were low-pass filtered at 10.0Hz and 614400 samples were taken of 
each with an interval of 2 ms. First exp. 4 will be discussed. 
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A (ms ) P Pia Pia P23 

32 27 0.669 0.135 0.284 
16 50 0.395 0.045 0.149 

8 100 0.211 0.006 0.074 
4 100 0.109 -0.002 0.037 
2 90 0.071 -0.009 0.016 

Table A2.2 Noise source correlation coefficients 
as function of sampling time for experiment 4. 

The first point of interest is the dependence of the noise covariance on sam­
pling interval. This was checked as described in the previous section. Now 
three correlation coefficients p 1 2,p 1 3 and p 2 3 are obtained. Results are given 
in Table A2.2 . Again the effect is clear. 2 ms was the shortest possible 
interval in the analysing system while preserving sufficient spectral resolu­
tion. For this condition the diagonalisation was sufficient for p 1 3 and p2 3, 
less sufficient for p 1 2. This is understandable as the shortest time constants 
in the system are between 1 and 2. The resulting NCR's for A=2 are shown in 
Fig.A2.9, together with their true values. The remaining correlation between 
n± and n 2 causes the sum to deviate from unity, mainly for x± and x2. Apart 
from this effect the NCR's are fairly correct. 

^ ^ J J - ^ -1 -J • 

||2 ^ r^zr^~^^' 

-

NCR,, 
theoretical 
measured NCR,, 

10 12 

f | H * ) — 

Fig. A2.S 
NCR's of three-variable network 
analysis at exp.4. 

The fitted transfer functions are shown in Fig.A2.10. The measured curves 
agree with their theoretical ones, the small oscillations are due to finite 
precision. The deviation for H23 may be due to the nonperfect diagonalisation. 
It can also be noted that the precision decreases with the corresponding NCR 
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« H z ) - - f ( H 2 ) -

Fig.A2.10 
Transfer functions from AR-modelling of the three-variable network 
at exps. 4 and 5. 

: the oretical 
—: complete analysis (exp.4) 

— : partial analysis (exp.5) 
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value as has been discussed in Sect.A2.3.3. The estimates for H 1 3 and H 3 1 are 
not shown. In the physical system they are not present, in the analysed system 
their value was very small compared to the other transfer functions (approx. 
0.02 for the gain). 

1 3 " " " ~ 

NCR,, NCR,, 

theoretical 
measured 

i i i 
10 12 o 

23 ~ ~ 
X 2 

2 2 ~ ^ > ^ 

N C R 2 , 

10 12 

f ( H z > — 

Fig.AË.11 
Noise contribution ratios for the 
three-variable system at exp.S. 

An interesting test on the modelling procedure is formed by experiment 5 where 
the second noise source is missing. The expected consequence is the impossi­
bility to determine other H's than H 2 1 and H 2 3 . For this case only an analysis 
with A=2 ms was performed. The observed noise correlation coefficients were 
p12=0.061, p13=0.004 and p23=0.040. The strength of the identified noise 
sources, relative to the signal variance, was 3.3 10 7 , 2.3 10 7 and 3.6 10 7 

resp, for nA, rig and rij. It can be seen that the second noise source is still 
rather large and that some correlation remains. Furthermore numerical problems 
arise due to the fact that the determinant of the noise matrix Z is very small; 
this is a good indication that one of the noise sources is missing. The conse­
quence of the remaining noise covariance is the remnant of NCR:- in the NCR 
plots in Fig.A2.11, mainly for the first two signals at frequencies under 2 Hz. 
The sum of NCRĵ 3 and NCR 2̂ is approximately the expected value for NCR|3; it 
looks as i f part of the noise n 3 is transferred to n2. The transfer functions 
H 2 1 and H 2 3 are estimated correctly above 2Hz, at lower frequencies deviations 
exist; the other transfer functions show large oscillations and are meaningless 
as expected. For this case a partial identification technique as described in 
A2.3.3 may be performed. The conclusions are that than the obtained NCR's are 
correct, although some effect remains of the non-ideal diagonalisation. The 
identified transfer functions also agree well with their theoretical expecta­
tions (also shown in Fig.A2.10). It has to be noted that for the x±-x3 partial 
identification the obtained transfer functions are the products H1 3=H2 3.H1 2, 
etc. as can be readily understood from Fig.A2.8b. 
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Effect of signal bandwidth. Using the 3-variable system discussed above with 
sources n± and n3 present and using xt and x3 as outputs the effect of filter­
ing on the modelled noise sources was studied. Table A2.3 shows the observed 
correlation coefficients p 1 3 for different conditions. 

A(ms) P 5Hz 10Hz 20Hz 

64 25 0.199 
32 25 0.097 0.071 
16 25 0.050 0.035 0.017 

8 50 0.012 0.010 0.009 
4 100 0.012 0.010 0.009 
2 100 0.006 0.006 0.007 

Table A2.3 Noise source correlation coefficients 
as funtion of sample time and bandwidth (Exp 5). 

It can be concluded that an increase of bandwidth leads to a reduction of the 
correlation. This can be understood from the point that, in the present case, 
signal coherence decreases with frequency. Increasing bandwidth means the 
addition of more, less correlated noise to the signals so the effective cor­
relation decreases. It is worthwile to mention that analysis of reactor sig­
nals leads to increased correlation if the signal coherence increases with fre­
quency in the analysed band (Chapter 6). This is in accordance with the abo-
vementioned observations. 
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APPENDIX 3. A MODEL FOR THE DYNAMICS OF A BOILING WATER REACTOR. 

A3.Abstract. 

A model has been established to derive the dynamic characteristics of the 
Dodewaard reactor. It is founded on the basic physical processes that govern 
reactor dynamics. The values of the different parameters in the model are 
estimated from experimental and theoretical data. The transfer functions of 
reactivity and steam flow to power and pressure are obtained. The sensitivity 
to changes in several parameters is investigated and can be understood. 

A3.1. Introduction. 
A model has been established that predicts the relation of variations in sever­
al physical variables in the reactor system. These are both neutronic vari­
ables (flux, reactivity effects) as well as process variables (like thermal 
power, pressure, steam flow, control valve positions). The need for such a 
model is given by the desire to understand the spectra, transfer functions and 
response functions that were measured both by noise techniques and by perturba­
tion measurements. Furthermore, an independently obtained model may be of use 
in the validation of these results (see also Chapter 6 and Appendix 1). 
The model discussed in this appendix is founded on the basic relations between 
the physical quantities that govern reactor behaviour. These relations often 
contain non-linear terms which disable an easy solution of the differential 
equations involved. However, due to the fact that our main interest lies in 
noise behaviour and other small-signal characteristics, a linearisation of the 
equations is possible around the steady-state conditions. This enables a fre­
quency-domain approach after the Fourier transformation of the linearised for­
mulae. (For larger deviations such as transient analysis, the non linear beha­
viour plays an important role and other approaches, like analog computer simu­
lations may be useful). 

The model leads to a set of transfer functions between the output and the input 
variables. Many quantities can act as output (power, pressure, steam flow, 
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(fuel)temperature, void content). For the inputs it is useful to take those, 
by which normal reactor operation is controlled or that act as noise sources in 
the fluctuation behaviour. During normal operation only three variables can be 
manipulated: control rods (to control reactivity), steam flow (to control 
pressure) and feedwater flow (to control reactor water level). For the noise 
measurements control rods can be neglected, because these serve as burn-up com­
pensation and are repositioned only incidentally. Reactivity fluctuations 
(mainly due to the boiling process) replace their role as input variables, 
although it is not a directly measurable input variable. 
Steam flow forms a second input; this is motivated by the fact that the pres­
sure control system acts on it and because it is one of the important noise 
sources in the system (see Chapter 6). 
Feedwater flow variations appear to have a very small effect on the reactor as 
far as noise is considered (1), Its influence on e.g. power is very indirect 
and completely masked by other processes. Feedwater flow is further neglected 
as an input variable. 
For the general outline of the model two zones are regarded. The first is the 
reactor core. For the dynamics a point-kinetics approximation is used with 
(external plus feedback) reactivity as input. Power and pressure determine the 
evaporation of water and the steam content in the core. Steam is removed from 
the core to the second zone (i.e. the out-of-core part of the vessel). Here 
pressure build-up takes place due to steam production and (controlled) steam 
removal to the turbine. Vessel pressure is generated by the amount of steam in 
the available volume, Core pressure is directly determined by vessel pressure. 
Reactivity feecback occurs due to coolant (moderator) and fuel temperature and 
due to core void fraction. 
A schematic representation of the 
reactor is shown in Fig .A3.1 with the 
main variables of interest shown (see 
also A3.2 and Table A3.4). In the 
following sections the model detai ls M S 

are evaluated and some results given. 
D„ 

Fig.A3.1 
Schematic representation of the reactor 
with the main variables of interest 
shown, (see A3. 2 and Table A3. 4). 
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A3.2. Basic model equations. 
For the neutronics a point-kinetics model is assumed. Power fluctuations 6P 
are caused by reactivity fluctuations 6p via the well-known equations 

fj^P(t) = * £ p Q - | 6P(t) + EA^SC^t) ( 1) 

g^C^t) = | l6P(t) - XjSqtt) ( 2) 

These equations are already linearised around steady-state power P 0. The quan­
tities 3, P̂ , C"i and X| have their usual meaning as delayed-neutron parameters, 
A is the neutron generation time. Fourier transformation yields (s denotes the 
complex angular frequency ju) 

6P(s) = P0G(s)6p(s) ( 3) 

with G(s) the zero-power reactivity transfer function 

G(s) = ^sA+I^s/Cs+X^J - 1 ( 4) 

For the remaining part the equations will directly be given in their linear­
ised, Fourier transformed version. 

The reactivity input 6p is the sum of the external and feedback reactivity: 

6p(s) = 6pe(s) + Sp-f̂ Cs) ( 5) 

The generated power heats the fuel and is transferred to the coolant as a heat 
current Q. If it is assumed that fuel temperature fluctuations are much larger 
than coolant temperature fluctuations, the heat current and fuel temperature 
are independent of coolant temperature and given by the heat balance: 

sC f6Tf(s) = 6P(s)-6Q(s) ( 6) 

with 

6Q(s) = Gf(s)6P(s) C 7) 

G-p(s) is the fuel heat transfer function. For a simple model with a single 
fuel time constant it is given by 

Gf(s) = (l+STTf)"1 ( 8) 

with the fuel time constant determined by the ratio of fuel heat capacity Cp 
and total heat transfer coefficient k^c. For a better approach, a transfer 
function with several time constants is necessary (see A3.3). 
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The transferred heat is used to generate steam. The evaporation mass flow W e v 

is given by 

W e v(t) = Q(t)/h e f f (t) ( 9) 

where h e ff is the effective evaporation enthalpy of the water (including the 
amount of energy required to heat the water from feedwater temperature to boil­
ing temperature). Its steady-state value is easily determined as 

heff = fVWso CIO) 

where P 0 and W s o are the steady-state power and ex-vessel steam flow, resp. 
For a dynamic model, fluctuations in h e ff due to variations in boiling tempera­
ture (pressure) have to be taken into account. Then, 

*Wev(s) = ^ - P 0 ^ ho6D(s) (11) 

with h[) the pressure derivative of the evaporation enthalpy and 6D the pressure 
fluctuation. 
In A3.3 it will be argued that the removal of steam from the core can be des­
cribed by a simple lag model, characterised by T s , the average steam residence 
time. The equations for removal flow Wr, steam mass Mgj,, steam volume and 
void fraction a are 

6Wr(s) = 6M s c (s)/r s (12) 

s6Msc(s) = 6Wev(s)-6Wr(s) (13) 

6V e c(s) = 1 SMg^s) - 1 a0Vco-D6D(s) (14) 

6ct(s) = 6V S C /V C (15) 

In these equations it is assumed that the change in in-core steam mass is 
given by the difference of evaporation and removal mass flow. determines 
directly the in-core steam volume V s c and void fraction a via the steam density 
o"s. Pressure dependence is incorporated by the density-pressure derivative 
CTQ = • ĥe amount of water in the core is simply the remaining volume. 
The core pressure D c is assumed to be equal to the vessel pressure D v . This 
pressure is generated by the amount of steam present in the vessel (M s v) and 
the volume V s v occupied by it; this volume is equal to the volume left by the 
water. The amount of water in the vessel (Mw v) is the total amount of water in 
the system (which decreases due to evaporation and is balanced by the feedwa­
ter) minus the amount of water in the core. As we have assumed a constant 
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feedwater flow we, obtain for the fluctuations 

s6M8v(s) = 6Wr(s)-6W8(s) (16) 

<Wsv(s) = -6Vw v(s) = -6ky8)/<rw (17) 

6M^(s) - 6Mw(s)-6Mwc(s) = - l5Wev(s)+o-w6Vsc(s) (18) 

Here M w is the total amount of water in the system, Ws the ex-vessel steam flow 
and CT w the (constant) water density. Eqs.(16) and (17) determine the steam 
density in the vessel which is directly related to the pressure: 

SD = D^o-g = D^r^-SMs . / s ) -^ 6V s v(s)) (19) 
" B O V S O 

with D̂ - = 1/oX) the ratio between steam pressure and steam density fluctuations 
and V s o the steady state steam volume in the vessel. In these equations it is 
assumed that the steam remains in saturation condition; the variations in steam 
volume and mass are assumed slow with respect to the time constants involved in 
the evaporation process (which may be considered much smaller than T : S ) . 
The steam flow Ws, introduced in Eq.(16) is determined by vessel pressure via 
the pressure control system and the external steam flow fluctuations 6We : 

6Ws(s) = C(s)6D(s) + <5We(s) (20) 

where C(s) is the controller transfer function discussed in A3.3. 
Finally the relations for the feedback reactivity have to be established to 
close the feedback loops in the model. Three processes are involved: fuel 
temperature (via nuclear Doppler effect) and moderator temperature and core 
void content (via moderator density and neutron spectrum effects). The rela­
tions hold 

6pfb = 6p1+6p2+6p3 (21) 

with 

6pA = pfoT-f (22a) 

6Pa = Pm6Tm { 2 2 b ) 

6p3 = pa6ct (22c) 

pf, pm and p a are the fuel temperature, moderator temperature and core void 
reactivity coefficients. Moderator temperature has not been included directly 
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Into the model but it is coupled to the pressure via changes in the boiling 
temperature: 

6Tm = TD6t> (23) 

At this point all the necessary relations between the variables in the model 
have been established, except for the evaluation of the parameters involved. 
These are discussed in the next section. The relation between the variables is 
illustrated by Fig.A3.2. All relations can be gathered into transfer functions 
from the input variables (6pe and 6We) to the other variables, of which we 
shall regard the power P and pressure D. The derivations of these transfer 
functions will not be shown here; results are discussed in section A3.4. 

Fig.A3.2 Block diagram of the'reactor model. 

A3.5. Evaluation of model parameters. 

In this section the parameters that were introduced in the model equations 
(l)-(23) will be evaluated. The parameters are based on nominal operating con­
ditions: P0=164MW, Do=70bar, Tm=285°C, ao=0.35 and Wso=71kg/s=255t/hr. Also 
end-of-cycle (EOC) conditions are assumed with an average burnup of 16MWd/kgU 
at which most experiments were performed. 

Neutronic parameters. These are the neutron generation time A and the delayed 
neutron parameters fŝ  and X .̂ The neutron generation time is only of influence 
in the higher frequencies (above 10 Hz) which are not of primary interest in 
the present situation; a value of 50ps is assumed. The values for fî  and X̂  
for the several fissionable isotopes are known (2). The main problem affecting 
the effective delayed fraction 3 is the relative contribution to power produc­
tion of 2 3 5 U and 2 3 9 Pu fission. These fraction can be obtained from cross sec­
tion and burnup calculations (3). Resulting values are P=0.62% (begin-of-cycle 
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(BOC), burnup 9.4MWd/kg, 26% Pu-fission) to 0.58% (EOC, burnup 16MWd/kg, 37% 
Pu-fission), 

Fuel time constants. The most simple model for the heat transfer from fuel to 
coolant is a single time constant model: the response of fuel temperature and 
heat current on a power step is given by an exponential function expC-t/rf). 
The fuel time constant is determined by heat transfer coefficient k^c and 
heat capacity Cf. kfc can be obtained from average fuel temperature and power 
density. The design values for the Dodewaard reactor (4) give an average fuel 
temperature of 500/590 C at nominal power (fresh core/EOC). The heat capacity 
of UOg is approx 0.33 J/kg°C (5) which gives a time constant of 4.6 to 6.5 sec. 
The use of this time constant in the model leads to unsatisfactory results; the 
thermohydraulic feedback appears too slow with respect to measurements (see 
Ch. 5 and App. 1). 
A more detailed analysis of the heat transfer gives rise to smaller time con­
stants. Heat removal from the fuel is established by heat diffusion through 
the U O 2 pellets, the fuel-to-cladding gap, the cladding and the boiling film. 
This is a distributed parameter system of which the response to power fluctua­
tions can better be approximated by a multi-time constant model. Iriarte (6) 
gives some approximate results. To obtain more accurate values a computer pro­
gram was written that solves the stationary and time- dependent heat diffusion 
equation in the fuel pin. Values for fuel and zircaloy heat diffusion coeffi­
cients and specific heats were taken from Ref.5. Values for gap conduction and 
boiling heat transfer were taken from the design values (4) (kgap=0.4W/cm2°C 
and kfjjm=1.4W/cm20C). The stationary temperature profiles were calculated for 
three conditions: 
1. Nominal power (155W/cm). 
2. Nominal power, closed gap. 
3. 270 % overpower (574W/cm). 
The second case is motivated by the fact that in irradiated fuel (due to swel­
ling and thermal expansion) the gap may become closed and heat transfer 
improves substantially; this is a realistic end-of-cycle condition. The third 
case is performed as a check on the correctness of the data used. A total 
power peak factor 3.7 is the design overpower at which no fuel melting may 
occur. 
For case 1 and 2 a stepwise power decrease of 5% from nominal was introduced 
and the surface heat flux relaxation computed. The results enabled the fitting 
of two time constants to the response, leading to a fuel heat transfer function 
(see Eqs.(6) and (7)) 

Gfls) = Af/d+sr^) + Af2/(l+sT:f2) (24) 

From the observed mean fuel temperature, together with power and heat capacity 
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estimate also a single time constant Tf can be obtained. Results of the calcu­
lations are given in Table A3.1. 
The maximum fuel (centre) temperature is below the UOg melting point (approx. 
2840 C) for case 3, The average fuel temperatures agree with Ref.4 for nominal 
power. This validates the model and data used. For the dynamic behaviour, it 
can be seen that the closure of the gap causes a smaller time constant and 
lower temperatures. Furthermore, the two time constant model exhibits a sub­
stantial faster heat transfer than the single time constant model; for case 2 
even more than for case 1. This effect will give rise to higher frequencies 
involved in the reactivity feedback; it is discussed further in Sect.A3.4. An 
indication that these estimates are realistic is found in measurements of fuel 
response with a fuel elongation meter, which indicate a relative fast response 
(7) although no accurate results are available (8). 

case T f , a v g Tf.max r Afx r f i T f s 
( 6 C) (*C) (s) (s) (s) 

1 580 760 6.5 0.88 7.9 0.12 1.2 
2 470 615 4.1 0.77 5.4 0.23 0.8 
3 1725 2580 8.6 

Table A3.1 Calculated fuel temperatures, 
time constants and fractions (see text) . 

Steam parameters. The steam densities and the dependence on pressure can easi­
ly be obtained from steam tables (9). For nominal conditions o"s=36.5kg/m3, 
o""w=740kg/m3 and o"Q=0,58kg/m3bar. The effective evaporation heat heff is 
obtained from the power and steam flow and amounts 2.31 10*J/kg. This has to 
be compared with the amount of energy required to heat the water from feedwater 
temperature (approx. 130°C) to 285°C plus evaporation (which is estimated from 
Ref .9) to be 2.23 10*J/kg. 
For the pressure dependence of h, the variations of boiling temperature and of 
evaporation heat with pressure have to be taken into account. Both are includ­
ed in the net steam enthalpy; from steam tables hQ=-1250J/kg,bar. 
In the model also the volumina V c and V s o are necessary. V c is the water plus 
steam volume within the elements, Vc=2.05m3. V s o , based on the vessel volume 
left by an effective water level of 0.5m above chimney with no further compo­
nents in the vessel, is 22.3m3. 

Core steam removal. A fluctuation in the heat flow Q causes an instantaneous 
variation in the void content of the core. The void fluctuation profile has 
approximately the same shape as the axial power distribution. The void is 
swept from the core by the coolant flow through the bundles; the upper part of 
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the void very soon after its generation and the lower part after a residence 
time determined by velocity profile and core dimension. An exact solution of 
the steam removal requires a quite complicated analysis with knowledge of power 
and velocity profile. A simplified model for steam removal is the exponential 
decay 

6Msc(t)=6Msc(0)exp(-t/rs) (25) 

where the time constant r s can be considered as the average steam residence 
time in the core. This approach has been used by other authors (10,11) and 
will be used in the present model. The steam time constant can be calculated 
by a simple balance of production and removal in the steady state: 

Wro = MscAs = Wevo = P ( / h eff (26) 

Mso = aoVc f fs ( 2 7 ) 

1 
r s = p heff ao Vc f fs ( 2 8 ) 

r o 

Note that r s is a parameter in the linearised model and is dependent on operat­
ing conditions. The relations between reactor power and void fraction, as 
obtained in the thermohydraulic analysis of the core (4), will predict the var­
iation of r s with power level. For nominal conditions rs=0.34s. This value 
can also be interpreted as the time, required for the steam transport from half 
core height (0.9m) to core top (1.8m) with an average steam velocity of 
2.65m/s. This value agrees well with measurements of the void velocity profile 
(12 and Chapter 4). 

Reactivity coefficients. The reactivity feedback in the model is determined by 
three reactivity coefficients, accounting for the effects of fuel temperature 
(pf), moderator temperature (pm) and moderator void fraction (pa). The 
transfer functions resulting from the model are very sensitive to the reactivi­
ty coefficients so an accurate estimation is required. 
The fuel temperature coefficient pf is due to the nuclear Doppler effect in the 
resonance absorption in 2 3 8 U . It is mainly determined by fuel geometry and 
moderator-to-fuel-ratio and it is fairly independent on precise fuel conditions 
(enrichment,burn-up) due to the low enrichment of LWR fuel. The value of 
-2pcm/°C obtained as design value (13) may thus be considered reasonable. This 
coefficient is however of minor importance with respect to the other two. 
The moderator temperature and void fraction reactivity coefficients are gener­
ally larger. Both are related to changes in the moderator density o"m and, as a 
second order effect, the thermal neutron spectrum. This spectrum varies due to 
density variations (large effect) and directly due to neutron temperature vari-
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ations (smaller effect and neglected). Because of this same origin the two 
coefficients can be discussed simultaneously: 

_ â£ _ Mm (29) 

_ à£ _ dp. afin 
P« ~ Set " do-m act 

(30) 

with p the reactivity and <5"m the moderator density. Using the water density 
ffw, it is obtained 

<rm = (l-a)o-w (31) 

£ " = -w «2> 

= ( l - o ) î « (33) STm dTm 

The quantity determining the reactivity effect is the moderator density coeffi­
cient dp/dcr,,,. Values for p a and pm can be found in the design report (13). 
These coefficients are, however, very sensitive to enrichment, burnup, control 
rod positions, poison and void fraction. Since reactor startup several changes 
in fuel and operating conditions have occured so that the design values are not 
reliable. Several methods will be used to obtain good values: theoretically 
via cross section calculations, experimentally from low-power temperature coef­
ficient measurements and from control rod movements. 
Neutron cross section calculations are executed for fuel management and opera­
tion purposes. These calculations give the infinite medium multiplication con­
stant k^pf, neutron migration area M2, thermal neutron diffusion length L and 
several other variables, for different burnup and void conditions. From these 
data we obtain the reactivity coefficients as follows. First, compute the con­
trol buckling B§ (to be distinguished from the core geometrical buckling B2) so 
that 

k e f f = k i nf/(l+M2B2)(l+L2B2) (34) 

equals unity for operational conditions (OTQ=0.35). B 2 counts for the control 
rod reactivity worth in the core. For varying void fraction, k e f f can be cal­
culated by Eq.(34). Using available data (cross sections for ct=0, 0.35 and 
0.70) a parabolic fit of keff as function of a is possible, from which the void 
reactivity coefficient p a is obtained. With the use of Eqs.(29)-(33) and the 
temperature dependence of the water density (9) the moderator temperature coef­
ficient pm is also gained. Results are shown in Table A3.2, A check on the 
obtained results can be found from an extrapolation of the calculated tempera­
ture coefficient to low temperature, BOC conditions for which measured data are 
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available (15). From Table A3.2 it is obtained that pa(a=0, BU=9.2MWd/kg) is 
-0.057. For water at 285°C, crw=736kg and do"w/dT at 50°C is -0.46kg/m 3°C; this 
gives a value for pm at 50°C of -3.6pcm/°C which is to be compared with 
-3pcm/°C from Ref.15 (although this last figure includes the zero-power Doppler 
reactivity and measurements at the begin of various cycles may differ by a fac­
tor two). 
A third way to estimate p a is from the control rod experiment (Appendix 1) 
which results in a value of -0.09, This value is in very good agreement with 
the other results. 
The moderator temperature coefficient used in the model calculations can be 
easily derived from the void coefficient. In the model calculations the value 
actually used is the sum of pm and pf to compensate for the fact that, in the 
model, moderator temperature changes do not affect fuel temperature so an 
underestimation of reactivity feedback results. The model calculations were 
done with the values pa=-0.093, pm=-17.5pcm/°C and pf=-2pcm/°C, unless men­
tioned otherwise. 

para­
meter 5.6 

Burnup 
9.2 

(MWd/kg 
12.0 

U/Pu) 
16.4 

a=0 
k i n f 
M 2(cm z) 
L 2 (cm 2 ) 

1.218 
59.3 
6.69 

1.170 
59.4 
6.75 

1.134 
59.6 
6.83 

1.075 
59.8 
7.05 

a=0.35 
k i n f 
M 2(cm 2) 
L 2 (cm 2 ) 

1.209 
83.3 
8.43 

1.164 
83.4 
8.41 

1.131 
83.5 
8.45 

1.079 
83.8 
8.62 

a=0.7 
k i n f 
M 2(cm z) 
L 2 (cm 2 ) 

1.185 
134. 
11.9 

1.143 
134. 
11.7 

1.115 
134. 
11.6 

1.070 
134. 
11.6 

B|(cm- 2 ) 0.016 0.011 0.007 0.001 

k e f f (ar=0) 
k eff(a=0.7) 

1.051 
0.901 

1.041 
0.917 

1.032 
0.930 

1.017 
0.952 

pa(a=0) 
pa(a=0.35) 

-0.077 
-0.216 

-0.057 
-0.177 

-0.037 
-0.146 

-0.004 
-0.093 

Table A3.2 Neutronic parameters as function of 
burnup and void f rac t ion . 
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Pressure control. The pressure control system is the main controller of the 
reactor during normal operation. Power is kept constant due to the negative 
void reactivity, as long as pressure fluctuations are suppressed. A general 
outline of the controller can be found in (16). The controller input is a 
pressure sensor on the main steam line. The signal is filtered to decrease the 
higher frequency variations and then input to an electro/hydraulical servo sys­
tem. The steam flow from reactor vessel to turbine is regulated by two paral­
lel control valves. As a strong nonlinear relation between valve opening and 
steam flow exists, valve characteristics and controller behaviour are dependent 
on operating conditions. Overall controller gain (steam flow variation divided 
by input pressure variation) has to be established by measurements, for which 
the control rod experiment (Appendix 1) and noise measurements (Ch.6) are suit­
ed. The dynamic behaviour (filter characteristics, break frequencies of 
amplifiers, etc) are obtained from these experiments, from documentation and 
from separate experiments. The general structure of the controller transfer 
function is 

C ( S ) = y ^ J p f i r = A cK cH f(s)Hb(s) (35) 

which gives the relation between (normalised) steam flow variations and (nor­
malised) pressure fluctuations. A c is the static gain from pressure fluctua­
tions to valve position variations, the valve coefficient K c is the ratio of 
flow variations to valve position variations, H-f(s) the active filter transfer 
function and Hĵ s) the filtering due to the upper break frequencies of the sev­
eral components. A c and K c are dependent on operating conditions. Hf has the 
general form 

Hf(s) = ( l+sr c l ) / ( l+ST C £ ) (36) 

For ,in practice, a few time constants can be distinguished with values in 
the range of 0.03 to 0.20 s (17). In the model calculations the effect of H)-, 
was neglected. 
Using the data of several sources the values for A c , K c , xcz and r C 2 are given 
in Table A3.3. It is clear that different sources give rather different 
values. For the gains this may be understood by different operating condi­
tions. For the time constants the cause is not clear. It has to be commented 
that for Ref.16 the values are nominal ones from the original electronic 
schemes; the measurements of Ref.17 were performed to check the actual values. 
The effect of different values of the pressure controller parameters is dis­
cussed in A3.4. 
A complication to the pressure control system is that the controller input 
pressure sensor is not on the reactor vessel but on the main steam line, just 
before the control valves. This introduces a flow-dependent pressure drop 
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Ref. Condition *C1 
(s) 

rC2 
(s) 

16 164 MW 
144 MW 

3.1 
2.3 

1.65 
1.65 

3.3 
3.3 

1Z 62/4 valve 
34% ope-
74% ning 

10.6 
0.9 
1.6 

6.4 
3.0 

App. l 144 MW 4.5 0.86 - 13. 

Chap.6 164 MW 
144 MW 

2.0 0.5 
1.1 

- 6.0 

Table A3,3 Pressure control ler parameters 
estimated from different sources. 

between vessel and controlled pressure of approx. 2.2bar at normal conditions. 
This effect is accounted for in the model. Characteristics of both vessel 
pressure and controlled pressure are evaluated in A3.4. 
Apart from the actively controlled steam flow a natural control path exists. 
Pressure increase gives rise to a larger mass flow at constant valve position. 
This natural regulation has to be added to the effect of the controller. For 
the flow from the vessel to the (vacuum) condenser the following relation holds 

D=Affsvl = B Wf (37) 
6 S FFG S 

from which can be derived 

Pressure propagation. It was assumed throughout this section that vessel pres­
sure fluctuations immediately affect the core pressure. This is of course not 
completely true; apart from the (very fast) acoustic pressure transmission 
through the reactor water, the core steam content has to be compressed to meet 
the changed vessel pressure. This process is not very fast as an amount of 
water has to be transported. A very simple model regards the core steam volume 
as a spring and the amount of water in the core and chimney as inertial mass. 
This system has a resonance frequency of approx.25Hz, if the difference in flow 
area in the chimney and in the bundles is taken into account. It can be con­
cluded that in the frequency range of interest the core pressure fluctuations 
may be considered equal to the vessel pressure fluctuations. 
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A3.4. Results. 
Using the model developed in the previous sections the transfer functions 
between input and output variables may be computed. The effect of variations 
or inaccuracies in the different parameters can also be obtained. The input 
variables considered are reactivity and steam flow perturbations; the outputs 
are reactor power, vessel pressure and controlled pressure. 
A parameter study was performed for void reactivity coefficient p a , fuel time 
constants and controller parameters. For eight different cases the transfer 
functions were calculated: 
0. Zero-power, P0=lmW 
1. P0=164MW, Pa=-0.093, ACKC=4.0, rcl=13s, rC2=1.5s, rf1=5.4s, 

r\f±=0.77, Tf2=0.8, Af2=0.23 (standard conditions) 
2. pa=-0.18 
3. T f ^ . l s , Aft=1.0 
4. Tf±=7.9s, Af1=0.88, rf2=1.2s, Af2=0.12 
5. T c 1=3.3S 

6. rcl=3.3s, ACKC=8.0 
7. P0=123MW. 
The resulting transfer functions are shown in Figs A3.3 to A3.7. They are all 
based on normalised signals: fluctuations of power, pressure and flow relative 
to their stationary values. Reactivity is of course absolute. 
The reactivity to power transfer function or generally called the reactivity 
transfer function (RTF) is shown in Figs A3.3 and A3,4. The reactivity feed­
back causes a strong decrease with decreasing frequency, compared to the 
zero-power RTF. In the region 0.5 to 2 Hz an increase is observed, with a max­
imum of 220 reached at 0.6 Hz. A study of the effect of changes in different 
parameters leads to the following conclusions. 
-An increase of void coefficient causes an increase of the maximum to 250 at 
0.7 Hz due to the stronger positive feedback in this region. 
-The use of the single time constant fuel transfer function (case 3) gives a 
peak at lower frequencies; the peak height remains nearly unchanged. This can 
be understood from the larger effective time constant. The time constants have 
no effect on the RTF at very low frequencies. A same tendency is observed when 
the open-gap time constants are used (case 4). The RTF decreases a little at 
low frequencies due to the higher fuel temperature variations with associated 
doppler reactivity. 
-For lower power conditions the feedback becomes smaller everywhere; the 
resulting RTF is larger in the low frequency region and less peaked. 
-The effect of variations in pressure controller parameters is studied in 
Fig.A3.4. It appears that the effect on the RTF is very small. 
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Fig. AS. 3 
Normalised transfer functions from reactivity to power (cases 0,1,2,3,4). 
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Fig.A3. 4 
Normalised transfer functions from reactivity to power (cases 1,5,6,7). 
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20 

f requency (Hz) 

Fig. A3. 5 
Normalised transfer functions from reactivity to pressure. 

The transfer function of reactivity to vessel pressure is shown in Fig.A3.5. 
In general it decreases strongly with frequency due to the integrating beha­
viour of fuel heat capacity and vessel volume. At low frequencies the fluctua­
tions are suppressed by the control system. In case 1 and 2 the break frequen­
cy of the controller is only 0.012 Hz so that higher frequencies are not suffi­
ciently removed. This causes a peak at 0.025 Hz in the pressure fluctuations. 
For the cases 5 and 6 with a faster controller this effect is not present. The 
influence of p a and fuel time constants on the behaviour can be understood from 
the changes in power (thus steam) production due to the changes in the RTF. 
The response of the controlled pressure to reactivity changes is very similar 
to that of the vessel pressure; results are not shown. 
The transfer functions of steam flow to power and pressure are given by Figs 
A3.6 and A3.7. The integrating character of the vessel for steam flow changes 
is clear; the changes in suppression of pressure noise with controller parame­
ters too. The influence of the reactivity coefficient may be understood from 
the associated change in RTF and the larger reactivity effect caused by void 
compression. For the controlled pressure the effect of a flow- dependent pres­
sure drop becomes visible above 0.1 Hz in Fig.A3.7. 
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Fig. A3. 6 
Normalised transfer functions from steam flow to power. 
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Fig.A3. 7 
Normalised transfer functions from steam flow to pressure. 
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Concluding it can be stated that the model gives results that are physically 
understandable. Comparison with measurements (Chapter 5, Appendix 1) may vali­
date the measurement results and furthermore clarify the effect of changes in 
the parameters. For instance, the experimentally determined RTF indicates that 
rather small fuel time constants may be present. Also the occurence of the 
0.02 Hz pressure fluctuations, since long observed in the reactor, may be 
understood from a large controller time constant. 
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p Thermal power 164MW 
D C , D V Core,Vessel pressure 70bar 
We 

Steam flow to turbine 70.6kg/s 
285°C T M 

Core water temperature 
70.6kg/s 
285°C 

T D 
Pressure derivative of T m 1 . 0 ° C / b a r 

h e f f Effect ive evaporation enthalpy 2.31 10*J/kg 

hD Pressure derivative of he-pf -1250J/kg/bar 

V c 
Core water+steam volume 2.05m3 

Steam volume in vessel 22.3m3 

a Core void fract ion 0.35 
Steam residence time in core 0.34s 

<Ty Water density 740kg/m3 

°8 Steam density 36.5kg/m 3 

°T> Pressure derivative of o"s 0.58kg/m 3/bar 
-2pcm/°C Pf Doppler reac t iv i ty coeff icient 

0.58kg/m 3/bar 
-2pcm/°C 

Pm Moderator temperature coeff ic ient -18pcm/°C 

Pa Void reac t iv i ty coeff ic ient -0.09 
Fuel time constants see A3.4 

A f l , A f 2 Contributing fractions of Tf±, xfz i d . 
t c i ' r c z Control ler time constants i d . 

A c 
Control ler gain i d . 

K c Valve coeff ic ient i d . 
Delayed neutron parameters see Ref.2 

A Neutron generation time 50ps 

Table A3.4 Symbols and used values of 
the main model parameters/variables. 
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STELLINGEN 

I 
De door Upadhyaya voorgestelde methode voor de correctie van correlaties in de 
met een autoregressief model gevonden ruisbronnen, berust niet op een correcte 
analyse van de oorzaken van de correlaties en leidt tot onjuiste resultaten. 

-Upadhyaya.B.R., M.Kitamura and T.W.Kerlin. Ann.Nucl.Energy 7,1-11,(1980). 
-Dit proefschrift, Appendix 2. 

n 
De door Bergdahl bij het analyseren van ruissignalen geconstateerde afhanke­
lijkheid van de signaal volgorde, berust waarschijnlijk op onvoldoende reken-
nauwkeurigheid van het gebruikte computerprogramma. 

-Bergdahl.B.G. and R.Espefalt. Progress in Nucl.Energy 9,149-160,(1982). 

III 

De betrouwbaarheid van de uit ruissignalen van neutronendetectoren verkregen 
stoomsnelheden in de splijtstofelementen van kokend-water reactoren, wordt be­
perkt door het ontbreken van experimenten waarbij de verkregen resultaten met 
onafhankelijke methoden geverifieerd worden, 

-Behringer,K. and R.Crowe. Atomkernenergie 38.47-57.(1981). 

IV 
Ook voor kerncentrales geldt, dat de grootste niet de beste behoeven te zijn. 

V 
Het testen van computerprogramma's door aanbiedende programmabibliotheken zou 
dienen te geschieden met gelijksoortige computers en compilers als die, waar­
voor de programma's bedoeld zijn. 



VI 
Een van de oorzaken van de oppositie tegen kernenergie is het conservatisme bij 
de veiligheidsanalyses, waarbij door gebrek aan voldoende nauwkeurige gegevens, 
de gevolgen van allerlei gebeurtenissen te ernstig worden ingeschat. 

V I I 

Het beschikbaar komen van betere gegevens, als bedoeld in stelling VI, maakt 
het mogelijk om conservatieve marges te verkleinen en veiligheidseisen te ver­
lichten, met gunstige economische gevolgen voor de centrales. Dit zal echter 
de publieke acceptatie van kernenergie niet vergemakkelijken. 

-Levinson,M. and F.Rahn. Nuclear Technology 53,99-110,(1981). 

VIII 
Bij (brede maatschappelijke) discussies over energie lijkt de wet van behoud 
ervan wel eens te worden vergeten. 

IX 
De toepassing van polariserend glas in koplampen, voorruiten en spiegels van 
auto's kan de verblinding bij nachtelijk verkeer verminderen. 

X 
De populariteit van klimmuren als trainingsmogelijkheid voor alpinisten vereist 
een herwaardering van het begrip geveltoerisme. 

XI 
De opkomst van het 'free climbing' binnen het alpinisme is een weerspiegeling 
van de veranderende waardering voor techniek in de samenleving. 

Delft, 16 juni 1983 Erik Kleiss 






