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Abstract

The objective of this thesis was to further the validation effort on the SU2 flow solver for non-ideal compress-
ible flows. To do so, an uncertainty quantification infrastructure based on the V&V20 validation standard
was developed. To determine whether a model error was present, the different sources of uncertainty were
combined and then compared to the error between the SU2 simulations and the experiments. A variety of
paradigmatic test cases were proposed which, together, would constitute a robust validation of the SU2 flow
solver. Two paradigmatic unit test cases were analyzed; namely, a supersonic inviscid flow and a Mach 2.0
flow over a 2.5 degree wedge. The operating conditions of the experiments were as follows: an inlet total tem-
perature and pressure of T0 = 252◦C and P0 = 18.4 bara, and a back pressure of Pout = 2.1 bara, for the first
case, and T0 = 180◦C, P0 = 3.5 bara and Pout = 1.0 bara, for the second. The solver is able to predict the shock
wave angle accurately. This step towards the validation was successful because the calculated total expanded
uncertainty of 1.79% is higher the comparison error of 0.57%.

In the second part of the thesis, the uncertainty quantification infrastructure was adapted to a test case
constituted by more complicated flow features; namely, a supersonic flow through a 5-channel blade row.
The computed uncertainties were on the same order of magnitude as in the supersonic inviscid flow test
case. The simulations were verified with state-of-the-art CFD software for the quantities pressure and the
Mach number. The positive result of the validation represents a step forward in the validation of the flow
solver for non-ideal turbomachinery cases. The adaptation of the infrastructure to the cascade blade row
paves the way for complex cases and for system response quantities of interest in industrial applications of
CFD software, such as efficiency, to be assessed.

Title image: Visualisation of the Mach field in a supersonic cascade blade row with Siloxane MM, generated
with SU2. In the red coloured region the flow is supersonic. The dark red lines represent the expansion waves
which propagate and are reflected at the walls. The yellow lines are the wakes generated by each airfoil.
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1
Introduction

The energy needs in modern society are rapidly growing. In the last 50 years, technologies such as gas turbines
have reached very high efficiency levels. However, the pace of improvement has slowed down in recent years
due to the maturity of the technology which makes further increases in performance more difficult to achieve.
Moreover, the stringent regulations in term of greenhouse gases require the emissions of all power plants to
decrease further in the coming decades. This means that a look at new technologies which can lead to an
increased energy conversion efficiency, and lower emissions output, is needed.

Novel systems are being studied which would allow to harvest waste heat from sources currently inacces-
sible by combining them with existing technologies. These systems, for the power output range of interest,
usually limited to a few MWe, are practical only when using organic fluids. These components often operate
in the domain of non-ideal compressible fluid dynamics (NICFD), where the ideal gas law is no longer ac-
curate [18]. Despite the wealth of scientific knowledge in this area, the number of facilities dedicated to the
assessment of computational fluid dynamics (CFD) tools is scarce. For this reason software, such as the SU2
multiphysics simulation and design software (SU2), are still not validated to simulate flows in this domain.
This represents a strong limitation to designing and optimizing components such as heat exchangers and
turbines. These issues need to be overcome before widespread adoption of this technology can be achieved.

1.1. Motivation
In this context, the organic Rankine cycle (ORC) is a viable way to harvest wasted energy. This process is a
Rankine cycle in which an organic molecule is used as the working fluid. The advantage is due to the different
molecular properties, such as the higher molar mass with respect to water, which allows the organic fluid to
be chosen specifically for a given source and output temperature. For instance, the cycle can be adapted to
extract power from low temperature industrial waste heat where the use of water would be unpractical. These
sources are important to consider because they make up a large portion of the industrial energy waste. An-
other potential use are mini-ORCs, which would be able to extract power from the high temperature exhaust
of various engines. From a thermodynamic point of view, using organic fluids allow for one more degree of
freedom in the design of a power cycle in the form of the molecule related properties, as described by Colonna
et al. [18].

The realization of mini-ORCs turbines, in the order of tens of kW of power delivered, is challenging given
the low mass flow rate which, for instance, leads to high heat losses [20]. This could be overcome with properly
validated tools to be used for rapid prototyping and virtual testing which would lead to a faster maturity of
the technology [57]. Currently, there exists an extended literature spanning 100 years on the performance
of turbomachinery components operating with air and other commonly used fluids, such as steam [22, 48].
This empirical knowledge was used to validate CFD flow solvers so that now there is a high confidence that a
simulation will correctly predict the flow in the real machine. This knowledge is missing for turbomachinery
operating with organic fluids in non-ideal conditions. This represents an important limitation to the design
capabilities since the simulations cannot yet be trusted to be accurate. It is then necessary to validate and
calibrate more complicated models before the predictions made by the solver can be considered accurate.

An increasingly used flow solver for NICFD computations is the open-source SU2 software [53]. It is a
CFD tool currently being developed by several universities. One of the most active teams working on it is the
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Propulsion and Power group at TU Delft, where, in particular, the assessment of NICFD flows is ongoing. The
number of facilities which can provide experimental data on organic fluids are limited. Currently the state-
of-the-art facility is the organic Rankine cycle hybrid integrated device (ORCHID) which was commissioned
specifically to address this issue. It operates with hexamethyldisiloxane (MM), a non-toxic organosilicon,
which during supersonic expansions operate in the NICFD regime. The results will then be used to validate
the flow solver of SU2.

1.2. Knowledge Gap
The validation for simulations of flow operating in the NICFD regime was started only recently for SU2. Until
2015 no facility dedicated for this purpose was available. Since then, several have been built. Some initial
evaluations of the solver accuracy were done at the Test-Rig for Organic VApours (TROVA) in Milan Polytech-
nic [28], but not at the level required to be considered a validation according to the ASME V&V Standard [5]
which demands for the experiments to be reproducible. Tools have since been developed by Beltrame [7] and
Bills [9] to evaluate the error and uncertainties of SU2 fluid dynamic simulations and ORCHID experiments,
a standard procedure has been outlined based on their work to systematically validate the SU2 flow solver
for NICFD. A simple unit case was run to assess the thermodynamic model for a unique operating condition.
That case was the first step in the validation campaign and it was necessary to determine the suitability of the
thermodynamic model. The conclusions from that assessment need to be generalized for a wider range of
operating conditions. A rigorous hierarchy of cases to be executed to validate the flow solver for the physics in
an ORC turbine needs to be defined. The cases should be executed to investigate each sub-model of the flow
solver, including more complex ones through which the interaction between the sub-models can be studied.

To fill the knowledge gap, in this thesis different thermodynamic models will be compared to a reference
model to determine their accuracy for a wide operational range. A detailed list of cases to be executed in order
validate each sub-model, and the interaction between them, will be defined. The next unit case that will be
performed is the generation of a shock wave with a wedge. The uncertainty quantification (UQ) infrastructure
will be adapted for the first complex case, a linear cascade. This will pave the way for the assessment of the
accuracy of important parameters for engineering design applications, such as efficiency. With this thesis the
effort to validate the SU2 flow solver will move forward.

1.3. Objective
The objective of this thesis is to determine if the SU2 flow solver can adequately predict NICFD flows in the
presence of shock waves and to adapt the infrastructure for the assessments of complex cases, such as a linear
cascade. This will be achieved through the comparison of experimental data generated with the ORCHID to
numerical simulations. The uncertainties will also be calculated to determine the quality of the validation.
The specific research questions to answer are listed in this section.

1.3.1. Research Questions
The research question formulated is

Can the SU2 flow solver accurately predict complex flow structures in the NICFD regime?

The primary research question can be split into several sub-questions listed below:

1. What is the domain of applicability of the Peng-Robinson equation of state?

2. How accurately can SU2 predict shock-wave angles and is it possible to characterize the associated
uncertainties?

3. Is the flow solver able to predict the physics of the flow around more complicated shapes, such as a
blade row?

1.3.2. Deliverables
The deliverables produced to answer the research questions are the following:

• Updated hierarchy of the paradigmatic test cases to be executed to validate a flow solver for the simu-
lation of the flow physics in an ORC turbine;
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• A series of operating maps which describes the accuracy of the Peng-Robinson equation of state;

• Generation of experimental data, from the ORCHID and from SU2 simulations, and their comparison
to validate the code for two paradigmatic test cases; and,

• Initial evaluation of a linear cascade with SU2 simulations with recommendations for the future exper-
iments.

1.4. Scope
This project will assess the SU2 flow solver, both with already acquired and with newly generated experi-
ments. The older experiments were performed by Head [34]. The uncertainties, from the experiments and
the simulations, will be quantified to calculate the validation metrics. The flow quantities for which the as-
sessment will be performed are: the Mach number along the center line of the nozzle, the static pressure at
the nozzle wall and the shock wave angle generated by a wedge. The validation does not include data extrapo-
lation and it will be conducted only for the cases for which experimental data exists. A numerical assessment
of a linear cascade will be performed but not compared to experiments.

1.5. Elements of Originality
In this section are listed the contributions made by this thesis.

• Definition of a detailed list of cases to be executed in order to validate a flow solver for simulating the
flow physics in an ORC turbine;

• A series of operating maps showing the applicability range of different thermodynamic models; and,

• Measure of a shock wave generated with a wedge in a de Laval nozzle.

1.6. Overview
The thesis is structured in six chapters. In Chap. 2 the background knowledge required to understand the
work performed is presented. There, each instrument and model used will be described. In Chap. 3, SU2 and
the validation infrastructure will be explained in detail, then the first research question will be addressed and
the concept of an operating map for thermodynamic equations of state will be introduced. In Chap. 4, the
simulations and the experiments with a wedge will be presented, leading to the answer of the second research
question. In Chap. 5, the initial numerical evaluation of a linear cascade is made, thus answering the final
research question. In Chap. 6, the conclusions and recommendations are presented.





2
Background Knowledge

The study of organic fluids at high velocity, as they occur in ORC machines, is part of the classical NICFD
branch of fluid dynamics. This regime is characterised by the density not being constant and by the non
applicability of the ideal gas law. From a gas dynamics point of view, ideality is defined as a flow in which the
speed of sound increases proportionally with the pressure. In this chapter the various theories and knowledge
necessary to characterize this behaviour will be described.

Initially, the definition of organic fluids and the way to model them is presented. In Sec. 2.2 and 2.3, the
characterization of non-ideal flows and of the shock phenomena which occurs in compressible flows will be
described. A comprehensive description of the thermo-physical models used in the simulations is made in
Sec. 2.4. Then, in Sec. 2.5, the mathematical formulation of the flow equations is introduced. It follows in
Sec. 2.6, the description of the validation metrics which will be used. In the last section, the current state of
the validation effort and the facilities in use are presented.

2.1. Organic Fluids
The organic Rankine cycle differs from a traditional Rankine cycle because of the use of organic fluids, which
are defined by Seager and Slabaugh [63] as molecule with at least a carbon atom. In this validation campaign
the fluid which will be used is siloxane MM. This molecule is part of a class called organosilicon which is
characterised by the Si−O−Si bond.

Si
O

Si
CH3

CH3

CH3

CH3

CH3

CH3

(a)

O

HH

(b)

Figure 2.1: Comparison of a) the Siloxane MM (C6H18OSi2) molecule with b) water (H2O). The difference in complexity and molecular
mass can be clearly noticed.

As it can be seen in Fig. 2.1, the siloxane molecule is far more complex than a water molecule. Its
molecular mass of 162.4 g/mol is also high, roughly 9 times heavier than H2O. Heavy organic molecules
deviate from ideal conditions. From the molecular complexity the shape of the slope of the saturation vapour
curve can be predicted [44]. These differences allow to change several physical parameters which could not
be chosen when only steam is considered. The choice of the fluid allows for one more degree freedom when
designing the power plant [18]. Some of the most important parameters which characterize a fluid are the
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vapor-liquid critical point, the saturation line and the specific heat. These are critical parameters to choose
when a certain heat sources and sink are fixed.

To account for the different behaviour with respect to a simple spherical molecule, the acentric factor was
defined by Pitzer et al. [54]. It stems from the principle of corresponding states which says that fluids at the
same reduced pressure, temperature and volume have the same compressibility factor and so they similarly
deviate from the ideal gas law. The reduced properties are the pressure and the temperature divided by the
fluid’s critical pressure and temperature. The principle works well with monoatomic and simple molecule,
which all have a compressibility factor at the critical point Zcr close to 0.3, but deviate as they get more com-
plex. The deviation can be correlated with the acentric factor.

The acentric factor ω is defined as

ω=− log psat
r −1, (2.1)

with pr being the reduced pressure, sat indicates that the value is taken at saturation, for a reduced tem-
perature Tr of 0.7 [8]. For spherical molecules the value is close to 0, Siloxane MM has a value of 0.419 [62].

Phase changes are also of paramount importance in a Rankine cycle since they occur in the heating and
cooling phase. Figure 2.2 shows the typical shape of a T−s phase diagram is shown with the points of interest
highlighted. A characteristic of organic fluids is that the liquid-vapor saturation curve has a positive slope
with respect to temperature, unlike water. The part in white, where the flow is in liquid-vapor phase, is called
the dome.

Tem
perature

Critical Point

Tcrit

Supercritical

Gas
Liquid

2-Phase

Pcrit

Entropy

Figure 2.2: T−s diagram showing the different phases of Siloxane and the critical isobar. Taken from Bills [9].

The expansions studied in this thesis occur in the superheated area, to the right of the dome. The zone
close to the critical point and around the dome is where the non-ideality reach the maximum value. The
supercritical zone is characterized by the fluid behaving non-ideally, where no distinction between gas and
liquid is present.

2.2. Quantification of Non-Ideal Behaviour
A fluid is defined by Luder [42] as ideal if it behaves according to the ideal gas equation of state,

pv = RT, (2.2)

where p is the pressure, v is the specific volume, R is the specific gas constant (R = Ru/MW ) and T is the
absolute temperature.
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An ideal fluid is non-existent in nature, this equation assumes no volume occupied by the particles and
no intermolecular forces present. Nonetheless it represents an acceptable approximation in cases where the
temperature is high and the pressure is low.

As a gas departs from these conditions it deviates from ideality due to:

• compressibility effects;

• variable specific heat capacity;

• van der Waals forces;

• non-equilibrium thermodynamic effects; and,

• issues with molecular dissociation and elementary reactions with variable composition.

Compressibility effects are very important, particularly in the region close to the critical point and will be
discussed in the rest of this section. The specific heat capacity, when deemed not constant, can be related to
other properties such as the temperature. Van der Waals forces represent the interactions between molecules
which in the ideal model is assumed to be nil due to the low pressure assumption. Modified equations of
state can be chosen to account for this effect. Non-equilibrium thermodynamic effects are concerned with
transport processes which are not relevant in this analysis due to the presence of only one molecule and no
reactions. The last assumption is deemed valid in this thesis since the fluids of interest are operated far below
their dissociation temperature.

Several parameters have been defined to describe the level of non-ideality of a flow. The most relevant for
this study are described in the next sections.

2.2.1. Compressibility Factor
The compressibility factor Z can be used as a measure of thermodynamic ideality. It is defined as

Z = p

ρRT
, (2.3)

with Z = 1 being the case of an ideal gas, per definition. At high pressure Z tends to be> 1 as the molecules
collide often and this determine repulsive forces. On the opposite case, when the pressure is low, Z < 1 and
attractive forces are present. The compressibility factor deviates from one as the critical point is approached
[10]. A common way to visualize it is by plotting the reduced pressure and temperature against Z, since, as
per the principle of corresponding states, for all gases it should theoretically show the same curves. In Fig. 2.3
the relation between reduced pressure and temperature with respect to the compressibility factor is shown
for air. The shape for other ideal gases is very similar.
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Figure 2.3: Reduced pressure and temperature against Z for air. Taken from Bills [9].
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The compressibility factor is easy to calculate and it is useful to understanding how far from the volumet-
ric ideal condition a fluid is. Yet, it is not very useful in the performance analysis of turbomachinery process.
For those studies other parameters are preferred.

2.2.2. Isothermal Compressibility
Compressibility for an infinitesimal volume is defined as the variation in volume for a given change in pres-
sure [4]

τ=− 1

v

∂v

∂p
. (2.4)

Since the compression process can occur with varying ambient conditions, it is defined as isothermal
compressibility the process when the temperature is kept constant

τT =− 1

v

(
∂v

∂p

)
T

. (2.5)

A different form related to Z can be used, so that it becomes

τT = 1

p
+ 1

Z

(
∂Z

∂p

)
T

, (2.6)

clearly, for an ideal gas, the derivative is always equal to zero, which leads to τT = 1
p .

2.2.3. Polytropic Exponent
An important parameter used in turbomachinery to describe the efficiency of a process is the polytropic
exponent [75]. This coefficient, depending on its value, can be used to describe any thermodynamic process.
A special case is an isentropic process, when entropy remains constant. In this case the exponent is equal to
the heat capacity ratio and can be used in the form of pvγ = const.

When used to describe a real process, its value would be larger that the isentropic case. If represented on
a T−s diagram, the entropy will increase. The polytropic exponent can also be described as

γpv =− v

p

(
δp

δv

)
s

, (2.7)

its relation with the ideal specific heat ratio is

γpv = γ

τTp
. (2.8)

2.2.4. Fundamental Derivative of Gas Dynamics
A parameter used to characterize non-ideal flows is the fundamental derivative of gas dynamics derived by
Thompson [74]. This thermodynamic quantity is defined by Nederstigt [50] as the change in sound velocity
with pressure or density at constant entropy. It can be written as

Γ= 1− c

v

(
∂c

∂v

)
s

or (2.9)

Γ= 1+ c

v

(
∂c

∂P

)
s

. (2.10)

In Tab. 2.1 three possible cases are identified. When Γ is higher than one, the speed of sound is positively
correlated with the density, which is what happens in classical ideal theory. On the other hand, if 0 < Γ < 1,
the behaviour is considered non-ideal. The case Γ < 0 is defined non-classical and it is not relevant for this
study.
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Γ> 1
(
∂c
∂v

)
s
< 0 Classical ideal behaviour

0 < Γ< 1 0<
(
∂c
∂v

)
s
< c

v Classical non-ideal behaviour

Γ< 0
(
∂c
∂v

)
s
> c

v Non-classical behaviour

Table 2.1: Classical and non-classical behaviour relation with Γ.

(a) (b)

Figure 2.4: T − s Diagrams of Siloxane MM comparing the various index of non-ideality. a) The colours show the isothermal
compressibility while the continuous lines indicates the compressibility factor Z . b) The colours show the compressibility factor, the

black lines indicate γpv while the light one Γ. Taken from Bills [9].

2.2.5. Synthesis
The metrics defined serve different purposes. The fundamental derivative is used to characterize the gas dy-
namic non-ideality, while the compressibility factor characterizes the thermodynamic non-ideality. Nonethe-
less, as shown in Fig. 2.4, all the metrics previously examined show a similar trend in the direction of the non-
ideality. The closer the working point is to the critical point, the higher will be the deviation from ideality.
Since it can be calculated more easily, the compressibility Z will also be used extensively.

The ideal gas region can be recognized with all the parameters and can be identified as the area where
Z > 0.99 and Γ> 1. The main difference between all the indicators is in the magnitude. Near the critical point,
the compressibility factor Z has a much sharper decrease than Γ and γpv, which might be misleading when
evaluating the non-ideality. Γ and γpv have a much closer match, although with an offset, so they can both
be considered good indicators of non-ideality. The latter is particularly useful for performance evaluation in
turbomachinery.

2.3. Compressible Flow Phenomena
A flow in which the density is not constant is defined as compressible. The most used parameter to decide
whether the density can be considered constant is the Mach number. It is defined as M = u

c , where M is the
Mach number, u is the speed of the flow and c is the local speed of sound. A rough limit to consider the flow
incompressible is M = 0.3, since at this threshold the error in the computation if the density is kept constant
is lower than 5% [4]. Compressible flows are unavoidable in high speed vapour expansions which occur in
the stator of ORC turbines.

A characteristic of supersonic flows are shock waves. These are defined by Anderson Jr [4] as "an extremely
thin region across which the flow properties can change drastically". They can be separated in two forms,
normal and oblique. The first case can occur, for instance, in an overexpanded supersonic nozzle, the second
case is the most common and occurs when a shock makes an oblique angle with the flow, such as around a
wedge or a cone. The former is the simplest case which can be used to study shock waves. The two types are
shown in Fig. 2.5.
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(a) (b)

Figure 2.5: Comparison between a) a normal and b) an oblique shocks. Shown are also the velocity vectors. Taken from Bills [9].

2.3.1. Shock Waves
The normal shock wave case is described first since it can be considered as a sub-case of the oblique shock.
The main objective of the normal shock wave analysis is to determine the flow properties downstream of
the shock given the flow properties upstream of the wave. Since there exists a discontinuity in the flow, the
preferred way to perform the study is through a control volume.

The three conservation equations, for mass, momentum and energy, are used. It is assumed that the gas is
ideal so that the enthalpy-temperature relation and the ideal equation of state can be used. The relations here
defined can be generalized and applied to both ideal gas and non-ideal gas cases, see App. D.1 and Grossman
[30].

The equations used are the following

ρ1u1 = ρ2u2, (2.11)

p1 +ρ1u2
1 = p2 +ρ2u2

2, (2.12)

h1 +
u2

1

2
= h2 +

u2
2

2
, (2.13)

h2 = cp T2, (2.14)

p2 = ρ2RT2, (2.15)

where subscript 1 indicates a value before the shock and subscript 2 indicates a value after the shock. h is
the enthalpy.

Since there are five unknowns and five equations, the system can be solved. Including the definition of
Mach number, the properties of interest can be calculated with the following equations

M 2
2 = 1+ [(γ−1)/2]M 2

1

γM 2
1 − (γ−1)/2

, (2.16)

ρ2

ρ1
= u1

u2
= (γ+1)M 2

1

2+ (γ−1)M 2
1

, (2.17)

p2

p1
= 1+ 2γ

γ+1

(
M 2

1 −1
)

, (2.18)

T2

T1
= h2

h1
=

[
1+ 2γ

γ+1

(
M 2

1 −1
)] 2+ (γ−1)M 2

1

(γ+1)M 2
1

. (2.19)

It is interesting to see that the final conditions only depends on the specific heat capacity ratio, which
is a fluid property, and the initial Mach number. These kind of waves are characterized by a non-isentropic
increase in pressure, temperature and density. The Mach number after the shock is always lower than one.
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Oblique shock waves occur when a supersonic flow makes an oblique angle with the downstream flow. In
case the flow encounters a concave corner, so that the flow is turned into itself, the pressure after the shock is
non-isentropically increased. This case is shown in Fig. 2.6a.

Figure 2.6: a) shows an oblique shock wave. b) shows an expansion fan. Taken from Anderson Jr [4].

To solve for the flow properties after the shock, a similar approach to the normal shock wave case is ap-
plied. A control volume is taken and the velocity vectors are divided in parallel w and orthogonal u compo-
nents with respect to the shock wave, as shown in Fig. 2.7.

Figure 2.7: Control volume used to evaluate the shock characteristics. Taken from Anderson Jr [4].

Combining the continuity and the momentum conservation equation for the tangential direction, it is
possible to determine that the tangential component of the flow velocity remains constant. Instead, the con-
servation equations for the orthogonal components are the same as the one used for normal shock waves.
So, it is possible to consider the same relations while using the normal Mach number Mn,1 as the initial Mach
number. Mn,1 is defined as

Mn,1 = M1 · sinβ, (2.20)

where β is the shock wave angle with respect to the initial flow direction and the subscript n indicates the
normal component of the Mach. Through geometric relations it is possible to define the Mach number after
the shock as

M2 =
Mn,2

sin(β−θ)
, (2.21)

θ represents the deflection angle, which is the angle made by the obstacle which is causing the shock with
respect to the flow direction. Using geometrical arrangement, the θ−β−M relation is found

tanθ = 2cotβ
M 2

1 sin2β−1

M 2
1 (γ+cos2β)+2

. (2.22)
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This equation is important since it allows to compute the shock angle when the flow deflection angle and
the Mach number are known. When two out of three parameters are known, the third is fixed. It is often
found in graphic form for a specific gas. The plot for siloxane is visible in Fig. 2.8. For each combination two
solutions are possible, one called strong, since it leads to a subsonic flow and higher losses, while the second
is weak, and it is the common one in nature. All oblique shock waves are weak [4].
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Figure 2.8: θ−β−M plot for Siloxane MM. Adapted from Bills [9].

2.3.2. Expansion Fan
The opposite case of the oblique shock is the expansion fan. This occurs when a convex corner is present.
In this case there exists a continuous isentropic expansion process where the pressure decreases. These are
common for instance in the supersonic part of a nozzle.

As it can be seen in Fig. 2.6b, two Mach lines can be identified, the forward and the rearward one. For
an ideal flow, the angles are related to the Mach number through: µ1 = arcsin1/M1 and µ2 = arcsin1/M2.
Where µ indicates expansion wave angles. Between these lines there will be an infinite series of isentropic
expansions.

2.4. Thermo-Physical Models
In this section the various models necessary to describe non-ideal flows are presented. These are the equation
of state, the heat capacity, the departure functions and the transport models.

The equation of state is examined thoroughly given that it is the first equation to be assessed in this initial
phase of the validation campaign. The options included in SU2 are examined. The multiparameters equation
of state is also included since it can provide a much higher accuracy with respect to the other options and so
it is preferred choice outside the applicability range of the cubic equations of state.

2.4.1. Equations of State
To correctly describe a fluid outside the ideal gas region various models have been developed, each with
varying degree of fidelity and computational cost.

The Van der Waals equation is the simplest cubic model in use. Its improvement over the ideal model is
due to the introduction of factors to account for the volume occupied by the molecules and for the attractive
or repulsive intermolecular forces. It is presented here since it allows to easily understand how these factors
influence the ideal equation of state.

The Van der Waals EoS can be written in the following form(
p +a

1

V 2
m

)
(Vm −b) = RuT, (2.23)
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where a and b are gas dependent factors used to account for non-ideal behaviour, Vm is the ideal volume
occupied by a mole of molecules, p is the pressure, T is the temperature and Ru is the universal gas constant
[10]. This model does not offer an adequate precision in zones close to the critical point, so it is not used in
this thesis.

An improvement over the Van der Waals model is the Peng-Robinson equation. It has a similar form to
the previous one, but adopt an improved intermolecular force model and a corrective value to a related to
the acentric factor. It was developed in order to improve the predictions close to the critical point and it
was required to only be related to the critical properties and the acentric factor [52]. It can be written in the
following way (

p + aα

Vm
2 +2bVm −b2

)
(Vm −b) = RuT. (2.24)

Factors a and b are given by the following formulas

a ≈ 0.45724
R2

uT 2
cr

pcr
and

b ≈ 0.07780
RuTcr

pcr
.

The subscript cr indicates a property at the critical point. These parameters are defined only by the critical
temperature Tcr and the critical pressure pcr. The factors are an improvement over the ones used in the Van
der Waals EoS and they stem from the theorem of corresponding states, which says that the curve of the
compressibility factor with respect to the critical properties are similar in all simple gases. Since alone they
are not accurate enough when complex molecules are used, two further parameters are used in the Peng-
Robinson equation: α and κ. They are related to the acentric factor ω to account for the residual difference.
They are defined in the following form

α=
(
1+κ

(
1−T

1
2

r

))2

, (2.25)

κ≈ 0.37464+1.54226ω−0.26992ω2, (2.26)

Tr = T

Tcr
. (2.27)

The final cubic model used in this thesis is the improved Peng-Robinson EoS modified by Stryjek and Vera
(iPRSV) equation of state. The Peng-Robinson EoS modified by Stryjek and Vera (PRSV) model, of which the
iPRSV is a refinement, is itself an improvement of the original Peng-Robinson equation. Its main objective
was to increase the accuracy of the acentric factor fit and to introduce a pure component parameter related
to the critical temperature [72]. The equation used in the PRSV model is the same as the Peng-Robinson EoS,
what differs is the definition of κ,

κ= κ0 +κ1

(
1+T

1
2

r

)
(0.7−Tr) , (2.28)

κ0 = 0.378893+1.4897153ω−0.17131848ω2 +0.0196554ω3, (2.29)

the authors suggest to keep κ1 equal to zero when Tr is above 0.7. The problem introduced by the pure
component is a discontinuity when κ1 differs from zero.

van der Stelt et al. [76] worked to fix this problem with the iPRSV. The equation they proposed is the
following

κ= κ0 +κ1

{√
| A−D (Tr +B)]2 +E + A−D (Tr +B)

}√
Tr +C , (2.30)

where κ0 and κ1 are the same as in the original equation, while A,B ,C ,D and E are constant which are
provided in the same paper.
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The equations of state previously defined provide very good prediction in many cases of interest for non-
ideal gases. Nonetheless, due to the inherent limitations of a cubic fit, they might not be accurate enough in
highly non-ideal conditions, especially very close to the critical point [16].

Models developed to be as accurate as the experimental data are the multiparameters equation of state.
This type of EoS are defined as empirical since they are not modeled to relate to a physical phenomena but
to fit well the available data Span [66].

Many formulations are possible. The one preferred in modern application are in term of the reduced
Helmholtz energy, since this property is continuous across all the domain. The equation in this form are di-
vided in two components, one describing the ideal behaviour of the gas at a given point, the other describing
the residual behaviour of the non-ideal flow [67].

The equation is then written in the following form

a(T,ρ)

RT
= a◦(T,ρ)+ar(T,ρ)

R,T
=α◦(τ,δ)+αr(τ,δ), (2.31)

a represents the specific or molar Helmholtz energy, R is the gas constant, T the temperature, ρ the den-
sity, τ the inverse reduced temperature, and δ the reduced density. The superscript ◦ indicates the ideal
component, while the r the residual part.

The advantage of using the Helmholtz energy is that it is only a function of the density and the tempera-
ture. When these are known, all the other properties can be found by taking the derivative of the function. The
relations are available in the paper by Span and Wagner [67]. As an example, the derivative to find pressure is
presented

p(T,ρ) =−(∂a/∂v)T, (2.32)

p

ρRT
= 1+δαr

δ, (2.33)

αr
δ =

(
∂αr

∂δ

)
τ

. (2.34)

To findα0, the heat capacity function, which is known precisely for a large number of molecules, needs to
be integrated. The complex part is determining the coefficients of αr, which are found through interpolation
of experimental data [67]. For each fluid a number of parameters are chosen, often 12, which describes the
residual Helmholtz energy.

2.4.2. Heat Capacity
When a constant heat capacity assumption is not deemed acceptable, a polynomial function of the tempera-
ture is used. This data can be found for instance in the joint army navy NASA and air force (JANNAF) database
[49] and in RefProp, where the coefficient of the polynomials for different fluids are present in the following
form

cp = η1 +η2T +η3T 2 +η4T 3 +η5T 4, (2.35)

where Cp is the heat capacity at constant pressure, the various η are determined experimentally and are spe-
cific for each gas, T is the temperature.

2.4.3. Departure Functions
The departure function is defined for a thermodynamic property as the difference between the real and the
ideal value of the property [55]. Of interest are usually the departure function for enthalpy and entropy. The
formulas for both of them are provided

H ig −H

RT
=

∫ ∞

V

[
T

(
∂Z

∂T

)
V

]
dV

V
+1−Z , (2.36)

Sig −S

R
=

∫ ∞

V

[
T

(
∂Z

∂T

)
V
−1+Z

]
dV

V
− ln Z , (2.37)

where Z is the compressibility factor, H and S are the enthalphy and the entropy.
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A version of this equation to be used with the Peng-Robinson EoS is available, which only requires the
critical properties of the gas, the compressibility factor and the acentric factor to determine the departure.

State properties are used since only the difference between the points in question is important and not
their exact value. This allows the process to take any path, as long as the initial and final state are the same as
the one in analysis. For instance, it is possible to reduce the pressure to zero through an isothermal process,
to have an ideal gas. Then heat is added, and finally the pressure restored, to account for intermolecular
forces.

2.4.4. Transport Models
The final equations used to describe the flow are the ones describing transport of heat and of momentum.
The two relations are similar since they are both proportional to the gradient, respectively, of temperature
and velocity,

qx =−k
∂T

∂x
, (2.38)

τx =µv ∂u

∂y
, (2.39)

where q and τ are the heat flux density and the shear stress in the x direction. k is the thermal conductivity,
µv is the viscosity of the fluid and u is the velocity.

µv can either be constant or be given by Sutherland’s law [41]. This relation is simple and usually provide
a good approximation. It relates the viscosity to the temperature

µv =µv
ref

(
T

Tref

)3/2 Tref +S

T +S
, (2.40)

µref and S are determined experimentally, while Tref is the reference temperature.
A more sophisticated model that can be used to determine both the viscosity and the heat transfer co-

efficient was defined by Chung et al. [11]. It takes into account acentric factor, the dipole moment and the
association parameter [12].

2.5. Mathematical Representation of NICFD
The principle behind CFD is to divide the domain into very small cells which exchange mass, momentum and
heat provided some boundary conditions. Depending on the flow in analysis, different set of conservation
equations should be used. In this thesis the flow studied is always compressible and in some cases viscosity
is relevant, so the Navier-Stokes equations are used. When viscosity can be neglected the Euler equations are
used.

2.5.1. Navier-Stokes Equations
The exact conservation equations required to describe a flow are the Navier-Stokes equations,

δρ

δt
+∇· (ρ~U ) = 0, (2.41)

δ
(
ρu j

)
δt

+ δρui u j

δxi
+ δp

δx j
− δτi j

δxi
− f j = 0, (2.42)

δ(ρe)

δt
+ δ

(
uiρe

)
δxi

+ δ
(
ui p

)
δxi

− δuiτi j

δxi
+ δqi

δxi
−uiρ fi = 0, (2.43)

u represent the velocity vector for a given direction, τi j is the i, j component of the stress tensor, f repre-
sent the body forces applied and q is the term for heat transfer.

The Euler equations can be seen as particular Navier–Stokes equations with zero viscosity and zero ther-
mal conductivity. For some problems, such as an expansion in a nozzle, a solution of the Euler equations
provides a good model of reality.
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2.5.2. Simplified Conservation Equations
Since a direct numerical simulation using the Navier-Stokes equations would be prohibitively expensive, sim-
plifications are introduced in most flow solvers. A commonly used set of equations are the Reynolds-Averaged
Navier-Stokes (RANS) equations. In this framework only the average value over time of each cell is considered,
disregarding fluctuations. This allows to avoid calculating many parameters, but it also leaves one parameter
to be modeled, the Reynolds stress tensor. This can be defined in different ways, but usually requires one or
more additional transport equation.

The available turbulence models in SU2 are the Menter’s Shear Stress Transport turbulence model (SST)
and the Spalart–Allmaras turbulence model (SA). The SST model blends the k −ω with k − ε family of turbu-
lence solver and it is known for its quality when used with low Reynolds internal flows. For further details on
this model see Menter [46]. The SA model was initially developed to deal with aerodynamics applications. It
is used for the simulation of internal flows since it gives good convergence behaviour [3].

2.6. CFD Solvers Validation
After a model is conceptualized and implemented, two important steps remain to be done, verification and
validation. These tasks are not merely the comparison between the experimental results and the simulation
predictions, but more complex tasks which have to be performed according to standards. Verification is de-
fined by Roache [58] as "a purely mathematical exercise that intends to show that we are solving the equations
right”. Verification usually involves a code check to determine whether the solution can be generated without
errors. This activity is not part of this thesis and it is assumed to be completed already. Validation instead is
the comparison of experimental and simulation of data and their uncertainties. In this section three valida-
tion models will be presented, the V&V 20 standard [5], the Real Space metric [60] and the Hills [35] model.

2.6.1. Methodology
Validation is defined by the American Institute American Institute of Aeronautics and Astronautics (AIAA)
[2] as: "the process of determining the degree to which a model is an accurate representation of the real
world from the perspective of the intended uses of the model". This activity requires a series of physical
experimental data and their uncertainties to be compared with simulations using the model to be validated.

The strategy devised to validate the SU2 flow solver stems from a paper by Oberkampf and Trucano [51].
There, the optimal way to validate a complex system is identified in the definition of a tiered hierarchy. Figure
2.9 shows the hierarchy devised to validate the flow solver to simulate the flow physics in an ORC Power
Plant. The division made is in sub-systems, benchmark cases and unit tests. The latter has to have only a
single model validated independently of the others to clearly define the error source. Going up the hierarchy,
the geometry complexity and the coupling effect of different physical phenomenon increase. The system
level represents the actual component which the model should represent, at this level it is usually expensive
to make experiments and it is difficult to determine the sources of error. Usually, particularly in industry, the
interest at this level is on the output of engineering responses, such as efficiency. The sub-system tier involves
only a part of the complete model and two or three physical domains coupled. Similar difficulties are present
with respect to the previous level. At the the benchmark layer, usually a simplified component is used, and
different phenomena of the same physical domain are studied. In the unit tests a single model or equation is
studied, making it possible to keep the uncertainty to a minimum [51].

The current focus is on the turbine, due to the importance on the overall efficiency of the system, for
which the benchmark and unit levels are developed in Fig. 2.9. The isentropic expansion was the first case
run [33, 71]. The next unit test to be studied is the shock wave generation. These unit tests are designed to
only involve the equation of state, since no turbulence or viscous effect is present. The shapes used are very
simple, respectively a supersonic nozzle and a wedge. A more complex study, already at the benchmark level,
is the cascade blade row. In this case multiple complex shapes, the blades, interact with each other through
their shock waves. Turbulence and viscosity are relevant because the entropy generated in the boundary
layers decrease the efficiency, this loss source can make up one third of the total losses in turbomachines
[21].

2.6.2. Modern Design of Experiment
The modern design of experiment consists in a series of improvements to a traditional experiment procedure
with the objective of decreasing the variance without increasing the number of simulations required or to
determine which independent input influences the output the most. For instance, it is possible to lower
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Figure 2.9: Subdivision in hierarchical cases to be performed to validate the flow solver for the flow physics of a complete ORC Power
Plant. The dark orange boxes represent the unit cases analysed in this thesis.

the number of simulations by combining different input in few non-dimensional ones. To determine the
influence of each input a stochastic simulation can be run. Examples are provided in Mehta et al. [45].

The final objective of the validation effort is to produce a database of test cases with the experiments and
the simulations for which the design of experiment principles are applied. The way to achieve this is to use a
validation model which not only consider the deterministic responses, but also all the sources of uncertainty.
The inspiration for the test cases chosen is the National Project for Application-oriented Research in CFD
(NPARC) Alliance Verification and Validation Archive by NASA [64].

2.6.3. V&V 20 Validation Standard
There exists different standards defined with CFD validation in mind. The metric currently in use for this
research is the American Society of Mechanical Engineers (ASME) V&V 20 [5]. The idea behind it is to compare
the uncertainty of the simulations and the experiments at a given point to identify whether the model error
is small enough or absent.

Figure 2.10: Relation between the true, but unknown, value with the simulation and experimental ones for a given validation point.
Taken from ASME [5].

Consider now the situation in Fig. 2.10. It is assumed that at each evaluated point there is a true, but
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unknown, value T . From the experiments, another value D is recorded. Finally, with a simulation a third
point S is determined. The comparison error E is then defined as

E = S −D, (2.44)

and it can be calculated with the data available. Next, are defined the simulation error δS and the experi-
mental error δD in the following way

δS = S −T, (2.45)

δD = D −T, (2.46)

combining these equations together

E = S −D = (T +δS )− (T +δD ) = δS −δD , (2.47)

this relation shows that the comparison error is a combination of the experimental and the simulation
error. The simulation error δS can then be decomposed in three components:

1. δmodel, due to modeling assumptions and approximations;

2. δnum, due to the numerical solution of the equations; and,

3. δinput, due to the errors in the simulation input parameters.

The comparison error can now be written in this form

E = δmodel +δnum +δinput −δD . (2.48)

Since the objective of the analysis is the evaluation of the modeling error, the previous relation can be
rewritten in this way

δmodel = E − (
δnum +δinput −δD

)
, (2.49)

E is known, the other errors need to be calculated. A validation standard uncertainty can be defined as
uval, which is a value that combine all the uncertainties of the factors previously defined. If the error sources
are independent of each others the validation uncertainty can be calculated with the following formula

uval =
√

u2
num +u2

input +u2
d. (2.50)

The case found is then

δmodel = E ±uval, (2.51)

the conclusion that can be drawn is that the model error must be contained in the interval defined by this
relation. If uval > E , then it can be said that the model error is inside the uncertainty band of the experimental
set-up, so it is either not be present or, if present, it is not possible to define it with the uncertainty of the
current set-up. On the other hand, if uval < E an error is surely present.

This method is straightforward and already well tested. Its main drawback is that it only provide a yes-no
answer to the validation question which makes it difficult to understand the source of the error. Furthermore,
it can lead to flawed conclusions since an increase in experimental error can hide the modeling error inside
the uncertainty band, which would make the model validated in the case where the measurement has a large
uncertainty.
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2.6.4. Real Space Model
The Real Space metric [60] separates the contributions of the experimental and simulation uncertainties to
clearly identify the sources of uncertainty. The uncertainties are associated to the mean of the experiments
and the simulations. Romero defines four possible outcomes of the assessment:

• Zero order validity, when the uncertainty bands of the simulation completely enclose the uncertainty
of the experiments. All the possible reality is simulated;

• Dubious validity, when the simulation uncertainty is contained in the experimental one or the uncer-
tainty bands partially overlap. Only a portion of reality is captured; and,

• Invalid case, when the uncertainty bands do not overlap.

2.6.5. Hills Validation Model
An alternative method, which can provide a global grade of validation, was made by Hills [35]. In this model,
a multidimensional space is imagined, with each measure performed increasing the dimension of the space
by one. The value of the experiment and the simulation is then positioned in this space, with their probability
distribution function (PDF) due to their uncertainties. If both uncertainties are combined in a single iso-PDF
around the prediction point, where each contour has the same probability, it is possible to determine the
probability that the measure is accurate. The case is shown in Fig. 2.11. It is suggested by the author to
consider a model valid if the measure is within the 95% confidence level.

Figure 2.11: Probability density function of the combined uncertainty in a three dimensional space. Taken from Hills [35].

The metric used to calculate the position in the iso-PDF is based on the weighted least squares r 2. The
formula to calculate it is the following

r 2 = (
Xmodel −Xexp

)T [
cov−1 (

Xmodel −Xexp
)](

Xmodel −Xexp
)

, (2.52)

where Xmodel is the vector of the model predictions and Xexp is the vector of the experimental observations.
The cov operator is used to calculate the covariance of the differences between model and experimental ob-
servations. The comparison that can be made can include different properties or experimental conditions.

To calculate the covariance matrix, Hills proposed a first order sensitivity analysis based on an approxima-
tion around the mean. Since an equivalent infrastructure to calculated the input uncertainty already exists,
those steps will not be necessary. In the next section the procedure used will be presented.

The metric compares the radius of the hyper-ellipse r defined by the set of points considered with a refer-
ence radius rref for a corresponding normal distribution. For a result lower than one, the comparison errors
outside the normal distribution are less than expected for the normal distribution with the given number
of points, and so it can be considered valid. If the value is higher than one, the case is not valid since the
comparison errors outside the normal distribution are more than expected.
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This model allows to define a probability that the assessment is valid, which is an improvement with re-
spect to the output of the V&V 20 Model. This increased precision comes at a cost in term of calculation
complexity. Furthermore, the concern of the previous model, the validation with large experimental uncer-
tainty, is not addressed, since with this model a large experimental uncertainty would just extend the PDF
cloud size.

2.6.6. Uncertainty Quantification
When the metric is defined, it is necessary to collect all the data required to find the model error. In the
evaluation of the total uncertainty are not only important the numerical and experimental uncertainties, but
also those caused by uncertainty in the input.

In simple calculations, the uncertainties can usually be added or related in some ways. But when a large
number of input values are involved, with their relation generally unknown, the analytical estimation of the
uncertainty is complicated. For these cases the Monte Carlo method is often used. It consists in a large num-
ber of simulations where in each one random combinations of input parameters are run to determine their
influence on the output. The input are chosen in their uncertainty band, the large number of simulations al-
low to determine the uncertainty of the output responses. ASME [5] recommends the use of Latin Hypercube
Sampling for this task. This method is similar to the Monte Carlo, but it usually requires less iterations to
produce the same results since equal probability zones are defined to avoid the concentration of the samples
close to each others.

Alternative methods are the stochastic simulations. These type of simulations consists in a series of model
run which provide a mean and a standard deviation of the output. The most commonly used way to use
this model is through Polynomial Chaos, a variant of stochastic collocation, in which a surrogate model is
prepared with the same statistical behaviour of the original one, but computationally faster, since it only
require polynomials to be solved [19].

A way to quantify the relative influence of the input on the final output is through the Sobol Index. The
sources of uncertainty are found through a variance based decomposition sensitivity study. This allows for
some parameter to be considered exact, and their uncertainties discarded, if the influence on the output is
low. A Sobol Index for an input equal to one indicates that the parameter is the only one influencing the
output, viceversa a index of zero indicates no influence on the uncertainty [65].

2.7. Facilities for the Research of Non-Ideal flows
Studying non-ideal flows requires dedicated facilities which are limited in number. The main ones currently
in operations are the TROVA in Milan Polytechnic, the Closed Loop Organic Wind Tunnel (CLOWT) in the
University of Münster and the ORCHID in TU Delft.

In this section the state of NICFD validation will be presented. The first part deals with the experiments
at the TROVA facility, while the second with the ones at the ORCHID.

2.7.1. TROVA
The TROVA is a blow down wind tunnel using siloxane MDM as working fluid. It can reach pressure of up to
50bar and temperature of 400◦C [68]. This type of facility does not allow for extended period of operations
since they need a vacuum at the outlet to be maintained, for this reason steady state conditions are more
difficult to achieve or have to be assumed as such. Pressure, temperature and the flow field in a given section
can be recorded. Schlieren imaging is also used to visualize the density and the flow shocks [69].

An assessment of the SU2 flow solver was first made by Gori et al. [28]. In this paper a supersonic ex-
pansion and the shock waves generated with a diamond shaped airfoil are assessed. It is shown that the
predictions and the experiments are in good agreement, but no uncertainty estimation is made. This does
not match the requirements of the V&V 20 standard, so it cannot be considered a true validation. A second
campaign, with uncertainty considered, was presented in Gori et al. [29]. The positive evaluation of the SU2
flow solver is confirmed, but the metrics are still not up to the standards available.

Further information on the tests and the facilities are available in Spinelli et al. [70] and Spinelli et al. [71].

2.7.2. ORCHID
The ORCHID is currently the state-of-the-art facility for the investigation of NICFD flows. It is designed to
simulate a complete ORC power plant, the current focus is on the turbine and the heat exchanger. The pre-
liminary design was presented in Head et al. [32]. Of interest for the validation to be performed in this thesis
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is supersonic nozzle section. There, Siloxane MM can be expanded up to Mach 2.1 in steady-state condition.
The envelope of operation of the machine is dependant on the fluid and for MM it is set as a pressure of 25
bar, temperature of 300◦C and a thermal power supply of 400 kWth. Measurement devices are available to
gauge the static pressure at 16 points along the mid-plane of the nozzle. A window is also available to visual-
ize the flow with a schlieren set-up. Figure 2.12 show the facility, in the foreground the nozzle test section can
be seen.

Figure 2.12: The ORCHID, in the bottom-right of the picture can be seen the nozzle window. Taken from Head [34].

The validation infrastructure currently in use is described by Head et al. [33]. The metric Head identified
to validate the SU2 flow solver is the V&V 20 standard, which was described in the previous Sec. 2.6.3. The
envisaged experiments are aimed at validating a complete ORC turbine.

For the assessment of the validation infrastructure, Head compared pseudo-experimental data generated
with Ansys CFX with SU2 simulations. The results were encouraging, and worth to further develop in the
current validation campaign. The validation campaign was started in 2019 by Bills [9] and Beltrame [7]. They
refined the validation infrastructure to the current state and they performed the first validation of isentropic
supersonic expansions.





3
Technical Approach

In this chapter a methodology to perform the validation of a NICFD solver is described. More specifically, a
series of paradigmatic test cases are proposed for the critical validation assessment of non-ideal flow solvers
such as SU2. Initially, the computational submodels of the SU2 flow solver, including the numerical infras-
tructure, will be presented. Section 3.3 shows a series of operating maps which displays the deviation of ther-
modynamic properties on the T−s and the P−T diagram for different Thermodynamic models. This task is
performed to highlight the most suitable set of boundary conditions for conducting experiments where the
thermodynamic model is under investigation. Section 3.4 summarizes the steps of the procedure used in the
validation.

3.1. SU2: The Open-Source NICFD Solver
This section describes the SU2 flow solver and the features implemented which are used for NICFD applica-
tions. Economon et al. [26] developed the open source flow solver in 2015, and in 2017 it was configured and
verified for NICFD simulations by Pini et al. [53], and for turbomachinery design optimisation by Vitale et al.
[78]. The SU2 flow solver is designed to solve the RANS equations in the form of

δ~B

δt
+∇·F c −∇·F v =Q inΩ, t > 0. (3.1)

where ~B is the conservative variable vector, ie. ~B = {
ρ,ρ~U ,ρE

}T
. ρ is the fluid density, ~U is the fluid

velocity vector in the Cartesian coordinate system, and E is the total energy by unit mass. The F terms in Eqn.
3.1 are the convective and viscous fluxes, and Q is a vector of source terms.

The convective and viscous fluxes from Eqn. 3.1 are represented as:

F c =


ρ~U
ρ~U × ~U + I p

ρ~U H

 ,F v =


·
τ

τ · ~U +κtot∇T

 (3.2)

with p as the static pressure, T as the temperature, H as the total enthalpy, and I representing an identity
matrix. The viscous stress tensor, τ, is a function of the velocity derivatives and fluid viscosity, where µ is the
laminar and λ is the turbulent component. The term κtot represents the total thermal conductivity, which
contains a laminar and turbulent contribution. The laminar contribution is a fluid property, κ, while the
Prandtl number, specific heat capacity at constant pressure cp , and turbulent viscosityλ, are used to calculate
the turbulent thermal conductivity.

Closing the RANS equations requires the transport, turbulence and thermodynamic models to be defined.
A theoretical description is presented in Sec. 2.4. Two EoS available in SU2 to deal with non-ideal flows are
the polytropic Van der Waals equation and the polytropic Peng-Robinson equation [53]. Polytropic indicates
that the internal energy is dependent on the temperature, in a non-polytropic model instead the two are in-
dependent of each other. FluidProp can also be interfaced with SU2 to provide access to other more complex
models. This program is a library of thermodynamic models for various fluids. Of interest for non ideal flows
are the iPRSV and the multiparameter equations of state [17] for Siloxane MM, both are non-polytropic. The

23
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latter is available from the RefProp library and it is considered the best approximation available with respect
to the non-ideal thermodynamic behaviour of the fluid.

The division of the domain in cells which exchange mass, momentum and energy require the conserva-
tion equations to be discretized through a numerical scheme. Two of these are examined in this thesis: the
ROE scheme and the Jameson-Schmidt-Turkel (JST) scheme. They are both suitable schemes for solving the
Navier-Stokes and the Euler equations for compressible high-Reynolds flows. They can capture shocks in the
flow. The ROE scheme was developed in 1981 by Philip Roe as an approximate solver of the Riemann problem
[59], it is an upwind 1st order scheme. The only parameter that needs to be set in SU2 is the entropy fix coef-
ficient which puts a lower bound on dissipation by limiting the minimum convective Eigenvalue to a fraction
of the speed of sound. The Monotonic Upstream-centered Scheme for Conservation Laws (MUSCL) scheme
[77] together with the Van Albada slope limiter is used to refine the solution. It offers increased accuracy in
discontinuities such as shocks while keeping the solution free from the spurious oscillations typical of high
order schemes. It allows upwind schemes to converge to 2nd order accuracy.

The JST scheme was developed in 1981 with the objective of being an efficient scheme for complex aero-
dynamics problems [39]. It is a central difference scheme. As a 2nd order scheme it should converge faster
than an equivalent upwind scheme, but can be unstable at very high Reynolds. It does not require limiters
and it includes a dissipation coefficient. In SU2 the second and fourth order dissipation coefficients can be
chosen, the default and most commonly used values are 0.5 and 0.12, respectively.

This section has presented the many settings and submodels which must be selected to run the SU2 flow
solver. To validate SU2 for modelling turbines in ORC systems it is necessary to subdivide the system and
isolate the submodels, thermophysical, turbulence, numerical schemes and boundary conditions, and study
them separately [51]. The hierarchy devised is presented in the next section.

3.2. Paradigmatic Validation Cases
To validate a complex model, a hierarchy of cases need to be defined. Starting from simple cases, where
a single submodel is validated, it is possible to go up the hierarchy to more complex ones where also the
interface between the components of the model can be assessed.

Figure 3.1 shows the hierarchy devised to validate the flow solver for the flow physics of an ORC turbine.
The two main benchmark cases examined in this thesis are the de Laval nozzle and the cascade blade row.
The first case includes a series of unit cases in which various expansions are run in a supersonic nozzle. This
benchmark case was defined in order to assess the applicability and accuracy of the thermodynamic model
in operating conditions where viscous effects are expected to be negligible. The most basic unit case is the
supersonic inviscid isentropic expansion, the more complex ones add various types of shock phenomena.
The second benchmark case, the cascade blade row, includes significant effects due to turbulence and inter-
action between shock waves. The case verified in this thesis is the supersonic flow through a 5-channel blade
row, for which an initial assessment with direct response quantities will be performed. This case will allow
the study of system response quantities important in engineering applications such as the efficiency. Future
unit test cases which should be used to validate the flow solver include an optimized cascade and the flow
through a rotor.
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Figure 3.1: List of benchmark and unit cases envisioned to validate the flow solver for the prediction of the flow physics of an ORC
turbine. The dark orange boxes represent the unit cases analysed in this thesis.

3.3. Applicability of the Thermodynamic Model
The section documents the procedure used to generate the operating maps which specifies the applicability
range of different equations of state, including the effect of using polytropic and non-polytropic models, in
the T−s and the P−T diagram and the main take-aways of the study.

Defining a set of operating conditions, shown graphically on a thermodynamic diagram, is critical for the
validation exercises performed in this thesis. It is necessary to identify the region where the cubic equations
of state differs considerably from reference models, such as the multiparameter ones, to choose the operating
conditions for the experiments to be conducted. Using a cubic EoS in place of a multiparameter models is
necessary since the latter are too computationally expensive for design of experiment studies and for use in
design optimization studies. The assessment to determine the suitability of the thermodynamic model to
close the conservation equations is done by means of gas dynamic experiments. This process constitutes a
first step in the validation of a CFD software.

3.3.1. Procedure

This section presents the procedure used to compare the cubic equations of state to a reference model in
order to determine their accuracy across a thermodynamic region. The reference model used is RefProp, this
software has implemented a multi-parameter equation of state which is designed to provide a very accurate
characterization of the thermodynamic behaviour even in highly non-linear conditions such as close to the
critical point. An operating map will be generated to show the deviation of the density in the superheated
region on the T−s and the P−T diagrams. The P−T diagram is a less commonly used representation, partly
because isentropes are no longer vertical lines. It has the advantage that both the pressure and the tempera-
ture, which are the usual boundary conditions in a CFD simulation, can be directly provided as input without
any intermediate passage.

Figure 3.2 shows the procedure defined to calculate the deviation in the density. The process can be
generalized to any EoS and for different thermodynamic properties, e.g., p, Z . Figure 3.2a presents the steps
for the T−s diagram case. A grid of temperature and entropy combinations, for a bounded region which
is relevant for ORC applications, is made. The RefProp model receives the temperature and the entropy at
each point of the grid and provides as output the density. Since the relation between the entropy and the
thermodynamic properties differs for the various models considered, the entropy is first converted to the
pressure of the point. The inputs provided to the cubic equation (StanMix) model are the temperature and
the pressure calculate through RefProp, the output is the density. The density deviation between RefProp
and the cubic model can then be calculated. For the P−T representation, a grid of pressure and temperature
combinations is prepared. Figure 3.2b shows the procedure used for this case, the two models receive as input
the pressure and the temperature and provides as the output the density. The deviation between the two is
then calculated.



26 3. Technical Approach

RefProp call StanMix call 

RefProp call 

(a)

StanMix call 

RefProp call 

(b)

Figure 3.2: Procedure used to calculate the deviation in the density between the RefProp and the cubic (StanMix) models. a) T−s
diagram case. b) P−T diagram case.

3.3.2. Operating Maps
In this section the predictions of density and speed of sound from two cubic EoS, the iPRSV and the Peng-
Robinson EoS, will be compared against those resulting from RefProp. The cases chosen are presented in Tab.
3.1.

Table 3.1: List of EoS comparisons performed.

Case First Model Second Model
A iPRSV (StanMix) RefProp
B Peng-Robinson (Ref. [6]) RefProp
C iPRSV (StanMix) Peng-Robinson (Ref. [6])

Figure 3.3 shows T−s and P−T thermodynamic charts with deviation contours of density. The deviations
are calculated with the results from cases A, B and C. Figures 3.3a and 3.3b shows case A, the maximum
deviation in the density is reached in the liquid and in the supercritical region close to the critical point, with
a peak of around 20%, from there it decreases in all directions. In the vapour region, the maximum deviation
is of 7%. The area just right of the vapour saturation line presents a very low deviation, this is probably due to
the saturation line being chosen as the point of minimal error when the Peng-Robinson EoS was modelled.
In the superheated region of the P−T diagram, as the temperature is increased the mismatch become higher.
The deviation is probably due to the different functional form of the equation used by RefProp and by the
iPRSV EoS to describe the thermodynamic properties [73]. Case B was not shown graphically since the results
were equivalent to the ones of case A. Considering the results of the density comparison, the cubic EoS are a
suitable candidate to close the conservation equations.

Since the iPRSV EoS is an improvement of the Peng-Robinson EoS at the critical point region, the two were
not expected to differ considerably. To verify this, case C was devised. The density comparison is plotted in
Fig. 3.3c. As expected, the deviation between the two models is very low, no more than 0.1% in most of the
thermodynamic region considered. The only exception is in the region adjacent of the critical point, where
the deviation between the two reaches a peak slightly higher than 1%. The blue region around the saturation
curve is non-physical and probably due to limitations in the Peng-Robinson EoS code [6]. Nonetheless, the
predictions in the vapor region have been extensively verified and are the conditions of interest in this thesis.

To quantify the effect of using a polytropic and a non-polytropic model further studies were performed.
A polytropic model uses a direct relation between the specific heat capacity and the temperature, while in
a non-polytropic one the two are independent of each other. A property strongly influenced by this model
choice is the speed of sound c, which is defined for a non-ideal gas as

c2 = γP v Z RT (3.3)
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(a) (b)

(c)

Figure 3.3: T−s and P−T diagrams showing the deviation in the density prediction of the iPRSV non-polytropic model with respect to
the RefProp and the Peng-Robinson polytropic models for Siloxane MM. a) T−s diagram showing the relative deviation of the density
between the iPRSV and the RefProp models (Case A). b) P−T diagram showing the relative deviation of the density between the iPRSV

and the RefProp model. The two phase region is not present in a P−T since the temperature remains constant during the phase
transition (Case A). c) Deviation of the density between the iPRSV and Peng-Robinson model (Case C).

where γP v is the pressure-volume isentropic exponent, defined as γP v =− v
P

cp

cv

(
∂P
∂v

)
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. Case A and C were

repeated, but comparing the speed of sound instead of the density. Figure 3.4 shows the deviation of non-
polytropic iPRSV with Refprop and polytropic Peng-Robinson. Figure 3.4a shows case A, for the iPRSV with
respect to RefProp a large deviation exists in the liquid and in the supercritical region, larger than the devi-
ation in the density. Instead, in the vapour region the deviation remains below 5%, lower than the density
deviation. Case B, the comparison between the Peng-Robinson and the RefProp model, was not plotted since
it is almost a perfect match with the results of case A. Case C, shown in Fig. 3.4b, presents the comparison
between iPRSV and the Peng-Robinson EoS that, similarly to the density case, indicates a low deviation across
all the domain with the exception to the region of the critical point.

Considering Eqn. 3.3, R is constant for a fluid and T is a common input of the models, this leaves Z
and γP v as the only factors influencing the speed of sound. Z encompasses the deviation in density due to
volumetric non-ideality, its impact should be low since both the iPRSV and the Peng-Robinson EoS are cubic.
γP v includes the specific heat capacity ratio and a factor to account for thermodynamic non-ideality, so it is
dependent on the choice between a polytropic and a non-polytropic model. The results suggest that in the
region considered, possibly because of the small range of temperatures considered, the specific heat capacity
ratio does not vary considerably between the two models.

The main take-aways of the study are

• The largest density deviation between the RefProp model and the cubic equations of state compared,
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(a) (b)

Figure 3.4: P−T diagrams showing the deviation in the speed of sound prediction using the Peng-Robinson polytropic and the iPRSV
non-polytropic models with respect to the RefProp model for Siloxane MM. a) P−T diagram showing the relative deviation of the speed

of sound between the iPRSV non-polytropic and the RefProp model (Case A). b) Deviation between the speed of sound of the iPRSV
non-polytropic and of the Peng-Robinson polytropic EoS (Case C).

iPRSV non-polytropic and Peng-Robinson polytropic EoS, is in the liquid region;

• In the superheated region, the density deviation between the RefProp model and the cubic EoS does
not exceed 7%;

• The density deviation between the iPRSV and the Peng-Robinson EoS only exceeds 1% around the crit-
ical point;

• The comparison of the speed of sound between the RefProp model and the iPRSV non-polytropic EoS
shows a large deviation in the liquid and in the supercritical region, while in the superheated one the
deviation is limited to 5%; and,

• The deviation of the speed of sound between the iPRSV non-polytropic and Peng-Robinson polytropic
EoS indicates that the it is again less than 1% across the domain considered, with the exception of the
points close to the critical point.

3.3.3. Choice of the Isentropes
Regions of interest in the thermodynamic diagrams have been identified. Two experiments which could be
used to assess the accuracy of the thermodynamic model are the isentropic expansion and the shock wave
generated in a de Laval nozzle, which are described in Chap. 4. Properties such as pressure, temperature and
density, could be compared at every location of interest to determine the best suited thermodynamic model
to be used in various thermodynamic states.

To define a suitable isentrope to run the experiments, the limitations of the test section must be taken
into account. The operating envelope of the ORCHID is defined by four limits:

• Maximum evaporation pressure of 25 bar;

• Maximum evaporation temperature of 573.15 K;

• Maximum thermal power generated of 400 kWth; and,

• The two phase region, to avoid droplet formation.

At a pressure of 25 bar in the region close to the critical point, the isobars are at a much lower temperature
than the temperature limit so the second constraint can be discarded. Considering that the value of Γ at
a pressure of 22 bar is above one, which indicates a flow behaving ideally, this pressure represents a good
choice for the inlet condition. To verify whether the thermal power required for a given condition can be
supplied, Head [34] prepared a dedicated MATLAB code. He identified the four variables which needs to be
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chosen to define a case: the total inlet pressure p1, the total inlet temperature T1, the outlet pressure p2 and
the throat area Ath. To determine the power requirement the following equation can be used

Q̇in = ṁWF (h1 −h8) ∝ ṁWFh1 = Athρthvthh1, (3.4)

in which the throat area Ath is known and fixed, the density ρth and the speed of sound vth at the throat
can be calculated from the boundary conditions and the inlet enthalpy h1 is proportional to the chosen inlet
total temperature. At the inlet conditions the isobars are approximately flat, it is then possible to use the
highest temperature which is expected to be reached at 25 bar, in this case 535 K, to determine the maximum
expected power requirement. At that pressure and temperature the thermal power required is 250 kWth,
enough to maintain a steady-state expansion.

The last limitation that needs to be considered is the distance from the two-phase region. This verifica-
tion is necessary since two-phase expansions are outside the scope of this thesis and the experiments were
not designed to be operated there. Since the uncertainty in the temperature is around 0.5 K, the safety margin
adopted to avoid crossing the two phases region is 1 K. The expansion occurs along a specific isentrope, so it
is necessary to transform the temperature margin in a horizontal shift to the right of the dome. To do so, the
point at 22 bar isentropic with the right-most value of the dome is considered. Defined that point’s temper-
ature, it is possible to shift one degree Kelvin to the right. The safety distance is related to the inlet pressure
since the isobars have a slightly different slope for a given temperature change. With an inlet pressure be-
tween 18 and 22 bar, the minimum entropy range is between 0.87 and 0.88 kJ/Kkg.

To keep the different expansions comparable the Volumetric flow Ratio (VR) is kept constant between the
different experiments. The procedure to calculate V R and to define the boundary conditions of the simula-
tions is described in App. D.2.

Table 3.2 lists a series of test cases which could be performed in the ORCHID test section. The design case,
shown in Fig. 3.5, was chosen where the volumetric non-ideality was large and the deviation with respect to
the RefProp model was the highest. Further experiments should be run left of the design case where the non-
ideality increases further. Considering the design case of the nozzle, as the farthest isentrope of interest from
the critical point, two series of test of interest are identified. The candidate isentropes are shown in Fig. 3.5.
The first is a series of expansions with inlet pressure of 22 bar. At the inlet, Z is below 0.5, indicating a large
volumetric non-ideality. Γ is above one at the inlet and it quickly decreases with the expansion, so the gas
dynamic non-ideality would also be captured completely. The second region is the low pressure zone under
the two phase region. The inlet pressure would follow the shape of the dome, since there a strong non-ideality
is still present.

AB
C

D
E

Figure 3.5: T−s diagram showing the position of the high and low pressure candidate isentropes to be investigated and the design case
of the nozzle. The yellow lines define the operating bounds of the ORCHID.

Together with the experiments, the isentropes defined in Tab. 3.2 should be simulated. Each case will
be run both with RefProp and the Peng-Robinson equations using a common mesh and the same boundary
conditions. This way the deviation of each property and the propagation of the error in an expansion can be
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Table 3.2: Boundary conditions and location in the T−s diagram of the isentropic expansions plotted in Fig. 3.5.

Case Entropy Inlet Total Pressure Inlet Total Temperature Outlet Static Pressure
Design case 0.932 kJ/kgK 18.4 bara 252◦C 2.1 bara
A 0.918 kJ/kgK 22.0 bara 259◦C 3.1 bara
B 0.898 kJ/kgK 22.0 bara 257◦C 3.4 bara
C 0.877 kJ/kgK 22.0 bara 255◦C 3.8 bara
D 0.861 kJ/kgK 13.5 bara 226◦C 1.4 bara
E 0.849 kJ/kgK 12.0 bara 219◦C 1.2 bara

studied. The pressure, temperature and density could be compared. Subsequently, a plot of the error with
respect to the temperature can be made to show the deviation. Figure 3.6 shows an example made with the
Van der Waals EoS in place of RefProp to show how the results could be visualized. The deviation is plotted
against the temperature instead of the x-coordinate because this allows for a better correspondence with the
position in the T−s diagram and because the initial and the final part of the nozzle are mostly uniform in
properties.
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Figure 3.6: Proof of concept with pseudo-experimental data (Van der Waals (VW) EoS used in place of RefProp) showing how the
pressure and the density deviation between SU2 with LUT and SU2 with the Peng-Robinson EoS can be visualized. In the X-axis the

temperature is used since it can more easily be translated to the corresponding isentrope in the T−s diagram. a) The deviation of the
pressure along the nozzle is plotted for the five isentropes of Fig. 3.5. b) The deviation of the density along the nozzle is plotted for the

five isentropes of Fig. 3.5.

3.4. Validation Method and Uncertainty Characterisation
This section describes how the validation study for the SU2 flow solver for one case was done. The method
is based on the ASME V&V20 ‘Standard for Verification and Validation in Computational Fluid Dynamics and
Heat Transfer’ and supplemented with established statistical methods to determine the uncertainty of a CFD
simulation, both due to numerical methods and variable model inputs. The final determination of validity for
the SU2 solver was determined using the metric defined in the ASME V&V 20 [5] method which was described
in Sec. 2.6.3.

3.4.1. Numerical Uncertainty
The numerical portion of the simulation uncertainty, unum, encompasses all the approximations which must
be made during a computational assessment; this includes approximations in the discretisation, truncation,
and iteration of a simulation. Discretisation uncertainty arises since discrete value must be assigned to each
cell in a mesh even though in true physics the value may be continuous over the domain. Truncation is the
removal of digits at the end of a number due to the bit limit in a computer, and iteration refers to uncertainty
from taking a solution from an iterative process which may not be converged to the final solution.
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The iteration and discretisation uncertainties in this study was calculated using Richardson Extrapolation
as described by Eça and Hoekstra [25]. This method uses the solutions of the same simulation over sequen-
tially finer grids to approximate the total uncertainty level due to discrete errors at a given grid density. This
process has been automated with a tool from ReFRESCO [43] which required the input of simulation results
and provided the approximate uncertainties of each output variable through use of the method proposed by
Eça and Hoekstra [25].

This tool requires a minimum of four grids. Both structured and unstructured grid can be compared. An
advantage of using a structured grid is that it is possible to iteratively halve the cell size to increase the mesh
density. For an unstructured one each mesh region should be proportionally scaled with the same value
when generating the mesh. A requirement of the tool is that the round-off and iterative error are negligible
with respect to the discretization error. The first can be considered insignificant since double precision is
used. The latter assumption is verified in Sec. 4.3.4 and 5.3.3.

3.4.2. Forward Propagation of Input Uncertainty
The input portion of simulation uncertainty, uin, is the result of input parameter uncertainties being for-
ward propagated through the model to the outputs. Constant values in the simulation, for example bound-
ary conditions or fluid properties, are not exact. The boundary conditions and closure coefficients of the
thermodynamic sub-models are determined through experimentation where there are uncertainties in the
measurements over time, and instruments have limited resolutions. Any possible change in the model inputs
will have an impact on the final model responses. Evaluating the value of forward propagated input uncer-
tainty can be done in a structured fashion through the Monte Carlo method. In this type of study the input at
each iteration are chosen randomly within the provided uncertainty range. It provides optimal results when
a very large number of iterations are run. There are more efficient methods which have been established for
NICFD. Cinnella et al. [13, 14] have used stochastic collocation (SC) uncertainty quantification techniques to
establish the uncertainty of dense organic gas flows. Additional methods created for NICFD solvers in ORC
component design have been presented by Congedo [19].

In stochastic collocation (SC) a surrogate model which has the same statistical behaviour of the outputs
of the real model is created. This allows for faster computations of the output system response quantities.
The concept of stochastic expansion methods is that a PDF of any shape can be represented as a series of
polynomials, similar to how any function can be represented by a Taylor series. Notably, the coefficients of
the polynomial indicate the statistical moments. The first coefficient is the mean, the second coefficient is
the standard deviation, and the third is the skewness of the output variable [47]. The surrogate model is
constructed by taking a set of samples from the original model, and evaluating the statistical moments of the
input parameters. Once the surrogate is constructed it can be sampled thousands of times and solved at the
speed of a simple polynomial. The sampling of the original model is based on quadrature methods.

To represent this mathematically consider the stochastic differential equation:

L(x,θ,φ) = f (x,θ), (3.5)

where L is a non linear spatial differential operator which depends on a random vector θ (whose dimen-
sion depends on the number of uncertain parameters in the problem) and φ represents the solution of the
function. f (x,θ) is a source term depending on the position vector x and on the θ.

The stochastic process can be approximated as a spectral expansion through a series of polynomials. φ
can be expressed as

φ(x,θ) =
∞∑

i=0
φi (x, t )Ψi (ξ(θ)), (3.6)

where the factor φi (x, t ) represent the deterministic part and Ψi (ξ(θ)) the stochastic one. In practice the
infinite sum is truncated up to a certain order. The polynomial can then be substituted in the initial stochastic
differential equation. The two classes of surrogate model used are the Polynomial Chaos Expansion and
the Stochastic Collocation. They differ in relation to the type of interpolation used, with the latter using
multidimensional Lagrange interpolation polynomials.

The mean and standard deviation of the model output is thus as follows:

µφ(x) =φ0(x) (3.7)
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σ2
φ(x) =

N∑
i=1

φ2
i (x)

〈
Ψ2〉 (3.8)

From the results of the stochastic collocation study the input uncertainty is calculated through:

Uin = 2σ (3.9)

In addition to quantifying the magnitude of output uncertainty, the relative importance of each uncertain
model input parameter is also useful for validation analysis. The relative importance of input uncertainties
can be identified using a variance based decomposition (VBD) sensitivity study, or extracted from the results
of a SC. The sensitivity of a parameter in this thesis is represented by the Sobol Index, where each index is the
variation of the system response due to the variation of the input parameter of interest, divided by the total
variation of the system response. The primary sobol index,

Si =
Varxi [E(Y |xi )]

Var(Y )
, (3.10)

where Varxi [E (Y | xi )] is the conditional probability that the variance is due to the xi input and Var(Y ) is the
total variance, represents the effect of an input parameter independently of all other parameters. The total
sobol index

Ti =
Var(Y )−Var[E(Y |x−i )]

Var(Y )
, (3.11)

where x−i = (x1, . . . , xi−1, xi+1, . . . , xm), represents the effect of an input parameter independently and in com-
bination with other parameters. A value of one in a Sobol index indicates that the parameter is the only one
which influences the system output, while a value of zero implies no effect of the parameter uncertainty on
the variation of the system response. For a well converged UQ, the sum of the primary Sobol numbers is equal
to one, while for the total Sobol numbers the sum is always more than one, the only exception is if the system
input are additive, in that case there are no interactions and the sum is equal to one [37].

3.4.3. Computational framework for UQ studies
The implemented method to calculate the SU2 flow solver output uncertainty is a third order SC method
with Smolyak sparse grid sampling, done using Dakota [1] on a Linux operating system. These programs
are wrapped within a series of Python and MATLAB scripts, written by Bills [9], to interface them with the
SU2 simulations and results. Figure 3.7 presents a top level flow chart of the input uncertainty calculation
infrastructure [9, Pg. 43].

Python is used as the interfacing language between Dakota and SU2 with calls to a MATLAB shock wave
calculator developed by Head et al. [33], Iyer [38]. It is based on the jump conditions for a steady shock wave.
The code is developed especially for SU2 in Linux and can be reused to asses the uncertainty of different test
cases. The code also provides Sobol indices for the responses of interest to identify the sources of uncertainty.
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Figure 3.7: Applied framework to implement a sparse grid stochastic collocation UQ for SU2. The code, implemented in Linux, accepts
PDFs of SU2 model inputs and evaluates the uncertainties of the DRQ along with the Sobol indices for the given configuration of SU2.

Taken from Bills [9].





4
Validation of the SU2 Flow Solver for

Non-ideal compressible flows

In this chapter several of the paradigmatic unit cases defined in Chap. 3 are used to validate the SU2 flow
solver. This study will verify the suitability of the thermodynamic model to close the conservation equations.
A de Laval nozzle was chosen as the most simple benchmark component to facilitate various unit test cases
for the validation exercise. It is the most suitable because it allows to decouple the influence of the solver’s
submodels; namely, thermodynamic, turbulence, and transport submodels on the flow physics. Cases that
can isolate the core flow of the nozzle, which can be considered adiabatic and inviscid, are candidate experi-
ments to determine the most suitable candidate thermodynamic model to close the conservation equations
and to subsequently validate the flow solver. The following four direct response quantities were chosen to fa-
cilitate the validation: the static pressure at the nozzle upper and lower walls, the Mach number at the center
line, the shock wave angle generated by a wedge and the mass flow rate.

In the first section the validation hierarchy for the de Laval nozzle is presented. In Sec. 4.2, the test case
and the response quantities are defined. In Sec. 4.3 the thermodynamic model and the numerical scheme will
be chosen. The assumptions used will also be verified. The mesh generation and the choice of the conver-
gence threshold are presented in Sec. 4.3.3 and 4.3.4. The characterization of the uncertainties is described
in Sec. 4.4. The experimental procedure, the operating conditions and the data gathered in the experiments
are presented in Sec. 4.5, 4.6 and 4.7. Finally, the validation assessment is performed in Sec. 4.8.

4.1. Validation Hierarchy
A selection of cases to be executed in the nozzle is presented in Fig. 4.1. They were chosen from the NPARC
Alliance Verification and Validation Archive [64] by NASA as the most relevant cases which can be performed
in a de Laval nozzle. Together, these cases allow the inviscid expansion and various shock phenomena to be
characterized independently. This will pave the way for benchmark level cases, such as a blade cascade, to be
executed.

The two cases which will be described in this chapter are the supersonic inviscid flow expansion and the
generation of a shock wave with a 2.5 degree wedge. The first case aims at assessing the flow of inviscid,
non-heat-conducting siloxane through a converging-diverging nozzle. The second aims at verifying the code
ability to capture shock waves. Generation of shocks within an isentropic flow presents an interesting test
case because shock phenomena are sensitive to perturbations in the model inputs. The other three cases,
to be run in the future, aim at verifying flow behaviour in the presence of: a steady normal shock wave, a
Prandtl-Meyer expansion and a rearward-facing step.

35
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Supersonic Inviscid
Flow

De Laval Nozzle

Prandtl-Meyer 15
Degree Expansion
Corner at Mach 2.0

Normal Shock at
Mach 2.0

Benchmark

Unit

Mach 2.0 Flow over
a 2.5 and 26 Degree

Wedge

Supersonic Flow
Over a Rearward-

Facing Step

Figure 4.1: List of unit cases envisioned to assess flow in the de Laval nozzle. The dark orange boxes represent the unit cases analysed in
this thesis.

4.2. Design of Experiments
The validation method here described stems from the solver validation procedure defined in Chap. 3. Look-
ing at Fig. 4.1, the two experiments to be performed are both unit tests. The former consists in an isentropic
expansion in a nozzle, the latter, in addition to the expansion, includes a shock waves generated by a wedge.
They are aimed at assessing the Peng-Robinson equation of state implementation in SU2. To experimentally
represent these flows the ORCHID nozzle test section is used.

4.2.1. Test Section
The nozzle is designed to accelerate a flow of siloxane MM at the conditions presented in Tab. 4.1. The inlet
conditions of the fluid correspond to a compressibility factor of Z = 0.58 and the design outlet Mach number
is 2.0. The rectangular cross section nozzle is 86 mm long with a throat height of 7.5 mm and a constant width
of 20 mm. See Fig. 4.3 for an illustration of the nozzle geometry.

Table 4.1: Design conditions of the nozzle.

Condition Value
Inlet Total Pressure 18.40 bara
Inlet Total Temperature 252◦C
Outlet Static Pressure 2.10 bara

The flow in the divergent part of supersonic nozzle presents different zones of interest. The features are
highlighted in Fig. 4.2. The area after the throat, where the top wall curvature is positive, is the kernel region.
There the expansion waves are approximately orthogonal with respect to the flow direction. After the curva-
ture becomes negative, the reflex region begins. Finally, if the nozzle is symmetric, when the opposite waves
meet they cancel each other out and the uniform zone begins, there the flow properties no longer varies and
the flow is free of waves.

When in use, the wedge is positioned at the outlet, as shown in Fig. 4.3. This choice was made because,
even though the flow is ideal in that region, the shock wave angle is sensitive to the model input proper-
ties. Furthermore, in that location the jump conditions requirement for the flow to be uniform is respected.
Finally, by placing the wedge at the outlet, the risk of blockage is decreased.

4.2.2. Response Quantities
The flow response quantities compared in the isentropic expansion are extracted in two regions: at the nozzle
wall and at the center line. The properties extracted only at the center line are: 1. the Mach number, 2. the
expansion wave angles, 3. γpv and 4. the shock wave angles. The responses extracted both at the wall and at
the center line are: 1. the static pressure, 2. the density, 3. the temperature and 4. the x-velocity. In addition to
these, the mass flow rate is also calculated at the throat using the mass conservation equation and assuming
1D flow. Velocity, density and area are extracted at the throat mid-plane and multiplied together
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Figure 4.2: Location of kernel, reflex and uniform region along a convergent-divergent nozzle for the boundary conditions listed in Tab.
4.1. The design Mach number of the nozzle is 2.1. Taken from Head [34].

ṁ = ρ · A ·u. (4.1)

A verification of this method with respect to the integration of the momentum along a plane is presented
in App. B.

All the flow quantities are extracted at 15 measuring stations which coincide with the position of the pres-
sure taps in the ORCHID. The exceptions are the expansion wave angles, which are extracted at 100 linearly
spaced locations between the throat and the outlet, and the shock wave angles, which are calculated at the
outlet. Most of these properties are recorded for future reference since the respective experimental data can-
not be generated at the moment.

Currently, by gathering experimental data, the comparison can be performed for: 1. the static pressure at
the wall, 2. the Mach number, 3. the shock wave angles and 4. the mass flow rate. In the future it is planned
to implement a tool to also extract the density from the experiments through backwards orientated schlieren
imaging [34] and chromatic confocal imaging. The static pressure is extracted at 15 different locations, posi-
tioned at both the top and bottom side of the nozzle. Three points are symmetrically located on both walls
at the inlet, the throat and the outlet of the nozzle. Figure 4.3 shows the location of the taps along the nozzle
wall. The pressure is recorded for an extended period of time when steady-state is achieved to record both
the average and the standard deviation.
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Figure 4.3: Location of the taps along the nozzle and position of the wedge. The inlet height is of 25.4 mm, the throat is 7.5 mm and the
outlet is 21.4 mm high. Adapted from Head [34].

The Mach number is calculated from the expansion wave angles, which are extracted through schlieren
imaging. With fluids such as air it is usually not possible to record Mach waves at the resolution required to
perform a validation, with siloxane instead it is feasible to do so since the dense vapours experience a large
change in density during the expansion. A detailed explanation of the process is presented in Sec. 4.5. From a
dataset of pictures the average and the uncertainty of the angle of all the expansion waves can be calculated.
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The uncertainty on the angle position is also estimated, since the pixels are discrete in space and the wave
is often as thin as a single pixel. The results can either be interpolated and compared directly to the Mach
angle calculated through the simulations or they can be converted to the equivalent Mach number. The two
properties are directly related for an ideal gas, µ = arcsin1/M . Finally, the mass flow rate is measured by a
dedicated sensor. To calculate γpv at the center line the following formula is used

γpv = ρ ·u2

p ·M 2 . (4.2)

When the shock wave generator is present, the response quantity studied is the angle of the shock. For
this scope several wedge angles were used. The numerical shock waves were not generated with the use of
a dedicated mesh, instead the jump conditions were solved from the properties of the uniform region at the
clean nozzle outlet. This was done to avoid convergence problems due to the presence of the shock wave
and to remove the numerical uncertainty deriving from the mesh discretization. The latter is particularly
important since the gradient of the properties through a shock wave is large, so an increase in the mesh
density is required at the shock wave location.

The code used to solve the jump conditions follows the procedure proposed by Grossman [30], which is
presented in App. D.1. From the converged solution, a point at the center line in the uniform region close
to the outlet is chosen. There, the Mach number, the pressure, the density and the velocity are recorded. A
series of vectors are then defined, one containing the wedge angles chosen and two with the upper and lower
limits of the range of density ratios between before and after the shock wave. Through the preferred ther-
modynamic model, the enthalpy before the shock wave is calculated. At this point it is possible to calculate
the properties after the shock wave. The jump conditions with the density ratio guesses are solved both with
h2 = h1 +

(
V 2

n 1/2
)(

1−ν2
)

and h̃2 = h
(
p2,ρ2

)
. For the second case, the enthalpy is calculated with the chosen

thermodynamic model provided the pressure and the density calculated with the jump conditions. It is then
necessary to minimize the difference between the two results. When the density ratio which minimizes the
difference between the two results is found, the β angle associated with the input θ angle can be calculated
with the following equation

tanβ= (1−ν)± [
(1−ν)2 −4ν tan2θ

]1/2

2ν tanθ
. (4.3)

A final check to make sure that the resultant shock is not a strong one is performed. This can be easily
done by verifying whether the Mach number after the shock is below one.

4.3. Model Definition
A critical step of any CFD simulation is the generation of a mesh which can accurately capture the flow fea-
tures of interest. This is an important part of the procedure since it directly affects the numerical uncertainty.
The objective is to define a mesh which is an optimal trade-off between the numerical uncertainty due to
the mesh quality and the computational cost. Subsequently, a convergence threshold which minimizes the
iterative error will be defined.

Solving numerical problems requires simplification with respect to the real case to make the problem
tractable. The main assumptions and choices made in this study are: the limited influence of 3D and viscous
effects on the response quantities, the choice of the thermodynamic model and the choice of the numerical
scheme. A verification of the accuracy of the jump condition solver in predicting the shock wave angle is also
made.

4.3.1. Thermodynamic Model
SU2 v. 5.0 allows the choice between the ideal gas, the Van der Waals polytropic and the Peng-Robinson poly-
tropic thermodynamic models. In the deprecated version 3.2.8.3 FluidProp was also connected, this allowed
the models implemented to be called, including RefProp and StanMix for the iPRSV. Bills [9] compared the
result of an Euler simulation with the Peng-Robinson equation of state (EoS) to a RANS simulation with the
iPRSV EoS. He compared the pressure at the wall and the Mach number at the center line, his conclusion
was that the differences between the models were minimal for these flow quantities. This conclusion is sup-
ported by the operating map presented in Sec. 3.3.2, there the difference between the Peng-Robinson and the
iPRSV EoS was found to be minimal. From these considerations and since it is not currently available, only
the Peng-Robinson EoS will be used in the validation. In the future FluidProp should be connected again to
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the latest version of SU2, at that point a comparison with RefProp could be done to verify whether significant
differences arise.

4.3.2. Simulation Set-Up
The simulations were computed using the SU2 v. 5.0. This is the open source CFD software which needs to be
validated for NICFD flows. The software does not have an interface, it just needs a configuration file with the
case settings and a mesh, which will be described in Sec. 4.3.3. Viscosity is not expected to influence the flow
quantities studied, so the simulations were run with a CFD model based on the Euler equations. This claim
will be verified in Sec. 4.3.5. The thermophysical properties are computed with the Peng-Robinson model.
The advective fluxes are discretized by using the second-order accurate ROE with MUSCL scheme. The total
conditions are provided at the inlet, and the static pressure at the outlet. The boundary conditions are of
Riemann type. The values provided at the boundaries are the design condition presented in Tab. 4.1. Since
the flow is symmetric, only half of the domain is simulated. The centre boundary has a symmetry condition.
The top wall is inviscid and adiabatic. The set-up of the stochastic simulation will be presented later on in
Sec. 4.4.3. The remaining sub-models, such as the transport one, are provided in the complete configuration
file in App. A.1.

4.3.3. Mesh Convergence Study
Choosing a suitable mesh is a critical part of the validation process since an inadequate one will produce
inaccurate results. The uncertainty quantification process requires a large number of iterations, so it is nec-
essary to balance the accuracy of the results with the computational cost required to run the cases. In his
validation effort, Bills [9] used a uniform mesh made of 10k elements. He noticed that with this mesh qual-
ity a large numerical uncertainty for the pressure was present in a few points along the nozzle: close to the
throat, along the kernel transition line and in the outlet region. The location of these uncertainties coincide
with the position of expansion waves and weak shock waves, this indicates that the numerical uncertainty is
present because of the steep gradients of properties which cannot be fully captured by the mesh used. For
this reason, he recommended the use of an improved grid in futures studies.

A uniform mesh which represented a balance between computational cost and deviation was chosen.
Figure 4.4 shows the relation between the RMS deviation and the number of elements in the mesh. The time
to convergence tends to increase linearly as the number of elements increases. The Root mean square (RMS)
deviation instead initially decreases exponentially, until it plateaus starting from around 40k elements. With
the power currently available, the choice made was to increase the mesh density to 40k elements since further
increases would lead to limited gains in the accuracy with respect to the required time-cost increase.
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Figure 4.4: Relation between the mesh density and the root mean square of the deviation with respect to the finest mesh for various
response quantities.

The influence of the mesh density was also analysed when performing the UQ study, which is defined in
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Sec. 4.4.3. The uncertainty propagated from the inputs is insensitive to increases in the mesh density. This
change can be considered positive, since it proves that the uncertainty due to the inputs is independent of
the mesh density. This result corroborates the finding of Bills [9] and it is not presented in the thesis.

4.3.4. Convergence Threshold
A component of the numerical error is the iterative error. It is often ignored, since it is assumed to be at least
one order of magnitude lower than the discretization error. The relevance of the iterative error grows as a
finer mesh is used [23]. Since in this study the mesh is denser than in the previous studies, a convergence
threshold to limit the iterative error will be defined.

The full theoretical treatment can be found in Eça’s papers [23–25]. An implementation of the method
was also performed by Liebrand [40], this will be used as the inspiration for the presentation of the results.
The procedure devised consists in comparing the value of a property for different residuals thresholds and
for different mesh densities. An acceptable iterative error can then be defined in relation to the convergence
of the response quantities and the number of iterations required to reach it.

Residuals are commonly used to determine whether convergence is achieved. They are convenient be-
cause it is not computationally expensive to calculate them. Unfortunately, they only provide an approxi-
mation of the deviation trend. If the convergence history of a response quantity has to be determined, the
solution must be computed several times. A script was developed to run a simulation and to calculate the so-
lution at each threshold chosen to then save the property value. The SU2 simulation then restarts from that
point until convergence is achieved. The result file can then be used to investigate the convergence trend
of each variable at any point of the mesh. For this study, the values are extracted at some specific residual
levels, between 10−6 and 10−13. The residual considered is rho. The case used in the analysis is the isentropic
expansion in a de Laval nozzle. The points for which the comparison is made are positioned at 0.0250 m and
0.1000 m from the inlet of the nozzle. They were chosen to sample both the convergent and the divergent
section of the nozzle. Two meshes, with 10k and 40k elements, are compared.

The results are presented in Fig. 4.5. Figure 4.5a shows the Mach number trend of two points in the
40k elements mesh, together with the normalized number of iterations with respect to the lowest residual
level. Since the convergence trend of the two meshes is similar, only the denser one is plotted. The main
difference between the two is the slightly lower convergence speed of the 40k elements one. It can be seen
that the deviation decreases logarithmically. From residual 10−9, both points have reached a value which
remain roughly constant. Since the change between different iterations quickly become indistinguishable,
the logarithmic deviation between subsequent iterations was plotted in Fig. 4.5b. The trend is close for both
points examined. From residual equal to 10−12, the machine accuracy used is reached and no further changes
occur.
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Figure 4.5: Relation between the residual, the number of iterations and the Mach number for two points in the nozzle. a) Evolution of
the normalized Mach number with respect to the residual for two points for the 40k elements mesh. b) Mach number deviation with

respect to the next residual considered, for the 40k elements mesh.

From this data it can be concluded that with a residual equal to 10−13, which is the threshold currently
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used, the iterative deviation is minimal or absent, both with the coarse and the fine meshes. Nonetheless,
when it is necessary to limit the number of iterations, the results suggest that it is possible to stop at lower
residual levels. A comparison with the converged solution of the 160k elements mesh confirmed the results.
It showed that the deviation is in the order of 10−4, indicating that the deviation due to the mesh is orders of
magnitude higher than the iterative one, so, in accordance with Eça and Hoekstra [24], it can be considered
negligible. Recommendations for future studies include the suggestion to evaluate the relation between the
deviation of a property and the residuals to make a trade-off with the computational cost required, as pre-
sented here. If possible, a bulk quantity should be used, since it is representative of the complete flow instead
of a few specific points. Furthermore, in Eça and Hoekstra [25] a detailed strategy is presented to determine
how the deviation due to the grid and the convergence change, which allows to more easily understand which
mesh and residual threshold should be used to limit the uncertainty.

4.3.5. 3D and Viscous Effects
In the validation campaign, it is assumed that 3D and viscous effects have a negligible influence on the direct
response quantities (DRQ). The first assumption is made since the test section has a constant width of 20
mm over all its length. It is necessary to use a 2D domain since the number of elements of the complete
model would be too large to conduct stochastic simulations. The second assumption is considered since the
short length of the nozzle would prevent a boundary layer to grow and have an influence on the properties
measured at the mid-plane. Using the RANS equations would be more computationally expensive than using
the Euler ones, and it would require a very dense mesh close to the walls.

To verify whether these assumptions are acceptable a comparison between a 3D RANS, a 2D RANS and a
2D Euler simulations of the nozzle were made. The comparison was performed only for deterministic results,
no UQ analysis was done due to the large computational power required. The boundary conditions are the
same for all cases and they are the design one.

For the 3D case, an unstructured mesh with boundary layers was created in ICEM. Following a mesh
convergence study a final element count of 5 million was selected. However, the property variations close to
the throat should be investigated in the future because there were some noticeable convergence issues. The
turbulence model used was the SA. For the 2D RANS simulation the same parameters were used. The number
of elements in this case were 45k, with 25 prism layers to capture the physics in the boundary layer. Its total
thickness was constant and equal to 0.15 mm. The 2D Euler simulation had a uniform unstructured mesh
with 40k elements.

The static pressure and the Mach number at the center line were compared. The results are presented
in Fig. 4.6. All the simulations show closely matching trends in both the pressure and the Mach number,
indicating that 3D effects and viscosity have a negligible influence on the results. Only in Fig. 4.6b, where the
pressure deviation is shown, a noticeable difference between the 3D RANS and the 2D Euler simulation can
be seen close to the throat. It might be due to the interpolation method used for the 3D case or because of a
slight mismatch in the throat position in the mesh. It is absent in the 2D RANS simulation. Nevertheless, the
deviation is limited to less than 1.5% of the pressure at the throat.

The mass flow rate at the throat calculated assuming a 1D flow is also showing very close results. As shown
in Tab. 4.2, the two 2D cases have a negligible difference, while the 3D RANS case with respect to the Euler
deviates by only 0.02%.

Table 4.2: Estimate of the mass flow rate at the throat of the 2D Euler, 2D RANS and 3D RANS cases.

Case Mass flow rate
2D Euler 1.1651 kg/s
2D RANS 1.1651 kg/s
3D RANS 1.1649 kg/s

4.3.6. Comparison between Upwind and Central-Differencing Schemes for NICFD Flows
Numerical schemes can influence the result of a simulation. To verify whether this is the case for the isen-
tropic expansion in a nozzle, the design case was run both with the JST and the ROE numerical scheme. Then
some response quantities along the nozzle were compared. The simulation was converged in both cases to a
rho residual equal to 10−13. The mesh is made of 40k elements. The JST scheme dissipation coefficients were
the default values, 0.5 and 0.12. Figure 4.7 highlights the results. In Fig. 4.7a, the static pressure is compared,
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Figure 4.6: Comparison of the static pressure and Mach number along the nozzle for the 3D RANS, 2D RANS and 2D Euler simulations.
a) Pressure trend along the nozzle center line of the three cases. b) Static pressure absolute deviation of the RANS cases with respect to

the 2D Euler simulation. c) Mach number trend along the nozzle center line of the three cases and the experimental measurements
taken from experiment PR.025-NT.001 [34]. d) Mach number error of the three models with respect to the experimental data.

no meaningful differences can be noticed. Figure 4.7b presents the relative deviation of the static pressure.
The main peaks are in the throat and in the kernel region, suggesting that the largest differences occur in the
presence of large gradients. Nonetheless, the maximum deviation is limited to 2 kPa or 0.11% of the pressure
at the point. To have a measure of comparison, consider that the maximum deviation of the Euler mesh with
respect to the 2D RANS is on the same order of magnitude, see Fig. 4.6. Only the pressure was chosen for
comparison since all the other response quantities presented very similar results.

Another comparison was made to determine whether the time required to converge was similar. The JST
scheme, while using a variable CFL between 10 and 60, took around 50% more time than the ROE scheme to
reach a 2nd order convergence. It was noticed that in some instances the residual in the JST case remained
stuck at the same value even for hundreds of iterations.

In conclusion, the deviation in the results calculated with the two numerical schemes is minimal in the
case examined. Nonetheless, for more complex cases the deviation could be noticeable in the presence of
shock waves or boundary layers due to the large property gradients. The differences are investigated further
in the cascade test case presented in Sec. 5.3.5.

4.3.7. Jump Conditions Verification and Wedge Choice
As explained in Sec. 4.2.2, the shock wave angle is not generated with a mesh that includes a wedge, instead
it is estimated with a function that solves the jump conditions using as the inputs the flow quantities at the
region close to the outlet. The code used to solve the jump conditions was not verified yet. Furthermore, a
requirement that needs to be satisfied is the flow uniformity. For these reasons the accuracy of this method
was verified by comparing the function output with simulations in SU2. A second objective of this section is
to determine if wedges with large angles are suitable to use in the test section or if they lead to flow blockage.
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Figure 4.7: Comparison of static pressure along the nozzle for the JST and the ROE with MUSCL schemes. a) Pressure trend along the
nozzle center line for JST and ROE with MUSCL schemes. b) Static pressure relative deviation between the JST and the ROE with

MUSCL scheme.

The comparison was done for the smallest wedge and the two largest ones previously selected to be cal-
culated in the stochastic simulation. The wedges considered are of 2.5◦, 26◦ and 31◦ half angle. The Euler
simulations were run with the mesh of the half nozzle used for the isentropic expansions. The mesh was
refined in the region where the shock wave was located to better capture the gradients. The results of the
simulations for the 2.5◦ and the 26◦ wedges are shown in Fig. 4.8. The wider shock generated with the 26◦
wedge can be clearly seen in Fig. 4.8b.

(a) (b)

Figure 4.8: Mach contours obtained from the simulation results of the shock wave generated by a) the 2.5◦ and b) the 26◦ wedge.

Figure 4.9 shows the shock wave generated by the 31◦ wedge. This wedge angle was discarded since it led
to blockage of the flow and to a normal shock wave upstream in the nozzle. Initially the height of the wedge
was set to leave 20% more area than the nozzle throat to allow the flow to pass without generating the shock
wave. This proved insufficient, so subsequently the available area was progressively increased to 90% and
then to 120% of the throat area, these cases are shown in Fig. 4.9a and 4.9b. This was not sufficient, only
by leaving 160% of the throat area the shock wave remained attached to the 31◦ wedge. This case is shown
in Fig. 4.9c. Figure 4.9 shows the normal shock wave moving progressively closer to the wedge as its height
decreases. The presence of the normal shock wave is due to the wedge choking the flow. This occurs due to
the lower density of the flow in the uniform region with respect to the throat which requires a much higher
area to satisfy the conservation of mass equation in order to prevent the normal shock.

For the 31◦ wedge the maximum height allowed to satisfy the area requirement is around 0.9 mm, which
makes the wedge difficult to manufacture. As shown in Tab. 4.3, the deviation of this angle with the jump
conditions is higher than the other two cases examined, possibly due to the shock wave becoming curve. For
these reasons, the 31◦ should not be used in experiments. The shock angle generated by the 2.5◦ and the 26◦
wedges in the Euler simulations matched the prediction of the jump conditions solver, indicating that the
code is adequate in calculating the shock wave angle. In the Euler simulation the 26◦ wedge did not lead to
flow blockage, probably because of the lower strength of the shock. An equivalent RANS simulation did not
converge, possibly because of flow blockage. The difference with respect to the equivalent Euler case could be
due to the lower effective area of the nozzle due to the presence of the boundary layers. The RANS simulation
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with the 2.5◦ wedge did not show blockage problems. It is recommended to use narrower wedges, below 26◦
half angle, to minimize the risk of flow blockage.

(a) (b)

(c)

Figure 4.9: SU2 simulations showing the position of the normal shock wave upstream of the 31◦ wedge with varying wedge height. a)
Normal shock wave generated by a wedge occupying 34% of the nozzle height. b) Normal shock wave generated by a wedge occupying

22% of the nozzle height. c) Oblique shock wave generated by a wedge occupying 8.4% of the nozzle height.

Table 4.3: Comparison between the shock wave angles calculated with the jump conditions sovler and measured from Euler
simulations for three wedges.

Wedge Angle θ Jump Cond. β Euler β
2.5◦ 31.87◦ 31.5±0.3◦

26◦ 52.33◦ 52.0±0.3◦

31◦ 59.13◦ 59.7±0.3◦

4.4. Characterization of Model Derived Uncertainties
This section presents the simulation expanded uncertainties for the isentropic expansion and for the Mach
2.0 flow over a wedge. The first case was already performed by Bills [9] and Beltrame [7]. Since new sensors
are present and some parts of the infrastructure were updated, they will be repeated to provide more accurate
results.

4.4.1. Model Definition, Procedure and UQ Infrastructure
The core infrastructure used is mostly unchanged with respect to the one inherited. The most significant
updates made since then will be highlighted. The SU2 version was upgraded from V3.2.8.3 "Eagle" to V5.0.0
"Raven" of the turbomachinery branch. This was done to align it to the one currently in use by the Power and
Propulsion group at TU Delft. This version provides improved convergence performance, which is useful in
particular for the UQ where switching between 1st and 2nd order numerical schemes to help convergence is
no longer necessary. CGNS meshes have native support, making the generation of 3D meshes easier. For the
stochastic simulation, 2 of the 6 inputs, omega and gamma, were removed. This change was made because
these two parameters are fitted properties and not input to the system, so they do not have an associated
uncertainty. This change allowed to decrease the number of iterations required for the input uncertainty
analysis from over 500 to 221. In turn, it was decided to improve the mesh quality from 10k to 40k elements.
The influence of the removed inputs was minimal with respect to the other input parameters, so no radical
changes are expected in the results.

The procedure used to validate the flow solver consists in the calculation of the total expanded uncertainty
of various flow quantities to compare it to the error between the experimental and the average result of the
stochastic simulation. Following on the methodology presented in Sec. 3.4, the uncertainties considered are
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Table 4.4: Total expanded uncertainty of the input data of the thermodynamic model of MM and of the boundary conditions for the
flow simulation. The distribution of the uncertainty is assumed uniform for the fluid model parameters and normal for the boundary

conditions of the flow solver.

Parameter Nominal value % uncertainty

Peng-Robinson thermodynamic model [14]

Tcr / K 518.7 ±3*[61]
Pcr / bar 19.40 ±5*[61]

Boundary Conditions (BC)

T0 / K 525.15 ±0.2 +

P0 / bar 18.40 ±0.5 +

* Experimental. + Assumed.

the numerical, the input and the experimental ones. The numerical uncertainty is made of the round-off,
iterative and discretization uncertainties. The first one is usually negligible when double precision is used,
so it will not be considered in this study. The iterative component was described in Sec. 4.3.4, depending
on the case it can be either minimized or discarded. The uncertainty due to the discretization error can be
calculated by comparing grid with different mesh densities. The mesh generation was described in Sec. 4.3.3.
The expanded input uncertainties are calculated by performing a large number of simulations with slightly
different input, from the response quantities the effect of their variation can be measured, for more details
see Sec. 3.4.2. The experimental uncertainty is determined with the instrumentation as the fluctuation of the
values studied over a certain period. The total expanded uncertainty can be calculated by combining these
results. Three ways of determining the total uncertainty are used: the V&V 20 method [5], the Real Space
method [60] and the Hills model [35].

The case examined is the isentropic expansion at design conditions. The boundary conditions used are
an inlet total pressure of 18.4 bara, an inlet total temperature of 525.15 K and an outlet static pressure of 2.1
bara. The uniform unstructured mesh used has 40k elements. The advective fluxes are discretized by using
the second-order accurate ROE with MUSCL scheme. The convergence threhsold set is rho residual equal to
10−13.

4.4.2. Expanded Numerical Uncertainty
The expanded uncertainties of the pressure, the Mach number and the shock wave angles due to the nu-
merical uncertainty were computed with Refresco. A series of solutions were generated for a case with the
same boundary conditions but mesh made of a different number of elements. The meshes used in this study
span from 2500 to 160k elements. The software compares the response quantities at the points of interest
to determine the uncertainty associated to the mesh used for the assessment, in this case made of 40k ele-
ments. The discretization uncertainty is the only component of the numerical uncertainty since the iterative
contribution was demonstrated to be negligible.

Figure 4.10 shows the expanded uncertainty for the pressure along the top wall, for the Mach number
at the center line and for the shock wave angles. The points of highest expanded uncertainty in Fig. 4.10a
and 4.10b are the throat and at the kernel region. There the maximum expanded uncertainty was still less
than 1% of the local static pressure. The peak at the outlet and at the kernel is probably due to the weak
shock wave generated when the nozzle wall slope reaches zero. The shock wave angle uncertainty, Fig. 4.10c,
increases with the wedge angle, but remains almost constant in relative terms. This is expected since the
jump conditions are solved through the flow quantities of a point close to the outlet and wider shock angle
becomes more sensitive to the increase in the shock angle.

4.4.3. Expanded Input Uncertainty
The expanded input uncertainties due to the uncertainty in the input are calculated using a UQ framework.
The input with an associated uncertainty are four: inlet total temperature, inlet total pressure, critical temper-
ature and critical pressure. The 95% confidence level uncertainties of the input are listed in Tab. 4.4. Through
Dakota the statistical moments and the Sobol indices of the input parameters for each response quantities
can be gathered.

To verify whether stochastic collocation provides equivalent results with respect to Monte Carlo sampling
in CFD applications, the two methods were compared. For the stochastic collocation the number of itera-
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Figure 4.10: Expanded numerical uncertainty Unum along the nozzle length for pressure, the Mach number and the shock wave angles.
a) Absolute static pressure uncertainty along the top wall of the nozzle. b) Mach number uncertainty along the center line of the nozzle.

c) Absolute uncertainty of the shock wave angle for the different wedge angles.

tions to be run depends on the number of input and on the sparse grid level. A higher grid level allows to
calculate more statistical moments and to increase the accuracy of the average and of the standard deviation
of the response quantities. For this case a level 3 grid was chosen, which requires 221 iterations to be run with
the four inputs used. After the surrogate model was complete, the number of simulations executed with the
polynomial surrogate were 10000. For the Monte Carlo simulation the convergence of the response quantities
mean and standard deviation needs to be verified. This was checked by plotting the evolution of the standard
deviation of some response quantities while more simulations were completed to determine whether oscil-
lations were still present. Figure 4.11 shows the convergence history of the pressure and temperature at the
throat with their standard deviations. In this study, convergence was reached after around 600 iterations.

Figure 4.12 shows the comparison between the Monte Carlo and the SC simulations. The mean and the
standard deviation of the Mach number and the pressure along the nozzle are superimposed. The mean in
both figures is very close and the difference between the two is negligible. The standard deviation also shows
the same trends, with only minor deviations. In conclusion the two plots are equivalent. Considering that SC
requires one third of the number of iterations necessary to converge the equivalent Monte Carlo simulation,
it is the preferred choice for this and future UQ studies.

Figure 4.13 shows the two sigma expanded uncertainty due to uncertainty in the input for the static pres-
sure, the Mach number and the shock wave angles. Starting from the pressure case in Fig. 4.13a, the uncer-
tainty is generally low at around 0.6% of the total pressure, and it peaks at less than 2% at the throat, after
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Figure 4.11: Convergence history of the mean and of the standard deviation of pressure and Mach number at the throat.
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Figure 4.12: Comparison of the Mach number and the pressure response quantities from the UQ calculated with stochastic collocation
and the Monte Carlo method. a) Deviation of the mean and standard deviation comparison of the Mach number. b) Deviation of the

mean and standard deviation comparison of the static pressure.

which it decreases. The peak of uncertainty at the throat can be explained by taking into account various
factors. There the pressure gradient is high, which leads to a large variation in properties even for a small
change in the initial conditions. Furthermore, at the throat the non-ideality is the highest, considering the
large influence of the critical properties on the uncertainty, their variation will have the largest effect there.
The uncertainty of the Mach number, Fig. 4.13b, follows an opposite trend, it is negligible at the throat where
the Mach number is always one, and it increases towards the outlet. Figure 4.13c shows that the absolute
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uncertainty of the shock wave angle increases with the wedge angle. This occurs because as the wedge an-
gle increases the shock wave becomes wider, as it can be seen in Fig. 4.22a. The slope of the θ−β function
increases when the wedge is wider than 20◦, this leads to a higher sensitivity of the shock wave angle to the
change of the input.
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Figure 4.13: Input uncertainty Uin along the nozzle for static pressure at the wall, the Mach number at the center line and for the shock
wave angles. a) Input uncertainty for the static pressure along the top wall. b) Input uncertainty for the Mach number along the center

line. c) Input uncertainty for the shock wave angles for the different wedge angles.

Figure 4.14 shows the Sobol indices for the response quantities assessed. Figures 4.14a and 4.14b show
that, in general, the largest influence is due to the critical properties, with an equal share between pressure
and temperature. The influence of the total pressure input is only relevant in the convergent part of the
nozzle, after which its importance decreases and become negligible. With the response quantities examined,
the effect of the inlet total temperature is always negligible. Figure 4.14c shows the shock wave angle Sobol
indices for the 26 degree wedge. The Sobol indices are similar to the other response quantities, with the
critical properties having the largest share of influence. Only the largest wedge angle is shown since there is
no meaningful difference between the various angles. For the shock wave angle also the total Sobol indices are
shown. The importance of the critical properties further increases, indicating that a strong coupling between
the two exists. The critical temperature contribution is higher than the critical pressure one possibly because
the first is elevated at the power of two in the Peng-Robinson EoS, see Eqn. 2.4.1.
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Figure 4.14: Sobol indices along the nozzle for static pressure at the wall, the Mach number at the center line and for the shock wave
generated by the 26 degree wedge. a) Primary Sobol indices for the static pressure along the top wall. b) Primary Sobol indices for the

Mach number along the center line. c) Primary and total Sobol indices for the shock wave angle of the 26 degree wedge.

4.5. Experimental Procedure
Four types of experimental response quantities are used in the validation process: the static pressure, the
mass flow rate, the Mach number and the shock wave angle.

The static pressure is measured at 15 different locations, three of these have a symmetrical tap located
on the opposite side of the wall. This was done to ensure that the flow was uniform. Measurements of the
pressure should be carried out first since they allow, together with the inlet temperature, to identify whether
the target thermodynamic conditions have been achieved. The pressure quantities were not obtained due to
issues with the experiment, pseudo-experimental data were used instead.

The mass flow meter is of Coriolis type and it is located before the test section. It directly measures the
mass flow rate and the density in the vapour state. The Mach field cannot be directly measured, instead
the schlieren technique is used to calculated the expansion waves angles which can be directly related to the
Mach number at the location they are extracted. A tool was developed by Beltrame [7] to convert raw schlieren
images of the flow field into Mach number measurements with propagated uncertainty. Schlieren imaging
is a photography technique which allows to visualize the variation of density in a transparent medium that
cannot be seen with the naked eye. This is possible thanks to the change in the refractive index with the
density. It is used to study shock waves since the density gradient is large, thus leading to a better contrast.
Mach waves, which are very weak, are difficult to visualize for air. On the other hand it is possible for heavier
organic molecule such as siloxane MM, since the change in refractive index with the density is much higher
[7]. The same schlieren chain set-up is used to extract the shock wave angle, with the advantage of these
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having a higher contrast between before and after the shock. A tool to systematically extract the angle from a
multiple pictures is not available for the shock waves, the experimental uncertainty is an estimate of the bias
introduced by the operator when he manually measures the angle.

The schlieren layout used is shown in Fig. 4.15. It is a z-type two-lens configuration. The LED light source
which provides a cold white light is positioned outside the ORCHID. The maximum output is of 2350 mW.
A tube is positioned around the light source where at its end a lens with a focal length of 150 mm. The light
then passes through a pinhole and it goes once again through a lens before being redirected by a mirror to the
test section. The pinhole has a diameter of 2 mm, this parameter can be varied and it determines the set-up
sensitivity to the density gradient. The test section presents a window on both of its sides which allows the
light to cross the flow from side-to-side. The light then reaches mirror B and then lens C which converges the
light to the knife edge. This tool blocks half of the incoming light which is what makes the density gradient
visible. Then, the light reaches the camera lenses and its sensor. Two cameras are used, a high frequency
LaVision Imager Pro HS4M camera, up to 1279 frames per second, used to assess the start-up phase of the
experiment, and a Bobcat IGV-B1610, up to 25 frames per second, to acquire lots of pictures over an extended
time period to obtain meaningful statistics.
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Figure 4.15: Schlieren set-up used to photograph Mach and shock waves. Taken from Head [34].

4.6. Operating Conditions
The experimental data used in this thesis was generated in two experimental campaigns: PR.025 [34, Chap. 6]
and PR.028.

The conditions achieved in each session are presented in Tab. 4.5. In PR.025 [34, Chap. 6] the design
conditions of the nozzle were reached. In this experiment the Mach number field and the mass flow rate were
measured. In PR.028 the design conditions could not be achieved, a lower total pressure and temperature at
the inlet were used. In this campaign the shock wave angle generated by a wedge with a 2.5◦ half angle was
photographed.

Table 4.5: Boundary conditions of experiments PR.025 [34, Chap. 6] and PR.028.

Case Inlet Total Pressure Inlet Total Temperature Outlet Static Pressure
PR.025 18.4 bara 252◦C 2.1 bara
PR.028 3.50 bara 180◦C 1.00 bara

4.7. Results
4.7.1. Mach Field, PR.025
The Mach number along the center line was computed from the Mach waves recorded in the ORCHID in case
PR.025-NT.001 and PR.025-NT.002 [34, Chap. 6]. Two series of schlieren photos were taken. In the first the
complete divergent section of the nozzle was photographed. Since the kernel region showed a large discrep-
ancy with respect to the simulations, the second series focused on that zone. This allowed to slightly decrease
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the expansion wave angle uncertainty and increase the spatial resolution of the angles extracted. The data is
visualized in Fig. 4.20 and 4.21. From this campaign the mass flow rate was also measured.

Figure 4.16: Exemplary schlieren image of the supersonic expansion through the ORCHID nozzle taken during the PR.025-NT.002 [34,
Chap. 6] process run.

Figure 4.16 shows a schlieren photo of the nozzle divergent section. In this experimental campaign it was
noticed that the throat region was too dark to extract the Mach waves. To fix this problem it is recommended
to increase the power of the light source to its limit and the exposure time of the camera. Then, to avoid
having too bright regions, a graduated neutral density filter can be placed in front of the camera lens. A
neutral density lens allows to uniformly decrease the light going through it, the graduated version does so
only in half of the lens. The transition is gradual, so it can be regulated as needed.

4.7.2. Shock Wave, PR.028
In this section the new experimental data will be presented. From the most recent campaign, PR.028-NT.001,
the shock wave angle generated with the 2.5◦ half angle wedge was measured.

The case was not performed at design conditions. Since the expansion was isentropic, the shock angle
should match the simulation’s one at design conditions. This can be demonstrated with Eqn. 2.22, theβ angle
depends only on θ and the Mach number before the shock wave. The wedge angle θ was unchanged, and so
was the Mach number at the outlet since it is only dependent of the nozzle shape. A verification of the Mach
number will be performed by measuring an expansion wave in the uniform region of the nozzle. A picture
of the shock is shown in Fig. 4.17 with various flow features highlighted. The shock wave is identified by the
orange lines, the green ones shows one boundary of the expansion fan at the corner of the nozzle outlet and
the purple ones indicate the expansion waves. Using the relation M = 1/sinµ with the expansion wave angle
shows that the Mach number at the outlet is 2.10±0.05, close to the design conditions value. The uncertainty
associated to the Mach number is an estimate of the bias introduced by the human operator while manually
measuring the expansion wave angle. The shock wave angle measured as the average between the ones at
above and below the wedge, is 32.05◦. During experiment the shock angle did not fluctuate. If confirmed by
a statistical analysis, this would prove the minimal influence of the inlet boundary conditions on the shock
angle.
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Figure 4.17: Shock wave generated by a 2.5 degrees wedge with highlighted the main flow features. The yellow lines represent the nozzle
walls.

4.8. Validation Assessment
In this section the error between experimental data and simulations will be compared to the expanded un-
certainty using various methods to determine if a modeling error is present.

Section 2.6 discussed three methods to assess a CFD solver. The first is the ASME V&V20 [5]. It is the most
straightforward one, the comparison is made between the total uncertainty and the comparison error leading
to a yes-no answer to the validation question. Romero instead developed the real space model [60], with this
method the uncertainty of the experiments is separated from the simulation’s ones. This way it is possible to
determine whether the two uncertainties overlap to confirm validation. Unlike the other two, the Hills model
[35] only provides a bulk value to determine whether the validation was successful. It requires a vector con-
taining a series of comparison errors and another containing the associated total uncertainties. The method
involves a probabilistic approach. For a result lower than one, the errors outside the normal distribution are
less than expected for the normal distribution with the number of response quantities considered, and so
it can be considered valid. If the value is higher than one, the case is not valid since the errors outside the
normal distribution are more than expected.

The pressure experimental data was generated with the state-of-the-art CFD software based on RANS
equations, since pressure measurements at design conditions do not exists. The domain used for the simu-
lation was the 3D half-nozzle with 5 million elements. The SST model was used to solve the turbulent quan-
tities. The thermophysical properties were computed with the RefProp thermodynamic model. The results
were sampled at 15 locations coincident with the pressure taps of the ORCHID.

4.8.1. Total Expanded Uncertainties
In this section the total expanded uncertainties are presented. Since it is assumed that each uncertainty
source is independent of each other, the following equation can be applied for each response quantity

Uval =
√

U 2
in +U 2

num +U 2
d . (4.4)

Figure 4.18 shows the total expanded uncertainty for the properties of interest and also the breakdown
of its composition. The numerical uncertainty, being at least an order smaller than the other contributions,
becomes practically negligible in all conditions. For the pressure and the shock wave angles, shown in Fig.
4.18a and 4.18c, respectively, most of the uncertainty is due to the model inputs. The pressure plot does
not have an experimental uncertainty associated since the pseudo-experimental data was generated with a
CFD software. The experimental uncertainty of the shock wave angles is an estimate of the bias introduced
by the human operator while manually measuring the shock wave angle, it is constant for all angles and
equal to 0.4◦. This value was chosen by calculating the range of measures for known angles. For the Mach
number, shown in Fig. 4.18b, the experimental uncertainty is predominant. This is due to the resolution of
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the schlieren set-up used. The peak total uncertainty of the pressure is in the throat and at the kernel region.
The Mach number and the shock wave angle total uncertainty is roughly constant.

0.02 0.04 0.06 0.08 0.1

0 

5 

10 

15 

20 

25 

30 

35 

(a)

0 1 2 3 4 5 6 7 8

0 

0.02 

0.04 

0.06 

0.08 

0.1 

0.12 

0.14 

(b)

0 5 10 15 20 25 30 35

0 

0.1 

0.2 

0.3 

0.4 

0.5 

0.6 

0.7 

0.8 

(c)

Figure 4.18: Total uncertainty along the nozzle for the static pressure at the wall, the Mach number at the center line and for the shock
wave angles. The experimental uncertainties were obtained from experiments PR.025-NT.001 [34, Chap. 6] and PR.028-NT.001. a) Total

uncertainty for the static pressure along the top wall. b) Total uncertainty for the Mach number along the center line. c) Total
uncertainty for the shock wave angle for the different wedge angles. The experimental uncertainty is an estimate of the bias introduced

by the operator when he manually measures the angle, it is assumed to be constant for all wedges.

4.8.2. Pressure and Mach Number
In this section the pressure and the Mach number from the experiments and the SU2 simulations will be com-
pared. The pressure was generated with the state-of-the-art CFD software at design conditions. The Mach
number was extracted from experiments PR.025-NT.001 and PR.025-NT.002 [34, Chap. 6]. The boundary con-
ditions of these experiments are presented in Sec. 4.6.

Figure 4.19 shows the comparison between total uncertainty (Uval) and comparison error (E) for the pres-
sure with the V&V20 and the Real Space methods. Figure 4.19a shows that the error remains low and constant
at 5 kPa, or 0.3% of the total pressure, along the nozzle length. The total uncertainty instead peaks at over 30
kPa around the throat, less than 2% of the total pressure. In Fig. 4.19c, it can be seen that the pressure of the
experiment tends to stay below the mean value of the simulation in the supersonic part of the nozzle, slightly
outside the uncertainty bands, indicating that a trend probably exists. With the exception of the points close
to the outlet which lies slightly outside the uncertainty bands, both models show that the validation is suc-
cessful.

The result provided by the Hills model is 0.6073, much below one, which indicates that statistically the
presence of a few points outside the bounds is not significant. The three methods are in agreement. It should
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be noted that the pressure generated by the state-of-the-art CFD software might not be representative of
the true values. In particular, Bills [9] compared the experimental pressure at non-design conditions, case
PR.027-NT.001 [34, Chap. 6], and found that in the region close to the throat a large deviation outside the
bounds of uncertainty was present. Experimental data for the design conditions should be gathered to con-
firm the observations made here.
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Figure 4.19: Values of the static pressure from the state-of-the-art CFD software and from the simulations using the V&V 20 and the real
space methods. a) Comparison with the V&V 20 method of the pressure. b) Comparison with the real space method of the pressure. c)

Comparison with the real space method of the pressure normalized with the simulation result.

Figure 4.20 shows the comparison between the total expanded uncertainty (Uval) and the comparison
error (E) for the Mach number in the diverging part of the nozzle. Figure 4.20a shows a clear trend. The
total uncertainty tends to be high at around 0.08 Mach, as seen earlier mostly because of the experimental
uncertainty. Nonetheless, it remains roughly constant in the region considered. The error, which remains low
at around 0.03 Mach near the throat and in the uniform region, peaks at more than 0.1 Mach in the kernel
region. There the comparison error is higher than the total uncertainty, which indicates that the model is
unable to predict correctly the Mach number.

The same trend is registered in Fig. 4.20b and 4.20c, the simulations and experiments match in every
region with the exception of the kernel where the uncertainties do not overlap. The reason for this mismatch
could be due to the Peng-Robinson equation not being accurate in the conditions found at the kernel. This
was noticed when the operating maps were generated, but this does not explain why just after the throat the
error decreases again. Using Hills model to determine whether validation is achieved produce 0.91 as the
result, which indicates that overall the validation is acceptable. But in this case the value is closer to one than
in the pressure case, which indicates a less clear outcome.

Since only the kernel region showed unacceptable results, more experiments were performed focusing on
that zone. Doing so allowed to increase the resolution of the schlieren photos making it possible to increase
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Figure 4.20: Experimentally derived Mach number from experiment PR.025-NT.001 [34, Chap. 6] and from the simulations using the
V&V 20 and the real space methods. a) Validation with the V&V 20 method for the Mach number. b) Comparison with the real space

method of the Mach number. c) Comparison with the real space method of the Mach number normalized with the simulation result.

the quality of the expansion waves. Figure 4.21 shows the results from the PR.025.NT.002 [34, Chap. 6] exper-
imental campaign. The first note of interest, visible in Fig. 4.21a, is the confirmation of the large error. The
mismatch can be clearly seen also in Fig. 4.21b. For this data set Hills model provide an overall value of 1.77,
much higher than one, indicating that the comparison is not valid. The large difference between the results
from experiments PR.025-NT.002 and PR.025-NT.001 [34, Chap. 6] is due to the difference in the region exam-
ined. Hills model compares the distributions of the errors with respect to the expected normal distribution.
In the first set the large errors were limited to a portion of the points, instead, when focusing on the kernel
region, most points were outside the expected distribution making the result not valid.

4.8.3. Shock Waves
In this section the shock wave angle is assessed as a direct response quantity for the validation of the SU2
flow solver. Figure 4.22 compares the experiments to the simulations. In Fig. 4.22a, the shock wave angles
are plotted against the wedge angles. As expected, higher flow turning angles lead to wider shock angles. The
experiment for the 2.5◦ wedge shows a comparison error of only 0.57% of the shock wave angle. Further-
more, as shown in Fig. 4.22b, the uncertainty of the simulation fully contains the uncertainty band of the
experiment, which is the real space method criteria for considering a comparison successful. Even though
the operating conditions of the experiment were very different from the design case of the nozzle, the shock
wave angle is matching the simulations performed at design condition. This suggests that, as long as the ex-
pansion remains shock free, the Mach number at the exit will be unchanged and so will be the shock wave
angle. This argument is also supported by the negligible influence of the total properties on the shock angle
Sobol indices. This result confirms the suitability of the SU2 flow solver in simulating the flow in the presence
of shocks. Further experiments should be run at the design conditions and with wider wedges to generalize
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Figure 4.21: Experimentally derived Mach number from experiment PR.025-NT.002 [34, Chap. 6] and from the simulations at the kernel
region using the V&V 20 and the real space methods. a) Comparison with the V&V 20 method of the Mach number at the kernel region.

b) Comparison with the real space method of the Mach number at the kernel region.

this conclusion for stronger shock waves. After examining blockage risks, it should also be considered moving
the wedge closer to the throat, since there the flow is non-ideal.
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Figure 4.22: Comparison of the shock wave angle from experiment PR.028-NT.001 and from the simulations using the real space
method. a) Shock wave angle against the wedge angle, with associated uncertainties. b) Comparison of the shock wave angle from the

experiment and from the simulations, with the associated uncertainties.

4.8.4. Mass Flow Rate
The first system response quantity to be assessed is the mass flow rate. Figure 4.23 presents the expanded
uncertainty due to the uncertainty in the input. Figure 4.23a shows the influence of the input uncertainty on
the mass flow rate. Similarly to most other response quantities, the uncertainty is mostly due to the critical
properties. Figure 4.23b shows the total expanded uncertainty breakdown for the mass flow rate, the largest
share derives from the input uncertainty.

Table 4.6 shows the result of the comparison. The comparison error is much higher than the uncertainty.
If plotted, the two uncertainties, experimental and from the simulation, do not overlap. This indicates that
there must be either a calibration error of the meter or a large density prediction error at the throat in the
simulation. The 1D approximation should not be the reason for this, since in App. B it was demonstrated
to closely match the integral method of the momentum at various surfaces. It was also hypothesized that a
bleed on the bypass valve could be present.
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Figure 4.23: Sobol indices and uncertainty breakdown of the mass flow rate at the throat. a) Sobol indices for the mass flow rate. b)
Uncertainty breakdown for the mass flow rate.

Table 4.6: Mass flow rate measure from simulation and experiment PR.025-NT.001 [34, Chap. 6] together with the comparison error and
the total uncertainty.

Mass flow rate
Simulation S 1.1659 kg/s
Experiment D 1.2576 kg/s

Comparison Error E 0.0917 kg/s
Total Uncertainty Uval 0.0208 kg/s





5
Towards the Validation of the SU2 Flow
Solver for NICFD Turbomachinery: the

Case of the Linear Cascade

This chapter documents the preliminary outcomes of a numerical study related to a validation exercise of
the SU2 solver for turbomachinery applications by means of a supersonic linear cascade. For this initial
assessment direct response quantities such as pressure, Mach number, density and the mass flow rate are
analyzed as potential candidate measurements for the validation of the SU2 flow solver. However, other fluid
dynamic and thermodynamic quantities are also recorded because they are critical for the calculation of
system response quantities (SRQ), such as loss coefficients. In the future it will be possible to easily calculate
different system response quantities (SRQ), for example to study loss coefficients. Since the experimental
infrastructure is not yet available, the results will be verified with the state-of-the-art CFD software. The
findings will be used to provide guidance in the set-up of the future experiments.

In the first section the validation hierarchy for the cascade blade row is presented. In Sec. 5.2, the test
section is described and the response quantities selected are defined. Follows in Sec. 5.3 the verification of
the assumptions made, the definition of the thermodynamic model and of the numerical scheme. The mesh
generation and the choice of the convergence threshold are presented in Sec. 5.3.2 and 5.3.3, respectively.
The characterization of the uncertainties is described in Sec. 5.4. Finally, the verification of the results in
performed in Sec. 5.5.

5.1. Validation Hierarchy
A list of unit cases that can be executed in the cascade is presented in Fig. 5.1. The case which will be ex-
amined in this chapter is the supersonic flow through a 5-channel blade row. The aim of the validation unit
test cases is to validate the solver for a more complex flow case and to assess the capabilities of the adjoint-
based optimization framework of SU2. A series of investigations can also be performed by measuring flow
quantities in a linear supersonic cascade:

• blade shape and cascade design parameters like the solidity can be easily adjusted and their effect
studied;

• shock boundary layer interaction, thanks to a clean optical flow path;

• unsteady flow phenomena, by varying the conditions upstream of the blade row; and,

• wake mixing, by positioning measuring probes along the wake [36].

The optimized geometry case will be defined using the information gathered in this verification. It is left
to future work since a comparison with experimental data should be performed first. The flow through a
rotor is also envisioned as a unit test case, since this is an active area of research. The mechanical design of
the cascade vapour tunnel was designed also with this case in mind [31].

59
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Supersonic Flow
through a 5-channel

Blade Row

Blade Row

Supersonic Flow
through an Optimised
5-channel Blade Row

Flow through a
Supersonic Rotor

Benchmark

Unit

Figure 5.1: List of unit cases envisioned to validate the flow solver for the prediction of the flow physics inside a blade row. The dark
orange boxes represent the unit cases analysed in this thesis.

5.2. Design of Experiments
Design of experiments is a process of experimental planning such that the data obtained are suitable for a
statistical analysis [15]. The relative influence of each parameter on the validation uncertainty can then be
computed and the uncertainty reduced to improve the quality of the validation.

The supersonic flow through a 5-channel blade row case is designed to assess the choice of turbulence
and transport models in a CFD simulation. This section describes the domain which will be used in the
simulations and how the flow quantities were chosen.

5.2.1. Test Section
The complete mechanical design of the cascade vapor tunnel is described in Hariharan [31]. It is built up of
three main components; namely, the settling chamber, the blade row housing and the receiver dump tank.
The blade row housing contains the blade row, which is mounted on a wheel. The cascade blade row is shown
in Fig. 5.2. The names shown in the figure identify each blade, FB stands for full blade while the N and the S
stand for north and south. MP indicates the measuring passage.

Before reaching the blade row, the flow goes through a settling chamber which makes it uniform when it
approaches the leading edge of the blades. Immediately after the blade row, the exit channel is aligned with
the outlet blade angle so to be parallel to the flow direction.

I 

Inlet

Outlet

FBN1

FBN2

FBS1

FBS2

M
P

Figure 5.2: A 5-channel cascade blade row. FB stands for full blade, while N and S indicates north and south. MP stands for measuring
passage.

The cascade includes four blades immersed in the flow domain with half blades (a pressure and a suction
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side) on the top and on the bottom wall. The blade channels/stators are designed to accelerate the flow to
Mach 2.0 and at an outlet flow angle of 75 degrees. Each channel has a throat area of 30.6 mm2, which gives
a throat width of 3.83 mm and a blade height of 8 mm. The throat size was chosen in order to not require
more than the maximum thermal power that can be generated by the ORCHID for the design conditions. The
design operating conditions of the cascade are listed in Tab. 5.1 and the resulting isentrope is shown in Fig.
5.3.

Figure 5.3: Location of the isentrope at design condition of the cascade in the
T−s diagram.

Condition Value
Inlet Total Pressure 18.40 bara
Inlet Total Temperature 252◦C
Outlet Static Pressure 1.95 bara

Table 5.1: Boundary conditions used for the design
of the linear cascade.

5.2.2. Response Quantities
The experiments designed previously in the ORCHID [34, Chap. 6] resulted in the successful and accurate
measurement of the static pressure and the Mach number distribution, and of the mass flow rate. Therefore,
this study focuses on the same response quantities, together with the density. The additional direct response
quantity, density, is chosen because it can be measured with high accuracy using a Coriolis mass flow or by
means of optical techniques. The most interesting flow quantity that can be obtained at the blade surfaces is
the pressure distribution since it allows the expansion to be characterized. Figure 5.4 highlights the bound-
aries and the measuring stations inside the blade row. The direct response quantities are measured in four
regions: at the suction and pressure surfaces of the FBN1 blade, in the measuring passage between FBN1 and
FBS1 and at the outlet boundary downstream of the blade row, roughly half a chord from the trailing edge.
These regions were selected in order to sample the simulation space and to assess if these quantities could
be meaningful to measure. The suction and pressure sides of the blades are divided with respect to the min-
imum and maximum y-value. The periodic boundary represents an approximation of the mid plane of the
measuring passage and there the Mach number trend can be calculated. For future studies the spline should
be better approximated by choosing the precise mid-plane as the periodic boundary. The outlet is useful
to study the wake and the behaviour of the shock waves. In the future the outlet could be used to evaluate
entropy generation and efficiency through the pressure loss coefficient.

In Fig. 5.4, the coloured dots represent the measuring stations used along each boundary. The Mach
number and the density are extracted at the mid plane of the measuring passage and at the outlet boundary.
The expansion wave angles are only calculated along the mid-plane of the measuring passage. The mass
flow rate is calculated at the throat using the assumption of 1D flow described in Sec. 4.2.2. Each property is
measured at 15 points along the four boundaries, with the exception of the expansion wave angle for which
100 locations are used at the periodic boundary only. The response quantities have a uniform distribution
along the boundaries with respect to the y-coordinate except for the measuring passage, for which there is
an increased density close to the outlet. This was done in order to better capture the flow features where the
wake crosses the boundary.
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Figure 5.4: Location of the measuring stations along the four boundaries analyzed. The orange and the green points indicate,
respectively, the pressure and the suction side of the blade. The red ones indicate the measuring stations along the periodic boundary,

while the blue ones the outlet.

5.3. Model Definition
In this section the model parameters used in the study are defined. A convergence study was also conducted
which ensured mesh independent results and allowed to define a simulation convergence threshold. The
assumptions made for this study are then justified. A dense mesh is needed in order to resolve the complex
flow field phenomena such as shock waves, boundary layers, wakes and their interactions. This highlights the
importance of optimizing as much as possible the problem in order to make it affordable with the available
computational power.

5.3.1. Simulation Set-Up
The simulation set-up will be presented for the single blade chosen to represent the cascade. Only a single
blade is used since the cascade was designed to approximate flow periodicity. In Sec. 5.3.4 the flow quan-
tities of the single blade case are compared to the ones of the FBN1 blade of the cascade, which verifies the
assumption of flow periodicity.

The flow inside a linear cascade is three dimensional, however, it is possible to simplify the problem if a
number of modelling assumptions are verified. A channel height of 8 mm is sufficient to avoid flow blockage
effects and to simplify the problem to a 2D plane. In Sec. 5.5.2, the flow quantities of the 2D cascade are
compared to the 3D one to verify this statement. The entropy generated inside the boundary layers accounts
for 1/3 of the performance loss in turbines [21]. Since the focus of this benchmark test case is on perfor-
mance metrics, it is important that viscosity is taken into account since boundary layers develop on multiple
surfaces.

The simulations were computed using the SU2 v. 5.0 and using a CFD model based on RANS equations.
The Spalart-Allmaras model is used to solve the turbulent quantities. The thermophysical properties are
computed with the Peng-Robinson model. The advective fluxes are discretized by using the second-order
accurate JST scheme. The total conditions are provided at the inlet, and the static pressure at the outlet. The
values used are the design condition presented in Tab. 5.1. Giles boundary conditions are used instead of
Riemann type, since they provide a special treatment to the domain boundaries to control spurious wave
reflections [27]. The top and bottom boundaries of the domain are defined as periodic to approximate a
cascade with an infinite number of blades. The blade wall is set-up as adiabatic. The remaining sub-models,
such as the transport one, are provided in the complete configuration file in App. A.2.
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5.3.2. Mesh Convergence Study
To verify whether the solutions were mesh independent, a mesh convergence study based on bulk averaged
system quantities was performed. Five different meshes ranging from 25k to 300k elements were utilized.

Figure 5.5a shows the trailing edge of the 160k elements mesh. At the trailing edge the mesh was refined
to better capture the wake. For the mesh convergence study, the cell sizes were scaled proportionally to the
initial value defined at each boundary, since the meshes were not uniform. The boundary layer was not
modified with the different meshes since the total thickness is dependent on the flow case. The first layer
thickness was chosen to maintain y+ below 1.

Figure 5.5b shows the RMS deviation resulting from the mesh convergence study. To calculate this value,
the difference between the flow quantities of the chosen mesh and the finest one is calculated, then the root-
mean-square of the difference is computed. The mesh chosen, as a trade-off between computational cost
and accuracy of the result, is the one with 160k elements. With it, a RMS deviation below 1% for all properties
studied with respect to the highest quality mesh can be achieved.
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Figure 5.5: Mesh convergence study of the single blade and a detail view of the trailing edge of the mesh used. a) A detail view of the
trailing edge of the blade. b) Plot of the RMS deviation for five properties and five meshes at the periodic boundary, with respect to the

values of the finest one.

5.3.3. Convergence Threshold
Unlike in Chap. 4, convergence close to machine accuracy cannot be achieved in this case. The rho resid-
ual level reaches 10−6.5 after 20k iterations, at which point it is still slowly decreasing. Furthermore, for the
stochastic simulations it is necessary to choose a threshold common for all iterations that can be reached in
a reasonable amount of time. The procedure defined in Sec. 4.3.4 to determine a convergence threshold for
the nozzle was then applied to this case.

To determine the convergence level of the result, three properties available from the simulations were
used since they did not require the solution to be calculated. Figure 5.6 shows the entropy generated, the
mass flow rate difference between inlet and outlet and the outflow angle. Figure 5.6a shows that at a residual
of 10−5.5, the three properties examined are very close to the converged value. The deviation with respect to
the final value at that point is of 4% and 7% higher for the entropy and the mass flow rate difference. The
mass flow rate deviation between inlet and outlet at 10−5.5 is below 1%, which is a commonly used threshold
to determine if a result is converged. The outflow angle value converged sooner, so that deviation with respect
to the 10−6.5 threshold is already lower than 0.1%. The number of iterations required to reach 10−5.5 is one
third of the number needed to reach rho equal to 10−6.5. Figure 5.6b shows the change of the properties
between the threshold considered in logarithmic scale. A low deviation indicates that the value is no longer
changing considerably. It confirms that the outflow angle converges sooner than the other two properties,
and that there is a diminished improvement in the result for the remaining properties after residual 10−5.

The results of this analysis led to the choice of 10−5.5 as the convergence threshold. From the trial, it was
expected that most of the UQ simulations restarting from the converged solutions would take between 2000
and 3000 iteration to reach the residual chosen.
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Figure 5.6: Relation between residual, number of iterations, entropy and mass flow rate (MF) difference between inlet and outlet. a)
Evolution of the three properties with respect to the residual, together with the normalized number of iterations. b) Deviation of the

three properties considered with respect to the next residual threshold.

5.3.4. Verification of the Periodicity Assumption
Truly periodic conditions require an infinite number of blades. Due to mass flow rate restrictions, a lower
number is used. According to the best practices documented in Hirsch [36, Pg. 13], five blades should be
adequate to approximate flow periodicity. To verify this assumption, flow quantities of the cascade blade row
were compared to the single blade domain. The flow quantities at blade FBN1 and at the mid-plane of the
measuring passage were compared. Being located far from the cascade walls, these boundaries are expected
to best approximate the periodic condition. The flow domain was added to the Tecplot interface and through
linear interpolation the values were extracted. The values were then compared for the pressure and, where
possible, the Mach number.

Figure 5.7 shows the Mach field of the cascade and the single blade. Figure 5.7a highlights with blue circles
the reflected shock wave which is only present in the cascade blade row and not in the single blade. The shock
wave is reflected from the cascade wall, it originates at the trailing edge of FBS2. The reflected shock wave
is located at the same position as the wake of FBS1, this has a significant effect on the Mach number at the
location.
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Figure 5.7: SU2 simulations showing the Mach field of the cascade and of the single blade. a) Mach number for the cascade blade row.
Highlighted in black are the periodic and the outlet coincident with the boundaries of the single blade shown in (b). The blue circles
show the location of the reflected shock waves from the cascade wall. This shock wave originates from the trailing edge of FBS2. b)

Mach number for the single blade.
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Figure 5.8 shows the quantitative comparison between the pressure at the blade surfaces and the mid flow
passage Mach number. Figure 5.8a shows the static pressure distribution at the blade surfaces, the difference
between the full cascade and the single blade is minimal. The deviation, shown in Fig. 5.8b, presents a few
peaks which only reach around 4 % of the inlet pressure. The deviation at 0.05 m is due to the reflected shock
wave.

Figure 5.8c refers to the mid flow passage Mach number. The match is generally good, with the exception
of the large deviation close to the outlet. There, the shock wave reflected from the cascade wall, not present
in the single blade analysis, crosses the boundary at the location of the wake. This leads to a large decrease
in the Mach number because of the combination of the two effects. Figure 5.8d, which is showing the Mach
number at the outlet, clearly highlights the presence of the shock wave crossing the wake. The smaller peaks
in the two Mach plots are due to the presence of shock waves crossing the domain.
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Figure 5.8: Comparison of the pressure and the Mach number distribution between the single blade and the FBN1 blade of the cascade,
for the four surfaces considered. a) Pressure plot for the blade surfaces. b) Pressure absolute deviation plot for the blade surfaces. c)

Mach number plot at the mid-plane of the measuring passage. d) Mach number plot at the outlet. The wake is influenced by the
reflected shock wave which first crossed the mid-plane.

In conclusion, using a single blade in place of the complete cascade is acceptable for the response quan-
tities extracted from the blade surface and in the mid of the flow passage. For the outlet, the solution differs
mainly because of the interaction between the reflected shock wave and the wake, which drastically decreases
the Mach number. A solution to decouple the effect of the shock wave from that of the wake could be chang-
ing the position of the outlet boundary, where the two are separated. In general, the two results match very
well, but caution should be taken with the region downstream of the blade since the reflected shock wave can
modify the flow.
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5.3.5. Comparison between Upwind and Central-Differencing Schemes for NICFD Flows
The numerical scheme is known to affect the solution of simulations, particularly when shock phenomena
are present such as in the case considered. Similarly to what was done in Sec. 4.3.6, a comparison was made
between flow quantities of the single blade solution using the JST and ROE with MUSCL numerical scheme
for discretizing the advective fluxes.

The comparison was performed for the pressure, but the same conclusions can be applied to the other
response quantities. The case studied is the design operating point of the cascade. The convergence threshold
was defined as rho residual of 10−6.

Figure 5.9 shows the predictions of the pressure along the four surfaces using the JST and the ROE nu-
merical schemes. In Fig. 5.9a, the pressure distribution at the two surfaces of the blade calculated with both
schemes are superimposed. The noticeable differences between the two are minimal, small discrepancies
can be seen at the throat and at the impinging shock wave location along the suction surface. In Fig. 5.9b the
pressure deviation is plotted, spikes up to 65 kPa can be seen. The locations correspond to the points where
the gradient of the flow quantities is the largest, such as the throat and at the shock wave impinging point.
At the throat and at the impinging shock wave point the relative deviation of the pressure is limited to 4% of
the total pressure. The spike at the trailing edge matches the position of an expansion fan. A close look at the
wake region shows that the gradients are sharper in the JST case. Similar considerations can be made for Fig.
5.9c and 5.9d where the periodic and the outlet deviation are plotted, there the maximum deviation reached
is of 5% in a single point.
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Figure 5.9: Pressure plot comparing the use of the JST and of the ROE numerical schemes. a) Pressure at the suction and at the pressure
side of the blade. b) Pressure deviation between JST and ROE for suction and pressure sides. c) Pressure deviation at the periodic

boundary. d) Pressure deviation at the outlet.
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In conclusion, the comparison shows that in the blade test case the two solutions are equivalent. Notice-
able differences are present at few locations where the deviation can peak at 5% of the total pressure. These
points are located where the gradient of the properties are the highest, at shock impingement locations and
at the wake. In the blade case the deviation in the pressure is on the same order of magnitude as the total ex-
panded uncertainty presented in Sec. 5.5.1, so the scheme choice might have an influence in the assessment
of the flow quantities and it should be taken into account. The JST scheme is preferred since in this case it
has better convergence behaviour.

5.4. Characterization of Model Derived Uncertainties
In this chapter the model uncertainties from the simulations will be presented. The procedure to be used in
the actual validation will also be briefly presented. Then the preliminary results of the simulation uncertain-
ties, for example, the expanded uncertainty of pressure, density and Mach number due to the numerical and
input uncertainties, will be commented.

5.4.1. Model Definition, Procedure and UQ Infrastructure
The procedure followed to generate the data to validate the flow solver for the cascade blade row unit case
closely follows the one for the nozzle unit case presented in Sec. 4.4.1. The results of a series of determin-
istic simulations are compared to calculate the expanded numerical uncertainty, through a stochastic sim-
ulation the response quantities and their expanded uncertainties due to the inputs can be extracted. The
responses are compared to the pseudo-experimental data with the V&V20, Romero and Hills model to deter-
mine whether a model error is present. Since the nature of this chapter is a preliminary study of the cascade,
no experimental data is generated and so the validation is not completed. This assessment will only consider
the numerical and the input uncertainty.

The examined test case is the flow expansion at cascade nominal operating conditions. The boundary
conditions used are an inlet total pressure of 18.4 bar and an inlet total temperature of 525.15 K. The outlet
static pressure is 1.95 bar. The unstructured mesh used has 160k elements, unless otherwise stated. The
advective scheme is JST. The convergence threshold is rho residual equal to 10−5.5.

As described in Sec. 5.2.2, the pressure, the density and the Mach number are sampled at 15 different
locations of the four surfaces. The mass flow rate is calculated only at the throat at the mid-plane of the
measuring passage.

5.4.2. Expanded Numerical Uncertainty
The expanded uncertainties of the pressure and the Mach number due to the numerical uncertainty are cal-
culated with Refresco [43]. The five meshes, with 25k to 300k elements, generated for the convergence study
were used. Figure 5.10 shows the absolute numerical uncertainty of the pressure and the Mach number re-
sponse quantities. These values, when compared to the results of an isentropic expansion in a de Laval nozzle
(see Sec. 4.4.2), are one order of magnitude higher. Figure 5.10a, 5.10b and 5.10c shows that he highest spikes
in uncertainty are found at the throat, where they reach between 30 and 65 kPa. This is expected since in that
region the pressure gradient is large. Another noticeable region is the wake in Fig. 5.10d, which leads to a
limited increase in the uncertainty. Figures 5.10c and 5.10d show the pressure and the Mach number distri-
bution at the periodic boundary. It is interesting to notice that while the impinging shock wave towards the
end of the periodic boundary leads to an almost negligible increase in the pressure uncertainty, this is not the
case for the Mach number where the peak is higher and almost match the throat uncertainty. This is probably
due to the larger variation in the Mach number in the presence of shock wave with respect to the change in
the pressure. This also highlights the importance of improving the mesh locally if the Mach number is being
studied. A final note is that the last measuring station of the blade surfaces, placed at 0.07 m in the wake,
was not plotted since the uncertainty was extremely high at around 300 kPa. This is probably due to the large
gradient of properties in the wake which would require a much finer mesh to decrease the uncertainty. A
possibility is that the use of the JST scheme in the different meshes, which is very sensitive to the gradients,
may drastically influence the location of the shock phenomena.

5.4.3. Expanded Input Uncertainty
The expanded uncertainties of the pressure and the Mach number Uin due to the uncertainty in the model
inputs are calculated using an UQ framework. A stochastic collocation method is used since it was proved
to accurately represent the expanded uncertainties while requiring less iterations than the Monte Carlo sam-
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Figure 5.10: Expanded uncertainty of the direct response quantities Mach number and the Pressure derived from the numerical
uncertainty Unum. a) Pressure uncertainty plot for the blade suction surface. b) Pressure uncertainty plot for the outlet. c) Pressure

numerical uncertainty plot for the blade periodic boundary. d) Mach number uncertainty plot for the periodic boundary.

pling, see Sec. 4.4.3. The 95% confidence level uncertainties in the inputs are listed in Tab. 5.2. The outlet
pressure is an addition with respect to the nozzle unit case since it is expected to have an influence on the
position of the shock waves.

Figure 5.11 shows the expanded uncertainty of the static pressure distribution along the blade and the
mid-plane measuring passage Mach number and density, with associated Sobol indices. Figure 5.11a presents
the static pressure plot, the general trend is of a low uncertainty in relative terms, even at critical locations
such as the throat. The flow features of interest, such as the impinging shock wave on the suction side and the
blade trailing edge, are captured and are indicated in the figure. It can be noticed that these point have a very
low uncertainty, which means that the shock wave behaviour is weakly influenced by the input considered.
The related Sobol plot, Fig. 5.11b, for the pressure side, in the subsonic part where the uncertainty is low,
the leading contribution is the total pressure. This quickly changes close to the throat where the predomi-
nant input becomes the critical pressure and the outlet back pressure. The latest consideration is related to
the measuring stations located in the wake, there all the Sobol numbers are below zero. This does not make
physical sense, the reason suggested in Qian and Mahdi [56] is the presence of large approximation deviation
which can only be fixed by increasing the number of samples. Considering the problematic behaviour at the
same location for the numerical uncertainty, it could also be a problem related to insufficient mesh density
which lead to results which cannot be related to the specific input.

Figure 5.11c shows the measuring passage mid-plane Mach number. The main observation is the negligi-
ble uncertainty at the throat, since independently from the conditions it will always be at Mach one. The un-
certainty is moderately high at the other locations and at the wake the Mach number is clearly lower. The last
case is also characterized by a high uncertainty which indicates that the magnitude of the wake can change
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Table 5.2: Total expanded uncertainty of the input data of the thermodynamic model of MM and of the boundary conditions for the
flow simulation. The distribution of the uncertainty is assumed uniform for the fluid model parameters and normal for the boundary

conditions of the flow solver.

Parameter Nominal value % uncertainty

Peng-Robinson thermodynamic model [14]

Tcr / K 518.7 ±3*[61]
Pcr / bar 19.40 ±5*[61]

Boundary Conditions (BC)

T0 / K 525.15 ±0.2 +

P0 / bar 18.40 ±0.5 +

Pout / bar 1.95 ±0.5 +

* Experimental. + Assumed.

considerably. Shown in Fig. 5.11d are the Sobol indices which presents a constant trend, and they confirm
once more the importance of the critical pressure and of the outlet static pressure on the Mach number un-
certainty. The zero Sobol indices at the throat are due to the very low uncertainty there, which prevent Dakota
[1] from defining the relative influence of the input.

The expanded uncertainty of the density, shown in Fig. 5.11e, was plotted to highlight its sensitivity to the
critical properties in the converging part of the nozzle. This could be exploited in the future to calibrate the
thermodynamic model when the experimental infrastructure to detect the density will be available [34].

Figures 5.11b and 5.11d show that, like in the nozzle case, the least influential parameter is the total
pressure. The total temperature also had limited importance. The Sobol index of the total pressure is non-
negligible only for the pressure response quantities in the subsonic part of the cascade. There the expanded
input uncertainty is low, so the inference is that the total pressure is relevant only because the expanded un-
certainties due to the other inputs are negligible. In conclusion, for complex cases where the number of input
parameters has to be limited to minimize the computational time, the input total pressure can be removed
as an input to the UQ problem. In the case considered, going from five to four different input would reduce
the number of total iterations from 382 to 211.
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Figure 5.11: Expanded uncertainty of the direct response quantities pressure, density and Mach number. These uncertainties are purely
derived from the input uncertainties Uin, see Tab. 5.2. The relative importance of the variables are shown with their Sobol indices. a)
Blade pressure distribution of the pressure and the suction side with associated 2-sigma uncertainty. b) Sobol indices of the pressure
side of the blade. c) Mach number at the measuring passage mid-plane with associated 2-sigma uncertainty. d) Sobol indices of the

Mach number at the measuring passage mid-plane. e) Density plot at the measuring passage mid-plane with associated 2-sigma
uncertainty. f ) Sobol indices of the density at the measuring passage mid-plane.

5.5. Verification Assessment

The two expanded uncertainties available, derived from Unum and Uin, were combined to determine the total
expanded uncertainties.



5.5. Verification Assessment 71

5.5.1. Total Expanded Uncertainties

The total expanded uncertainty, defined as Uval =
√

U 2
num +U 2

in, for the pressure and the Mach number dis-

tribution is presented. Since no experimental data is available, the related uncertainty is not considered.

Figure 5.12 shows the validation uncertainty at the four surfaces considered for the static pressure. Fig-
ures 5.12a and 5.12b show that, respectively for the suction and the pressure side of the blade, the baseline
validation uncertainty is around 0.5% of the inlet total pressure, which is comparable to the nozzle results.
The largest peaks, between 2.7% and 3.8% of the inlet total pressure, are found at the throat of the first three
boundaries. A smaller peak, roughly 0.8% of the inlet total pressure, is in the wake of the outlet. The uncer-
tainty at the blade surfaces is evenly distributed between the numerical and the input uncertainty. At the
periodic and at the outlet the numerical uncertainty is the largest component. This is expected since the
mesh quality at the periodic boundary and at the outlet is lower than an at the blade wall.
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Figure 5.12: Total expanded uncertainty (Uval) for the pressure distribution predicted along the four boundaries. a) The blade suction
surface. b) The blade pressure surface. c) The blade periodic boundary. d) The outlet.

Figure 5.13 shows the validation uncertainty for the Mach number at the periodic and at the outlet. Along
the periodic boundary the validation uncertainty is roughly constant, but the main contributor to the ex-
panded uncertainty differs. The uncertainty of the input is the most important contribution at all points
except for the throat and the wake, there the numerical expanded uncertainty takes the largest share. The
outlet has a large peak at the wake location mostly due to the numerical uncertainty.

The expanded uncertainty of the mass flow rate was also calculated. This parameter was estimated for the
four channels of the cascade blade row and for a thickness of the domain of 8 mm. The results are presented
in Tab. 5.3. The two uncertainties are comparable in magnitude and combined they lead to an deviation of
1.75% with respect to the mass flow rate.
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Figure 5.13: Total expanded uncertainty (Uval) for the Mach number predicted along the periodic and outlet boundary. a) The periodic
boundary. b) The outlet.

Table 5.3: Estimate of the mass flow rate across the four channels of the cascade. The numerical and the input uncertainties are also
presented.

Value
Simulation S 1.1903 kg/s
Unum ±0.0179 kg/s
Uin ±0.0106 kg/s
Uval ±0.0208 kg/s

5.5.2. Verification Against Results from a Commercial Solver
In this section a pseudo-validation will be performed by comparing the flow quantities obtained with re-
sults from the SU2 simulations with a deterministic simulation generated from a state-of-the-art CFD soft-
ware. The pseudo-experimental data was generated with CFX, the thermodynamic properties were calcu-
lated through RefProp, the most accurate thermodynamic model available, using a multiparameter EoS. The
comparison is made between the single airfoil 2D domain and the full 3D cascade blade row shown in Fig. 5.2,
the 3D mesh is made of 80 million elements. The pseudo-experimental data does not have an experimental
uncertainty associated.

Figure 5.14 highlights the results obtained. E is the comparison error given by E = S −D , where S is the
simulation result coming from SU2 and D is the pseudo experimental result coming from CFX. Uval represents

the total uncertainty given by Uval =
√

U 2
num +U 2

in. The deviation remains low at most points with the excep-

tion of the throat and at the reflected shock wave points. Figure 5.14a shows how the deviation in pressure at
the blade suction surface remains below the total expanded uncertainty, with the exception of the throat and
the shock wave impingement location. This indicates that the change in the thermodynamic model does not
strongly affects the pressure. The large deviation at the throat is due to to the different interpolation methods
used by the software to generate the blade mesh, it does not modify the flow in any other way. The error
increase due to the reflected shock wave from the cascade wall is significant, around 4% of the total pressure.
Figure 5.14b shows the trends of the Mach number at the measuring passage mid-plane. The comparison is
good with the exception of the wake point, in the cascade the reflected shock wave is at the same location
and it leads to a decrease in the Mach number. Finally, Fig. 5.14c shows the Mach number at the outlet. This
boundary is important since it could be used as measurement plane which could facilitate the calculation of
performance metrics. This could then lead to a way to characterize the efficiency of the blade. The devia-
tion there is generally close to the total expanded uncertainty. At the wake, despite the large uncertainty, the
deviation is low. Instead, the reflected shock wave from the cascade wall leads to a deviation of 0.2.

The infrastructure proved to be adequate to validate the flow solver for the flow physics in a linear cascade.
The total uncertainty is generally low enough to allow a meaningful comparison of the flow quantities of
interest. The five blades of the cascade should be adequate to approximate flow periodicity.
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Figure 5.14: Verification with the V&V20 framework of the relation between uncertainty and deviation between the SU2 and the CFX
simulation for selected boundaries. a) Static pressure uncertainty and deviation along the suction side of the blade. b) Mach number

uncertainty and deviation along the periodic boundary. c) Mach number uncertainty and deviation along the outlet.

5.5.3. Lessons Learned from the V&V of the SU2 Solver
In this section, some suggestions to improve the simulations are made.

• In all the boundaries examined a consistent part of the uncertainty is due to the grid discretization
which can be at least partly reduced with the use of a denser mesh.

• If the experimental uncertainty will be the same as the one measured during the experiments in the
nozzle, the influence on the total uncertainty of the static pressure would be negligible. Instead for the
Mach response quantities the expected experimental uncertainty is estimated to be higher than the
other two sources combined. Figure 5.15 shows the total expanded uncertainty, including an estimate
of the experimental one, for the Mach number at the periodic boundary and at the outlet.

• The response quantities provided by the measuring station located at the blade trailing edge showed
a very large expanded numerical uncertainty, around 300 kPa. A refinement of the trailing edge mesh
could be made to have obtain meaningful results.

• As highlighted in Sec. 5.4.3, the total pressure and the total temperature, have a very limited influence
on most of the response quantities during the UQ. The main exception is at measurement locations
in the subsonic section of the stator, where the overall expanded uncertainty is generally low. If the
computing time needs to be reduced it is suggested to remove them from any further study.
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• When the transport and the thermal model will be assessed, the model’s parameters such as the vis-
cosity and the thermal conductivity constant could be added to the UQ inputs. Their influence on the
response quantities uncertainty could be studied.

• The periodic boundary currently defined does not match the mid-plane of the measuring passage of the
cascade blade row. For a more rigorous study of the Mach trend the actual mid-plane of the measuring
passage should be used.

• The comparison between JST and ROE numerical schemes indicates ideal locations for measuring sta-
tions. At these locations the predicted property gradients are large and explains why there is a deviation
in the prediction of pressure along the blade surface. In the future, if accurate experimental data can
be gathered at those points, an assessment of the numerical schemes could be performed.
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Figure 5.15: Mach number total expanded uncertainty (Uval) including the estimated experimental uncertainty for the periodic
boundary and the outlet. a) The periodic boundary. b) The outlet.

5.5.4. Take-Aways for the Actual Experimental Campaign
In this section, suggestions on how the future experimental campaigns could be designed are presented.

• The experimental uncertainty is expected to be important in the assessment of the Mach number since
it already reaches Mach 0.1 in the nozzle case, a much higher level than the other two sources com-
bined. Efforts should be made to lower it to make the validation meaningful;

• If the experimental uncertainty of the pressure remains in the same order of magnitude as in the nozzle
experiments, around 5 kPa, its share of the total uncertainty should remain low with respect to the other
sources combined, making it a suitable flow quantities to assess;

• The current position of the measuring stations seems to adequately capture the flow phenomena of
interest. To increase the resolution at the shock waves and the wake, an higher density of measuring
stations could be used where these are present;

• The position of the measuring station at the blade trailing edge should be improved. They could be
positioned along the wake to study it;

• The sensitivity of the density to the critical properties should be exploited to calibrate the thermody-
namic model by collecting experimental data;

• The measuring stations at the outlet should be positioned to avoid the reflected shock wave from the
cascade wall; and,

• When system response quantities, such as the efficiency, will be studied, static pressure probes could
be positioned at the outlet boundary to estimate the pressure losses.



6
Conclusions

The contributions documented in this thesis have provided critical insights to the validation of the SU2 flow
solver for non-ideal compressible flows of organic fluids. In particular, Chap. 2 presented a refined validation
hierarchy for ORC turbomachinery and critically assessed the use of various validation metrics. Chapter 3
documented the numerical infrastructure adopted to facilitate the UQ analysis which enabled to quantify
the numerical uncertainty of the various test cases. Furthermore, an assessment of different thermodynamic
models was performed. The maps generated allowed to define a region where to focus the experiments and
to define the boundary conditions of the case to perform in the de Laval nozzle.

In Chap. 4, two unit tests were run in a supersonic nozzle. First, the comparison between experiments
and simulations was performed for an isentropic expansion at design condition. The static pressure at the
top wall, the Mach number at the center line and the mass flow rate were compared with experimental data.
Then, a wedge was inserted in the nozzle outlet to generate a shock wave that was then measured. The vali-
dation was performed with the V&V 20 ASME [5] model and the Real Space Romero [60] model. In addition,
the Hills model [35] was used to determine a global metric to establish the outcome of the assessment.

In Chap. 5, the cascade blade row case was assessed to define the future experimental campaigns. The
response quantities of interest were identified and recommendations were made to improve the model used
for the validation. The deterministic and stochastic simulations necessary to generate the expanded numeri-
cal and input uncertainties were run. No experimental data is currently available, so the results were verified
with the state-of-the-art CFD software.

6.1. Research Answers
The main research question formulated in Chap. 1 was "Can the SU2 flow solver accurately predict complex
flow structures in the NICFD regime?"

To adequately answer this question, more detailed sub-questions were made which closely relate to the
work done.

1. What is the domain of applicability of the Peng-Robinson equation of state?

Through a series of operating maps, the applicability range of different equations of state was defined.
The density and the speed of sound predicted by two cubic equations of state, the Peng-Robinsion
polytropic EoS and the iPRSV non-polytropic EoS, with respect to the reference model, RefProp, were
compared.

Overall, the largest deviations were present in the liquid and in the supercritical region where the de-
viation between the two cubic EoS and RefProp was over 20%. Focusing on the vapour region which
is more important for turbomachinery cases, for any combination of pressure and temperature below
30 bar and 570 K, the deviation of the density did not exceed 7%. The Peng-Robinson equation has its
minimum deviation with respect to the RefProp prediction at the vapour saturation line.

A comparison was also performed between the Peng-Robinson polytropic EoS and the iPRSV non-
polytropic EoS to determine whether a relevant difference between the two existed. The deviation in
the density was found to be minimal, below 0.1%, across all the domain considered with the exception
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of the region around the critical point. There, a deviation over 1% was found where the iPRSV better ap-
proximated the reference model results. Nonetheless, turbomachines usually do not operate so close
to the critical point so the difference can be considered irrelevant in the choice of the equation. To
quantify the difference between the polytropic and the non-polytropic feature of the thermodynamic
model existed, the speed of sound was also compared. Again, the deviation was higher than 1% only
in proximity of the critical point, and lower that 0.1% across all the vapour region. The diagrams and
more considerations are presented in Sec. 3.3.2.

2. How accurately can SU2 predict shock-wave angles and is it possible to characterize the associated
uncertainties?

The shock wave angle generated by a 2.5◦ wedge inserted in a Mach 2.0 flow was examined. The results
were positive since the comparison error between the simulation and the experiment was only 0.56% of
the shock wave angle measured, lower than the total expanded uncertainty of 1.79%. The experiment
was not executed at the nozzle design conditions, but at an inlet total temperature and pressure of
T0 = 180◦C and P0 = 3.5 bara to a back pressure of Pout = 1.0 bara. Nonetheless, as long as there is flow
similarity at the leading point of the wedge, same Mach number, the angle predicted will not differ from
the on-design conditions. This assumption is supported by simulations and should be checked in the
future experiments.

A comparison of pressure distribution, Mach number distribution and mass flow rate at design con-
ditions, inlet total temperature and pressure of T0 = 252◦C and P0 = 18.4 bara to a back pressure of
Pout = 2.1 bara, was performed with the updated UQ infrastructure. The first response quantity was
generated with state-of-the-art CFD software, while the others were coming from experiments. The
pressure shows a good agreement with respect to the SU2 result across all the nozzle length. The Mach
number instead presents a large comparison error in the kernel region, while at the outlet experiments
and simulations are again in agreement. An hypothesis to explain the mismatch could be the deviation
of the Peng-Robinson EoS with respect to more accurate models. The mass flow rate shows an error
which is four time higher than the uncertainty, a new meter in the ORCHID will be used to investigate
this error. The results are presented in Sec. 4.8.

3. Is the flow solver able to predict the physics of the flow around more complicated shapes, such as a
blade row?

The validation infrastructure was successfully adapted to handle the linear cascade case. This study
only evaluated direct response quantities, but in the future it will be possible to extend the infras-
tructure to include system response quantities such as pressure loss coefficients. A single blade was
demonstrated to be representative of the flow in the cascade. The influence of flow periodicity, flow
blockage and 3D effects due to boundary layers on the walls were proved to have a negligible influence
on the flow quantities studied.

The expanded simulation uncertainty for the pressure and the Mach number values was on the same
order of magnitude as reported in the nozzle test case, which is not viscous and free of shock phe-
nomena. Lowering the contribution of the numerical uncertainty is possible by refining the mesh at
some locations, such as the throat. In the absence of experimental data, a comparison with the sim-
ulation of the complete 3D domain produced with the state-of-the-art CFD software was performed.
The deviation between the 3D domain and the single blade was lower than the expanded simulation
uncertainty for the pressure and for the Mach number at the four boundaries considered, indicating
that the infrastructure is adequate to assess the cascade case.

6.2. Recommendations for Improvement
The suggestions made are primarily related to the procedure used to validate and to improve the models
defined.

• As noticed in the study of the Mach number in the nozzle, the Hills model cannot be used standalone
since it only provides a global result. Clear trends, such as a localized increase in the comparison error,
should be examined first. The model is best applied in regions with constant error.

• In future simulations with the single blade the choice of the boundaries of the domain should be im-
proved. In particular, the periodic boundary should be matched with the mid-plane of the measuring
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passage to have more accurate measures of the Mach number. The outlet boundary should be posi-
tioned where the reflected shock wave does not coincide with the wake.

• An alternative to moving the outlet boundary could be the use of empirical corrective factors at the
wake-shock wave crossing point to simulate the effect of the reflected shock wave in the single blade.

• The number of measuring stations should be increased where the flow properties of interest are ex-
tracted, such as at the wake.

• To study the wake, the location of the measuring station at the blade trailing edge should be refined as it
currently does not match the stagnation point. The mesh of the periodic and outlet boundaries should
also be improved since the numerical uncertainty was the largest contribution to the total expanded
uncertainty.

• The mesh around the throat should be refined, since there, peaks in uncertainty up to 4% of the total
pressure are present and the numerical uncertainty make up a large part of the total expanded uncer-
tainty.

• If the use of a denser mesh would make the stochastic simulation too computationally expensive and
only the DRQs in the diverging part are of interest, the inlet total pressure should be removed since its
influence was demonstrated to be minimal to most response quantities. The inlet total temperature
has also a rather limited influence, so it too can be discarded.

6.3. Future Work
This section presents the work to do to continue the validation procedure defined in Fig. 2.9 and to confirm
the conclusions of this study.

• When RefProp will be made available in SU2 by means of look-up tables, the cases defined in Sec. 3.3.3
should be executed and compared to the equivalent case using cubic EoS. The effect of the thermody-
namic models on the flow quantities along the nozzle length could then be studied. If density, pres-
sure and temperature could be simultaneously measured along the nozzle length, the thermodynamic
model could be directly assessed.

• More cases involving shock wave phenomena were envisioned and could be run to further assess the
flow solver in the presence of large property gradients.

• The transport and the thermal model should be assessed. To do so the model’s parameters such as the
viscosity and the thermal conductivity constant could be added to the UQ inputs, so that their influence
on the response quantities uncertainty could be studied.

• A tool to extract the shock wave angle from the schlieren pictures should be made to determine the
uncertainty of the angle measures.

• Expand the type of response quantities for which the validation is performed. Plans already exist to
extract the density along the nozzle midplane with optical systems.

• To continue the validation hierarchy defined, experimental data from the cascade should be gathered
and compared to the simulations.

• This thesis focused on direct response quantities from the cascade blade row. An assessment of sys-
tem response quantities, such as loss coefficients, should also be considered due to their importance
in engineering design process. This would allow for optimization study to be performed through sim-
ulations.

• Simulations with higher mesh density should be performed for the blade case to determine which nu-
merical scheme better approximate the regions with a large gradient.





A
SU2 configuration Files

In this appendix the two base cases used for the SU2 simulations are presented. For the deterministic simu-
lations the main variation was switching between ROE with MUSCL and JST numerical schemes. The coef-
ficient to be set for ROE is the ENTROPY_FIX_COEFF, which is by default 0.1, and MUSCL_FLOW to YES. For
the JST numerical scheme, it is necessary to set the JST_SENSOR_COEFF, which by default are 0.5 and 0.12.

For the UQ, the value of some settings of the base configuration file are substituted by XX[ValueName]XX
so that the they can be updated through a Python script depending on the iteration. The values substituted
are the inputs with an associated uncertainty, boundary conditions and thermodynamic model parameters,
and others, such as the CFL number, which can be varied during the UQ to improve convergence perfor-
mance.

A.1. SU2 Configuration for the Nozzle Case

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% SU2 configuration file %
% Case description: Nozzle Euler ORCHID %
% Author: R. Vello %
% Institution: Delft University of Technology %
% Date: Feb 28th, 2020 %
% File Version 5.0.0 "Raven" %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% ------------- DIRECT, ADJOINT, AND LINEARIZED PROBLEM DEFINITION ------------%
PHYSICAL_PROBLEM= EULER
KIND_TURB_MODEL= NONE
MATH_PROBLEM= DIRECT
RESTART_SOL= YES

% -------------------- COMPRESSIBLE FREE-STREAM DEFINITION --------------------%
MACH_NUMBER= 0.3
AoA= 0.0
FREESTREAM_PRESSURE= 1000000.0
FREESTREAM_TEMPERATURE= 515.85
FREESTREAM_DENSITY= 48.9223
FREESTREAM_TURBULENCEINTENSITY= 0.1
FREESTREAM_TURB2LAMVISCRATIO= 100.0
FREESTREAM_OPTION= TEMPERATURE_FS
INIT_OPTION= TD_CONDITIONS

% ---------------------- REFERENCE VALUE DEFINITION ---------------------------%
REF_DIMENSIONALIZATION= FREESTREAM_PRESS_EQ_ONE

% --------------------------------- FLUID MODEL -------------------------------%
FLUID_MODEL= PR_GAS
GAMMA_VALUE= 1.02605
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GAS_CONSTANT= 51.2
CRITICAL_TEMPERATURE= 518.7
CRITICAL_PRESSURE= 1939000.0
ACENTRIC_FACTOR= 0.419

% --------------------------- THERMAL CONDUCTIVITY MODEL ----------------------%
CONDUCTIVITY_MODEL= CONSTANT_PRANDTL
KT_CONSTANT= 0.0257

% -------------------- BOUNDARY CONDITION DEFINITION --------------------------%
MARKER_EULER= ( wall1 )
MARKER_SYM= ( wall2 )
MARKER_RIEMANN= ( inflow, TOTAL_CONDITIONS_PT, 1840000.0, 525.15, 1.0, 0.0, 0.0,...
outflow, STATIC_PRESSURE, 210000, 0.0, 0.0, 0.0, 0.0 )
SPATIAL_FOURIER = YES
RAMP_OUTLET_PRESSURE= NO
MARKER_PLOTTING= ( wall1, wall2 )

% ------------- COMMON PARAMETERS DEFINING THE NUMERICAL METHOD ---------------%
NUM_METHOD_GRAD= WEIGHTED_LEAST_SQUARES
CFL_NUMBER= 40.0
CFL_ADAPT= YES
CFL_ADAPT_PARAM= ( 0.3, 0.5, 10.0, 60.0 )

% ------------------------ LINEAR SOLVER DEFINITION ---------------------------%
LINEAR_SOLVER= FGMRES
LINEAR_SOLVER_PREC= LU_SGS
LINEAR_SOLVER_ERROR= 1E-4
LINEAR_SOLVER_ITER= 5

% -------------------------- MULTIGRID PARAMETERS -----------------------------%
MGLEVEL= 0

% ----------------------- SLOPE LIMITER DEFINITION ----------------------------%
VENKAT_LIMITER_COEFF= 0.5

% -------------------- FLOW NUMERICAL METHOD DEFINITION -----------------------%
CONV_NUM_METHOD_FLOW= ROE
MUSCL_FLOW= YES
ENTROPY_FIX_COEFF= 0.1
SLOPE_LIMITER_FLOW= VAN_ALBADA_EDGE
TIME_DISCRE_FLOW= EULER_IMPLICIT
RELAXATION_FACTOR_FLOW= 0.6

% --------------------------- CONVERGENCE PARAMETERS --------------------------%
EXT_ITER= 10000
CONV_CRITERIA= RESIDUAL
RESIDUAL_FUNC_FLOW= RHO
RESIDUAL_REDUCTION= 9999
RESIDUAL_MINVAL= -13
STARTCONV_ITER= 10
CAUCHY_ELEMS= 100
CAUCHY_EPS= 1E-6
CAUCHY_FUNC_FLOW= DRAG

% ------------------------- INPUT/OUTPUT INFORMATION --------------------------%
MESH_FILENAME= su2mesh.su2
MESH_FORMAT= SU2
MESH_OUT_FILENAME= su2mesh_per.su2
SOLUTION_FLOW_FILENAME= restart_flow.dat
OUTPUT_FORMAT= TECPLOT
CONV_FILENAME= history
RESTART_FLOW_FILENAME= restart_flow.dat
VOLUME_FLOW_FILENAME= flow
SURFACE_FLOW_FILENAME= surface_flow
WRT_SOL_FREQ= 100
WRT_CON_FREQ= 1
WRT_RESIDUALS= YES
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A.2. SU2 Configuration for the Airfoil Case

%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%
% %
% SU2 configuration file %
% Case description: Airfoil RANS ORCHID %
% Author: R. Vello %
% Institution: Delft University of Technology %
% Date: Feb 28th, 2020 %
% File Version 5.0.0 "Raven" %
% %
%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%%

% ------------- DIRECT, ADJOINT, AND LINEARIZED PROBLEM DEFINITION ------------%
PHYSICAL_PROBLEM= RANS
KIND_TURB_MODEL= SA
MATH_PROBLEM= DIRECT
RESTART_SOL= YES

% -------------------- COMPRESSIBLE FREE-STREAM DEFINITION --------------------%
MACH_NUMBER= 0.05
AoA= 0.0
FREESTREAM_PRESSURE= 1840000.0
FREESTREAM_TEMPERATURE= 523
FREESTREAM_DENSITY= 122
FREESTREAM_TURBULENCEINTENSITY = 0.1
FREESTREAM_TURB2LAMVISCRATIO = 100.0
FREESTREAM_OPTION= TEMPERATURE_FS
INIT_OPTION= TD_CONDITIONS

% ---------------------- REFERENCE VALUE DEFINITION ---------------------------%
REF_DIMENSIONALIZATION= DIMENSIONAL

% --------------------------------- FLUID MODEL -------------------------------%
FLUID_MODEL= PR_GAS
GAMMA_VALUE= 1.025
GAS_CONSTANT= 51.2
CRITICAL_TEMPERATURE= 518.75
CRITICAL_PRESSURE= 1939000.0
ACENTRIC_FACTOR= 0.418

% --------------------------- VISCOSITY MODEL ---------------------------------%
VISCOSITY_MODEL= CONSTANT_VISCOSITY
MU_CONSTANT= 1.354E-5
MU_REF= 1.716E-5
MU_T_REF= 273.15
SUTHERLAND_CONSTANT= 110.4

% --------------------------- THERMAL CONDUCTIVITY MODEL ----------------------%
CONDUCTIVITY_MODEL= CONSTANT_PRANDTL
KT_CONSTANT= 0.03547

% -------------------- BOUNDARY CONDITION DEFINITION --------------------------%
MARKER_HEATFLUX= ( wall1, 0.0 )
MARKER_GILES= ( inflow, TOTAL_CONDITIONS_PT, 1840000.0, 525.15, 1.0, 0.0, 0.0,...
1.0, 0.0, outflow, STATIC_PRESSURE, 195000, 0.0, 0.0, 0.0, 0.0, 1.0, 0.0 )
SPATIAL_FOURIER = YES
AVERAGE_PROCESS_KIND= MIXEDOUT
TURBOMACHINERY_KIND= AXIAL
NUM_SPANWISE_SECTIONS= 1
RAMP_OUTLET_PRESSURE= YES
RAMP_OUTLET_PRESSURE_COEFF= (1500000.0, 100.0, 1000)
MARKER_PERIODIC= (periodic1, periodic2, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.0, 0.045, 0.0)

% ------------------------ SURFACES IDENTIFICATION ----------------------------%
MARKER_PLOTTING= ( wall1, periodic1, outflow )
MARKER_MONITORING= ( wall1, periodic1, outflow )
MARKER_TURBOMACHINERY= ( inflow, outflow )
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% ------------------------- GRID ADAPTATION STRATEGY --------------------------%
KIND_ADAPT= PERIODIC

% ------------- COMMON PARAMETERS DEFINING THE NUMERICAL METHOD ---------------%
NUM_METHOD_GRAD= WEIGHTED_LEAST_SQUARES
CFL_NUMBER= 5.0
CFL_ADAPT= NO

% ------------------------ LINEAR SOLVER DEFINITION ---------------------------%
LINEAR_SOLVER= FGMRES
LINEAR_SOLVER_PREC= LU_SGS
LINEAR_SOLVER_ERROR= 1E-4
LINEAR_SOLVER_ITER= 5

% -------------------------- MULTIGRID PARAMETERS -----------------------------%
MGLEVEL= 0

% ----------------------- SLOPE LIMITER DEFINITION ----------------------------%
VENKAT_LIMITER_COEFF= 0.5

% -------------------- FLOW NUMERICAL METHOD DEFINITION -----------------------%
CONV_NUM_METHOD_FLOW= JST
MUSCL_FLOW= YES
ENTROPY_FIX_COEFF= 0.1
JST_SENSOR_COEFF= ( 0.5, 0.12 )
SLOPE_LIMITER_FLOW= VAN_ALBADA_EDGE
TIME_DISCRE_FLOW= EULER_IMPLICIT
RELAXATION_FACTOR_FLOW= 0.6

% -------------------- TURBULENT NUMERICAL METHOD DEFINITION ------------------%
CONV_NUM_METHOD_TURB= SCALAR_UPWIND
MUSCL_TURB = YES
SLOPE_LIMITER_TURB= VENKATAKRISHNAN
TIME_DISCRE_TURB= EULER_IMPLICIT
CFL_REDUCTION_TURB= 0.01
RELAXATION_FACTOR_TURB= 0.6

% --------------------------- CONVERGENCE PARAMETERS --------------------------%
EXT_ITER= 200000
CONV_CRITERIA= RESIDUAL
RESIDUAL_FUNC_FLOW= RHO
RESIDUAL_REDUCTION= 9999
RESIDUAL_MINVAL= -6.25
STARTCONV_ITER= 10
CAUCHY_ELEMS= 100
CAUCHY_EPS= 1E-6
CAUCHY_FUNC_FLOW= DRAG

% ------------------------- INPUT/OUTPUT INFORMATION --------------------------%
MESH_FILENAME= su2mesh_per.su2
MESH_FORMAT= SU2
MESH_OUT_FILENAME= su2mesh_per.su2
SOLUTION_FLOW_FILENAME= restart_flow.dat
OUTPUT_FORMAT= TECPLOT
CONV_FILENAME= history
RESTART_FLOW_FILENAME= restart_flow.dat
VOLUME_FLOW_FILENAME= flow
SURFACE_FLOW_FILENAME= surface_flow
WRT_SOL_FREQ= 100
WRT_CON_FREQ= 10



B
Proof of Assumptions

One Dimensional Mass flow
In this section, a comparison of the mass flow rate calculated with the 1D approximation and by integrating
the momentum across the domain surface will be done. The 1D approximation is used in throughout the
thesis because it is easier to perform, since the integration requires to use dedicated software.

The comparison is done at three locations: inlet, throat and outlet, and three meshes: 2D Euler, 2D RANS
and 3D RANS. Figure B.1 shows the x-momentum for the 2D RANS case.
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Figure B.1: X-momentum in the ORCHID nozzle for PR25 for the 2D RANS simulation.

Table B.1 shows the mass flow rate values calculated with the different methods. Mass flow 1D uses the
centreline momentum values multiplied by the height and width of nozzle. Mass flow integral uses the mo-
mentum integrated along the height from tecplot mutiplied by the nozzle width.

Inlet height is 0.0254 m, throat height is 0.0075 m, outlet height is 0.0214 m. Width is 0.02 m.

Method Inlet Throat Outlet

Integral 3D RANS 1.1488 kg/s 1.1492 kg/s 1.1520 kg/s
Integral 2D RANS 1.1523 kg/s 1.1549 kg/s 1.1549 kg/s
Integral 2D Euler 1.1648 kg/s 1.1590 kg/s 1.1589 kg/s

Uniform flow 1D Euler 1.1740 kg/s 1.1651 kg/s 1.1643 kg/s

These values are deterministic and do not have any uncertainty quantified. As expected, due to the pres-
ence of the boundary layer, the mass flow rate in the RANS cases is slightly lower. The mass flow rate at the
inlet as a larger deviation than at the throat and the outlet. The uncertainty is around 1% between integra-
tion of the 3D RANS domain and the 1D method at the throat. In conclusion, the 1D approximation slightly
underestimates the flow by roughly 0.02 kg/s, which is negligible in relative terms.
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C
Tips for SU2 Simulations

Improved Convergence
In this section, some tips to help the convergence of SU2 simulations are listed.To ensure a quick convergence
of 2D RANS case, some parameters should be varied. The two most critical ones identified were the boundary
layer thickness and the CFL number. In case the BL was not thick enough, converge would not proceed lower
than a certain threshold. This probably happened because in the region close to the outlet the boundary layer
grows considerably, so if the thickness is not adequate it would not be possible for the change in velocity to
be correctly captured, preventing the residual from decreasing further. The CFL number instead was critical
in determining the rate of convergence, an optimal value identified is 20. Convergence was achieved by first
turning off the MUSCL_FLOW option to ensure a fully converged 1st order solution, then with the option
turned on, the 2nd order solution was calculated by restarting the previous case.

Mesh with Periodic Boundaries
To generate the meshes UMG2 was used. The procedure to do so is here explained. The mesh is generated
using the HYMESH.sh script. Since periodic boundaries are present, after running HYMESH it is necessary
to run SU2_MSH, which converts the initial mesh to allow it to work with the periodic boundary. Then, after
changing the configuration file to use the newly prepared mesh, the normal SU2_CFD command can be
used.
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D
Procedures and Code Descriptions

D.1. The Jump Conditions
Grossman [30] proposed a series of steps to solve the jump conditions for an oblique shock wave in a non-
ideal gas. This procedure require the use of an iterative solver for the following equation

tanβ= (1−ν)± [
(1−ν)2 −4ν tan2θ

]1/2

2ν tanθ
, (D.1)

where ν is the density ratio. The solution procedure is as follows:

1. The initial known conditions are V1, p1, ρ1, θ. These allow the calculation of h1 = h
(
p1,ρ1

)
.

2. An initial ν= ρ1/ρ2 is guessed.

3. The equation can be solver for β, and then Vn1 =V1 sinβ can be calculated.

4. Using equations 2.16, 2.17, 2.18 and 2.19, it is possible to find that Vn2 = Vn1ν, p2 = p1 +ρ1V 2
n 1 (1−ν)

and h2 = h1 +
(
V 2

n 1/2
)(

1−ν2
)
.

5. Using the equation of state the enthalpy can also be determined as h̃2 = h
(
p2,ρ2

)
6. If h̃2 = h2 is satisfied to a certain tolerance, then the loop has converged. Otherwise a new value of ν is

required and it is necessary to restart from step 3.

It is then possible to calculate β, Vn1, Vn2, p2, h2. Finally, V2 =Vn2/sin
(
β−θ)

.

D.2. Definition of the Boundary Conditions
In this paragraph it is demonstrated that the V R is equivalent to the ratio of density between inlet and outlet.
The V R is defined as

V R = Q̇out

Q̇in
. (D.2)

Using the conservation of mass equation it is possible to write

V R = Q̇out

Q̇in
= ṁout ·ρin

ρout ·ṁin
, (D.3)

and since the mass flow rate does not change between inlet and outlet, VR is the ratio of density

V R = ρin

ρout
. (D.4)

The boundary conditions of the simulations can then be defined. First, the V R of the nozzle is calculated,
then the outlet pressure is calculated starting from the inlet total conditions chosen.

87



88 D. Procedures and Code Descriptions

1. For the design condition P0, T0 and Pb should be known.

2. From REFPROP it is possible to find s0 and ρ0, and so sb since the process is isentropic.

3. Since the static pressure and the entropy are known, ρb can be calculated with REFPROP.

4. Finally, by applying the formula V R = ρ0
ρb

, the volumetric flow ratio at design condition can be deter-
mined.

For the nozzle considered, the VR is equal to 13.57. The procedure devised to determine the outlet pres-
sure from the inlet total conditions is here described.

1. Define an initial pressure P0 and temperature T0.

2. Through REFPROP determine the density ρ0 and the entropy s0 at the point.

3. Since V R is known, calculate ρb = ρ0/V R.

4. The expansion is isentropic, so sb = s0.

5. With the entropy and the density, using REFPROP, the static pressure P1 to set at the outlet can be
calculated.

D.3. Description of the Validation Map Code
The code used to generate the validation map is made of two main parts: the data generation and the plotting.

In the first part, a mesh with an arbitrary number of points is generated using as coordinates a combina-
tion of temperature and entropy in the case of the T−s diagram. A for cycle then call the equations of state
to fill the matrix. Two checks are made to avoid calculating data which is not useful, the first one involves a
call to RefProp to determine if the point is in the two phase region to skip it. The second one check whether
the pressure is above or below a certain threshold, since in the liquid region the temperature increases very
slowly with the pressure. After then, the properties of interest are calculated. There are four implemented way
to do so, through RefProp 10, RefProp 9, FluidProp and an ad-hoc code by Bahamonde et al. [6]. RefProp uses
multiparameter equations of state to provide very accurate data of a certain fluid. The difference between the
two versions used is related to their interface to Matlab. RefProp 10 is connected to Matlab through Python,
while RefProp 9 can be called directly by having a few files in the same folder where the function is located.
FluidProp instead is a collection of thermodynamic models, which also includes RefProp. In this study it is
used to call the iPRSV equation through the StanMix library. Finally Bahamonde’s code is an implementa-
tion in Matlab of the Peng-Robinson EoS with function calls very similar to the other programs. All of these
applications need to be set-up for the fluid of interest and the can be called with a command. This requires
two thermodynamic properties as input and can provide a chosen third one as the output. A limitation of
Bahamonde’s code is that it cannot receive the entropy as the input. Various options will be compared to
determine the most useful combination.

During the second phase the properties calculated are processed and plotted. For instance, of interest in
this case is the relative error of the output property at each point which is defined by using a colour scale.
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