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summary

Local Energy Communities (LECs) have great potential to become one of the pivotal elements of the
green energy transition. These decentralized energy systems offer participants a range of benefits, in-
cluding increased sustainability, self-sufficiency, and reduction in both costs and CO2 emissions. With
many different actors involved, various strategies have been implemented to effectively manage such
communities, with Multi-agent Reinforcement Learning (MARL) standing out as a particularly promising
approach. However, even with sophisticated techniques in place, management of LECs remains chal-
lenging as the community-wide objectives often conflict with the personal goals of the involved agents.
These dynamics give rise to Sequential Social Dilemmas (SSDs)—scenarios where the choice to co-
operate or defect no longer depends on a single action but unfolds over time. The temporal nature of
SSDs, along with the inherent misalignment between personal and collective goals, makes it difficult
for the RL algorithms to learn policies that optimize costs for both individual households and the whole
community.

The main objective of this thesis is to understand how SSDs occur in LECs where MARL is used to
guide the actions of individual agents. The first research question we pose asks how SSDs can be ef-
fectively detected and analyzed in a MARL-based LEC setting. The second question calls for concrete
learning strategies that can be implemented to mitigate their negative effects and encourage coopera-
tion among agents. To study these challenges, we develop a custom MARL environment where agents
can interact through a shared energy pool and a local trading mechanism, creating conditions for us to
uncover the existence of SSDs.

Several experiments are performed to systematically investigate these issues and measure the effec-
tiveness of possible solutions. First, we focus on analyzing aspects of the environment where no coop-
eration is involved, showcasing how limited resources negatively impact the learning process. Next, we
shift our focus to a more social setting where agents interact through a shared battery system. Using
policy-matching techniques, we confirm that SSDs are indeed present and analyze how greed and fear
factors influence agents to make choices that reduce community welfare. It is also noted that rescaling
of the training data is an effective SSD mitigation technique leading agents to adopt more cooperative
behaviors. In the third experiment, we propose another mitigation strategy by adding new components
to the reward function to incentivize community-friendly battery use. This approach has proven to be
successful as it results in more than a 23% increase in the social welfare of the community. Lastly, we
verify how the proposed mitigation strategies perform in a more complex, realistic LEC environment
where multiple, distinct households engage in trading and storage actions. The results align with our
initial expectations - both rescaling and reward modifications boost households’ cooperativeness and,
in turn, improve the efficiency of our learning methods.

This thesis makes the following contributions:

1. We propose a new agent-centric approach to modeling LECs and develop an environment based
on that.

2. We demonstrate that SSDs inherently occur in LECs, affecting the agents’ abilities to learn be-
haviors beneficial to the whole community.

3. We propose two solutions for modifying learning procedures to better align community and indi-
vidual incentives in LECs.

Finally, we suggest multiple directions that future research may follow, including the integration of
community-oriented incentives into the trading mechanisms and utilizing more refined reward modeling
with direct input from the agents.
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Introduction

Local Energy Communities (LECs) have emerged as promising decentralized energy systems and an
important pillar in the ongoing green energy transformation [1]. The main goal of such communities is
to boost sustainability, self-sufficiency, and efficiency of local energy networks by allowing neighbors
to exchange generated renewable energy. When combined with smart energy storage and demand-
response management, the use of these local networks can lead to a great reduction not only in costs
but also in CO2 emissions [2, 3]. Moreover, by providing democratic and equitable access to en-
ergy resources, these communities also exert a considerable social impact on their members [4]. In
recent years, researchers have developed various models and techniques to optimize such communi-
ties. Among them, Reinforcement Learning has proven to be a particularly effective method, yielding
outcomes that are highly reflective of real human incentives and adapting well to high levels of unpre-
dictability [5, 6].

Managing energy communities, however, is not without its challenges as an interplay between social
and technical dynamics can easily lead to suboptimal outcomes. In these settings, the interactions
among households create a fertile ground for social dilemmas—situations in which individual rational
choices lead to suboptimal outcomes for the group [7]. Such scenarios are usually modeled as games
where the payoff of individual participants depends not only on their own actions but also on the actions
of the whole collective. A well-known example of such a dilemma is the Prisoner’s Dilemma [8] where
each of the two players may choose to defect to earn a high reward. However, when both players
take this action, a penalty is assigned to the two of them instead. Similarly, in the context of LECs,
social dilemmas may arise when certain community members decide to exploit the shared energy
pool for personal gain or some households are systematically excluded from the energy transactions,
undermining the idea of energy justice.

In real-world cases like LECs, the concept of social dilemmas extends beyond single actions. In the
context of Markov games, Leibo et al. [9] coined the term Sequential Social Dilemma (SSD) where the
choice to cooperate or defect is no longer considered an atomic action but a policy that the agents
employ. The researchers pointed out that in real-world settings, these choices are extended over
time with cooperativeness reflected in the policies and not single actions which closely resembles the
mechanisms behind actual social interactions.

Within a multi-agent reinforcement learning (MARL) framework, SSDs often reduce training efficiency
and lead to suboptimal outcomes [9]. Despite the recent developments in the field of reinforcement
learning, it is still challenging to account for the situations where agents engage in competitive inter-
actions that still require varying degrees of collaboration over extended periods [10]. These dynamics
complicate the decision-making process because each agent must adapt its strategy based on the
changing strategies and actions of other agents. A range of different mechanisms for learning and
adaptation is required to effectively handle the intricate aspects of such environments, ensuring that
agents extend their learning beyond immediate returns to also support long-term group objectives.
Some examples of such mechanisms include Contracting [11] where the agents’ reward function is



modified through formal contracts and Gifting [12] where agents are equipped with the ability to gift
rewards to others. However, both approaches have been evaluated only in highly abstract settings.

Despite theoretical progress in understanding SSDs, little attention has been paid to detecting and
mitigating them in environments closely resembling real-world scenarios. This thesis aims to fill in this
gap by investigating this problem from the perspective of Local Energy Communities. We argue that
these communities present a compelling real-world setting where social dilemmas arise naturally and
can be effectively studied.

This thesis examines the emergence and impact of Sequential Social Dilemmas in domains utilizing
multi-agent reinforcement learning, with a primary focus on their effect on the learning process in the
LEC environments. We also propose straightforward strategies to help mitigate these dilemmas and
improve the training efficiency. Our research attempts to answer two critical questions:

1. How can Sequential Social Dilemmas be detected and evaluated within a multi-agent deep rein-
forcement learning framework applied to a Local Energy Community setting?

2. What reinforcement learning strategies and techniques can help overcome the challenges in-
troduced by SSDs, improving the learning process and inter-agent coordination within a LEC
environment?

To address these research questions, we have developed a custom reinforcement learning environment
to accommodate LECs. This environment not only highlights the occurrence of SSDs in a reinforcement
learning setting but also closely resembles real-world challenges often faced by these communities
such as the need to balance between individual incentives and collective goals.

The contributions of this thesis are as follows:

1. We developed a novel RL-driven Python environment for investigating the emergence and mit-
igation of SSDs in the context of Local Energy Communities, incorporating energy storage and
local energy trading."

2. We demonstrated the existence of SSDs within these communities using our custom environment.

3. To enhance social welfare, we proposed two mitigation strategies- one involved rescaling the
training data while the other altered the objective function to be more reflective of community
goals.

The thesis is structured in the following way. In Chapter 2, we provide the necessary background on
Reinforcement Learning, Social Dilemmas, and Local Energy Communities, and explain how these
concepts intersect to form the foundation of our research. Chapter 3 details our approach to modeling
the LEC from both theoretical and reinforcement learning perspectives. Building on this model, the
relevant experiments are conducted in Chapter 4. Finally, Chapter 5 summarizes our findings.

GitHub repository with the code: https://github.com/MichalOkon/marl-lec
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Background

2.1. Reinforcement Learning

2.1.1. Single-Agent Reinforcement Learning

Reinforcement Learning (RL) is a part of machine learning where agents learn from their own actions.
Instead of being directly given the correct answers (like in the supervised learning), RL agents gain
knowledge about the environment by exploring, taking actions, and earning rewards (or penalties) de-
pending on their decisions [13]. Internally, RL is based on Markov Decision Processes (MDPs) which
provide a mathematical framework for modeling situations where outcomes are somewhat uncertain
yet still influenced by the agent’s actions.

MDPs are structured in the following way. Let M be a Markov Decision Process. Then M can be
defined as a tuple in the following way:

M = (S, A, P,R)

where:

» S: All possible states the system can be in.
+ A: All possible actions the agent can take.

+ P: The transition probability function P : S x A x S — [0, 1], giving the odds of moving to state s’
from state s after taking action a.

* R The reward function, R : Sx A — R, which informs us how beneficial taking a is in state s is.

The goal of the agent is to find a policy 7 (a function that maps states to agent’s actions) maximizing
its cumulative reward over time. The cumulative reward function takes the following form:

Gty =Riy1 + YRy + 7V Reys + ... = Z’Yth-&-k-i-l
k=0

Here, R: ;41 is the reward received after £ transitions from time ¢ and + is the discount factor, a real
number in the interval [0, 1], which purpose is to make future rewards less valuable than immediate
ones.

One of the tasks of an agent in such an environment is to determine which action yields the highest
reward in a given state. To that end, the agents uses two key value functions:

+ State-Value Function V™ (s) : This tells us how rewarding it is to start in state s and follow the
policy 7:
VT(s) =E[G: | Sp = s,7]
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+ Action-Value Function Q7 (s, a) : This measures how beneficial it is to take action « in state s and
then proceed with policy =:

Q" (s,a) =E[Gt | St = s, Ar = a, 7]

2.1.2. Multi-Agent Reinforcement Learning

Multi-Agent Reinforcement Learning (MARL) expands RL by introducing multiple agents that interact
with each other and the environment. In MARL, agents must adapt not only to the environment, which
can be a very challenging problem by itself but also to each other’s actions, adding more complexity
to such a system. MARL is a robust framework for tasks like driving, robotic swarms, and economic
modeling [14, 15, 16].

The foundation of MARL is Markov Games (also known as Stochastic Games), which generalize Markov
Decision Processes to multi-agent settings [17]. A Markov Game for N agents can be defined by the
tuple:

G= (S7A17"'7AN7P7R17"'aRN)

where:

» S: Set of all possible states of the environment.

+ A;: Set of actions available to agent i (where i € {1,...,N}).

+ P: Transition probability function, P : S x A; x --- x Ay x .S — [0, 1], which defines the likelihood
of moving to state s’ from state s after the agents take actions (a4, ..., an).

* R;: The reward function for agent i, which depends on the state and the actions taken by all the
agents.

In MARL, each agent’s goal is to find a policy «; : S — A; that maximizes its own cumulative reward:
G = Rﬁﬁl + VRE22 + ’72R§23 t...= ZVkREQkH
k=0

where Rﬁfﬁk 41

As in single-agent RL, MARL often relies on value functions, but, in this case, these functions depend
on the actions and policies of multiple agents:

is the reward received by agent i after k transitions, and ~ is the discount factor.

+ State-Value Function V™7~ (s): The expected cumulative reward when all agents follow the
joint policy (71, ..., my) starting from state s:

VTN () = B Ggi) | S¢ = 8,71,..., TN

+ Action-Value Function Q™ ™~ (s,a1,...,an): The expected cumulative reward when starting
from state s, taking the actions (ay, . .., ax), and then following the joint policy (7, ..., 7 ) there-
after:

Q™™ (s,a1,...,any) =E [Ggi) | S¢ = s,AEl) = a17...,A§N) =anN,T1,...,TN

MARL presents unique challenges that differ from single-agent environments. A major issue is non-
stationarity. As each agent is learning and adapting simultaneously, the environment keeps changing
from the perspective of a single agent, which complicates the learning process [18]. Additionally, partial
observability often obstructs each agent’s view of the global state, forcing them to make decisions based
on incomplete information [10]. With the growing number of agents, scalability becomes an issue. The
complexity of the state and action space tends to increase exponentially, making it difficult to compute
optimal policies [16]. Lastly, in cooperative settings, agents need to work together, which often makes
it necessary to share information or align strategy [19]. These are just a few examples of the hurdles
that make multi-agent environments much more difficult to work with than the single-agent variations.
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2.1.3. Proximal Policy Approximation

Proximal Policy Optimization (PPO) is one of the most widely-used RL algorithms and is frequently
used in the LEC training environments [20, 21]. Introduced by Schulman et al. [22], this policy gradient
method was designed to increase the stability and efficiency of training by avoiding making too large,
destabilizing changes to the employed policy while still improving its performance. One can think of it
as a middle ground between the simplicity of standard policy gradient methods and the more complex
techniques like Trust Region Policy Optimization (TRPO) [23].

The key innovation in PPO lies in its objective function, which limits how much a policy can change
during each update. This helps stabilize the learning process while avoiding drastic, destabilizing shifts
that other methods might allow. The algorithm achieves this by clipping the ratio of probabilities between
the new and old policies, keeping updates within a safe range.

PPO works in the following way: Let 7y be the policy parameterized by 6, and L(6) represent the PPO
objective function, which is defined as:

LCLIP (9) = E, [min (rt(o)/ih clip(r(0),1 — €, 1+ e)At)]

where:

* r(0) = _To(aclse) g the probability ratio between the new policy 7y and the old policy mg,,.

Tog (@t]st)

« A, is the advantage estimate at time step ¢, which measures how much better an action is com-
pared to the expected action under the current policy.

* ¢ is a hyperparameter that sets the clipping threshold, typically a small value like 0.1 or 0.2.

By clipping the probability ratio r;(6) within the range [1 — €, 1 + €], PPO penalizes updates that would
otherwise push the policy far from its previous version. This ensures that the learning process remains
stable but allows enough flexibility for exploration and continuous improvement. It is also very sample-
efficient as it can re-use data from a single trajectory multiple times making it suitable for environments
where data collection is costly.

PPO has also proven effective in MARL setups. By employing clipping, PPO manages the stability of
policies across agents and allows them to learn effectively without destabilizing each other. In coopera-
tive settings, PPO is often used with techniques like Centralized Training with Decentralized Execution
(CTDE), where agents learn shared representations during training but act independently in execution.
Examples of multi-agent scenarios where PPO was successfully employed include autonomous vehicle
coordination, robotic swarms, and competitive games [24].

2.2. Social Dilemmas

Social dilemmas, or collective action problems, are situations where individual decision-makers face
a conflict between personal interests and collective well-being [25, 26]. Although individuals would
benefit more from cooperating, they often do not due to conflicting interests. This leads to various prob-
lems when actors pursue personal short-term objectives instead of acting in the group’s best interest.
Social dilemmas have been studied from multiple disciplinary perspectives, including economics [26],
psychology [27], and political science [28].

Aside from the Prisoner’s Dilemma, another relevant example of a social dilemma is the Tragedy of
the Commons [29]. In this scenario, individuals benefit from maximizing their own usage of a shared
resource, but overuse leads to depletion, harming everyone. Other notable examples of games include
Stag Hunt [30] and Game of Chicken [31]. In the Stag Hunt, players decide to either hunt for a stag
together gaining the highest reward, or go after a hare which is a safer option but awards less reward.
Meanwhile, Game of Chicken is an example of a game where both players face a disaster if none of
them decide to yield and accept a lower reward.

In Reinforcement Learning, Macy et al. [32] formalized the concept of a Social Dilemma as a mixed-
motive two-player game where players choose to either cooperate or defect. These choices lead to four
different payoffs: R (Reward) for mutual cooperation, P (Punishment) for mutual defection, S (Sucker)
when one cooperates and the other defects, and T (Temptation) when the situation is reversed. The
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outcomes and their relation to defection/cooperation behaviors are illustrated in picture 2.1. For a social
dilemma to occur, the following criteria must be met:

1. R > P: Mutual cooperation yields a higher reward than mutual defection.
2. R > S: Mutual cooperation is more beneficial than being cheated on.

3. 2R > T + S: The sum of rewards for mutual cooperation is higher than the sum of rewards from
unilateral cooperation and defection.

Additionally, one or both of the following conditions must be true:

1. T > R: Unilateral defection is more rewarding than mutual cooperation, tempting players to
cheat.

2. P > S: Mutual defection is more rewarding than unilateral cooperation, leading players to defect
out of fear.

Depending on which conditions are met, there are three possible outcomes:

» If only T' > R holds, it is equivalent to a Game of Chicken.
* If only P > S holds, it is equivalent to a Stag Hunt game.
* If both T > R and P > S hold, it is equivalent to the Prisoner’s Dilemma.

All the games discussed so far are usually modeled as one-shot games, where players make a one-off
decision, emphasizing the immediate strategic nature of their actions. However, such situations are
rare in real-world applications. To address this, Leibo et al. [9] extended the definition by introducing a
temporal element, creating the concept of Sequential Social Dilemmas. This approach replaces single
actions with long-term policies executed by the agents, making the model more applicable to real-world
scenarios where problem-solving techniques like Reinforcement Learning can be utilized.

Cooperate Defect
Cooperate R, R S, T
Defect TS PP

Figure 2.1: Matrix-based representation of a social dilemma in a one-shot setting.

Plenty of scientific efforts have been made to improve the efficiency of Reinforcement Learning learning
models in environments where Social Dilemmas are prevalent. Lerer et al. [33] proposed a solution
in which the agents learn to evaluate the cooperativeness level of their opponent’s actions and recip-
rocate the sentiment of their adversary with their own actions. Meanwhile, Yu et al. [34] examined
the domain of Spatial Social Dilemmas where agents form a network of interacting entities. To make
the agents more aligned with human values, the researchers included emotion-related mechanisms in
their system which impacted the learning behaviors of the agents. On the other hand, Anastassacos et
al. [35] explored the dynamics of cooperation and reputation within multi-agent systems where social
dilemmas can be present, demonstrating that reputation mechanisms can lead to stable cooperation
under specific conditions. Finally, Lupu et al. [12] investigated how endowing the agents with the ability
to gift rewards to others affects the learning setting, while Haupt et al.[11] looked into formal contracting
as a way of enhancing the learning process.

2.3. Local Energy Communities

Local Energy Community (LEC), often simply referred to as an energy community, is defined as a group
of local energy consumers and producers collectively engaged in the generation, consumption, storage,
and management of renewable energy [36]. The main goal of such communities is to boost energy
efficiency, sustainability, and security. Aside from that, energy communities empower consumers giving
them more means to manage their own energy systems, democratizing the energy exchange, and
providing economic benefits [4, 2].
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The following section details the social impact as well as challenges faced in such communities. As
LECs constitute a very broad topic, the exact implementation details and mechanisms employed can
vary widely in the literature. To provide a solid technical foundation for the readers, we also look into
the most commonly researched and utilized aspects of energy communities which include energy gen-
eration, storage, and trading.

2.3.1. Social Impact
Due to the strong social component of this thesis, we start by discussing the impact social dynamics
have on energy communities. According to Bielig et al. [4], energy communities play a crucial role in
creating a social impact for their members by delivering economic, ecological, and social benefits. This
impact can be grouped into four categories: energy justice, energy democracy, community empower-
ment, and social capital.

Energy justice builds on social justice by ensuring that both the benefits and burdens of energy systems
are fairly shared among all members of society. This concept encompasses terms like distributional
justice (fair sharing of benefits and burdens), procedural justice (ensuring that the decisions are made in
fair and inclusive ways), and recognitional justice (involving marginalized groups) [37]. Energy democ-
racy calls for more democratic control over energy systems through active participation of community
members, as well as equal access to the decision-making process and shared ownership of the en-
ergy resources [38, 39],. By community empowerment, we mean improvement of local capacities by
providing access to material, social, and knowledge resources [40, 41]. Finally, social capital refers
to the strength of social networks and building mutual trust within a community allowing for effective
collaboration and the overall success of such energy initiatives [42].

2.3.2. Challenges

Designing and operating a successful LEC is a complex challenge and a lot of scientific efforts are being
invested into ensuring the efficiency and profitability of such communities. Among the most researched
topics is cost optimization [2]. That encompasses minimization and economic analysis of costs related
to investments [43], operations [44], energy [45, 46], greenhouse gas emissions [47], and battery costs
[48]. Other studies focus on areas such as reduction of environmental impact [49], increasing energy
independence [50], or load management [51]. Additionally, some research also explores the comfort
needs of LEC members [52]. Single papers rarely address a single object, often focusing on many
interconnected goals.

2.3.3. Energy Generation

Renewable energy technologies allow individual households to make savings, reduce their air pollution
levels, and improve energy safety by supplying them with means to generate their own energy. There
are many different sources of renewable energy that utilize means such as wind, hydro, an geothermal
energy [2]. While there exist many different means for houses to generate energy, Photovoltaic (PV)
panels constitute one of the most popular choices and the generation method we focus on in this thesis.

In simulations and optimization problems, PV panels can be modeled using a variety of approaches.
One of the more popular methods is to employ a pre-existing simulation tool that generates energy
production data based on the characteristics of the PV system and conditions of the environment[53,
54]. Alternatively, an analytical approach can be used where the energy output is calculated based
on technical factors specific to the system such as the number of photovoltaic cells, module efficiency,
and the panel surface area [54] with some methods also accounting for temperature [55] for greater
accuracy. Lastly, the data might be gathered directly from real-life energy communities which provides
very precise datasets [56].

2.3.4. Energy Storage

At the level of individual households, peak energy generation rarely coincides with periods of the highest
energy demand often leading to wasted renewable energy [57]. Battery energy storage systems (BESS)
address this issue by allowing households to store energy on either individual or community level [58].
This results in increased energy flexibility, cost reductions, and improved sustainability. Installed on an
individual level, batteries allow for greater control over renewable consumption, enable load shifting,
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and strengthen energy independence. Communal battery systems, also called Community Energy
Storage (CES), offer perks such as cost-sharing, increased self-consumption of renewable energy,
and peak demand shaving [59, 60].

From a technical viewpoint, the most commonly used kinds of batteries include lithium-ion batteries,
known for their high energy density and efficiency, and lead-acid batteries, which are cheaper to install
but less durable. Flow and sodium-sulfur batteries are also gaining popularity due to their scalability
and suitability for large-scale communal storage needs [61].

Similar to the PV output modeling, several different battery models are employed in the literature [2].
Among these, an ideal model assumes no loss during charging and discharging [62]. The most widely
used approach incorporates a simple charging/discharging efficiency model where a fraction of energy
is lost during these actions [63]. Additionally, some papers account for self-discharge reflecting gradual
energy loss over time [64] as well as effects related to degradation of batteries [65].

2.3.5. Energy Trading

Energy trading is widely considered one of the fundamental components of LECs. It allows the com-
munity participants to exchange energy reducing the reliance on the external grids [66]. Other benefits
include a reduction of peak-to-average ratio and an increase in participant’s welfare by allowing them
to trade energy at more profitable prices [67].

Local Energy Markets (LEMs) can be divided into three categories: Full P2P Markets, Community-
Based Markets, and Hybrid P2P Markets [68]. Full P2P Markets are defined as collectives where each
member can freely exchange its energy through direct transactions with other members [69, 70] often
utilizing technologies such as blockchain [71]. By contrast, in Community-Based Markets, negotiations
take place through a third-party supervisor playing the role of a mediator and negotiator between in-
volved agents [72, 73]. To facilitate the negotiations, auction-based mechanisms are often employed
[73, 74] Mixing these two approaches, Hybrid P2P Markets operate by clustering energy users into
communities. Usually, in this sort of market, network participants can interact with the users inside
their community but the trade between communities takes place through intermediaries [75, 76].

2.3.6. RLin LECs

Advancements in renewable energy technology and the growth in control households have over their
energy management have made it increasingly difficult to solve some of the LECs-specific problems.
Traditional optimization methods such as Linear Programming [77, 78], or Mixed-Integer Linear Pro-
gramming [79, 80] often fail to properly account for the inherent unpredictability of such systems. With
the growing quantities of data at our disposal, we can face these challenges with more data-driven
approaches such as Reinforcement Learning [6]. Problems most frequently targeted by RL-based
solutions can be grouped into the ones relating to energy management (also referred to as dispatch
problems), and focusing on discovering optimal energy trading strategies in local networks [81]. Many
papers do not limit their study to a single problem, often introducing both dispatch and trading to their re-
search [82]. Due to the field’s diverse nature, various RL algorithms are employed for LEC optimization
problems [81].

Energy management encompasses actions agents take to satisfy the energy demand while minimizing
energy costs [83]. This includes the procurement of electricity, heat, and cooling by utilizing various
energy sources. [84, 85]. Energy storage, on both local and community levels, is very often con-
sidered in such settings [86]. While out of the scope of this research, on a household level, RL can
also be employed to manage building utilities such as air-conditioning, heating, and air ventilation[87,
88]. Demand response, understood as job scheduling for household appliances, is another problem
considered by existing studies [89].

In environments that facilitate P2P trading, RL often plays a role in defining the trading policy. Depend-
ing on the employed trading mechanisms, the resulting policies may either control the quantities of
energy traded with neighbors [90, 91] or additionally determine the dynamic pricing of the exchanged
energy [92].To provide pricing flexibility, many environments employ double-sided auctions as a way
for the agents to exchange energy [93]. In these cases, the RL algorithms aim at learning the optimal
bidding strategy [94, 82].



New LEC Environment for
Demonstrating SSDs

3.1. Our Solution

In the existing literature, Local Energy Communities have been modeled in a myriad of ways. Due to the
multifaceted character of the field, these solutions differ in scope, scale, and available functionalities [3,
83, 95]. Depending on the use case, the focus shifts to various aspects of such systems, from long-term
numerical optimization to real-time simulations and agent-based models. Due to the specific nature of
this thesis, we decided to create a new environment where households are modeled as independent
RL agents, whose every trading and storage-related action is driven by a trained policy.

As highlighted earlier, the primary aim of this thesis is to investigate Local Energy Communities in the
context of social dilemma formation. Therefore, the environment for this purpose must strike a balance
between simplicity and realism. It should be simple enough to be generalizable to other problems
and remain tractable while maintaining a high level of similarity to real-life local energy communities
to ensure it is well-grounded in reality. The system should also be modular to allow examination of
a range of scenarios where social dilemmas arise, as discussed in subsection 3.2. From a practical
perspective, the environment needs to align with existing Reinforcement Learning frameworks, which
are predominantly Python-based. The limited number of papers with open-source codebases further
complicated the task of finding a suitable environment among the pre-existing ones. For these reasons,
a new environment has been developed to satisfy all the aforementioned requirements. The following
section outlines its implementation.

The main building blocks of the environment are households which act as independent agents with the
objective of maximizing private profits. A general overview of the environment can be seen in Figure
3.1. On the individual level, households may be equipped with PV panels and energy storage systems.
However, households vary in terms of available utilities and their power, that is, some households may
be equipped with batteries of different capacities and PV panels with varying efficiency, while others may
lack these assets altogether. This inequality reflects many real-world scenarios where households are
rarely equal regarding the range of renewable assets they possess. Houses can manage the energy in
multiple ways with their own energy needs as a top priority. The energy loads are fixed meaning there
is no way of postponing or shifting them. Moreover, they are specific to each household with some of
them having higher demands than others.

3.1.1. Local Energy Exchange

Aside from the energy exchange with the external grid, households can engage in trade among them-
selves by participating in the Local Energy Market. To make the transaction profitable for both parties, a
midpoint price between the retail import and export prices is used to make the transaction profitable for
all parties involved. On a decision-making level, households can determine the quantity of energy they
are willing to trade but do not choose who to trade with. If more than two households participate in a
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Figure 3.1: Overview of the complete environment. Households may include PV panels and local energy storage, with the
option of a shared battery (highlighted in purple). Energy exchanges can occur between households (highlighted in orange)
and with the retailer (highlighted in blue).

trade, the costs, profits, and energy volumes are split proportionally to the level of involvement among
all the trade participants. Below we present energy exchange equations for a local energy market under
different supply and demand scenarios.

The variable definitions are as follows:
* D;: Demand of buyer 1.
+ S;: Supply of seller j.
» P: Fixed market price.
* ();: Energy allocated to buyer i.
* @;: Energy allocated from seller j.

First, we start by defining Total Demand and Supply:
Tp=>» D;
Ts=>_5;

J

If Total Demand is equal to Total Supply, then simply:

Qi :Dia

Q; =5j,
COStiZQi~P:Di-P,
Revenue; =Q; - P =5, - P.
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If Total Supply exceeds Total Demand, then:

Qi =D,
Tp
Cost; =Q;-P=D;-P,
T
Revenue, = Q; - P =S; - =2 . P.
Ts

Otherwise, Total Demand exceeds Total Supply, meaning that:

Ts
i_Dz'iv
Q T
T
Cost; =Q;-P=D; - . P,
Tp

Revenuej = QJ -P= SJ - P.

3.1.2. Environment Setup

In our work, we consider a dispatch problem with the goal of managing the storage and trading systems
efficiently in order to minimize energy costs. Generally speaking, the environmentis model as a general-
sum Markov game where agents operate simultaneously. Actions within the environment are executed
in the following order:

1. Local energy market is processed. Energy and financial transfers are calculated based on the
energy quantities agents are willing to buy or sell.

2. Agents interact with the community battery, deciding whether to charge or discharge it. The order
in which the battery is accessed is randomized to ensure fairness.

3. Each agent takes actions relevant to its local environment:

(a) Storage actions are executed. Energy is added to or withdrawn from the energy pool avail-
able to a household.

(b) Depending on the energy balance, energy is either exported to or imported from the retailer.

At the end of each timestep, the household’s energy balance is computed based on energy demand,
storage interactions, and locally exchanged energy. Any surplus or deficit of energy is resolved through
the retailer so that there is no unused energy or unmet energy demand at the end of each step. The
energy balance is calculated based on the following equation:

Evaiance = Egen + Eim + +Eim + Elis + Efis — Fioad — Eay — Esx — Ean — Ed

where:

* Eqen: Energy generated from PV panels.

+ ET: Energy imported from the retailer.

« E!: Energy imported from local sources (other households).
. EéiS: Energy discharged from local storage.

* I} Energy discharged from shared storage.

* Ejoaq: Energy required to meet the household’s demand.

» EL.: Energy exported to the retailer.

- EL: Energy exported to local sources (other households).

. Eéh: Energy charged into local storage.
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+ I%: Energy charged into shared storage.

The load and generation data come from real-life datasets. At the end of each timestep, through
exchange with the retailer, the system ensures:

Ebalance =0

If a household has PV panels installed, the generated energy is calculated as:

Egen = Tpv - Etotal

where:

* Egen: Energy generated in a 15-minute window.

* nov: PV coefficient, representing the fraction of the total energy generated from photovoltaic
sources.

* Eioai: Total energy generated in a 15-minute window.

Batteries have limited efficiency. For simplicity, we assume that this efficiency is fixed regardless of the
current state of charge of the batteries. Therefore, the amount of energy that batteries are effectively
charged with is calculated as:

Estored = Tch * Fien

where:

* Esiored: Actual energy stored in the battery after charging.
* nen: Charging efficiency, representing the fraction of input energy that is successfully stored.
* Ecv: Energy input used for charging the storage system in a 15-minute window.

In all the other cases, we assume that the losses incurred during energy transfer are negligible and we
do not account for them.

On the implementation level, the environment is designed using the Ray RLIlib framework which serves
the purpose of a training library. The time series data has been divided into 15-minute time windows
each representing a discrete step in the environment. During each step, agents independently observe
the environment. Their knowledge is limited to the information specific to the respective household. The
observation set is defined as:

O = {Pza Pea L7Ln? Ehh? Sl7 SS) Gf7 Pf}

where:

* P; and P,.: Current retailer energy import (P;) and export (P.) prices.

» L and L,: Current energy load (L) and the energy load forecast for the next 15 minutes (L,,).
* Ejp: Energy exchanged with other households.

» S;: Current state of charge of the local battery (if available).

» S,: Current state of charge of the shared battery (if available).

- G/ = [G{, Gg, Gg, fo]: A 4-hour forecast of energy generation (if PV panels are present), with
1-hour gaps between values.

« P/ = [Pf,PQf,ng,PA{]: A 4-hour forecast of retailer import prices, with 1-hour gaps between
values.
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To reduce the size of the observation space and reflect the uncertainty of the environment, forecasts
are aggregated into 1-hour intervals. This results in a more concise representation with each forecast
consisting of four averaged values.

Having this information, each household makes a set of actions. The action space encompasses stor-
age and trading-related decisions. For both common and individual batteries, agents decide whether
to charge or discharge the battery and what quantity of energy is to be used represented as a fraction
of the battery’s power. In the case of trading, the households choose whether and what type of trading
action they want to make, as well as what amount of energy to trade.

The full action space takes the following form:

A= {al7aS7at7qlaanQt}

where:
* a; and a,: Categorical variables determining whether the local and shared batteries should be
charged, discharged, or neither.

* a;: A categorical variable determining whether the agent buys, sells, or does nothing in the local
energy market.

* q; and ¢,: Fraction of the battery power to be used to either charge or discharge the local or
shared batteries.

* ¢;: Quantity of energy to be bought or sold in the local energy market.

The reward function focuses on minimizing the energy costs and is defined as:

re= 3 (B BRSPS (B — Elyy)

t

where

» Costiota: Total energy cost over the optimization period.
+ ¢: Time index (15-minute timesteps).

- Pretil: price per unit of energy imported from the retailer.
* Ei, . Energy imported from the retailer at time .

« p'ocal: Midpoint price per unit of energy traded locally in the community.
. Eilm: Energy imported from local trades at time ¢.

. Eéx,ti Energy exported through local trades at time ¢.

Notice that we do not include energy exported to the retailer in our equation. Initial experiments sug-
gested that excluding this factor from the final reward greatly improved the training results as it encour-
aged the agents to focus on strategic actions such as optimizing energy storage rather than chasing
immediate rewards.

3.2. Social Dilemmas in Local Energy Communities

As explained earlier, the primary focus of local energy communities is to increase the efficiency of local
energy grids by enabling energy sharing among neighbors. However, this environment provides many
opportunities for the exploitation of cooperative households by more self-centered ones. This section
gives two examples of how such dynamics may come to life in our environment. In both cases outlined
below, the energy pricing follows a Time-of-Use policy for imports from the retailer and fixed pricing
for exported energy. Export prices are significantly lower than import prices, meaning that houses are
encouraged to use the energy they produce rather than sell it, which is closely aligned with real-world
scenarios. Additionally, each household needs to satisfy a certain energy load at any given time window
using available energy sources.
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3.2.1. Shared Battery Setting

The first case is rather simple. We consider a scenario where two or more households have access to
PV generation and a shared battery. The battery can be charged or discharged at any given moment
using either purchased or generated energy. Discharged energy can be sold to the retailer or used to
satisfy their own energy needs. For simplicity, the power efficiency of this battery is high enough to
make the energy loss from charging negligible. A visualization of such a community can be found in
Figure 3.2. In a perfect scenario, each of the households would contribute to the shared energy pool
by charging it with the excess of their produced energy and discharging it during periods of low energy
generation or high energy prices. Moreover, since the costs of importing energy from the retailer greatly
exceed the profits from selling the produced energy, the most efficient way of disposing of produced
energy is storing it for later use.

SN
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Figure 3.2: Shared battery setting. Note that this scenario allows for more than two households.

However, problems start to arise when some of the energy-sharing participants decide to exploit the
system. Defiant households may decide to defect by refusing to contribute to the energy pool while
continuing to draw energy from it, taking advantage of more good-willed households. If most of the
households adopts this sort of behavior, the battery will lack the energy to benefit anyone. On the other
hand, if only a handful of houses exploit the system, they make a Iot of profit from selling their excess
energy while consuming energy from shared resources. In the most extreme cases, some households
may even decide to drain the shared battery entirely and sell all the discharged energy. This results
in a social dilemma. In the next parts of the research, we will look closer at this scenario and try to
re-create it in a reinforcement learning context.

3.2.2. Energy Trading with Unequal Storage and Generation Capabilities

A second scenario considers energy trading rather than shared batteries. Here, two households are
present- Household A and Household B. Household A is capable of generating energy but has very
inefficient energy storage - only a portion of the used energy can be retrieved from the charged batteries.
By contrast, Household B has no energy generation capability but it is equipped with an extremely
efficient energy storage that allows it to store energy with minimal energy loss. Moreover, a local
energy market is present allowing households to exchange energy at any given time. For simplicity
reasons, the energy is exchanged at a price equal to the mid-point between the current retail export
and import prices ensuring that both parties can profit from such transactions. A visualization of this
setup can be seen in figure 3.3. In this setup, it is generally more profitable for household A to store
its energy locally rather than trade it with the retailer. However, for both groups to make the most profit,
the cooperation is crucial. During peak generation periods, Household A can sell its excess energy
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Figure 3.3: Scenario involving two households: one equipped with an efficient battery and the other with PV panels and an
inefficient battery. Both households can trade with each other and the retailer.

to Household B which stores it efficiently. Household B is then expected to sell a portion of energy
back to Household A so that Household A's net gain is higher than in the case of storing it inefficiently.
Household B can still use a part of the stored energy for its own need, provided that Household A still
benefits from the transaction.

Let us consider three possible scenarios:

1. Both households cooperate. Household B helps Household A store its generated energy and
returns enough to make this transaction beneficial for both parties.

2. Both households refuse to cooperate. Household A stores all of its energy locally losing a huge
portion of its generated energy due to inefficiencies. Household B gains nothing as it has no
means to charge its local battery.

3. Household A decides to cooperate but Household B defects. In this scenario, Household A sends
its energy to Household B hoping for a cooperative stance. Household B accepts the energy and
stores it in its local battery. However, later on, Household B exploits this dynamic by refusing to
trade back its stored energy and using it all to satisfy its energy needs making a huge profit but
leaving Household A at a significant loss.

This scenario, though more convoluted than the first one, highlights the complex dynamics emerging
in a seemingly simple environment yet still realistic environment. It is also a great example of why local
energy communities provide a rich ground for exploring sequential social dilemmas.



Experiments

4.1. Experimental Procedure

To analyze how social dilemmas arise in the context of LEMs, we conducted a series of experiments
focusing on minimizing the energy costs of the LEC. We chose social welfare, understood as the sum
(or the average) of household rewards, as our guiding metric. The first experiment analyzed the train-
ing outcomes in an environment where no interactions between agents take place. The main goal was
to assess how effectively agents can learn to store energy in a simplified setting. Following that, we
introduced environments where social interactions take place through local trading and the use of a
communal battery. By analyzing agent rewards and employing methods from existing literature, we
investigate how social dilemmas arise under different training conditions. In the third experiment, we
proposed a solution to help agents learn in such environments. Lastly, we investigated how these re-
sults translate to a complex and more realistic scenario involving several differing agents. A concise
summary of experiments can be seen in Table 4.1.

Experiment Description Local Shared Mitigation Trading
Storage Storage
I Basic agent capabilities Yes No No No
1 Identifying social dilemmas No Yes No No
Il Mitigation of social dilemmas No Yes Yes No
v Complex Setting Yes Yes Yes Yes

Table 4.1: Summary of experiments.

Some characteristics are shared across all the experiments we conducted. The used dataset was
divided into two training and evaluation subsets with the training encompassing five and a half months
out of the total six-month period. The evaluation set was carefully selected to include periods with
varying power generation levels. Due to the length of a single simulation, it required around four training
iterations employing several Ray workers to fully run it, contributing to abrupt jumps in the reward plots.

As outlined earlier, the PPO method was employed to train the algorithm. Hyperparameter values and
deep learning model parameters were optimized via an extensive grid search and the detailed values
can be found in Appendix A. Among these, the batch size, set to 50000, was one of the most critical
factors. Smaller batch sizes failed to capture the variability of the environment causing the model to
miss minima and coverage to sub-optimal solutions. Another significant enhancement that made the
training feasible included the addition of reward shaping. During training, the agents were not rewarded

16



4.1. Experimental Procedure 17

for selling the energy to the retailer. This prevented instant gratification and instead encouraged them
to manage energy more strategically, promoting better utilization of storage systems.

4.1.1. Data Source

For energy load data and PV generation data, the environment relied on the Pecan Street dataset[96],
one of the most widely used datasets for energy research and policy-making. More precisely, we
utilized a subset of data collected in New York, which was enough to provide a vast array of energy
behaviors. Examples of day-long energy generation and load can be found in Figure 4.1. While outside
the scope of this research, the Pecan Street dataset also includes information about water, gas, and
appliance-level energy usage, opening avenues for future research.
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Figure 4.1: First week of the power generation and demand of the household type used in the first experiment. Each bar
represents a 15-minute long time window.

4.1.2. Pricing

Each household is equipped with the ability to trade with an external retailer, albeit at rather unfavorable
prices. Following common real-life energy contracts, Time-of-Use (TOU) pricing is in place, dividing
the day into three periods with nighttime tariffs being much more advantageous for the customers. For
export to the retailer, a fixed price is used throughout the day. Similarly to real-world energy contracts,
this export price is notably lower than the retail import price. Figure 4.2 shows a plot containing daily
export and import prices that are consistent across all households. Using TOU tariffs with realistic retail
pricing ensures that our representation remains practical and resembles actual energy markets.

Before choosing Time-of-Use tariffs for pricing, wholesale energy pricing data from the New York Inde-
pendent System Operator (NYISO)[97] was used. However, we opted for a different solution due to the
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Figure 4.2: TOU pricing pattern for the first 7 days of the experiment, with energy prices peaking in the afternoon and reaching
their lowest at night. The export price is equal to 3 cents per kWh at all times. While the plot only covers the first few days, the
pattern remains consistent throughout the entire experiment.

high volatility of wholesale energy prices. Moreover, using wholesale instead of retail pricing created
an unrealistic scenario but granted single households an opportunity at much lower prices than would
be realistically possible driving the environment away from the real world.

4.2. Experiment I: Evaluating Basic Agent Capabilities

The first experiment focused on testing the environment and the basic learning abilities of the agents. To
that end, we conducted a series of training and evaluation runs to test the capabilities of the agent with
no inter-agent cooperation involved. This basic analysis is crucial for understanding agent dynamics
when interactions are introduced in the other experiments.

We examined the environment'’s efficiency by running the training procedure on one type of household
with moderate power generation capability, as depicted in Figure 4.1. The household was equipped with
local battery storage that can be used to store produced and bought energy. We employed an ideal
battery model, assuming that the energy can be stored and retrieved without any energy loss. This
simplification helped with the reasoning about the optimality of such a system where storing generated
energy is always beneficial compared to selling it to the retailer. To account for the inherent stochasticity
of the training process, we repeated the experiments for ten households and averaged out the final
rewards.

The reward plot can be seen in Figure 4.3. For both training and evaluation, a baseline reward was
calculated based on a scenario where no energy is stored. In this scenario, solar energy production is
used to directly satisfy the household’s energy use, with energy excess sold and energy shortfall bought
from the retailer. As you can see in the plots, the agents learn to operate in this sort of environment
effectively. By looking at the energy plots from Figure 4.4 it is also evident that the agents successfully
manage to store energy during peak power generation periods to then utilize it when prices remain high
but the generation approaches zero.

To compare how agents behave in environments with varying resource availability, we conducted sev-
eral training runs with different levels of power generation. These levels were obtained by scaling the
original PV generation data by the PV generation coefficient r,,. The comparison of evaluation rewards
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Figure 4.3: Reward plot from the first experiment. Each point represents the average reward from multiple simulation iterations
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Figure 4.4: The distribution of incoming energy sources and outgoing energy destinations, averaged across ten identical
households in a scenario with no interactions between agents. The energy generation coefficient is equal to 1.0. One timestep
for different resource levels is shown in Figure 4.5. The results clearly demonstrate that agents manage

to exceed the baselines only in the two environments with the highest resource abundance.
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The next step is to determine whether the agents fail to learn the intended strategic behavior or if the
environment itself does not provide enough resources to outperform the baselines. Figure 4.6 confirms
the former. The results indicate there exists a surplus of energy that is exported to the retailer during the
peak production periods instead of being stored for later use which is by far a more beneficial behavior.
This means that the agents struggle to adopt effective strategies in resource-scarce environments.

Final Evaluation Costs for Different PV Generation Values

7 == Baseline value

Average Cost per Timestep [¢]
-y
1

10 0.5 0.25 0.1
PV Generation Coefficient

Figure 4.5: Evaluation rewards for groups of agents in environments with varying power generation coefficients npy.

4.3. Experiment II: Investigating Sequential Social Dilemmas

Having demonstrated that the agents can efficiently learn how to operate in an environment devoid of
social interactions, we now turn our attention to investigating cases where the agents interact with each
other. Specifically, we aim to investigate how social dilemmas arise in this sort of environment through
the analysis of the learning outcomes and a matrix-based method described in the next subsection. This
will also clarify why we previously focused attention on environments with varying resource availability.

4.3.1. SSD Detection Procedure

To identify and analyze the presence of SSDs in our environment, we follow a procedure inspired by the
work of Leibo et al [9]. As established earlier, resource availability has a very strong influence on the
efficiency of learning within the LEC environment. Here, we assume that this trend is equally present
when inter-agent interaction is involved which holds in many other MARL environments. Under this
condition, we can match agents characterized by varying cooperativeness due to them being trained
in environments with different resource scarcity. This allows us to observe the rewards of agents in
environments where all agents cooperate, some agents exploit others or no cooperation occurs. These
rewards are exactly the four payoff values, as discussed in Subsection 2.2.

Following this direction, we begin by collecting two sets of policies II4 and II° that were trained in
environments with abundance and scarcity of resources, respectively. Next, we run the simulation with
agents characterized by varying tendencies for cooperation. From policy sets, we sample two pairs of
policies (r{*, 77) and (74', 75') which are then matched against each other within the investigated envi-
ronment. The matches are played in four distinct configurations, as illustrated in Figure 4.7. This way,
we derive the values for R, S, T, P (see Subsection 2.2) for the given configuration of policies, which,
in turn, allows us to calculate the fear and grid factors influencing the agents’ actions. A visualization
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Figure 4.6: The distribution of incoming energy sources and outgoing energy destinations, averaged across ten identical
households in a scenario with no interactions between agents. The energy generation coefficient is equal to 0.25.

of one iteration of the described procedure can be seen in Figure 4.8.

Several evaluation rounds take place for each matching until the values converge. To collect enough
data samples, it is then repeated for other policy samples. This way, we can develop a solid under-
standing of the kind of social dilemmas present in the environment. Aside from being an indicator of
the presence of SSDs, this analysis helps us evaluate the underlying motivations for the agent’s defiant
behavior- whether it is guided by fear of exploitation, greed for exploitation, a combination of both, or
neither. Moreover, it situates each configuration of policies into one of four quadrants corresponding
to the games described earlier, further clarifying the dynamics at play.

Cooperate Defect
Cooperate (mft, w4h) (nf,75)
Defect (w5, w4 (wf,75)

Figure 4.7: Policy pairings for matching. The mutual abundance scenario is highlighted in green, the mutual scarcity scenario
in red, and the mixed scenario—where households were trained in both scarce and abundant environments—is highlighted in
orange.

4.3.2. Case with Communal Storage

In this part of the experiment, we aim to recreate the scenario described in the Subsection 3.2.1. The
environment is set up similarly to the one in the first experiment. Except, this time, the agents do
not have access to personal batteries and can operate on a communal battery instead. Again, we
assume an ideal charging and discharging model with ., = 1.0. There are 3 households in every
environment. To provide a fair ground for later matches, we ensure every household is equal in terms
of their generation capabilities. Thus, the power generation curves are identical for each household.

We completed a full training and evaluation procedure ten times for each of the two values of the PV
generation coefficient n,, - 0.5 and 3.0- representing scarce and abundant environments which we refer
to as 'scarce’ and 'abundant’ policies respectively. This gave us two sets, with 30 policies in each set,
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Figure 4.8: Visualization of the Sequential Dilemmas detection procedure in the LECs environment. First, two sets of policies
114 and II° are trained on resource-rich (warm hues) and resource-scarce (cold hues) environments. Then, two pairs of
policies are sampled from both of these sets and matched against each other. Lastly, the fear and greed factors are calculated
based on the results of these matches in four different configurations. This iterative process is repeated several times and
results from each iteration are plotted. Examples of such final plots can be seen in Figure 4.11.

trained in environments with different levels of resource availability. Following that, we matched them
as described in Subsection 4.3.1.

Before we begin analyzing occurring SSDs, we need to confirm our initial assumptions by assessing the
differences in agents’ cooperativeness across environments with different resource scarcity. We start
by comparing the evaluation rewards across the three used matching configurations - abundant where
both policies were trained under abundant conditions, scarce where both policies were trained under
scarce conditions, and mixed where policies were derived from both conditions. All matches took place
on an identical scarce environment with n,, = 0.5. The scatterplot in Figure 4.9 shows the difference
in evaluation rewards between the three configurations. The results make it evident that the policies
trained under abundant conditions obtain higher final rewards compared to those in both the mixed'
and scarce environments’. Furthermore, the mixed environment scores higher than the scarce one .
This finding is particularly interesting as it demonstrates that abundant policies outperform scarce ones,
even in environments with the same resource scarcity as the training conditions of the scarce policies.

To better understand the root cause of reward differences, we now examine the mixed environment.
This setting is especially illustrative as it highlights behavioral distinctions between the two policy sets
and reveals variations in the levels of selfishness among agents trained under different conditions. Fig-
ure 4.10 depicts the rewards obtained by agents in this configuration. The results reveal that abundant
policies generate lower overall profit (measured as the net difference between export profits and import
costs) compared to their scarce counterparts '. This is most likely due to the fact that scarce policies
exhibit more aggressive behavior. Specifically, when interacting with the shared battery, they discharge
more and charge less than agents with abundant policies .

These discoveries suggest that agents following abundant policies are significantly more cooperative
than those trained under scarcity conditions, resulting in a greater cumulative reward in environments
where both agents adopt this cooperative strategy. Therefore, our first key takeaway from the exper-
iments is that rescaling the training data can help mitigate social dilemmas in the LEC setting. By
improving resource scarcity during training, we bolstered cooperative behaviors in the agents leading
to an increased social welfare of the whole community.

Reassured that our initial assumption holds, we can now analyze the occurrence of SSDs based on

p-value < 0.001, Test Used: Mann-Whitney U
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Figure 4.9: Comparison of averaged evaluation across three matching configurations. Rewards for each configuration were
calculated from 100 averaged matches, with each match consisting of several evaluation runs between two policy pairs. In the
matching environment,npy was set to 0.5.
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Figure 4.10: Comparison of key energy metrics across two distinct policies, including import costs, export profits, market
balance, and shared battery usage (charge/discharge). The abundant policy was trained in an environment with six times the
energy generation of the scarce policy. Metrics are averaged over 200 policy pairs sampled from 30 distinct policies. Black
error bars mark the 95% CI. The accumulated market balance is not shown, as trading is disabled in this environment.

the outcome of the matches. To develop an even deeper understanding of how resource scarcity
influences the scale of SSDs, we performed an additional round of matches on the environment with
npv = 1.0. Figures 4.11 illustrate the final fear-greed ratios in both of the employed environments. Each
dot on the plots represents the outcomes of matches played between agents following policies from
two distinct policy sets. The results lead to two noteworthy conclusions. First, in both cases, the match
outcomes span all three SSD classes. That means that the SSDs indeed occur in the shared battery
environment and are driven by both fear and greed. This finding supports the hypothesis outlined in the
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subsection 3.2.1. Second, the availability of resources significantly influences the prevalence of SSDs.
In other words, agents are more prone to adopt defective stances in environments that are scarce in
resources. This is intuitive as the scarcity of resources amplifies the potential benefits of exploitative
actions, making them more attractive to agents.

4.4. Experiment III: Mitigating Sequential Social Dilemmas

As our findings have shown, the social dilemmas of a sequential nature are indeed present in our
environment leading to suboptimal community outcomes if some agents decide to exploit their more
cooperative neighbors. We have also presented how transforming the training data can improve agents’
willingness to cooperate. In the following section, we explore another modification that can be applied
to the learning procedure to reduce such exploitative behavior and improve the social welfare of the
whole community. Specifically, we investigate two simple reward function modification in a setting that
involves the use of common batteries.

Our previous observations revealed that houses that are more prone to positively contribute to the
common battery, on average score much higher than those that frequently withdraw energy. Therefore,
the modification we suggest incentivizes this sort of behavior by rewarding agents for charging the
common battery and penalizing them for discharging it.

4.4.1. A Fixed Common Battery Reward Component

We start with a simple approach of adding a fixed incentive for charging the battery and a penalty for
withdrawing the energy from it. It is done by introducing a new component to the reward function that is
proportional to the amount of charged or discharged energy and is scaled by a fixed common storage
reward factor 3,. The modified reward function takes the form:

re = P By + PO (B y — Egyy) + Bs * (Egy — Egis) (4.1)

To evaluate the efficiency of this reward modification, we trained the agents in a resource-scarce en-
vironment (n,y = 0.5). As demonstrated by previous experiments, this environment is especially well-
suited to these experiments since agents found it difficult to learn cooperative behavior in this setting.
The employed setup is identical to the one in the Experiment Il. The training and evaluation procedure
were performed using five different values of the s, coefficient: 0, 1, 2.5, 5, 10, and 25. For each value,
the procedure was repeated 10 times.

The plot with the final rewards is presented in Figure 4.12. The results confirm that incorporating the
modified reward function improves the performance of the agents in our environment. Among the
selected values, 5, = 10 yielded the highest average reward, improving the average reward by 23.67%
compared to the original reward function. Values of 5, 2.5, and 1 also improved the results, albeit to a
lesser extent. Interestingly, increasing 3, to 25 led to diminishing returns, performing worse than the
baseline. A comprehensive comparison of the rewards along with their statistical significance can be
seen in the table 4.2.

Coefficient Group Mean Difference % Change  p-value

1.0 -14.9138 0.4602 2.99% p < 0.001
25 -14.4287 0.9453 6.15% p < 0.001
5.0 -13.1808 2.1932 14.27%  p < 0.001
10.0 -11.7357 3.6383 23.67%  p < 0.001
25.0 -15.6743 -0.3003 -1.95% p < 0.001

Table 4.2: Pairwise analysis of rewards for different 35 coefficients relative to the reward with 3; = 0. The baseline mean was
constant at -15.3740 across comparisons. The p-values were derived using the Mann—Whitney U test.

To investigate whether the increase in reward can be attributed to the greater cooperative behavior of
the agents, we analyze energy flow patterns under different 5, values. Figure 4.13 depicts the energy
flow when no reward modifications is applied (8s; = 0) while Figure 4.14 shows the cases for 5, = 10
and 5, = 25. Based on these plots, we can clearly see that the quantity of energy contributed by the
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Classification of Social Dilemmas by Quadrant
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(a) The matches took place in an environment with 7,y = 0.5.

Classification of Social Dilemmas by Quadrant
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(b) The matches took place in an environment with n,, = 1.0. That is, the households were able to generate twice as much energy compared to
the case 4.11a.

Figure 4.11: Quadrant-based classification of social dilemmas occurring in the LECs environment, visualizing fear and greed
metrics across three different game types. Each dot represents two pairs of policies matched against each other in four
different configurations. The values have been normalized to the [-1; 1] range.

agents is much higher for 8, = 10 compared to the case where 3; = 0 throughout the whole evaluation
period. This indeed demonstrates a clear shift towards more cooperative behavior encouraging them
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Figure 4.12: Boxplots with evaluation rewards for groups of agents in environments with different values of j3s.

to charge the battery and discouraging the from discharging it too excessively. However, looking at
the plot for 8, = 25, we can observe that too large values of 3, lead to agents losing track of their
energy-saving goal in favor of maximizing the amount of energy that is immediately channeled into the
common batteries. In turn, this leads to highly suboptimal results. Therefore, these findings highlight
the importance of tuning 35 appropriately to pick a value that encourages cooperation while maintaining
agents’ focus on their primary goal.
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Figure 4.13: The distribution of incoming energy sources and outgoing energy destinations in a shared battery scenario for
npv = 0.5. No modifications were applied to the reward function.
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Figure 4.14: The distribution of incoming energy sources and outgoing energy destinations in a shared battery scenario for
npv = 0.5. A fixed common battery reward alteration is applied to the reward function.

4.4.2. A Price-based Common Battery Reward Component

As an alternative to the modification presented in the previous section, we also evaluate the price-
based incentive with a price-based factor \,. Unlike the fixed variant, the new price-based component
of the reward function is additionally proportional to the current retail energy price. This way, we can
discourage agents from withdrawing the energy when the energy is most valuable and incentivize them
to contribute instead. This idea was guided by the assumption that the impact agents have on their
environment when interacting with the battery is proportional to the energy’s value at a given point of
time. Thus, including this as a factor in the agent’s reward could bring even more increase to the agents’
final reward. The modified reward function takes the following form:
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re =P Epy  + P9 (Bfy = Ebey) + As * B« (B, — Egs) 4.2)

The final outcomes of the experiments are illustrated in Figure 4.15 with more details present in Table
4.3. Introducing the price-based reward component results in an improved final reward with the A\, =
0.5 resulting in the most significant reward improvement of 9.54% over the original reward function.
However, the results do not suggest that the price-based component performs better than the fixed
one.
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Figure 4.15: Boxplots with evaluation rewards for groups of agents in environments with different values of A;.

Coefficient Group Mean Difference % Change  p-value

0.1 -14.4910 0.8830 5.74% p < 0.001
0.25 -14.0606 1.3134 8.54% p < 0.001
0.5 -13.9066 1.4674 9.54% p < 0.001

Table 4.3: Statistical comparison of the final evaluation rewards for different As price-based coefficients. The baseline mean
was constant at -15.3740 across comparisons. The p-values were derived using the Mann—Whitney U test.

4.5. Experiment IV: Realistic Scenario

In this final experiment, we aim to evaluate how our findings translate to a more complex and realistic
LEC environment. To achieve this, we constructed an environment consisting of 10 households each
with varying energy needs and unequal access to energy storage and generation capabilities. Specif-
ically, half of the houses are equipped with their own local energy storage, while the other half relies
solely on shared storage. The houses were chosen so that the total energy generation of both groups
was approximately equal. We abandon the lossless model of the batteries in favor of a charging effi-
ciency model- a part of the energy is lost when charging the energy. The energy efficiency of shared
and local batteries is 0.95 and 0.85 respectively. This means that, even though some of houses are
equipped with their own battery storage, they can still benefit from the more efficient shared batteries.



4.5. Experiment IV: Realistic Scenario 29

Moreover, trading mechanisms are implemented allowing agents to exchange energy with one another
as outlined in Subsection 3.1.1.

The objectives of this experiment are twofold. First, we examine how resource availability affects the
training outcome. Our goal is to verify if, similarly to the cases considered so far, agents find it generally
more difficult to learn in resource-scarce environments. For this purpose, we assess the agents’ perfor-
mance on environments with varying values of n,,: abundant with »,, = 2.0, normal with 7,, = 1.0 and
scarce with n,y, = 0.5. Second, we assess whether the fixed reward function modifications (Equation
4.1) from the Experiment Il yield similar improvements in this more complex scenario. We consider
a fixed common battery reward with 5; = 10 as prior experiments identified this as the most effective
value.

Figure 4.16 depicts the change in agents’ performance relative to their respective baseline values, with
a detailed breakdown of the outcomes in Table 4.4. Among the three resource availability scenarios,
the agents only managed to exceed the baselines under abundant and normal resource availability con-
ditions, while under scarce conditions, their performance fell below the baseline. These observations
confirm that similarly to the previous cases, agents find it generally more difficult to learn on scenarios
characterized by low resource availability. Given the low performance in the scarce scenario, the mit-
igation was applied during the training performed in this setting. With mitigation in place, the agents’
training results improved substantially, outperforming the baseline by 10%. This suggests that our miti-
gation solution can be effectively extended to more complex cases. Moreover, these results show that,
by employing the suggested training techniques, agents can indeed learn to effectively learn to operate
in our custom environment. Most importantly, they are also capable of learning coordinated behaviors
that require coordination between 10 different households.

Final Evaluation Reward Improvement for Different Real Scenarios

10 ——- Baseline (0% Improvement)

Average Reward Improvement [%)]

0_

Abundant Normal Scarce Scarce with Mitigation
Scenario

Figure 4.16: Final evaluation rewards for complex scenarios with different resource scarcity levels and a mitigation technique
applied. The mitigation involves applying a fixed common battery component to the reward with 85 = 10. 95% Cl is marked
with dark bars.

To gain deeper insights into the impact our mitigation technique has on the trained policies, we now
present a qualitative analysis of the energy plots from the two experiments conducted in the scarce
environments (see Figure 4.17). One interesting conclusion is that, contrary to our initial expectations,



4.5. Experiment IV: Realistic Scenario 30

Scenario Baseline Group Mean Difference % Change p-value
Abundant -8.539 -8.268 0.271 3.18% p < 0.001
Normal -13.297 -13.151 0.146 1.10% p < 0.001
Scarce -16.591 -16.667 -0.076 -0.46% p < 0.001
Scarce with Mitigation  -16.591 -14.989 1.602 9.66% p < 0.001

Table 4.4: Statistical analysis by a scenario with improvement over a baseline specific to the given resource availability. The
tests were performed using a one-sample t-test.

increasing the value of 5, does not resultin increased use of the common battery in this setting. Instead,
agents learn how to operate the battery in a highly organized manner - they charge it when the energy
costs are the lowest and discharge it gradually over time when prices are higher and the generation
remains low.

Another observation is that agents utilize their local batteries to a much lesser extent compared to the
common battery which is logical given the difference in efficiency and the fact that only part of them
are equipped with local storage. Finally, while some trading actions are present, only small quantities
of energy are exchanged. This behavior may stem from the difficulty agents encounter in learning
coordinated trading strategies. Another explanation could be that, given the resource scarcity in the
applied environment, agents are discouraged from selling the energy as using it to satisfy their own
energy needs brings them higher profits. To fully investigate this matter, more research is necessary
on environments where trading is proven to be the most optimal decision.

While the effect of changed reward function on the agents’ behavior is easily explainable one may ask
why the agents achieve much better training outcomes in environments rich in PV generation. One
possible explanation is the presence of an energy surplus which provides agents with more flexibility
to experiment. In environments where energy production is closely aligned with energy demand any
deviation, such as storing extra energy instead of using it immediately, can heavily penalize the agents
discouraging them from exploring energy-saving strategies. In this case, failing to meet their energy
demand through generation forces the agents to import energy from the retailer, resulting in high costs.
In contrast, environments with abundant energy generation grant many more opportunities for learning
as agents can afford to experiment with actions such as storing surplus energy that would otherwise
be exported to the retailer. It is important to note that we do not reward agents for exporting the energy
to the retailer, meaning that the actions of storing and exporting energy are treated identically from the
reward perspective.



31

4.5. Experiment IV: Realistic Scenario

Incoming Energy

Import Prices | 35

2

Ave
Ave

2

Timesteps.
Outgoing Energy

Import Prices | 35

Timesteps.

(a) Bs

e Common fatiery Charge
ge Locally Exporfed Energy

ge Load

\ge Exported Eneray

L] sanjen ABsau3

=0

Incoming Energy

- Import Prices | 35

Timesteps.

orfed Energy

vrane Conmon fatfers schrse
:

e Average Discharge]
Average Locally I
Average Produced

Outgoing Energy

Average Common Batfery Charge

Average Locally Expor

Average Load

Average Charge

3.5{ = Average Imported Eueygy

309 -

(U] sanren ABiau3

3.5{ . Average Exported Engyoy

301 -

[unot) sanjen ABsou3

Timesteps

(b) B =10

Figure 4.17: The distribution of incoming energy sources and outgoing energy destinations, averaged across ten unique

0.5 and two different values of 3.

households for a realistic scenario with npy



Conclusion

The main focus of this thesis was to investigate how Sequential Social Dilemmas (SSDs) emerge and
can be mitigated within a practical MARL framework. Due to their growing importance and popularity as
a focus for RL applications, Local Energy Communities were chosen to be the setting for this study. We
argued that, when certain conditions are present, SSDs within LEC environments can lead to subopti-
mal training outcomes. To test this, we created a novel RL-driven LEC environment allowing us to face
the challenge from the perspective of individual households, each driven by a separate learned policy.
PPO was chosen as the guiding RL algorithm due to its proven effectiveness in such settings. The
training was performed using a Pecan Street dataset. With this setup in place, a series of experiments
was conducted.

We first focused on examining the individual training capabilities of the agents, demonstrating that
agents are able to successfully learn to manage their local batteries. However, their efficiency was
heavily dependent on their training environment as their training performance notably declined in set-
tings characterized by low availability of solar energy.

Next, we turned our attention to scenarios in which agents interact with one another through the shared
community battery. Building on the previous findings, we adapted an existing evaluation procedure
to detect the existence of SSDs. The analysis involved training agents under two different sets of
environmental conditions - one with upscaled and one with downscaled energy generation levels to
simulate varying resource scarcity. Two resulting sets of policies were then matched against one an-
other in resource-scarce conditions. The outcomes confirmed that social dilemmas did occur and their
presence was less common in environments with higher energy generation. Moreover, as in the in-
dividual case, agents trained in resource-rich environments consistently outperformed those trained
under resource-scarce conditions. This trend was also reflected in their level of cooperativeness with
agents from resource-rich settings being significantly more likely to contribute to the shared battery
than those from resource-scarce environments. One interesting observation that we had was that the
agents trained in environments abundant in solar energy did better in resource-poor environments than
agents trained directly under those conditions. This suggests that rescaling the training data provides
one effective way of pushing agents to choose more cooperative actions in a social dilemma setting.

In the following experiments, we proposed another mitigation strategy to improve the social welfare
of the agents. The training procedure was modified by adding a new component to the reward to
incorporate community goals into agents’ objectives. The new component incentivized contributions
to the shared battery and penalized excessive discharging, which allowed us to significantly reduce
selfish tendencies, even in resource-scarce settings. Two variants of the component were tested- one
that adds a fixed and one that adds a price-based bonus reward for utilizing the common battery in
a community-friendly way. While both methods improved the final evaluation results, the price-based
factor performed worse than the fixed one.

Finally, we extended our investigation to a more realistic scenario with several households exhibiting
diverse characteristics. Our goal was to verify whether our findings hold in more complex environments.
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The results revealed that our findings remain valid in the more complex scenarios. Training outcomes
are generally better in environments abundant in PV generation. Moreover, we managed to make
the agents exhibit more cooperative behavior by applying the reward function modification presented
earlier. Interestingly, as shown by the findings, this cooperative behavior was not reflected in more
frequent charges of the shared battery but in more coordinated strategies for managing it.

Our first research question focused on methods for identifying and evaluating Sequential Social Dilem-
mas in MARL settings. We addressed this question through Experiments | and Il where we evaluated
and matched together policies trained under different resource-availability conditions. Through a thor-
ough analysis of agent profits and interactions with the shared battery, we demonstrated that the dynam-
ics in LECs resemble those of classic game-theoretic models, such as the Prisoner’s Dilemma, where
agents choose to cooperate by contributing to the communal resource or defect by over-withdrawing
from it.

The second research question explored the ways of mitigating these dilemmas to guide the agents’
policies toward cooperation and, in turn, lead to growth in social welfare. Results of Experiments |, I,
and IV indicate that the training conditions, in our case defined as resource availability, play a pivotal
role in this process. Our findings show that by selecting appropriate training data or even transforming
the existing datasets (e.g., by upscaling PV generation levels) agents are given more opportunities
to learn mutually-beneficial behaviors. Furthermore, in Experiment Ill, we presented two alternatives
to the used objective function which allowed us to achieve satisfying training outcomes, even if the
resource availability was very low.

In summary, this thesis made three key contributions. First, we designed and implemented a new
agent-centric LEC Python environment which offers a lot of potential for investigating social dilemmas
in such settings. Second, with the use of this environment, we demonstrated that SSDs indeed arise
and should be accounted for during the training process. As a means to address SSDs in LECs, we
proposed two strategies: one that transforms the training data and another that focuses on adjusting
the reward function.

As a relatively novel field of research, there are many potential future directions to follow. Future work
could involve adding more assets to the investigated environments (e.g. EVs, thermal components) or
including objectives other than energy saving. These new objectives could be focused on the reduction
of greenhouse gas emissions or maximizing household satisfaction as both cases require a balance
between individual and community goals.

In our study, the modifications to the reward function were chosen by hand and applied without the
agents’ involvement. Another promising avenue for future research would be to fully implement a con-
tracting mechanism resembling this presented in the work by Haupt et al. [11] where agents themselves
agreed on alterations to their objectives in order to satisfy community needs.

The custom environment we implemented and used incorporated both trading and shared batteries as
a means for agents to interact with one another. However, our SSD mitigation efforts mostly focused
on the dynamics related to the shared batteries. Therefore, yet another research direction could follow
the scenarios similar to the ones outlined in Subsection 3.2.2 investigating how community-oriented
incentives can be injected into the trading mechanisms.
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PPO Configuration

A.l. Hyperparameter and Model Settings

Table A.1: PPO hyperparameters used in this work.

Parameter Value Description
Training Parameters
Ir 5x107° Learning rate used by the optimizer.
gamma 0.99 Discount factor for future rewards.
train_batch_size 50000 Total size of the training batch
sgd_minibatch_size 512 Size of each minibatch for SGD updates
num_sgd iter 10 Number of SGD iterations per training batch .
clip_param 0.15 Clipping parameter for the surrogate loss
lambda 1.0 GAE parameter for the bias-variance tradeoff.
kl_coeff 0.2 Coefficient for the KL-divergence penalty.
kl_target 0.01 Target KL divergence threshold.
clip_actions False Flag to clip actions to the action space bounds.
vf_clip_param 10.0 Clipping parameter for the value function loss.
vf_loss_coeff 1.0 Weighting factor for the value function loss.
entropy_coeff 0.0 Coefficient for the entropy bonus.
entropy_coeff_schedule None Schedule for adjusting the entropy coefficient.
rollout_fragment_length auto Length (in timesteps) of rollout fragments.
grad_clip None Maximum gradient norm.
use_gae True Flag for Generalized Advantage Estimation (GAE).
use_critic True Whether to use critic.
batch_mode truncate_episodes Method for batching episodes.
num_workers 15 Number of parallel rollout workers.
Model Parameters
use_lIstm False Flag to use an LSTM-based recurrent network.
max_seq_len 20 Maximum sequence length for LSTM training.
vf_share_layers False Should value and policy networks share layers.
fcnet_hiddens [256, 256] Fully connected network hidden layers
fcnet_activation relu Activation function for the FC network
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