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SUMMARY

Modern societies depend on critical infrastructures, like electricity, illumination, and
communication networks. During the last decade, the deployment of billions of Internet-
of-Thing (IoT) devices has led to the establishment of a new sensing infrastructure. This
pervasive system presents advantages and challenges. On the one hand, the massive de-
ployment can capture unprecedented levels of monitoring data, from small-scale smart
homes to large-scale smart cities. On the other hand, the infrastructure consumes an
enormous amount of resources, not only in terms of energy demands and ecological
footprint, but also in terms of management and economic costs.

To optimize resource utilization, researchers are exploring a new sensing paradigm
that trades off sensor quality for cost. Instead of adding high-end sensors for new appli-
cations, new systems are either (i) using low-cost sensors with lower signal quality, or (ii)
re-purposing sensors to cover applications that they were not originally designed for. For
example, nowadays, WiFi devices not only transmit data but also use their antennas as
sensors to recognize gestures performed by nearby users.

A key underlying principle used with low-cost and re-purposed sensors is reflective
sensing. Within this principle, an emitter –like a WiFi station or a light bulb– radiates
waves that are reflected by the users or objects in the surroundings. The reflected waves
are measured by sensors co-located with the emitters to obtain information about the
environment. The advantage of this approach is that it is not invasive, the object or
subject of interest does not need to carry any special electronic device.

The advantages of reflective sensing have made it a popular, but highly heteroge-
neous, research area in two main aspects. First, applications. Reflective sensing covers
topics that range from gesture recognition to health monitoring. Second, spectra. The
(reflected) signals used in those applications exploit a wide range of the electromagnetic
spectrum, from microwave to visible light. Each application has its own unique set of
challenges, but we are interested in identifying general macro-challenges.

Given the extensive variety of sensors, methods, and topics used in reflective sensing,
this thesis focuses on the following research question: How can we improve the perfor-
mance of low-cost and re-purposed sensors to approach that of high-end sensors? The key
challenge is that using low-end sensors exposes a large ‘sensing gap’ because the quality
of the received signal can decrease dramatically.

To tackle this challenge, we consider three different applications –crowd monitoring,
biometric authentication, and indoor positioning– relying on three different types of re-
flected waves –microwave, infrared, and visible light. Based on these studies, we identify
a framework that has two parts. The first part measures the sensing gap between low-end
and high-end sensors. The second part bridges the sensing gap with various alternatives
aimed at enhancing the signal quality. Considering that framework, the thesis provides
four contributions.

xi



xii SUMMARY

The first contribution, in Chapter 2, measures the sensing gap between mmWave
(radar) sensors and cameras for crowd monitoring. Due to privacy regulations, some
areas are restricting the use of cameras for crowd monitoring. mmWave sensors are a
promising low-cost alternative based on reflective sensing, but the gathered data is less
precise. After performing a thorough outdoor evaluation over three months, we show
that mmWave sensors provide an error rate from 15% to 40% higher than camera-based
alternatives, indicating that further research is needed to balance cost and accuracy.

The second contribution, in Chapter 3, covers a different application to show that en-
hancing the data processing methodology is a powerful mechanism to bridge the sensing
gap. Recent studies demonstrate that cardiac signals can be used to identify people, but
its application requires purposed-design sensors. We propose a methodology aimed at
achieving cardiac-based authentication with low-cost and re-purposed sensors. These
low-end devices emit light that is reflected by the fingertips of users. The light reflections
capture unique blood flow patterns that allow identifying the subject.

The third contribution, in Chapter 4, covers the same application as the prior chapter
(cardiac-based authentication), but uses a complementary approach to bridge the sens-
ing gap. Instead of enhancing only the methodology, it also enhances the re-purposed
sensor. The focus of this study is to re-purpose smartphone cameras as cardiac sensors.
To achieve that goal, we propose optimizing the camera parameters and the pressure of
the user’s fingertip to gather signals that are as close as possible to the ones obtained
with cardiac sensors.

The fourth contribution, in Chapter 5, proposes a different application to highlight
another alternative to reduce the sensing gap: enhancing the object. Considering an
indoor positioning system with visible light, we modify slightly the surface of a reflective
object to obtain simultaneously location and identification. Our evaluation shows, in a
scaled-down scenario, that an object can be tracked with cm-level accuracy using only
light reflections, offering similar performance to systems that require placing an active
receiver (including a photosensor) on the object.

Overall, the diverse range of topics covered – from crowd monitoring to biometric
authentication and indoor localization – underscores the breadth of challenges in per-
vasive reflective sensing. A major takeaway from this thesis is the need for design alter-
natives that match the performance of high-end sensors with low-end and repurposed
ones. This approach is vital to expand IoT capabilities without significantly increasing
its economic and management costs.
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2 1. INTRODUCTION

People have an inherent desire to deepen their understanding of the world, a pursuit
that requires the collection of extensive data. For most of our history, the data gath-
ered by our senses was sufficient to satisfy our needs. However, the continuous expan-
sion of human knowledge requires tackling problems of a scale and complexity that sur-
passes the capabilities of our senses. For instance, to understand climate change, scien-
tists need information from a large number of weather stations providing heterogeneous
weather data, such as temperature, wind speed, and precipitation.

To tackle modern sensing challenges, researchers have proposed the concept of the
Internet of Things (IoT), which aims to operate a diverse array of sensors synergisti-
cally. The advancements in IoT technologies have interconnected today’s world at an
unprecedented scale. IoT sensors, serving as the extension of human senses, are deeply
embedded in various facets of our daily lives, from temperature measurements in smart
homes [1] to traffic sensing in smart cities [2]. More recently, some researchers are even
pushing the boundaries of IoT to space [3].

The proliferation of sensors in both scale and variety owes largely to an important
paradigm shift in sensing, moving from invasive to non-invasive methods. Invasive meth-
ods, as the name suggests, involve processes that could modify or damage the object
under examination. Figures 1.1a and 1.1b depict two scenarios showcasing invasive
sensing: brix evaluation1 and hemoglobin concentration tests. In brix evaluation, work-
ers need to open the fruit and squeeze its juice on a refractometer to evaluate its sugar
level [4]. In hemoglobin concentration tests, doctors need to pierce the fingertip and col-
lect blood [5]. On the other hand, non-invasive methods can perform the same tasks
without interfering much with the object of interest. Figure 1.1c shows how researchers
in the company fresco exploit mmWave radio signals to evaluate the fruit brix level with-
out opening it [6]. Figure 1.1d shows that a hemoglobin test can be achieved by merely
placing a fingertip on top of a smartphone camera [7].

1.1. NON-INVASIVE SENSING
Non-invasive sensing is emerging as a widely adopted method in various industries.
While numerous types of non-invasive sensing techniques exist, in this thesis, we cat-
egorize them into two groups: radiative sensing and reflective sensing, as depicted in
Figure 1.2.

1.1.1. RADIATIVE SENSING

The concept of radiative sensing is shown in Figure 1.2a, where sensors gather informa-
tion about the object based on the signals radiated by the object itself. Given that many
objects around us emit energy, radiative sensing is a popular approach. A commonly
used spectrum is infrared (thermal), which cannot only detect people and animals, but
can also detect internal voids, delaminations, and cracks in concrete structures [8].

Radiative sensing, however, has inherent limitations because it cannot control the
strength of the signal emitted by the object. A low Signal-to-Noise Ratio (SNR) may re-
quire sophisticated implementations, leading to high-cost sensors.

1Brix evaluation is used to measure the sugar level in fruits.
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(a) (b)

(c) (d)

Figure 1.1: The change of sensing paradigm from invasive to non-invasive. The top row displays invasive
solutions. (a) Shows a brix evaluation that requires opening the fruit to extract its juice [4]. (b) Shows a test that
requires piercing the fingertip to extract blood [5]. The bottom row shows alternative non-invasive solutions.
(c) Shows a brix evaluation that relies on mmWave signals and does not require opening the fruit [6]. (d) Shows
a hemoglobin concentration test that simply requires placing a fingertip over a smartphone camera [7].
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Figure 1.2: Two categories of non-invasive sensing: (a) radiative sensing and (b) reflective sensing.

1.1.2. REFLECTIVE SENSING
To overcome the limitations caused by low SNR signals radiated by the object, researchers
exploit external emitters to boost the energy level. Figure 1.2b demonstrates the basic
concept. Instead of relying solely on the object’s energy, an emitter or transmitter sends
a signal that is backscattered by the object. Based on the reflected signal, the sensor can
obtain various types of information. Reflective sensing [9, 10] can be divided into two
categories.

First category: setups using passive emitters. In this type of scenario, the emitter is
outside the control of the intended application. The most representative applications
are those related to photo-sensing. For example, sunlight reflections can be exploited by
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Figure 1.3: Different wavelengths correspond to different types of monitoring targets [23].

cameras to monitor the structural health of a base station. By measuring the changes
in light intensity in pixels, researchers can quantify the level of structural vibration [11].
Another study exploits the daylight reflected from vehicles’ surfaces to identify the type
of vehicle; by placing a simple photodiode in an outdoor parking lot and it shows that car
reflections can be unique enough to be recognized [12]. Even though an ambient emit-
ter offers higher power than the object’s naturally inherent radiation, this sensing ap-
proach is dependent on the presence of the ambient source. When the emitter is absent
(dark environments) or weak (low light environments), reflective sensing also becomes
vulnerable to low-quality signals.

Second category: setups using active emitters. In this type of scenario, the emitter
is under the control of the intended application. A popular approach in this domain is
related to radar systems, where low-cost modules are being used to identify gestures [13,
14, 15], body structures [16, 17], and cardiovascular parameters [18, 19, 20]. Active emit-
ters add more overhead because they have to be installed, but they allow controlling the
signal strength. The latter is a significant advantage because it reduces the complex-
ity of the receiver. No sophisticated boosting modules or signal processing methods are
needed at the receiver, resulting in lower-cost sensors while maintaining accuracy. Addi-
tionally, unlike systems using passive emitters, which rely solely on the default spectrum
from the ambient source, active emitters can harness spectra from low-frequency au-
dio [21] to high-frequency mmWave [22].

1.2. WAVELENGTH & PERVASIVE CONSIDERATIONS
In reflective sensing, the wavelength is critical since it determines which type of target
can be detected. Figure 1.3 shows the mapping from different wavelengths to their cor-
responding popular targets. To describe the properties of the different signals, we first
divide them into two groups. The first group includes Gamma rays, X-rays, and UV; and
the second group includes Visible light, Infrared, Microwave, and Radio.

The first group has the advantage of providing fine-granular sensing, but they pose
several disadvantages as well. First, they can increase the risk of cancer under long ex-
posure [24, 25, 26]. Second, they have a short sensing range. Third, sensors with short
wavelengths are expensive, for example, an entry-level X-ray machine costs more than
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40k euros. Due to these disadvantages, this type of signal is not used pervasively.
The second group of signals does not have harmful effects on human health. Thus,

they have become central to two main pillars of modern societies, illumination and com-
munication. Among these signals, the Radio and Microwave spectra (up to 5 GHz) have
been explored widely for reflective sensing. By analyzing the reflections of the surround-
ing waves, radio tomography can detect the location of people without requiring users
to wear any special device [27, 28, 29]. Further research demonstrates that WiFi signals
can be used to detect over-the-air commands [30, 31, 32, 33, 34] and monitor the activity
of people in a privacy-preserving manner [35, 36, 37] (without cameras).

The above advances in reflective radio sensing are notable, but the Radio spectrum is
getting crowded and costly. Due to this reason, researchers are also exploring the Visible
Light, Infrared, and Microwave (above 5 GHz) spectra for reflective sensing. The focus of
this thesis is on these three spectra since they provide several advantages for pervasive
sensing . First, a large part of that spectra is safe, open, free, and has relatively fine granu-
larity. Second, the emitters and receivers are either low-cost, like in the case of mmWave
radar; or they are already widely deployed, like in the case of illumination (LEDs, photo-
diodes, and cameras).

1.3. RESEARCH PROBLEM
Considering that the IoT is giving rise to new sensing infrastructures with stringent re-
quirements, we are posed with new trade-offs. On one hand, there is a need to develop
systems that have a low cost, complexity, and ecological footprint, while being privacy-
aware. On the other hand, despite these constraints, there is a need to still maintain a
high accuracy.

Since deploying a large number of precise but expensive sensors is not an option, the
research community is investigating alternatives that require either deploying low-cost
sensors or re-purposing existing sensors for other applications. For example, instead
of using cameras for indoor monitoring, which infringes privacy, a new generation of
low-cost mmWave radars are used for that purpose [38, 39]; and instead of deploying
hospitals in remote areas, researchers are re-purposing smartphone cameras to perform
health checks such as blood pressure [40]. The main challenge solved by these studies is
achieving good accuracy with low-cost or re-purposed sensors. This thesis follows that
same line of research: expanding the pervasiveness of reflective sensing systems in the
Visible Light, Infrared, and Microwave spectra. To contribute to tackling that challenge,
we need to answer the following research question:

What design alternatives are available to approach the performance of high-end
sensors with either low-cost or re-purposed sensors?

This thesis argues that the above research question can be explored through different
options. In Figure 1.4, we propose a framework to classify those design options. The fig-
ure captures the gap in sensing applications between what is desired (application data)
and what is available (object). In conventional approaches, the gap is mainly filled by
high-end sensors purposely designed for the required task and some methods on top of
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Figure 1.4: Different approaches to fill up the sensing gap. Conventional solutions (leftmost plot), fill up the
sensing gap with precise sensors. When low-cost or re-purposed sensors are used, the sensing gap increases
(case 1), and it can be filled up by enhancing the methodology (case 2), sensor (case 3), or object (case 4). The
vertical length of each block indicates its capability. The shaded color indicates our main improvements.

the sensor to perform data processing. If, on the other hand, the system relies on low-
cost or re-purposed sensors, the sensing gap is exposed.

The sensing gap can be investigated at two levels. The first level is to solely quan-
tify the gap, without trying to bridge it (case 1). From a research perspective, such an
approach allows exposing the magnitude of the problem raised by using low-power or
re-purposed sensors. The second level is to bridge the gap (cases 2, 3, and 4). For this
approach, we identify three alternatives.

The first alternative is to enhance the methodology (case 2). For scenarios where the
sensor is re-purposed, an enhanced methodology could overcome the low quality of the
received signals. Advanced signal processing and machine learning techniques are par-
ticularly valuable for this alternative.

The second alternative is to enhance the re-purposed sensor (case 3). The best exam-
ple of this alternative is the use of smartphones for health-related applications. Several
studies show that optimizing different camera parameters or performing minor physi-
cal modifications to the microphone can allow checking auditory or cardiovascular is-
sues [41, 42].

The third alternative is to enhance the object (case 4). Given that reflective sensing
is fundamentally determined by the properties of the object’s external surface, for some
applications, it may be possible to perform minor modifications to the object’s surface
to facilitate sensing.

1.4. THESIS CONTRIBUTIONS & USE CASES
Given the breadth of research on reflective sensing, not only based on the different spec-
tra but also based on the wide range of applications, this thesis considers four case stud-
ies. These studies rely on sensors using the Microwave, infrared, and Visible Light spec-
tra, and cover different types of applications, from people and vehicle monitoring to
biometric authentication. The details of each case study, their respective sub-research
questions, and the contributions of each chapter of this thesis are presented next.
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1.4.1. CHAPTER 2 - MEASURING THE SENSING GAP

AN APPLICATION OF PEOPLE MONITORING WITH MICROWAVE SENSORS

This chapter investigates the feasibility of using low-cost microwave sensors instead of
precise optical sensors. The application of interest is outdoor people counting, which
is a key application for smart cities [43]. Currently, reliable solutions for people count-
ing depend on camera-based techniques [44, 45]. However, cameras violate new GDPR
regulations and their field-of-view is easily blocked by obstacles.

New mmWave sensors overcome some of these problems. These sensors, operat-
ing in the 60-64 GHz spectrum, use signal reflection for object detection, like any other
radar system. Their wavelength is sufficiently broad to prevent facial recognition, align-
ing with GDPR requirements, while still being effective for crowd monitoring. Moreover,
mmWave sensors are less expensive and more energy-efficient than camera systems. For
instance, the IWR6843 mmWave sensor, priced at around 200 euros, is cheaper than the
800-euro XOVIS PC2SE Outdoor face-blurring camera.

A shortcoming of mmWave sensors is that they have been mainly evaluated in indoor
environments [46, 47]. This chapter investigates the performance of mmWave sensors
in realistic outdoor scenarios. In our setup, we deploy two nodes on our university cam-
pus with a weather-proof casing. The setup tracked the flow of pedestrians and cyclists
over a period of three months considering different types of weather conditions and en-
vironmental dynamics. The study in this chapter allows us to analyze the shortcomings
of mmWave radar with the following research question:

Case 1: What is the sensing gap between mmWave sensors (low-end sensors) and
cameras (high-end sensors) for people counting in dynamic outdoor environments?

Contribution: Our contributions towards analyzing the sensing gap of mmWave sen-
sors are threefold. First, we perform a careful set of experiments to design an appropri-
ate radome (radar cover), considering important parameters such as radome material
width and sensor placement. Through tests, we show that our radome outperforms a
commercial alternative in terms of coverage. Second, we deploy mmWave sensors at a
site frequented by cyclists and pedestrians, collecting data for three months in varying
weather conditions (sunny, foggy, rainy, and windy days). Third, through thorough eval-
uations, our analysis indicates that low-cost radar sensors provide low correlation coef-
ficients for people counting, ranging from 60% to 85%, lagging behind the less than 10%
error rate of commercial people-counting cameras. Overall, the sensing gap exposes sig-
nificant room for improvement in outdoor scenarios, be it enhancing the methodology,
sensor or object.

1.4.2. CHAPTER 3 - ENHANCING THE METHODOLOGY

AN APPLICATION OF CARDIAC IDENTIFICATION WITH INFRARED SENSORS

In this chapter, we present a general method for authentication with cardiac signals. Cur-
rent security methods –such as fingerprint, face, and iris recognition– rely on external
biometric patterns that can be obtained by attackers since they are constantly exposed.
To pursue a higher security level, researchers are shifting their focus to unique internal
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features like cardiac patterns [48, 49]. These patterns reside beneath the skin, thereby
rendering it more challenging for attackers to acquire them. The primary technique for
capturing these patterns is photoplethysmography (PPG), which uses reflective sensing
principles to measure blood flow changes and capture cardiac patterns [48, 50].

The performance of cardiac authentication depends on the quality of the sensor.
Instead of performing authentication with advanced cardiac equipment [51, 52], our
framework relies on cardiac signals gathered with low-cost infrared sensors or by re-
purposing smartphone cameras using the visible light spectrum. By placing the fingertip
on top of a low-cost PPG sensor or a smartphone camera, a unique user pattern can be
identified to unlock a system.

The challenge is that, in realistic scenarios, the quality of cardiac signals obtained
with low-cost or re-purposed sensors is low, preventing systems from obtaining stable
and distinct features. To bridge the performance gap, one alternative is to design a more
advanced method, which leads to the following research question.

Case 2: Can a general methodology be designed to exploit low-quality cardiac signals
for authentication?

Contribution: Our research addresses the sensing gap of low-end cardiac identification
with three major contributions. First, we introduce an adaptive filtering technique to ob-
tain stable and distinct features between subjects. Second, instead of assuming a single
cardiac morphology per user, we show that users have multiple morphologies, enhanc-
ing the system’s real-time response and user inclusion. Third, we propose a multi-cluster
approach with Mahalanobis distance measurements to counter non-linear effects. Our
study considers low-cost and re-purposed sensors (pulse oximeter and cameras), includ-
ing both healthy and unhealthy individuals. The results indicate that the improvements
in our methods reduce the sensing gap between 10% and 15% in terms of identification
accuracy.

1.4.3. CHAPTER 4 - ENHANCING THE RE-PURPOSED SENSOR

AN APPLICATION OF CARDIAC IDENTIFICATION WITH SMARTPHONE CAMERAS

This chapter builds upon the previous one. In the prior chapter, we bridge the sensing
gap by focusing solely on the methodology (case 2 in Figure 1.4). In this chapter, we
experiment with enhancing the sensor itself (case 3 in Figure 1.4).

Considering that cameras are not designed to capture cardiac patterns, camera sig-
nals are of lower quality than those collected from a purposedly-designed PPG sensor.
The design differences reduce the authentication accuracy. An enhanced methodology
can overcome some issues related to low-quality signals, as done in the prior chapter,
but it is also valuable if a re-purposed sensor can be improved to get signals that are as
similar as possible to the original sensor.

The difference in performance between PPG sensors and smartphones is due to the
different emitters, receivers, and spectra used by both devices. As an emitter, the PPG
sensor uses an LED that radiates infrared light, while the smartphone uses a flashlight
that emits (white) visible light. Infrared light is better suited to track changes in blood
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flow. As a receiver, the PPG sensor uses a photodiode tuned for the IR spectrum, while
the smartphone uses a camera tuned for pictures and videos. Considering these design
differences, we pose the following research question.

Case 3: Despite the different hardware and spectra, can the parameters of smart-
phone cameras be fine-tuned to resemble a PPG sensor?

Contribution: We propose a framework that makes smartphone cameras behave as
close as possible to PPG sensors. Our solution bridges the sensing gap by enhancing the
sensor, with three main contributions. First, we analyze the available camera parame-
ters and optimize their configuration to obtain stable cardiac signals with a high SNR.
Second, we investigate different fingertip pressure levels, from no pressure to excessive
pressure, and identify the best pressure for each subject during the PPG collection pro-
cess. Third, we evaluate our camera-based PPG authentication with a comprehensive
dataset including 58 subjects. The results show that our system can bridge the sensing
gap, achieving comparable authentication performance to PPG sensors.

1.4.4. CHAPTER 5 - ENHANCING THE OBJECT

AN APPLICATION OF INDOOR LOCALIZATION WITH VISIBLE LIGHT

This chapter introduces a method to bridge the sensing gap by enhancing the object’s
surface (case 4 in Figure 1.4). The application used for this case study is indoor local-
ization, which is widely studied. Among the various indoor positioning approaches,
systems using the lighting infrastructure are gaining significant attention. In these sys-
tems, light bulbs act as anchors, modulating their intensity to send location information
to nearby users or objects. The strength of visible light waves is that, contrary to radio
waves, they do not suffer from severe multi-path effects, enabling centimeter-level pre-
cision with simple light bulbs [53, 54].

Visible light positioning systems provide high accuracy, but they share a common
constraint: the object of interest needs to carry an optical receiver, a processor with
a camera or a photodiode. This constraint introduces practical challenges in terms of
installation, battery maintenance, and practical operation because the sensor must be
always placed on the external surface of the object.

To extend the benefits of localization with visible light, it would be important to an-
alyze if accurate positioning can be attained passively. That is, instead of placing the
photosensors on the object, simple photodiodes can be placed on the ceiling –together
with the light bulb– to measure light reflections. These reflections can then be processed
to provide indoor positioning. Targeting this passive localization scenario leads to the
following research question.

Case 4: Can the external surface of some objects be enhanced to attain accurate lo-
calization with light reflections?

Contribution: Our research addresses the sensing gap of passive localization using light
with three main contributions. First, we eliminate the active sensor on an object by re-



1

10 1. INTRODUCTION

purposing the object’s surface with barcode-like ID patterns. Exploiting reflection geom-
etry, our system can achieve positioning and identification simultaneously in a passive
manner. Second, we modify (re-purpose) light bulbs to provide multi-beam coverage to
create fine-grained reflection signals. Third, we evaluate our system in a scaled-down
scenario, and the results show that the ID and location of an object can be obtained with
cm-level accuracy (barring blind spots).

Chapters 2, 3, 4 and 5 are presented in the following papers:

• Weizheng Wang, Girish Vaidya, Anup Bhattacharjee, Francesco Fioranelli, Marco
Zuniga (2023). A Long-Term Study of mmWave Sensing in an Outdoor Urban Sce-
nario. In Proceedings of the 19th Annual International Conference on Distributed
Computing in Smart Systems and the Internet of Things (DCOSS-IoT).

• Weizheng Wang, Qing Wang, Marco Zuniga (2023). Taming Irregular Cardiac Sig-
nals for Biometric Identification. ACM Transactions on Sensor Networks (TOSN).

• Weizheng Wang, Qing Wang, Marco Zuniga (2022). CardioID: Mitigating the Ef-
fects of Irregular Cardiac Signals for Biometric Identification (Best Paper Runner-
up). In Proceedings of the International Conference on Embedded Wireless Systems
and Networks (EWSN).

• Weizheng Wang, Marek Vette, Qing Wang, Jie Yang, Marco Zuniga (2022). Cam-
PressID: Optimizing Camera Configuration and Finger Pressure for Biometric Au-
thentication. In Proceedings of the IEEE International Conference on Mobile Ad Hoc
and Sensor Systems (MASS).

• Weizheng Wang, Qing Wang, Junwei Zhang, Marco Zuniga (2020). PassiveVLP:
Leveraging Smart Lights for Passive Positioning. ACM Transactions on Internet of
Things (TIOT).

• Weizheng Wang, Qing Wang, Junwei Zhang, Marco Zuniga (2018). Leveraging
smart lights for passive localization. In Proceedings of the IEEE International Con-
ference on Mobile Ad Hoc and Sensor Systems (MASS).
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A LONG-TERM STUDY OF MMWAVE

SENSING IN AN OUTDOOR URBAN

SCENARIO

The first step in bridging the sensing gap between low-cost and high-end sensors is to
measure the difference in performance. In applications related to crowd monitoring,
cameras can count the number of people precisely, but a clear image violates privacy reg-
ulations. Millimeter Wave (mmWave) sensors, on the other hand, only capture a vague
representation of people due to their longer wavelength, complying with privacy regula-
tions. In this chapter, we take mmWave sensors out of indoor scenarios, where they are
usually evaluated, and test them thoroughly in an outdoor setup. Our work measures
the sensing gap between cameras and mmWave sensors for people counting over three
months considering different weather conditions. The results showcase a large sensing
gap. Low-cost radar sensors provide low correlation coefficients for people counting, be-
tween 60% to 85%, lagging behind commercial people-counting cameras with over 90%
accuracy.
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2.1. INTRODUCTION

The modernization of the urban infrastructure promises efficient and safe delivery of
services in public places. Many of these services require sensing people’s flow. For in-
stance, pedestrian monitoring can avoid unsafe crowding situations. Similarly, through
active crowd management at tourist destinations, it is possible for civic authorities to
intervene in a timely manner [55].

There are two popular mechanisms for sensing people-traffic, viz., device-based and
vision-based. The device-based mechanisms count the number of devices, such as mo-
bile phones, to estimate the traffic in a particular area [56]. The main limitation of this
method is that it assumes that every individual carries one device. On the other hand,
the affordability of cameras and the simultaneous advancement in vision processing
algorithms have made vision-based systems a popular choice for monitoring people-
movement. The city of Amsterdam alone has more than 1000 registered cameras de-
ployed for crowd sensing [57].

While the deployment of sensors is necessary for monitoring the crowd flow, the in-
creasing number of cameras in public spaces can be problematic. Cities such as London,
with more than six hundred thousand surveillance cameras, have triggered concerns
amongst privacy advocates [58]. To circumvent this concern, a few privacy-friendly cam-
eras are commercially available. Some cameras blur the faces, while others can be con-
figured not to share any images and instead pass only the people count for further anal-
ysis. However, such software mechanisms may still be prone to hacking. More impor-
tantly, there is the issue of perceived privacy, which cause many citizens to have strong
reservations even with privacy-aware cameras [59].

2.1.1. CHALLENGES IN MMWAVE SENSING

Millimeter wave (mmWave) radar is emerging as a promising alternative for privacy-
preserving crowd monitoring. mmWave radar detects people and objects as point clouds,
making it difficult to collect personal information. The mmWave radars are available as
compact single-chip solutions, and this improved availability and affordability has en-
couraged their wider acceptance and deployment.

While recent works have explored the possibility of mmWave radar deployment for
sensing people’s flow [60, 61, 62], they have several limitations. First, most deployments
have been done under indoor conditions. For urban applications, the mmWave sensor
must be deployed outdoors. This implies that the radar must be enclosed in a radome1.
The design of the radome –which comprises its material, thickness, and placement of
radar– significantly influences the performance of the system. Secondly, the studies have
been conducted for a short duration, thus not capturing the impact of sustained opera-
tions under varying weather conditions. Thirdly, most of the current literature captures
the performance of the radar under a controlled flow of people. Through this work, we
design a suitable radome and investigate the performance of mmWave sensing with a
flow of real-world pedestrians and bikers in the license-free band (60 GHz).

1A radome is a structure to protect radar equipment, and it has to be made from material that is transparent
to radio waves
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2.1.2. OUR CONTRIBUTION
To overcome the above limitations, we perform a thorough evaluation of mmWave radar
using the IWR6843ISK platform [63]. In particular, our contribution is three-fold.

• A careful radome design [Section 2.3]. We perform a careful set of experiments to
design an appropriate radome. Our design considers important parameters such
as the width of the material and the exact location of the radar sensor inside the
radome. We compare the performance of our prototype with a commercial alter-
native and show that we perform better in terms of coverage.

• A real-world deployment [Section 2.4]. We deploy two mmWave radar sensors to
monitor real-world people’s movement and compare their outputs with those from
commercial camera-based sensors. The location is regularly used by cyclists and
pedestrians. We gather per-minute data over a period of three months. The time
frame considers sunny, foggy, rainy, and windy days.

• A detailed evaluation [Sections 2.5 and 2.6]. We utilize precision, recall, and cor-
relation metrics with different levels of granularity to quantify the performance of
mmWave sensing. Our results show that, compared to the high accuracy of in-
door scenarios, radar systems outdoors still need to improve. Detecting empty
spaces has an accuracy of 85% and estimating the flow of people has correlation
coefficients between 60% and 85%, depending on the weather condition. We be-
lieve that, compared to the error rate provided by people-counting cameras (below
10%), the current performance of radars still needs to improve.

2.2. BACKGROUND

2.2.1. PROPERTIES OF MMWAVE SENSING
Frequency Modulated Continuous Wave (FMCW) radars are a special class of mmWave
radars, that are commercially available in a miniaturized form-factor for wide-scale de-
ployment. FMCW radars have a carefully designed array of transmitter and receiver an-
tennas. The radar sends chirp signals, which are reflected by the environment and pro-
cessed by the system to provide point clouds for all the moving objects, as shown in
Figure 2.1. The point clouds provide angular information of the objects, as well as the
range and velocity [64].

The fact that people, or any dynamic element, are represented as points is the key
strength of mmWave sensors to maintain privacy. In the GHz bands, the wavelengths
are in the order of a few millimeters, which are too long to capture the fine granularity
present in human faces. Thus, even if the radar platform is hacked to obtain the raw
signals, the attacker will be fundamentally limited regarding the depth of information
that can be attained.

To capture mobile elements as cloud points, the mmWave radar has algorithms that
remove static clutter [65]. Since indoor scenarios offer a stable static background, mobile
elements reflect clear signals. Furthermore, indoor evaluations do not require adding a
case, and hence, do not need to consider the attenuation and distortion that is inher-
ent to mechanical enclosures. These two properties, static background and no need
for casings, allow mmWave studies to deliver indoor applications that not only provide
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Figure 2.1: Point Cloud Tracking.

tracking [66] but also 3D skeleton reconstruction [67] and vital sign monitoring [68]. Out-
doors, the radars need casing and the background is not static. Animals can be under the
field of view and weather conditions can affect the quality of the reflected signal (rain or
fog). Furthermore, wind also has a pernicious effect because it blows leaves, plants, grass
and other objects that appear in the point cloud measurements. It is, hence, more chal-
lenging to perform mmWave sensing in outdoor scenarios.

2.2.2. FREQUENCY RANGES FOR MMWAVE SENSING

Another element that is often overlooked in mmWave studies is the operational band.
mmWave radars are available in three bands: 24GHz, 60GHz and 77GHz. The 77GHz
band is generally reserved for automotive applications. Initially, we wanted to use a sen-
sor on this band (to complement the traffic information gathered by cars), but we con-
sulted a municipality that did not approve of its use. The 24GHz band has two main com-
ponents, an Ultra-Wide Band (UWB) and a NarrowBand (NB). Spectrum regulations and
standards developed by the European Telecommunications Standards Institute (ETSI)
and Federal Communications Commission (FCC) prohibit new industrial products from
using the 24GHz UWB. The NB offers a limited bandwidth of 250MHz, adversely affect-
ing people-detection in this spectrum. On the contrary, the 60GHz sensor operates in
the free ISM band and offers a wide bandwidth of 4GHz, providing richer point clouds
and thus better object identification and tracking [69]. In our deployment, we use the
IWR6843ISK platform from Texas Instruments (TI) in the 60GHz band.

2.3. RADOME DESIGN

An important consideration for any outdoor radar deployment is the design of the casing
to protect the hardware from weather-related phenomena. This enclosure is called the
radome and it needs to be transparent to radio waves.

We considered using a commercial product that already has a radome but each node
costs 600 $ and the node is designed for indoor scenarios [70]. Given that the price of the
mmWave chip is 120 $, significant savings can be achieved if we design our own casing.
Later in this section, we compare our design with the commercial product and show that
our prototype not only saves costs but also attains a better performance.
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(a) Key parameters for a radome’s
design

(b) Experimental setup for radome
design, the radar has a front alu-
minum plate

(c) Results of the tests with PTFE (Teflon) sheets of
different thicknesses and distances from the radar
antennas

Figure 2.2: The experiments for radome design.

2.3.1. PARAMETER ANALYSIS
To design a radome, one needs to take into account two main aspects. The first one is
simple: To consider the mechanical and electronic requirements for placing the radar
chip, the microcontroller, and the power circuitry. The second aspect is more complex:
To analyze electromagnetic effects in order to minimize distortions to the emitted and
received signals.

A thorough design of a radome requires full electromagnetic simulations [71, 72].
Our objective is not to make an optimal design from an electromagnetic perspective, but
to build an inexpensive casing that does not hinder performance. With that goal in mind,
we focus on three key parameters: the type of material, its thickness, and the distance of
the radome to the radar’s antennas. These parameters are captured in Figure 2.2a.

Material. Following the suggestion from the manufacturer (Texas Instruments), we
use PTFE (Teflon) as the material for our casing. Teflon has a relatively low cost and it
is easy to cut (manipulate) into the desired shape. Furthermore, there are off-the-shelf
sheets available with different thicknesses, which is important because the thickness is
another critical parameter.

Thickness. In mmWave systems, the signal’s bandwidth usually spans several GHz.
This means that the wavelength value will vary across such bandwidth and thus the op-
timal radome thickness will vary as well. Thus, in our evaluation we test sheets with nine
thickness values, equal to 0.5, 1.0, 1.5, 2.0, 2.9(∼ 3.0), 4.0, 4.9(∼ 5.0), 5.1, and 6.0 mm.

Radome-antenna distance. The radome-antenna distance is determined by the sig-
nal’s wavelength. Theoretically, it can be demonstrated that the optimal distance to min-
imize reflections caused by the radome is an integer multiple of half the wavelength in
air [71, 72]. Using the central frequency as the reference point, our evaluation considers
four distance values: 1.25 mm, 2.5 mm, 5 mm, and 10 mm, corresponding in terms of
wavelength to λ/4, λ/2, λ and 2λ.

Shape. For imaging applications, the best shape is a spherical casing to ensure that
the waves’ propagation distance traveled within the dielectric radome is constant with
respect to the angle of the radar’s field of view [71, 72]. Similar to the commercial product
we use as a benchmark (explained next), we use a flat surface due to its simplicity and
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the fact that we are not focused on exact imaging applications, but on simple tracking.

2.3.2. EVALUATION.

To obtain the final radome’s design, we test Teflon sheets considering all 36 combina-
tions of thicknesses (9 values), and antenna-teflon distances (4 values).

To test the different configurations we use a flat aluminum plate as a target (due to its
strong reflection). This plate is placed in front of the radar at the boresight, at a distance
of approximately 6m. Figure 2.2b captures the setup used for the radome design.

As a quantitative metric to compare the different configurations, we use the Inte-
grated Side Lobe Ratio (ISLR). This is the ratio between the energy of the sidelobes in the
radar range profile and the energy of the main lobe associated with the target response.
Lower values indicate better performance in the sense that the target lobe will be more
easily detectable.

Figure 2.2c shows the ISLR results. It can be seen that the best values are obtained
for PTFE sheets of thickness equal to 1 mm and a distance from the antennas of λ/4,
i.e. 1.25 mm. These are the values used for the final fabrication of the radome, shown
in Figure 2.4. It is important to highlight the importance of the empirical evaluation
because the theoretical values for thickness and distance are not optimal.

2.3.3. COMPARISON WITH COMMERCIAL PRODUCT

We bought one unit of a commercial product, viz., WAYV Air from Ainstein, to bench-
mark the performance of our system. It uses the same mmWave chipset we use in the
60 GHz band. The brochure states that the sensor is designed for indoor scenarios with
a maximum range of 6 m. Considering that the sensor is not designed for outdoor use
(the casing does not appear to be weatherproof), our evaluation is done on a clear day in
the same setup as our platform, c.f. Figure 2.3. In this outdoor evaluation, the range was
around 2.5 m, and the system had trouble detecting more than three people. The cost of
the Ainstein sensor is 600 $, while the total cost of our system is 310 $. The itemized costs
are presented in Table 2.1. Besides reducing our costs by half, we also triple the range. In
the next section, we describe the configuration used to achieve a range around 8 m. We
cannot make conclusive remarks about the reasons for the differences in the design of
our systems since all the design details of the Ainstein sensor are not available.

Table 2.1: Costs of Materials.

Component Price($)/piece(excl. Taxes)
mmWave sensor: IWR6843ISK 120.87
Processor: RaspberryPi 4B 49.77
Casing: Front Radome (Teflon) 101.12
Casing: Back (Plastic) 12.74
Other (adapters, cables, etc.) ≈26.50
Total Price($) (excl. taxes) 311
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Figure 2.3: Scenario. The gray path is for pedestrians and
the orange path is for bikes. The scenario has two cam-
eras (outside our control) and two of our mmWave sen-
sors.
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Figure 2.4: The mmWave modules installed on
poles.

2.4. EXPERIMENT SETUP
Two mmWave sensors are deployed on our university campus. The data analyzed for
this submission corresponds to three months: from January 2022 until April 2022. Dur-
ing this time, the sensors experienced diverse weather conditions. We collected the tem-
perature, humidity, wind, precipitation and fog parameters through a weather station
located in proximity to our deployment.

2.4.1. INSTALLATION SETUP

Figure 2.3 shows our deployment. The radome-enclosed sensors are placed on lamp
posts adjacent to a road frequently used by pedestrians and cyclists. The nodes are in-
stalled close to two people-counting cameras that were present in the scenario to bench-
mark the performance of the mmWave sensors. The nodes are placed at a height of
3.54 m to avoid any pilferage. The orientations have an elevation angle of 25◦, and az-
imuth angles of 30◦ and 150◦. The casings have rubber gaskets, cable glands and pressure
valves to ensure the radomes are resilient to water leakage.

2.4.2. SYSTEM CONFIGURATION

Sensor node: Figure 2.4 shows two sensor nodes. The left sensor is closed and ready to
be deployed, and the right sensor is open. Each node consists of a TI IWR6843ISK as the
mmWave chipset and a Raspberry Pi (RPi) 4B as the computational unit. The mmWave
sensor computes the point clouds and counts the number of passing objects. This data
is shared with the RPi through a UART link, and the RPi uploads the data to the cloud via
WiFi. The power supply unit is connected to the AC mains and generates a regulated DC
voltage suitable for the mmWave module and RPi.

The computation of point clouds, static-noise removal, and overall tracking is done
by the firmware provided by the manufacturer (Texas Instruments). The firmware allows
selecting different configurations, through empirical evaluation, we choose the configu-
ration for ‘Sense and Direct HVAC Control’. The configuration generates a 2-dimensional
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Figure 2.5: Eagle-eye view of deployment.

point cloud and covers the range and velocity parameters for our use-case. The range
and velocity are 10.35m and 6.065 m/s respectively, while their resolutions are 0.089 m
and 0.047 m/s.

2.4.3. AN INDIRECT MEASUREMENT OF ACCURACY

As stated before, we co-locate the mmWave sensors with people counting cameras. The
cameras, however, are not under our control. These cameras only report the number
of people in the Field-of-View (FoV), but their FoV differs in shape and size from the
mmWave’s FoV. Figure 2.5 shows that while the FoV of the cameras is rectangular (two
yellow boxes), the mmWave sensor has a conical FoV (blue cones). Thus, the objects
seen by the cameras and mmWave sensors differ. For instance, while objects 3 and 4 are
detected by mmWave sensors as well as the corresponding cameras; only the cameras
will observe objects 1 and 2; and only the mmWave sensors will observe objects 5 and 6.
Overall, due to their bigger coverage, the cameras will see more people on average.

One approach to overcome this disagreement would be to modify the orientation of
the cameras and utilize basic signal processing to bound the cameras’ coverage to match
the radars’ coverage. However, due to stringent privacy regulations, we were not allowed
to access the camera’s images or modify their FoV in any way2.

The inability to change the parameters or configuration of infrastructure that is al-
ready deployed is an important and frequent challenge in real urban setups. These con-
straints are in place to avoid jeopardizing in any way the safety, security or privacy of
citizens.

To alleviate the disagreement between the different coverages, in the next section we
propose a framework with different metrics to compare the performance of these two
systems.

2The Ethics Review Board gave us permission to deploy the mmWave nodes.
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Figure 2.6: Confusion matrix. The heatmap follows a log scale.

2.5. EVALUATION FRAMEWORK
Considering that the cameras and mmWave sensors have different coverages, we first
need to identify the appropriate metrics, periods and quantization levels to make sure
that we do not distort the comparisons further. We start by formally defining the metrics,
and then, we use those metrics to analyze the effect of different monitoring periods and
quantization levels. Our analysis first focuses on empty areas and then on scenarios with
one or more people.

2.5.1. ANALYSIS OF EMPTY AREAS
Our sensors have a sampling rate of one image per minute. Thus, during the three-
month period, we gather around 130K samples for each sensor. Figure 2.6 shows the
confusion matrix for one of the cameras and its corresponding mmWave sensor. Given
that the coverage of the sensors is different, this matrix has to be considered carefully
because the camera does not provide the ground truth, only an approximation of it. In
spite of these differences, we are able to obtain one important insight.

Insight 1: Outdoors, mmWave sensors have an error of 15% detecting empty scenar-
ios. Despite the differences in coverage, the fact that the camera’s view is greater than the
radar’s, allows us to state –with high probability– that if the camera does not detect any
person, the radar should not detect any either 3. Thus, using the confusion matrix in
Figure 2.6, we could use precision and recall to quantify the performance of mmWave
sensors in detecting if an area is indeed empty. The precision of the system is 94%, that

3mmWave sensors can sense people in areas 5 and 6 outside of the cameras’ FOV (yellow boxes) in Figure 2.5.
However, almost all people commute on the paved road (pedestrian and cycling paths). Hence, when cameras
cannot sense people, radar sensors probably cannot sense people either.
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is, if the mmWave sensor indicates that the area is empty, very likely it is. The recall, on
the other hand, is 76%, which means that almost a quarter of the empty scenarios are
deemed as busy, i.e. the mmWave sensor indicates that there are one or more people
when there are none in fact. The low recall is an artifact of the high background noise
present in outdoor scenarios, any mobile element –an animal or a moving object – may
be confused as a person. Overall, combining the precision and recall of the mmWave
sensor into the F1 metric gives an accuracy of 84%, which is lower than the high accu-
racy reported for indoor scenarios (error ≤ 1 person for 97.8% [22]).

2.5.2. ANALYSIS OF OCCUPIED AREAS (ONE OR MORE PEOPLE)
The analysis done for empty areas cannot be applied to busy areas (one or more people).
Given that the camera has a bigger coverage, it can detect the presence of persons that
are not under the radar’s coverage. Partly due to this smaller coverage, the radar’s recall
for presence detection drops to 67%, that is, around 30% of the time when the camera
reports a person (or persons), the radar reports an empty scenario. The confusion matrix
in Figure 2.6 also captures this underestimating behavior due to the larger coverage of
the camera: the lower triangle has more points than the upper triangle. Next, we propose
using correlation metrics to overcome the different coverages for scenarios with one or
more people.

To analyze occupied periods, we first filter out all the samples where the camera
indicates zero presence, and then, use correlation coefficients to analyze the count-
similarity between the sensors. The use of a correlation metric builds upon the assump-
tion that, over time, the flow of people observed by the mmWave sensor is proportional
to the flow observed by the camera.

CORRELATION COEFFICIENT

The Pearson correlation coefficient is a widely accepted measure to evaluate the correla-
tion between two variables, X and Y . The coefficient has a range between [-1,+1]. Values
around ±0.8 are considered to have a high correlation, values around ±0.4 are deemed as
a medium correlation and 0 implies that there is no dependency between the variables.
Equation 2.1 gives the mathematical definition.

ρX ,Y =
∑N

i=1(xi − x̄)(yi − ȳ)√∑N
i=1(xi − x̄)2

√∑N
i=1(yi − ȳ)2

(2.1)

where, N is the sample size in X and Y . xi , yi are the i th individual sample points of X
and Y . x̄, ȳ are sample means for X and Y , i.e., x̄ = 1

N

∑N
i=1 xi .

PEOPLE-FLOW

Most crowd-sensing applications are not interested in an instantaneous view, but the
flow over a period of time. Thus, instead of correlating the individual samples, we cor-
relate the flow of people. The people’s flow is the total number of people detected over
a certain period of time. Formally, if we denote a j as the number of people sampled at
time j , the flow (xi ) for a period τ is given by: xi=t =∑t+τ

j=t a j .
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Figure 2.8: Correlation under different quantization
levels.

In our analysis, we denote xτi and yτi as the flows measured at the mmWave sensor
and camera, respectively, for a period τ. These flows are inserted in Equation 2.1 to
obtain the correlation between the two types of sensors.

Figure 2.7 shows the comparison of correlation coefficients for different durations,
viz., 15 minutes, 30 minutes, 1 hour and 2 hours. We see that the correlation coefficients
increase as the period increases, but the difference is not significant. Thus, for simplicity,
we use only the hourly flow for the remainder of our evaluation.

QUANTIZATION LEVELS

Often, crowd-monitoring applications do not require the exact number of people but
labels such as ‘Sparse’ or ‘Busy’. Thus, we compare the correlation of three granularity
levels, viz., (i) No quantization, where the original xτi and yτi values are used in the cor-
relation; (ii) Fine-quantization, where the crowd levels are divided into five categories
and only the crowd levels are correlated; and (iii) Coarse-quantization, with three crowd
levels. Tables 2.2 and 2.3 define the thresholds for the fine and coarse quantization, re-
spectively.

Figure 2.8 shows the correlation coefficients for the two mmWave radars and their
corresponding cameras at different quantization levels. We observe that the correlation
increases for more fine-granular levels. The coarse quantization shows a correlation of
around 0.4 while the fine- and no-quantization are around 0.6. This difference is not
due to limitations of the hardware or the algorithms to measure low granularity levels,
but it is rather an artifact of Pearson’s equation, which penalizes the inaccuracy intro-
duced by reducing the maximum range of the coarse quantization, capped at 31 people
in Table 2.3. To avoid this artificially generated error, we consider the no-quantization in
our next results.

Table 2.2: Threshold levels for fine-quantization.

Flow Levels Empty Sparse Normal Busy Crowded
Hourly people flow 0 1-12 13-30 31-60 Ê 61
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2.6. WEATHER OBSERVATIONS

Until now we have analyzed the aggregated data. In this section, we evaluate the impact
of individual weather conditions. This evaluation is imperative for outdoor deployment.
Using the information from a weather station close to our university, we divide the sam-
ples based on different weather parameters: temperature, humidity, precipitation, solar
radiation, wind and fog. There were also a few days with snow but the samples were too
few to analyze that condition. It is important to highlight that the weather station only
provides data every six hours. Hence for true representation, we label only the samples
close to the reporting time (± 1 hour). In effect, this means that over a period of six hours,
we only have two samples for the hourly flow, instead of six.

To measure the correlation between both sensors, we first filter out the samples where
the camera indicates zero presence. This is done for two reasons. First, 85% of the sam-
ples show no people, and hence, we do not want to skew the analysis. Second, the assess-
ment of basic presence has been already done with precision and recall. After filtering
the data, we use the hourly flow of people considering no quantization. The unquantized
data for the radar and camera are then evaluated with the correlation coefficient.

To assess the impact of each weather condition, we segment them into bins. While
the temperature, humidity, solar radiation and wind speed are divided based on different
intervals, precipitation and fog are binned depending upon their presence. For example,
Figure 2.10b shows four bins for temperature, but Figure 2.10d only shows two bins for
precipitation: rain and no rain.

There are two important aspects that need to be considered for correlation analysis.
First, we need a sufficient number of samples because, statistically, having few samples
may incorrectly represent the impact. Second, the range of the values needs to be similar,
otherwise, the Pearson equation adversely skews the correlation for lower ranges (as we
saw during the analysis of different quantization levels, c.f. Figure 2.8).

To obtain the number of samples and ranges for all weather conditions (and their
bins), we use the data from camera-1. Figure 2.9 show the box-plots for temperature,
humidity, solar radiation, precipitation, wind speed and fog; and Figure 2.10 plot their
respective correlation coefficients. The boxplots capture the quantiles and mean (red
asterisk), and at the top of the plot, we state the number of samples. The correlations for
the two sensors are represented in different colors: blue for radar/camera 1 and red for
radar/camera 2 in Figure 2.10.

We divide the results into two main groups: benign and harsh conditions. Benign
conditions are those where we do not expect the sensor to be impacted much, such as
changes in temperature, humidity or solar radiation. Harsh conditions capture more
challenging parameters, such as precipitation wind and fog.

Table 2.3: Threshold levels for coarse-quantization.

Flow Levels Empty Normal Crowded
Hourly people flow 0 1-30 Ê 31
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Figure 2.9: People flow under different levels of weather conditions. In each level of a weather condition (each
box-plot in a figure), we show the mean, quantiles, extremes and total sample number (on top of the box-plot).

2.6.1. BENIGN CONDITIONS
For temperature, humidity and solar radiation, the correlation values in Figure 2.10 fol-
low the mean (red asterisks) in Figure 2.9. For example, for solar radiation the correla-
tion increases for the first three bins and then drops (Figure 2.10a), following the same
pattern of the mean in Figure 2.9a. There are some cases where the correlation coeffi-
cient does not follow the mean, but this effect can be explained by the lower number
of samples. For example, for temperature, the correlation coefficients of the first three
bins (Figure 2.10b) follow the mean of Figure 2.9b, but the last point drops because the
number of samples decreases significantly from 118 to 37. The trends for humidity are
more stable, the correlation coefficients (Figure 2.10c) capture the slow decreasing trend
of the mean (Figure 2.9c) but without major differences. Overall, the above observations
provide a second important insight.

Insight 2: Under benign weather conditions, radar sensors provide correlation coef-
ficients that lay mainly between 60% and 85%. Correlation coefficients cannot be used
strictly as metrics for accuracy, i.e. we cannot state that radars are 60%-85% accurate,
but they indicate that even though radar sensors cannot track the people-flow in a fine-
grained manner (as they do indoors), they can provide coarse-grained flow information.

2.6.2. HARSH CONDITIONS
We now focus our attention on more challenging weather conditions: precipitation, wind
and fog. A positive result is that precipitation does not seem to have a negative impact
on the radar sensor. Even though we have more sample points for the no-rain case, there
is still a sufficient number of samples for the rain case (Figure 2.9d), and the correlation
coefficients remain stable across the board, between 70% and 85% (Figure 2.10d).

The wind speed has a slightly higher impact than precipitation but the effect is not
so detrimental. All wind categories have a similar mean (Figure 2.9e), and in spite of the
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Figure 2.10: Correlation coefficients.

differences in the number of samples, the correlation coefficients remain between 70%
- 80% across the range (Figure 2.10e).

For the case of fog, the situation is more complex, when there is no fog, the corre-
lation reaches a value higher than the aggregated data, around 70% (Figure 2.10f) com-
pared to the 60% with no quantization in Figure 2.8. This better correlation makes sense
because without fog all measurements are clearer. The problem we faced is that with fog
we have limited data (only seven samples) and the pair of sensors-2 (red) were malfunc-
tioning during some of this time. For sensors-1 (blue) the correlation is around 50%, but
no conclusions can be made because of the limited amount of data and because cameras
are less accurate on foggy days as well. Overall, the evaluation under harsher conditions
provides a third important insight.

Insight 3: Precipitation and wind speed do not seem to affect the performance fur-
ther, compared to the benign scenarios. Rain seems to have little to no effect, compared
to clear days. Wind can cause false positives with radars, and thus, an important re-
search problem for the community is the removal of background clutter with mmWave
sensors, but the correlation coefficient during busy periods remains stable. Fog, on the
other hand, is the situation where cameras are more vulnerable and a longer study with
accurate ground truth data is required to assess the performance of radar sensors.

All in all, our outdoor evaluation provides a fourth overarching insight.

Insight 4: mmWave radars in the ISM band (60 GHz) are not yet ready to provide ac-
curate information in outdoor setups. The research community could balance the effort
put into analyzing radar sensors between indoor and outdoor setups. The tracking ac-
curacy of radars indoors is high (above 95%) and hence there is no major gap compared
to using cameras. Outdoors, however, the gap between cameras and radars increases to
levels that prevent mmWave being used for fine-granular analysis.
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2.7. RELATED WORK
To the best of our knowledge, there is no study evaluating the performance of mmWave
radar for crowd tracking in the ISM band (60 GHz). Thus, we position our work within
the following related areas.

Outdoor people counting: The majority of outdoor people counting solutions are
implemented with video-based methods, which can detect a large number of people
with good accuracy. Sacchi et al. exploit novel image processing methods for real-time
estimation of tourist-flows [73]. Under different weather conditions, they report a count-
ing error of about 10% for up to 300 tourists. Hou et al. estimate the number of people
in complicated outdoor scenarios (up to 100 people) [74], with a best average error of
around 10%. Overall, camera-based solutions are a reliable alternative for people count-
ing but they raise up serious privacy concerns.

Another alternative for people counting is based on characteristics of Wifi signals.
Depatla et al. develop an analytic model mapping the probability distribution of the re-
ceived signal amplitude to people count [75]. Their accuracy with count error less than 1
is 92% for up to nine people. This WiFi solution preserves privacy but requires dedicated
antennas and extensive training data.

mmWave for indoor applications: mmWave radars are finding a wide range of appli-
cations, from vital sign monitoring [68] and activity recognition [76] to people identifica-
tion [60] and 3D pose reconstruction [67]. All these applications however are performed
in controlled indoor setups with minimal background clutter and specific instructions to
the users. A more related area to our work is precise indoor people counting. Through
digital beamforming, multi-target detection and a robust clustering technique, Wu et al.
can count people (up to 5) with an error ≤ 1 person for 97.8% of the time [22]. Weiss et
al. use an adaptive OS-CFAR peak detection algorithm and a vital sign verification algo-
rithm to detect and check targets. They can achieve 85.4% accuracy for indoor counting
for 0-4 people [46]. Similarly, the study by Gross et al. demonstrates an accuracy of nearly
97% for up to 5 people in indoor scenarios [47]. All these indoor counting studies provide
high accuracy but cannot be directly mapped to outdoor environment.

Automotive radar for outdoor people tracking: The 77-81 GHz frequency band is
licensed for automotive applications. Thus, there is not as much work as in the 60 GHz
band, but some studies report the use of this type of radar for people-detection. For
example, Scheiner et al. propose a method to detect and track an object/person around
corners with an automotive radar [77]. Through an image formation model for Doppler
radar non-line-of-sight (NLOS) measurements, they can derive the position and velocity
of people via reflections. Our work complements the studies done in the automotive
bands, as we target a long-term urban scenario providing relevant information for traffic
management.

2.8. CONCLUSION
We analyze the performance of mmWave sensing by deploying them outdoors for a pe-
riod of three months and under different weather conditions. We provide a step-by-step
design for a radome to enable outdoor deployment. Our study shows that the perfor-
mance of mmWave sensors drops in the outdoor deployment as compared to the indoor
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case. In general, our study demonstrates a wide sensing gap of an averaged 20% accu-
racy loss between low-cost mmWave sensors and precise cameras, indicating that radar
sensors need to be further studied outside controlled indoor setups.

In this thesis, we do not look at further studies to bridge the sensing gap of mmWave
sensors. Motivated by the work in this chapter, other members of our research team are
investigating methods to improve the accuracy of crowd monitoring with radar sensors.
In the following chapters, we introduce other applications and present alternatives to
bridge their respective sensing gaps.
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CARDIOID: TAMING IRREGULAR

CARDIAC SIGNALS FOR

BIOMETRIC IDENTIFICATION

In this chapter, we focus on cardiac identification and show that the sensing gap of this
application can be reduced by enhancing the methodology. Cardiac signals are unique
and can be used to identify people, but they are subtle to detect. Precise cardiac sen-
sors can identify people with high accuracy, they can even distinguish twins [78]. We
investigate cardiac identification with re-purposed PPG sensors and smartphone cam-
eras. These devices can emit light that is reflected by the fingertip of people, and the
reflected light carries cardiac information. However, under realistic scenarios, the re-
flected signals suffer high irregularity. In this chapter, we propose a general framework
(methodology) to obtain stable and distinct features on cardiac signals. Our approach
reduces the sensing gap of both re-purposed sensors, allowing them to achieve cardiac
identification with balanced accuracy (BAC) of over 90% for a PPG sensor and over 80%
for a smartphone camera.

27



3

28
3. CARDIOID: TAMING IRREGULAR CARDIAC SIGNALS FOR

BIOMETRIC IDENTIFICATION

3.1. INTRODUCTION
Biometrics play a fundamental role in human identification, and the most popular sys-
tems rely on external features, such as fingerprints, iris patterns, and face contours.
These systems have excellent precision but they are vulnerable to attacks: fingerprints
can be recreated in latex from touched objects [79]; iris patterns can be scanned and em-
ulated [80]; and pictures from the Internet can be used to obtain renditions that can fool
face recognition systems [81].

To overcome the fundamental weakness of external features, i.e., the fact that they
can be easily captured because they are constantly exposed, researchers are investigat-
ing internal biometric signals, which are hidden under our skin, and hence, they are
hard to obtain and forge.1 An approach that is gaining interest is the use of cardiac
patterns since they are uniquely defined by the heart, lung and vein structures of an
individual [78]. These cardiac patterns can be obtained with a photoplethysmogram
(PPG), which measures changes in blood volume via light absorption. PPG signals can
be acquired with simple inexpensive sensors that are widely available on wearable de-
vices. For example, one option is to use a pulse oximeter on a finger, which consists of
a small LED and a simple photosensor [48]; another option is to place a finger on top of
the flashlight and camera in a smartphone [49]. With both types of sensors, researchers
have shown that PPG signals can provide between 85% and 95% identification accuracy
for groups consisting of tens of people [50, 79, 84, 49].

Challenge. The results obtained so far for PPG identification are promising, but they
have been obtained mainly under ideal situations: accurate sensors used in controlled
environments. These two factors (sensors and environment) determine how similar car-
diac cycles are for the same individual. The higher the similarity of the cardiac cycles,
the higher the identification accuracy. We show that when PPG signals are gathered in a
more natural (uncontrolled) manner, the cardiac cycles can be highly irregular, signifi-
cantly decreasing the accuracy of state-of-the-art (SoA) approaches.

Our contributions. Considering the above challenge, we analyze the pernicious ef-
fects of irregular cardiac cycles on biometric identification and propose a novel frame-
work to overcome those effects. In particular, our work provides four main contribu-
tions:

Contribution 1: Morphology Stabilization [section 3.3]. The biometric information
present in cardiac cycles is restricted to a narrow spectrum of the signal. A key limitation
of the SoA approaches is that their filters target the same spectrum for all individuals.
This one-size-fits-all approach leads to either information loss (if the default spectrum is
too narrow for a particular individual) or insufficient noise filtering (if the spectrum is too
broad). We propose an adaptive technique that fine-tunes the filtering parameters based
on the individual cardiac properties. This approach allows us to obtain more stable and
distinctive features per user.

Contribution 2: Morphology Classification [section 3.4]. SoA studies assume that the
cardiac pulses of individuals have a single dominant morphology (shape). Assuming a
single morphology means that several “non-conforming” cardiac periods can be unnec-

1A few studies show that it is possible to spoof electrocardiography (ECG) authentication systems [82, 83], but
this assumes access to a compromised medical database. That process is harder than obtaining a victim’s
fingerprint through the objects he/she has touched or obtaining a victim’s face image by searching online.
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essarily discarded, affecting the responsiveness of the system. More importantly, we find
out that in some cases, the strict SoA assumption of considering a single dominant mor-
phology, leaves out users that rarely have such cardiac morphology, rendering the SoA
methods futile for those users. We show that a single user can have multiple valid mor-
phologies. Our ability to consider a wider range of morphologies reduces the system’s
response time, increases user inclusion (to serve more people), and facilitates identi-
fying the rightful individual even when his/her cardiac periods are different from each
other.

Contribution 3: Analysis of non-linear effects [section 3.5]. The SoA utilizes PPG sig-
nals to perform two types of biometric applications: identification and authentication.
For identification, the SoA uses linear (PCA [49, 85], LDA [86, 84]) and non-linear ap-
proaches (NN-based [48, 87]), but there is no analysis determining what approach is
better and why. We show that if we tackle the non-linear effects of cardiac cycles at
an early stage, both approaches, linear and non-linear, render similar results. For au-
thentication, we identify two main shortcomings in SoA methods: the use of Euclidean
distances and the assumption that the features of a subject form a single cluster. To ame-
liorate these non-linear effects, we propose a multi-cluster approach, together with the
use of the Mahalanobis distance.

Contribution 4: Thorough multi-sensor and multi-application evaluations [Section
3.6]. The evaluation of cardiac signals for biometric applications can be divided into
four quadrants: based on the type of sensor (pulse oximeter or camera) and applica-
tion (identification or authentication). Most studies evaluate a single quadrant with
healthy subjects (usually, identification with pulse oximeters), no study has evaluated all
four quadrants or considered unhealthy individuals. Our evaluation assesses both ap-
plications relying on three datasets. The datasets consider both types of sensors (pulse
oximeter and camera) and two types of individuals (healthy and unhealthy). Overall, the
results show that in uncontrolled scenarios the average balanced accuracy (BAC) of the
SoA drops beyond 15%, depending on the complexity of the uncontrolled scenario. This
is a significant drop for identification and authentication applications. For the less dy-
namic dataset (using pulse oximeter sensors with healthy individuals), our method im-
proves the accuracy by 15%. For the most challenging datasets (using smartphone cam-
eras or monitoring patients in ICU), our methods improve the BAC with values above
10%.

3.2. PRELIMINARIES

3.2.1. PPG BASICS
The cardiac cycle represents the change in blood pressure determined by our hearts and
blood circulation systems. Given that people have different heart structures in terms of
volume, surface shape and motion dynamics [88, 89, 18], and different tissue thickness
and blood vessel distribution [89], the cardiac signal has been used to obtain unique
biometric signatures [52, 85]. A cardiac cycle can be measured in various manners, the
simplest option is to obtain a PPG signal by measuring the amount of light absorbed by
our body as blood flows through. A PPG signal can be measured with sensors containing
inexpensive LEDs and photodiodes, or with the flashlight and camera in smartphones.
The geometric relations among the various peaks and valleys present in a PPG signal
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Figure 3.1: Sample application with controlled PPG signals.

(heights, widths, etc.) [79], or the spectral information in the frequency domain [48], are
optional features used to perform identification.

3.2.2. APPLICATIONS, MORPHOLOGIES AND METRICS
We analyze the performance of two applications: identification and authentication. In
identification, the population size is known and the training phase requires gathering
data from all individuals. The goal is to determine classification boundaries among the
various subjects. In authentication, the population size is unknown and the training
phase only gathers data from the user of interest. The goal is to determine the best au-
thentication boundary for a single subject.

No study in the SoA has tested its methods with both applications: they only focus on
one, usually on identification, which is simpler than authentication. Our study analyzes
both. Independently of the target application, achieving high biometric accuracy with
PPG signals requires attaining a delicate balance between two competing goals:

• Challenge 1: reduce intra-cluster variance. We need cardiac cycles that are as ho-
mogeneous as possible for the same individual, in order to obtain stable features.

• Challenge 2: increase inter-cluster distance. We need cardiac cycles that are as
different as possible among individuals, to define clear identification boundaries.

Several SoA studies focus on controlled PPG signals [84, 49], which means no finger
movements and fingertip pressure change during PPG collection, such as the situation
in Figure 3.1 (we reconstruct these similarly clear PPG signals with 2 users). Under these
favorable circumstances, it is simpler to tackle the above challenges and to differentiate
the individuals.

Morphologies. We use the term morphology to refer to the shape of a cardiac cycle,
and stable morphology to refer to cardiac cycles that have (i) the same numbers of peaks
and valleys, and (ii) a small signal variance. For example, subjects A and B in Figure 3.1
have stable morphologies with two peaks and three valleys. In uncontrolled environ-
ments, gathering distinct and stable morphologies for each user becomes significantly
more complicated.
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Figure 3.2: Cardiac periods collected for the same subject.

Metrics. There is no common metric in the SoA to measure accuracy. Some studies
use the equal error rate (EER) [48], others use F1-score [79] or BAC [49]. All these metrics
are derived from true/false positive/negative results. Our evaluation can be presented
with any of these metrics. We decide to use BAC because our datasets are unbalanced.
BAC is the average of the true positive rate (TPR, sensitivity) and the true negative rate
(TNR, specificity):

BAC = TPR+TNR

2
, (3.1)

where

TPR = True Positive

True Positive+False Positive
, (3.2)

and

TNR = True Negative

True Negative+False Positive
. (3.3)

3.2.3. THE DETRIMENTAL EFFECT OF IRREGULAR CYCLES
Multiple PPG studies report a high identification accuracy, ranging from 85% to almost
100%, depending on various evaluation parameters and scenarios [79, 49, 84, 50, 87,
48, 90]. Most of those studies, however, follow a well-controlled data gathering pro-
cess, which results in limited distortions across cardiac periods, and thus, a good perfor-
mance. The controlled process is reflected in two factors: 1) the conditions under which
the dataset is gathered, and 2) the diversity of individuals in the dataset. Controlled
datasets typically focus on healthy individuals with a narrow age range, between 20 and
40, as discussed in subsection 3.6.1. Furthermore, for each individual in the dataset, the
measurements seem to be taken without considering the small but normal finger move-
ments that affect the pressure between the fingertip and sensor. This type of control
groups, consisting of young and healthy people without considering finger movements,
leads to more stable signals.

In contrast to the controlled process, an uncontrolled process covers a more realis-
tic scenario: a wider age range, including different health conditions, and considering
minor (unconscious) finger and hand movements. Figure 3.2 depicts PPG signals for
a single individual collected in controlled and uncontrolled environments. The small
variance observed in Figure 3.2a is similar to the ones observed in Figure 1 in [84] and



3

32
3. CARDIOID: TAMING IRREGULAR CARDIAC SIGNALS FOR

BIOMETRIC IDENTIFICATION

Table 3.1: Performance of SoA.

Controlled Uncontrolled
Signal Variance 1.83 2.96
BAC for identification [79] 91% 72%
BAC for authentication [49] 93% 69%

Figure 3 in [49].2 While it is not unreasonable to assume that PPG signals are collected
in controlled environments, such assumptions constrain the ubiquitous applicability of
PPG-based biometrics.

Differences in signal regularity can have a major impact on the performance of SoA
methods. Table 3.1 shows a preliminary evaluation with four subjects, for whom we col-
lected PPG signals in controlled and uncontrolled environments. The exact description
of the SoA methods used as baselines for identification [79] and authentication [49], and
the means used to calculate the signal variance, are explained in section 3.6. For now, the
important takeaway is that when the SoA is tested with controlled data, the performance
is high (above 90%), as reported in the original studies; but when tested with highly vari-
able signals, the accuracy drops significantly (around 70%).

3.3. MORPHOLOGY STABILIZATION
A major shortcoming of the SoA is to use the same spectrum to filter the PPG signals of
all subjects. In this section, we propose a novel adaptive filtering method. Figure 3.3
depicts a macro view of our approach and its relation with the SoA. First, we describe
the methods we borrow from the SoA (subsection 3.3.1), and then, we describe their
limitation and present our contributions (subsection 3.3.2).

3.3.1. SOA METHODS: BASIC FILTERING AND DERIVATIVES
Figure 3.3a depicts an ideal PPG signal. The biometric signature of an individual is cap-
tured by four fiducial points: diastolic (highest valley), systolic (lowest peak), dicrotic
notch (which form a small peak in the middle of the period) and second wave. Fig-
ure 3.3b shows a raw PPG signal s(t ), which has two undesirable properties. First, a
significant amount of noise distorts the location and intensity of the fiducial points, and
in some cases, the noise level is high enough to erase the second wave and dicrotic notch
completely, affecting the system’s accuracy severely. Second, even in the ideal case, when
all fiducial points are present, the signal’s morphology is too simple and generic. Given
that features are obtained based on the relative duration, heights, and slopes between
fiducial points, the limited number of fiducial points limits the number of features. To
overcome these effects, the SoA proposes a basic filtering step and the use of the second
derivative of the PPG signal.

Filtering. To mitigate the noise in PPG signals, the SoA has identified the spectrum
over which cardiac information is contained. For biometric purposes, the lowest mean-
ingful frequency of a PPG signal is the heart rate. Considering that athletes can have
heart rates as low as 0.5 Hz [91], the lower cut-off frequency fl is usually set to that
value. Regarding the upper cut-off frequency fh , according to [92], sampling frequencies

2These studies do not post their PPG data. To infer the variance of their signals, we have to rely on their figures.



3.3. MORPHOLOGY STABILIZATION

3

33

CardioID SoA

FilteringHarmonic filtering

(a) Ideal reversed PPG signal

PDLED

Time

A
m

p
lit

u
d

e

Diastolic 
point

Systolic Peak Second Wave

Dicrotic 
notch

 (c) Harmonic filtered signal 𝒉(𝒕) 𝒇(𝒕) (d) Filtered signal

(f) Second derivative 𝒇′′(𝒕) (e)  Second derivative 𝒉′′(𝒕) 

Second
derivative

Second
derivative

(b) Real reversed PPG signal 𝒔(𝒕) 

Figure 3.3: Morphology stabilization.

above 25 Hz do not provide any extra information, hence, fh can be set to 12.5 Hz (due
to the Nyquist-Shannon sampling theorem). Some studies use other filtering bands [79,
49], but the overall filtering process is similar. Figure 3.3d shows a PPG signal f (t ) af-
ter being filtered with a second-order Butterworth bandpass filter with bandwidth 0.5-
12.5 Hz [93].

Derivatives. Filtering alleviates noise, but it also eliminates valuable information.
For instance, the raw PPG signal s(t ) in Figure 3.3b contains faint but detectable second
waves (red circles). After filtering, however, those fiducial points no longer exist (cor-
responding red circles in Figure 3.3d). To overcome this issue, researchers obtain fea-
tures not only from f (t ) but also from its second derivative f ′′(t ) [79]. Figure 3.3f depicts
the second derivative of the filtered cardiac signal, which exhibits more fiducial points
than f (t ).
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Figure 3.4: Frequency analysis to determine the lower cut-off frequency fl .

3.3.2. CONTRIBUTION: HARMONIC FILTERING

We also use the filtering and derivative stages, but we do not utilize the same parame-
ters for all users. We propose a harmonic filtering phase that adapts its parameters to
every individual. This process allows us to obtain more stable morphologies for every
user (Challenge 1) and distinct fiducial points among users (Challenge 2). Our harmonic
filtering depends on the subject’s heart rate, which can change over time, thus, we track
the heart rate using a 5-second sliding window with 1-second steps.

DETERMINING THE LOWER CUT-OFF FREQUENCY fl

The SoA usually uses a lower cut-off frequency that is too low, which increases signal
variance and makes it hard to identify the most vulnerable fiducial points (second wave
and dicrotic notch). Figure 3.4a shows the filtered signal f (t ) using SoA methods and Fig-
ure 3.4b shows the overlapping cardiac cycles using the endpoint of periods as an align-
ment anchor. We can observe a large variance in the starting points (black ellipsoid
in Figure 3.4b) and significant instability in the dicrotic notch (red ellipsoid in Figure 3.4b).

Thus, the fundamental question is how high should fl be? To obtain this optimal
value, we analyze f (t ) in the spectral domain in Figure 3.4c. Our analysis leads to two
important insights. First, the wide variance occurs because an fl = 0.5 Hz does not filter
important dynamics such as heart rate variability, the effect of respiration (slow chang-
ing frequency component) and subtle unconscious pressure changes on the fingertip,
which are common phenomena in uncontrolled scenarios. Those dynamics generate a
fluctuating envelope in the time domain (black dashed line in Figure 3.4a), which causes
the height differences between the starting and end points in periods. Considering that
the endpoints are the alignment anchors, those height differences among periods will
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lead to a significant variance in the starting points. Second, an fl = 0.5 Hz obscures the
dicrotic notch. The energy of PPG signals is concentrated around the harmonics of the
heartbeat, in particular the first harmonic (red ellipsoid in Figure 3.4c). The SoA does
not filter the first harmonic because it uses the heart rate period as a feature, which is
good, but the spectral energy of the heart rate overwhelms the second wave and dicrotic
notch, which are the most vulnerable fiducial points.

Our analysis indicates that to lessen the dampening effects of the heart rate period,
we need to filter out the first harmonic. We noticed, however, that for some subjects
the second harmonic is as high (and as dampening) as the first harmonic and should be
attenuated too. Therefore, denoting the frequency of the first harmonic as f1h , we set
fl = 2 f1h . Note that with our approach we do not lose the heart rate data because it is
contained in the other harmonics.

DETERMINING THE UPPER CUT-OFF FREQUENCY fh

High-frequency noise modifies the location of fiducial points, which in turn, affects the
stability of features and the overall performance of the system. Depending on the indi-
vidual, a fh = 12.5 Hz may be too high. For example, in Figure 3.4c the spectral energy is
almost negligible beyond 10 Hz. Considering this situation, how low should fh be?

As stated earlier, it is central to preserve the most vulnerable fiducial points on PPG
signals (second wave and dicrotic notch). We use Figure 3.5, which zooms into those two
vulnerable points, to illustrate the derivation of fh . Denoting t1 as the duration between
the second wave and the dicrotic notch, the sine wave in the FFT containing the spec-
tral energy of these points has a period of 2t1, which means that fh must be higher than
1/2t1, else those two fiducial points would be filtered out. Now, denoting tp as the pe-
riod of a cardiac cycle, we observed empirically that 2t1 > tp /5, and consequently, in the
frequency domain 1/2t1 < 5/tp . Finally, considering that 5/tp represents the fifth har-
monic of the heart rate, we set fh = 5.5 f1h to preserve all fiducial points while removing
high-frequency noise. The negligible frequency components beyond the fifth harmonic
in Figure 3.4c prove the correctness of our analysis.

ADAPTIVE FILTERING

The frequency response of our filter is solely based on the value of the first harmonic,
2 f1h to 5.5 f1h , which is simple to obtain from the signals. More importantly, our ap-
proach is based on the subject’s heartbeat instead of fixed parameters, allowing us to
perform accurate adaptive filtering per subject. Figure 3.4d, Figure 3.4e and Figure 3.4f
show the signals filtered with our method, their overlapping cycles and spectral domains.
We can observe that, compared to the filtered signal f (t ) in the SoA, h(t ) has three ad-
vantages: (i) the signal variance is much lower throughout the entire cycle, Figure 3.4e;
(ii) the difference between the second wave and dicrotic notch is accentuated signifi-
cantly, red arrow in Figure 3.4d; and (iii) our method exposes another fiducial point,
green ellipsoid in Figure 3.4d, which we can exploit to obtain more features as explained
next.

DERIVATIVES

As described earlier, the SoA uses derivatives to accentuate the presence of fiducial points.
We borrow that idea to obtain the second derivative of our harmonic signal h(t ). Fig-



3

36
3. CARDIOID: TAMING IRREGULAR CARDIAC SIGNALS FOR

BIOMETRIC IDENTIFICATION

A
m

p
lit

u
de

Time

Second
Wave

Dicrotic
notch

𝑡1 

Time

A
m

p
litu

de2𝑡1 

Sin wave 
in FFT

𝑡𝑝  

Figure 3.5: Frequency anal-
ysis to determine the upper
cut-off frequency fh .

(a) SoA: f ′′(t ) (b) CardioID: h′′(t )

Figure 3.6: Overlapping periods with uncontrolled data.

ure 3.6 plots overlapping cycles for f ′′(t ) and h′′(t ) for two sample subjects with uncon-
trolled data. Our second derivative h′′(t ) has two important advantages compared to
the SoA’s f ′′(t ). First, even though f ′′(t ) is more stable than f (t ) because the derivative
removes offsets, h′′(t ) is still less variable because it inherits the stability of h(t ). The
variance of f ′′(t ) for subjects A and B are 2.8 and 3.0, respectively, while for h′′(t ) are 2.2
and 2.8. This lower variability helps to tackle Challenge 1. Second, thanks to the tailored
cut-off frequencies of our adaptive filter, h′′(t ) can exploit the specificity of h(t ) to ob-
tain more distinctive morphologies for different users, tackling Challenge 2. Compared
to f ′′(t ), the fiducial points of h′′(t ) are more distinctive and conspicuous across the en-
tire time domain. Furthermore, subject A (blue) in Figure 3.5b shows that the second
derivative disentangles the ‘knot’ caused by the new fiducial point captured by the green
ellipsoid in Figure 3.4e.

Summary. Overall, our approach also follows the two basic steps of the SoA, filter-
ing and second derivatives, but using a novel filtering method leads to a more stable
morphology for each user (Challenge 1) and more distinctive morphologies for different
users (Challenge 2). The only input parameter required by our filter is the first harmonic
(heart rate period), which can be easily obtained from any PPG signal. The SoA obtains
its features from f (t ) and f ′′(t ), and we obtain them from h(t ) and h′′(t ). An exact de-
scription of the selected features is presented next.

3.4. MORPHOLOGY CLASSIFICATION

Existing studies share a common underlying assumption: all cardiac signals have a single
dominant morphology. That, however, is not necessarily the case. We show that a single
user can have multiple valid morphologies. Without this insight, a system would need
to either discard periods that do not conform to a pre-defined morphology (introducing
latency), or consider all periods with different morphologies, but at the risk of obtaining
widely different features for the same user (reducing accuracy).

In this section, we first describe the segmentation method to obtain cardiac periods,
then we show that cardiac periods can have multiple morphologies, and finally, we de-
scribe the features used in those various morphologies.
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Figure 3.7: Segmentation
method.
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Figure 3.8: Dominant morphologies for h′′(t ).
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Figure 3.9: Frequency of occurrence of morphologies in three datasets. The datasets use pulse oximeters and
cameras.

3.4.1. SIGNAL SEGMENTATION

Several methods can be used to segment periodic signals. Many approaches use amplit-
ude-based thresholds to detect periodic peaks or valleys [94], however, given the strong
distortions present in our signals, we decided to use a spectral approach [95, 96]. Con-
sidering that our harmonic filter h(t ) relies on the first harmonic f1h , we design a seg-
mentation method that also relies on f1h . We use a filter with bandwidth [0.5,1.5]∗ f1h to
isolate the heartbeat period. A sample harmonic signal h(t ) and the corresponding sig-
nal used for segmentation f1h(t ) are shown in Figure 3.7. In spite of the distortions, our
approach can accurately map the valleys from f1h(t ) to h(t ) and perform segmentation.

Our harmonic signal h(t ) can cope with movements and changes in finger pressure,
but sometimes the movement of the finger is so strong that a period becomes invalid.
Our segmentation method has the ability to discard those events. For example, for the
signal in Figure 3.7, the first three and the last three periods (black dots) are valid, even if
the finger pressure is different, but the middle period (red dots) captures a drastic finger
movement that should be invalid. We introduce two criteria to verify a period. First,
on the x-axis, the interval between two adjacent valleys on h(t ) must be similar to the
period corresponding to the heartbeat. Second, on the y-axis, the values of the valleys at
the start and end of a period should be similar. For the signal in Figure 3.7, the period
with the red dots is discarded because it violates the second criteria. The segments for
h′′(t ) are obtained following a similar mapping approach.
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3.4.2. MULTIPLE MORPHOLOGIES

Currently, all studies using fiducial points assume a single macro morphology for all sub-
jects. That is a valid approach in controlled scenarios, but in uncontrolled scenarios var-
ious factors can cause the appearance of multiple morphologies: unintended fingertip
pressure [97], significant differences in the cardiac profiles of subjects, etc. When we
perform the second derivative of our harmonic signal h(t ), we observe multiple mor-
phologies. Figure 3.8 depicts the three most dominant macro morphologies observed in
h′′(t ): h′′

1 (t ), h′′
2 (t ), h′′

3 (t ).

Our evaluation considers three datasets, and those dominant morphologies account
for (i) 98.4% of the periods measured in a public dataset with 35 subjects [98], 15301
out of 15557 periods; (ii) 97.5% of the periods measured in a private dataset with 43
subjects that we collected from volunteers, 11328 out of 11617 periods; and (iii) 97.2%
of the periods measured from ten subjects in ICU (intensive care unit) from the public
MIMIC-III dataset [99], 3509 out of 3612 periods. Figure 3.9 shows the presence of the
three macro morphologies in those datasets. There are other macro morphologies in
h′′(t ), but we do not consider them because they are rarely present (“Discarded” label in
the figures).

If we would choose only one morphology as the template for all subjects, as conven-
tional methods do, the system could face two major problems. First, it may take a long
time to identify a subject because the system will need to wait for the right morphology
to arrive. For example, for the public dataset, our system can obtain 1.229 (15301/12444)
periods/s, compared to much lower speeds if would only use h′′

1 (t ) (0.3584 periods/s),
h′′

2 (t ) (0.7427 periods/s), or h′′
3 (t ) (0.1283 periods/s). Second, and perhaps more criti-

cal, the right morphology may never arrive for some of the subjects or it may be so rare
that there would be insufficient samples to train the system properly. In practice, such a
limitation would render an identification system futile because the basic premise is that
it should be able to identify all members in a target group. In uncontrolled scenarios,
no morphology is dominant. Even h′′

2 (t ), which is the most common, may be rarely ac-
tive in some subjects, such as user 31 in the public dataset, and subjects 5 and 8 in the
MIMIC-III dataset. Hence, the key advantages of considering multiple morphologies are
decreasing latency and eliminating the risk of excluding some types of subjects.

3.4.3. FEATURE EXTRACTION

We extract features from h(t ) and h′′(t ). Like several other studies in the area [79, 18,
49], our features are largely based on the geometric relations amongst fiducial points.
Figure 3.10 and Table 3.2 provide a pictorial representation and the notation for all the
features. In our notation, Ei (t ) and Ei (a) denote the time and amplitude of fiducial point
i . For h(t ), shown in Figure 3.10a, we collect three types of features: 1) the duration of
a period, 2) the ratio of the areas inside a period, and 3) the differences in duration,
height and slope between consecutive fiducial points in one period. The total number
of features for h(t ) is 14. For h′′(t ), we only consider the third type of feature (differences
between contiguous fiducial points). Figure 3.10b shows the features for h′′

2 (t ), and the
same principle is applied to extract the features from h′′

1 (t ) and h′′
3 (t ). In the end, the

number of features for h′′
1 (t ), h′′

2 (t ) and h′′
3 (t ), are 18, 24 and 30, since they have 3, 4 and

5 peaks, respectively (Figure 3.8). Features based on duration and height are susceptible
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(a) Fiducial points on h(t ) (b) Fiducial points on h′′
2 (t )

Figure 3.10: Fiducial points used to extract features.
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Table 3.2: Features extracted from h(t ) and h′′(t ).

Feature Description

h(t )

Period duration E6(t )−E1(t )
Area ratio A1/A2

Duration (Di ) Ei+1(t )−Ei (t ), i = 2,3,5,6
Height (Hi ) |Ei+1(a)−Ei (a)|, i = 2,3,5,6

Slope (−1)i+1 ∗Hi /Di

h′′(t )
Duration (D ′′

i ) E ′′
i+1(t )−E ′′

i (t ),1 ≤ i ≤ 8

Height (H ′′
i ) |E ′′

i+1(a)−E ′′
i (a)|,1 ≤ i ≤ 8

Slope (−1)i+1 ∗H ′′
i /D ′′

i

to heartbeat variance. In [52, 49], the authors state that normalizing the features makes
them immune to heart rate changes. Therefore, we also normalized the duration and
height of h(t ) and h′′(t ). 3

3.5. IDENTIFICATION AND AUTHENTICATION
As stated earlier, SoA studies only evaluate one type of application: identification or au-
thentication (mainly identification). We consider both. Our system relies on the same
set of features for both cases. Upon receiving a raw PPG period, we first obtain h(t ) and
h′′

i (t ), and derive their features. The combined features, h(t )+h′′
i (t ), are given as inputs

to two different processing branches depending on the type of application. Considering
that performing identification is simpler, we first present that system, and later we focus
on authentication.

3.5.1. IDENTIFICATION

Identification requires gathering training data from all subjects, and during the testing
phase the aim is to match an incoming cardiac sample to the right subject. As with
many other classification problems, PPG identification requires two main components:

3For h(t ) we also observed two types of morphologies: one where E4 and E5 are present and the other where
those two points merge into a single valley. However, contrary to the multi-morphology approach used for
h′′(t ) in subsection 3.4.2, we decide to use a single morphology for h(t ) because the features obtained from
the fiducial points E4 and E5 did not have any impact on the system’s accuracy. The information from those
two points gets disentangled and captured in one of the three morphologies present in h′′(t ). Due to this
reason, we do not evaluate i = 4 for h(t ) in Table 3.2.
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dimensionality reduction, to identify the most informative features; and decision bound-
aries, to perform accurate classification.

The SoA utilizes two supervised learning methods, linear and non-linear, but does
not provide insights about which one is better and why. In our evaluation, we consider
both methods. The most representative linear method is linear discriminant analysis
(LDA) [86], which simultaneously reduces dimensionality and draws decision bound-
aries. The most well-known non-linear methods are based on neural networks (NN) [48].
As it is customary with NN [100], we first use an autoencoder for dimensionality reduc-
tion, blue layers in Figure 3.11, and then, we add a softmax layer to perform classification
(decision boundaries), black layer.

Considering that we use three morphologies, we need three LDA and NN pipelines
running in parallel for each morphology (each pipeline receives the corresponding set of
features presented in Table 3.2). Since LDA is an analytical solution, the LDA module is
the same for all three pipelines (but with different training data). In contrast to LDA, due
to the influence of the network structure and parameter values, we tailor three different
NN modules for each morphology. The hidden (blue) layers for morphologies one, two
and three are 128-64-32, 170-85-42 and 128-64-32, respectively. The activation functions
are sigmoids to guarantee the non-linearity of the system, and parameters such as L2
and sparsity regularization are tuned for each morphology.

3.5.2. AUTHENTICATION
Contrary to identification, in authentication systems, the training set only consists of
samples from the legitimate subject, while its testing set can include samples from any
subject. Authentication also requires dimensionality reduction and boundaries, but given
that we lack information about other users, drawing an optimal boundary for that single
legitimate user becomes more complex. Next, we first explain the methods used in the
SoA for dimensionality reduction, and then, some techniques to improve the definition
of boundaries.

Dimensionality reduction can be performed with linear and non-linear methods.
There are two mainstream linear techniques: principal component analysis (PCA) [101]
and non-negative matrix factorization (NMF) [102]. NMF requires non-negative fea-
tures, but the slopes in our feature set can be negative. Hence, similar to prior stud-
ies [49], we adopt PCA. Even though there are several non-linear dimensionality reduc-
tion techniques –such as Isomap [103], local linear embedding (LLE) [104], t-distributed
stochastic neighbor embedding (t-SNE) [105], and autoencoder [100]– we did not find
SoA studies using them for PPG authentication. Isomap, LLE and t-SNE share a com-
mon disadvantage for PPG-authentication: they must perform an entire recalculation
every time a new test point is added. Autoencoders, on the other hand, do not have that
shortcoming. We performed a preliminary evaluation of authentication with autoen-
coders but the performance was not good. We hypothesize that it is due to the limited
data, autoencoders are usually trained with at least thousands of training points4. PPG-
based systems are trained with a few minutes of cardiac data in one subject, which maps
to a few hundred cardiac periods. In identification, NN methods can be trained with sev-

4At a popular Quora forum discussing “How large should be the data set for training a Deep auto encoder?"
Yoshua Bengio states the need for having large amounts of training data [106].
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Figure 3.12: Mahalanobis. Figure 3.13: Multi-cluster.

eral thousand samples coming from all users, but in authentication, we only have a few
hundred samples coming from the legitimate user. Due to this finding, in our evaluation
section, we only consider PCA for authentication.

Mahalanobis distance. After dimensionality reduction, the most significant features
of a subject usually form a cluster similar to the one shown in Figure 3.12. When a new
test sample arrives, the system calculates the average distance of this new point to the
cluster. If the distance is below a threshold, the user is deemed legitimate. Many studies
use Euclidean distances to measure proximity [49]. But Euclidean distances are funda-
mentally ill-equipped to deal with feature spaces that have widely different variances.
For example, in Figure 3.12, using Euclidean distances, with any threshold, leads to a
boundary that has the shape of a circle. The circle will be either too long for feature v3,
causing numerous false positives; or too short for v2, causing significant false negatives.
Therefore we adopt the Mahalanobis distance [107], which considers the standard de-
viations in each dimension and can be used to define tight boundaries such as the red
ellipsoid shown in Figure 3.12.

Multi-cluster approach. Current PPG authentication systems assume that the fea-
tures of a user converge to a single cluster [86, 49]. However, with uncontrolled data, we
observed that a single subject can form two or more clusters for a single morphology,
as depicted in Figure 3.13. We need an authentication system that can identify multiple
clusters and then use the Mahalanobis distance to set an appropriate threshold for each
cluster.5

For our purposes, the clustering method should meet three requirements: (i) be re-
silient to the presence of outliers, (ii) able to detect clusters with arbitrary shape, and (iii)
fast. Hierarchical clustering methods, such as BIRCH [108], and centroid-based methods
like K-means [109] are vulnerable to outliers and cannot detect arbitrary shapes. Most
grid-based clustering methods, like CLIQUE [110], and density-based methods, like OP-
TICS [111] and DBSCAN [112] do not have shortcomings (i) and (ii), but they need a
relatively long computation time. Due to the above reasons, we decide to use WaveClus-
ter [113], which exploits the multi-resolution property of wavelet transforms. WaveClus-
ter can identify arbitrary shape clusters at different degrees of accuracy, it is insensitive
to outliers and has a low time complexity O(n).

5To calculate the Mahalanobis distance, the number of samples must be greater than the number of features
(dimensions). If a cluster has few samples, like the purple one in Figure 3.13, we use spline interpolation to
add the extra necessary points.
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Figure 3.14: Different signal variances.

Table 3.3: Details of the three datasets used in our evaluation.

# subjects # female Age (Mean, Variance, Range) RD (mins) CTE
Public (pulse oximeter) 35 12 28.4, 14.04, 10-75 Y/O 5-6 4.29

Private (camera) 43 16 36.7, 14.93, 12-79 Y/O 4 5.97
MIMIC-III 10 8 Encrypted 5 4.72

3.6. PERFORMANCE EVALUATION
In this section, we describe the datasets we use, the studies taken from the SoA as base-
lines for comparison, and the results for the evaluation of identification and authentica-
tion.

3.6.1. DATASETS
We use three datasets to evaluate the performance of CardioID. The first dataset uses a
pulse oximeter and is public [98]. All subjects are sitting during the signal collection. The
second dataset is collected by us from volunteers that are also sitting.6 We use the cam-
era & flashlight of an iPhone-7 to record 60-FPS videos of the volunteers’ fingertips. In
each frame, we focus only on the red channel of the pixels covered by the fingertip. The
method to select the covered pixels is the same as in [49]: Ired > 80%×(Ired+Iblue+Igreen).
We average the red-channel intensities among the selected pixels to represent one data
point of a PPG signal. To maximize the peak-to-peak amplitude of cardiac periods, we
carefully set the three parameters affecting the camera’s exposure: the aperture and ISO
are set to the lowest values, -2 and 20, respectively, and the shutter speed to 200. Other
parameters like white balance, focus and zoom are set to auto. The third dataset is ob-
tained from patients in the MIMIC-III waveform database [99]. All subjects from this
dataset were ICU patients (intense care unit) at a Medical Center in Boston, USA. Their
PPG signals are gathered with a pulse oximeter in multiple sessions. We select 10 patients
from that dataset and their information is shown in Table 3.4.

Significance of datasets. The parameters of the three datasets –the number of sub-
jects, gender, age distribution (average, variance and range), the recording duration (RD)
and variability (cross-track error, CTE)– are given in Table 3.3. There are three important
points to highlight about the selection of our datasets.

First, no SoA study has analyzed the performance of their methods using both types of
sensors, pulse oximeter and camera. In general, a pulse oximeter is more precise than a
camera because its infrared spectrum can enhance the signal quality, and its finger clip
can reduce the noisy motion artifacts [94]. This is one reason why the CTE (variability)

6This dataset was gathered under the approval of the Ethics Committee (HERC) of our university.
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Table 3.4: Information of the subjects in the MIMIC-III dataset.

Subject ID Gender Ethnicity
Training data
collection time

Testing data
collection time

Interval
(hours)

Disease

10045 F White 23:32 9:31 10 Fever
10083 F White 12:28 23:28 11 Hypetension
10124 F Jewish 9:34 18:05 9 Congestive heart failure
41976 M Hispan 23:18 20:50 21 Pneumonia
42033 F White 17:29 13:38 20 Shortness of breath
42199 F White 12:41 20:09 8 Chest pain
42302 F White 12:42 19:32 7 Asthma COPD Flare
42367 F White 11:59 19:59 8 Seizure; status epilepticus
43798 M White 18:27 5:34 11 Esophageal CA/SDA
43827 F Unknown 13:29 20:47 7 MI congestive heart failure

in Table 3.3 is higher for the camera dataset.
Second, our datasets consider a more diverse group of people. Even for healthy people,

which is the main focus of the SoA, the morphology of cardiac signals can vary signifi-
cantly based on the age group and skin tone. This is another reason why the CTE in
Table 3.3 is higher for the camera dataset. The studies we use as baselines, [49] and [79],
focus on a narrow age segment of the adult population, 22-33 and 18-46, respectively.
The age ranges of the first two datasets we use are 10-75 (public) and 12-79 (private),
including children, teenagers, adults and elders. Moreover, we also consider a bigger
population: 70% more for the camera sensor (43 people vs. 25, [49]) and 17% more for
the pulse oximeter (35 vs. 30, [79]). In terms of skin tones, the public dataset includes
only medium-toned skin, and our private dataset includes 51% medium, 33% light and
16% dark skin.

Third, no study considers unhealthy individuals or long periods of time between the
training and testing periods. To identify the limits of PPG-based identification and au-
thentication, we consider a dataset (MIMIC-III) with people having various health related-
problems from asthma and seizures to heart failures and hypertension (Table 3.4). For
these subjects, we select signals for the training and testing phases that are at least 7
hours apart. Since these individuals are ICU patients, they are subject to the effects
of medicine, which can change their physiological and psychological conditions even
within a session.

Overall, to the best of our knowledge, these datasets consider –by a wide margin– the
most demanding conditions in the SoA.

Signal variance analysis. Gathering data from different sensors, while considering
motion artifacts and a broader range of people, provides us with more realistic (less con-
trolled) PPG signals. To quantify the variance of these signals, we first obtain the average
signal for a user, red signals in Figure 3.14; and then, we calculate the cross-track error
(CTE)7 from every (blue) PPG signal to its average. Denoting ei as the CTE for signal i ,
the signal variance for a subject is the mean absolute error for all ei ’s. The average sig-
nal variances for our datasets are 4.29, 5.97 and 4.72, shown in Table 3.3. In order to put
these values in context, it is important to note that the variance found in SoA plots is a

7The CTE is used in GPS systems to measure the difference between the given and followed paths. We tried dif-
ferent similarity metrics, including dynamic time warping, and we found that the CTE captures the similarity
of PPG signals in a more precise manner.
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bit lower than what is shown in Figure 3.14a, i.e. less than 2. The majority of users in
the public dataset have a variance in the range [2,6]; in the private dataset in [4,6] and
in the MIMIC-III dataset in [2,6]. Hence, our evaluation handles situations with a wide
spectrum of signal variability.

3.6.2. BASELINES USED FOR COMPARISON

We utilize two SoA studies as baselines for comparison, one for identification [79] and
the other for authentication [49]. The reasons for selecting those baselines are presented
in section 3.7. In this subsection, we quantity the improvement in the acquisition rate
for CardioID and the difference in acuraccy between our work and the SoA baselines.

QUANTIFYING ACQUISITION RATES

Every study in this research area, including ours, removes periods that do not conform
to the required morphologies. The goal is to discard as few periods as possible, while
maintaining high accuracy. Denoting S as the cardiac periods from all users and S′ as
the periods used by a system (after discarding non-conforming morphologies), the ac-
quisition rate is given by S′/S. With controlled data, the acquisition rate is high, S′ ≈ S;
but with uncontrolled data, the rate can be very low, S′ ≪ S. As stated in section 3.4, a
low rate can increase the system’s delay and in some cases exclude the participation of
some users. Hence, before even assessing the accuracy of the system, we need to make
sure that a method has the capability to recognize 100% of the users.

Considering that S is equal to 14347, 10728 and 3612 periods for the public, pri-
vate, and MIMIC-III datasets, respectively, we first need to find S′ for the SoA baselines.
The morphology and features used by Kavsaouglu et al. are presented in Figures 7
and 8 in [79], and the corresponding information for CardioCam is provided in Figure
8 in [49].8 We use that information to discard the morphologies that do not conform to
their requirements because the right morphology is necessary to obtain their features.
After discarding the non-conforming morphologies in the SoA, we obtain the following
acquisition rates: 74.6% (public dataset), 64.5% (private dataset) and 66.3% (MIMIC-III
dataset) for [79]; and 59.2% (public), 32.8% (private) and 37.4% (MIMIC-III) for [49]; sig-
nificantly lower than the 98.4% (private), 97.5% (public) and 97.1% (MIMIC-III) obtained
for CardioID. More importantly, in the camera dataset there were three users that did not
have a single cardiac period resembling the morphology required by [49], and thus, there
is no possibility to authenticate them with that method.

Moreover, the SoA studies [79, 49] show a long acquisition delay. There are 12444,
10320, and 3000 seconds of data for the public, private and MIMIC-III, correspond-
ingly. The acquisition speeds are 0.932 (public), 0.726 (private) and 0.798 (MIMIC-III)
period/second for [79]; and 0.740 (public), 0.369 (private) and 0.450 (MIMIC-III) pe-
riod/second for [49]; significantly lower than the 1.229 (private), 1.097 (public) and 1.169
(MIMIC-III) periods/second obtained for CardioID. The SoA acquisition speeds are be-
low 1 period/second. Some of the acquisition speeds are even lower than 0.5 period/sec-
ond, which means that users would need to wait a few seconds to be identified.

8Upon close inspection, we notice that, in both SoA studies, the second derivative of f (t ) is a signal similar,
but not exactly the same, as morphology-2 in our case, h′′

2 (t ).
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CARDIOID VARIANTS

To assess the impact of our contributions –morphology stabilization, morphology clas-
sification and the reduction of non-linear effects for authentication– we perform an ab-
lation study creating different variants for CardioID. For the SoA approaches, we imple-
ment them based on the morphologies and features provided in their respective studies.

For identification, we consider four variants.

• Variant I.1 (MS): we use morphology stabilization to obtain h(t ) and h′′(t ) with
their respective features, cf. Table 3.2. This variant only considers morphology-2
periods, h′′

2 (t ). The classification method is K-NN, the same as in [79].

• Variant I.2 (MC): we add morphology classification to the MS variant. Here, we
include periods with morphologies h′′

1 (t ) and h′′
3 (t ) but we still use K-NN for the

classification.

• Variants I.3 and I.4 (CardioID.LDA and CardioID.NN): we replace K-NN in the MC
variant with LDA and NN, respectively. We consider these variants the final imple-
mentations of CardioID for identification.

For authentication, we also consider four variants.

• Variant A.1 (MS): similar to the MS variant used for identification, but instead of
K-NN, it uses PCA and Euclidean distance to achieve authentication, as in [49].

• Variant A.2 (MC): it adds morphology classification to the MS variant.

• Variant A.3 (Mahal): it replaces the Euclidean distance with Mahalanobis distance
in the MC variant.

• Variant A.4 (CardioID): it adds the multi-cluster approach to the Mahal variant.

EMULATING A WIDE RANGE OF SIGNAL VARIANCES

Our aim is to evaluate the SoA baselines and CardioID variants under a wide range of sig-
nal variances. Collecting that type of data would require asking users to steadily increase
the level of finger movement and pressure from low to high. That would be a complex
process, instead we use our datasets to create (emulate) subsets with increasing levels
of variance. To generate the emulated subsets, we perform the following process. For
every user, we only include signals that lead to a variance less than t , where t = 2,4,6.
If after this filtering process, a variant cannot collect 20 periods from a user, we leave
the user out of the emulated set because we would not have sufficient training data for
that user. A macro view of the emulated subsets is presented in Table 3.5, Table 3.6, and
Table 3.7. For example, if we look at Table 3.5 for reference [79], we can see that if we
set t = 2, (i) only 21.6% of the periods would have a variance less than 2 and satisfy the
morphology requirement of [79]; and (ii) only 29 subjects, out of 35 (82.9%), have more
than 20 periods satisfying the conditions in (i).

Table 3.5 and Table 3.6 provide two important insights. First, for all variance levels,
the MC variant has the best performance in terms of including more users and having
the highest acquisition rate (because it accepts three different morphologies). The SoA
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Table 3.5: Percentage of detectable subjects and periods in the public (pulse-oximeter) dataset.

Public Signal variance 2 4 6 All

[79]
Subject % 82.9 100 100 100
Period % 21.6 54.2 67.3 74.6

[49]
Subject % 68.6 80 82.9 82.9
Period % 19.5 45.9 55.2 59.2

MS
Subject % 57.1 97.1 97.1 97.1
Period % 8.1 29.8 44.9 59.4

MC
Subject % 74.3 100 100 100
Period % 14.8 50.6 75.1 98.39

Table 3.6: Percentage of detectable subjects and periods in the private (camera) dataset.

Private Signal variance 2 4 6 All

[79]
Subject % 37.2 90.7 100 100
Period % 5.5 33.1 51.2 64.5

[49]
Subject % 25.6 41.9 58.1 69.8
Period % 4.7 18 25.9 32.8

MS
Subject % 18.6 81.4 95.3 100
Period % 3.4 22.3 37.5 55.5

MC
Subject % 30.2 93 100 100
Period % 5.5 37.6 64.3 97.5

baselines and the MS variant have lower performance because they consider only one
morphology. Second, when we consider all the data (last column in the tables), one of
the baselines [49] cannot include all users in either dataset. This is an important point
because it means that the (only) morphology allowed by [49] has requirements that are
so stringent that some users may rarely (or never) show the required morphology. In fact,
with the camera dataset, three users did not have a single cardiac period satisfying the
morphology requirements, and two of those users were above 50 years old (an age bracket
that was not considered in the SoA). The broad type of users in our dataset enables us to
expose this type of limitation. The variants LDA, NN, Mahal and Cluster, have the same
% of subjects and periods as MC because they are derived from that variant.

PROVIDING THE RIGHT CONTEXT FOR PERFORMANCE EVALUATION

Until now, we have only evaluated the impact of CardioID on the acquisition rate. In the
remainder of this section we evaluate its accuracy, and it is important to consider the
following points: (i) for each emulated subset, we use the first 80% of periods for train-
ing and the rest for testing; (ii) the variance observed in the SoA signals is around 1.5,
hence, the variance considered in our emulated subsets (t = 2,4,6) poses a greater chal-
lenge; (iii) for CardioID and the SoA baselines, we use a single period to perform identi-
fication or authentication, using more periods would increase the performance but also
latency; (iv) using a single cardiac period with controlled signals, the SoA reports a BAC
of 0.95 [49], which can be translated, in expectation, to the rightful user having a proba-
bility around 95% to get access to the system (sensitivity), and an attacker a probability
of around 5% of being successful (specificity). Thus, our goal is to try to get as close as
possible to a BAC of 0.95 with uncontrolled signals. In authentication and identification,
improvements in the order of 5%, or above, are considered significant.
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Table 3.7: Percentage of detectable subjects and periods in the MIMIC-III dataset.

MIMIC-III Signal variance 2 4 6 All

[79]
Subject % 70 90 90 90
Period % 28.4 53.1 60.6 66.3

[49]
Subject % 40 80 80 80
Period % 11 29.3 34.2 37.4

MS
Subject % 70 80 90 90
Period % 8.6 20.7 26.3 31.8

MC
Subject % 80 100 100 100
Period % 25.2 59.8 77.9 97.1
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Figure 3.15: Identification performance.

3.6.3. IDENTIFICATION
Public dataset. Figure 3.15a shows the results for the pulse oximeter dataset. The MS
variant provides the most significant improvement, above 10% for most approaches.
This occurs because our harmonic filter adapts to every user, enabling more distinct
and stable features. The MC variant does not really improve the BAC, but –as described
before– the fact that it accepts multiple morphologies improves inclusion (more subjects
are accepted) and the acquisition rate (40% higher than the MS variant and 20% higher
than the SoA baseline [79] for the entire dataset, cf. last column in Table 3.5). As for
the LDA and NN variants, the performances are similar. The improvement of both solu-
tions over the MC variant is around 5%. The final BAC of CardioID reaches 91.6%, close
to the 95% target, while the SoA drops to 76.1% [79], leading to a total improvement of
exceeding 15%.

Private dataset. Figure 3.15b shows the results for our camera dataset. We can see
that, compared to the prior dataset, the overall performance is lower, but the same gen-
eral trends appear, showcasing the ability of CardioID to improve the identification per-
formance across different sensors and users. Considering the subsets with variances four
and above, we obtain the same benefits as for the pulse oximeter: the MS variant provides
about a 4% improvement, the MC variant offers a marginal improvement in terms of ac-
curacy but significant improvements on subject inclusion and period acquisition rate
(cf. Table 3.6), and the classification methods (LDA and NN) provide an improvement of
around 7%.

It is important to note that even though CardioID performs significantly better than
the SoA with the camera dataset (12% better), it is still far from the 95% BAC target, which
leaves some chances for attackers. At the end of this section, we discuss some ways to
overcome this problem.
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Figure 3.16: LDA contribution.

MIMIC-III dataset. Figure 3.15c shows the result for the patients in ICU. The cardiac
signal is obtained with a pulse oximeter, but the time difference between the training and
testing for all subjects is at least 7 hours. In the prior two datasets, as well as for all the
other SoA studies, the training and testing sets are contiguous. The overall performance
of the MIMIC-III dataset is better than with the camera dataset. The difference between
the SoA baseline [79] and the MS variant is about 3%. The MC variant, whose multiple
morphologies allow to nearly triple the number of cardiac periods and consider 10%
more subjects (cf. Table 3.7), improves the performance by 3% with respect to the MS
variant. Although the NN classification method is inferior to LDA, it still provides a 5%
improvement. The LDA method, which is the one that performs best, can obtain a BAC
of 83%, which is a 15% improvement compared with the SoA [79].

Linear vs. non-linear methods. SoA studies have been using linear [86, 90, 84] and
non-linear [48, 87] methods to perform identification, but no study has compared both
approaches or stated why one is preferable over the other. Our evaluation shows that
both methods have a similar performance (Figure 3.15). We hypothesize that this oc-
curs because our morphology stabilization and classification provide cardiac periods
with stable and distinct features, and hence, the role of the classification method is less
prominent. To highlight the importance of our morphology variants (MS and MC), we
replace the K-NN classifier used in [79] with LDA in the camera dataset (while maintain-
ing everything else the same). The results in Figure 3.16 show that LDA even degrades
the performance a bit. Without the stable and distinct PPG signals provided by our mor-
phology stabilization and classification, a machine learning method cannot do much on
its own to overcome the high variance present in uncontrolled scenarios.

3.6.4. AUTHENTICATION

Public dataset. Before discussing the authentication results, we need to highlight a crit-
ical difference compared to identification: for authentication, the SoA [49] fails to in-
clude all types of users. In Table 3.5, we can observe that both, the SoA baseline used for
identification [79] and the MC variant, consider all 35 subjects for t = 4 and above, and
thus, the comparison is unbiased because the population size is the same. However, the
maximum number of subjects considered by [49] (baseline for authentication), is only 29
(82.9%). This occurs because our evaluation requires at least 20 periods per subject, but
the morphological requirements of [49] are too stringent, which does not allow getting
enough periods for 6 subjects. Hence, for the results we present with authentication,
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CardioID faces a more challenging scenario than the SoA because a bigger population
increases the likelihood of errors.

With that clarification, we can now discuss the main insights for the private dataset
(pulse oximeter) in Figure 3.17a. First, at t = 2, all the approaches have a similar per-
formance. This occurs due to the limited data. For t = 2, the emulated subset filters
out most samples. Contrary to identification, where the system can exploit the samples
from all the other users, in authentication, the system can only use the limited samples
belonging to a single user. Thus, for t = 2, the performance of the system is largely de-
termined by the small number of relatively well controlled signals, leaving little room for
the methods to showcase their respective strengths. For t = 4 and above, the MS and
MC variants play the same role as in identification: MS increases the performance, while
MC increases the participation (number of subjects) and the acquisition rate (reduces
delay). Overall, CardioID achieves a 93.7% BAC with 35 subjects, while [49] achieves 11%
less BAC with only 29 subjects.

Private dataset. Figure 3.17b shows the results with the camera dataset. Due to the
higher signal variability, the SoA baseline filters even more periods than with the prior
dataset: the percentage of subjects for the SoA is less in Table 3.6 than in Table 3.5 (69.8%
vs. 82.9%), and as stated before, three subjects did not have a single period satisfying
the morphological requirements in [49], which would make the SoA system invalid for
this target group. Even if we leave that critical point aside, CardioID still outperforms
the SoA by 10%, but it is still not able to reach the desired 95% BAC target. A counter-
intuitive trend with the camera dataset is that CardioID’s performance increases signif-
icantly with the signal variance. But this is not due to the increase in variance per se
(which adds noise), but due to the increase in data (when more variability is allowed, the
subset contains more cardiac periods and subjects).

There is one result, however, that we did not expect and it highlights a particular
strength of the SoA with the camera. For t = 2, the baseline [49] has a strong performance
compared to all of our variants, and it is in accordance with what the authors report in
the original paper.9 Initially, we thought that it was because, at t = 2, the SoA considers
only 11 out of 43 subjects (25.6% subject participation in Table 3.6), but our MS variant,
which relies only on morphology-2, also considers the same amount of subjects and per-
forms worse. The SoA has strict morphological requirements that filter out many cardiac
periods, but this conservative standard allows them to have more similarity among their
periods when the data is controlled, which is particularly useful in authentication be-
cause the training phase utilizes a single user. The stability of our features relies solely
on the harmonic filter. After that, the conditions to consider a morphology valid are
rather permissive: simply counting the number of peaks and valleys present.

MIMIC-III dataset. Figure 3.17c shows the results for the ICU patients. Similar to the
other datasets, the benchmark [49] cannot include all subjects (80%). The performance
of the MS variant is noticeably below other methods, due to the limited amount of data
(cf. Table 3.7). Among the other variants, the Mahalanobis distance contributes to the
largest improvement, around 10%. Overall, CardioID improves the BAC performance by
12% with respect to the benchmark [49].

9In [49], the authors report a 95% BAC using a single sample. Their signals seem to have a variance of 1.5. If we
extrapolate the performance of [49] in Figure 3.17b, we will obtain the reported result.
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Figure 3.18: Mahalanobis contribution.

Mahalanobis contribution. A final point to discuss is the role of the Mahalanobis
distance. Among all our variants, the Mahalanobis variant provides the biggest improve-
ment,10 which leads to the following question: If we simply replace the Euclidean dis-
tance with the Mahalanobis distance in [49] with the camera dataset, would the perfor-
mance get comparable to CardioID? The result is shown in Figure 3.18, where we can
see that there is an improvement across all signal variances but the gain is not as signif-
icant as when Mahalanobis runs on top of MS and MC. When all the signal variance is
considered, the BAC of the modified SoA ([49]+Mahalanobis) is below 80%, while that of
CardioID is around 85%. Similar to what happened with identification, where we sim-
ply modify the SoA to bypass MS and MC (cf. Figure 3.16), this result proves that all the
foundational blocks of CardioID are important to obtain a maximum performance gain.

Summary. Based on the results with all the datasets, we can summarize the following
takeaway lessons. Overall, morphology stabilization (section 3.3) and the methods to
overcome the non-linear effects of authentication (section 3.5) improve performance,
while morphology classification (section 3.4) improves the acquisition rate (more users
and less latency). For the public dataset with uncontrolled data, our methods can bring
back the accuracy of identification and authentication close to the desired target of 95%
BAC using a single cardiac period for testing. With the private and MIMIC-III dataset,
however, even though our methods still have a better performance than the SoA, they do
not reach the desired 95% target. To ameliorate this problem, one could place stricter
constraints on the types of morphologies that can be accepted and use more periods for

10We also tried the variant MC+MultiCluster, without including the Mahalanobis distance, but the result of
that variant was lower than the MC+Mahalanobis variant.
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Table 3.8: The most relevant studies in the SoA. Some studies evaluate multiple datasets, if the dataset is public,
a reference is given in the ‘# subjects’ column. The studies in bold are used as comparison baselines in our
work.

Application Sensor Type # Subjects # Features Decision Method # PT Accuracy

[50], 2003 Identification pulse oximeter 17 (own) 4 (fiducial) discriminant function – 94,0%

[90], 2013 Ident. pulse oximeter 44 1 (entire period) correlation functions 16 5.3% (EER)

14 14.5% (EER)

[79], 2014 Ident. pulse oximeter 30 40 (fiducial) KNN 1 87.0% (F1)

[84], 2016 Ident. pulse oximeter 32 , [114] 15 (fiducial) LDA & QDA 5 92.5% (Rank-1)

[48], 2017 Identification pulse oximeter 42 , [115] DWT (non-fiducial) SVM & NN – 100%

[86], 2018 Auth. pulse oximeter 42 , [115] CWT (non-fiducial) Direct-LDA 8-40 1.6% (EER)

32 , [114] 3.8% (EER)

41 , [116] 8.8% (EER)

[49], 2019 Auth. camera 25 30 (fiducial) PCA 1 95.8% (BAC)

& 36 (non-fiducial)

CardioID Both Both 35 , [98] 32,38,44 (fiducial) LDA & NN (Ident.) 1 93.2% , 95.5%

43 PCA (Auth.) 78.2% , 85.3%

10 83.6% , 84.3%

(BAC: Iden. , Auth.)

testing, but that would increase the system training overhead and delay while testing.

3.7. RELATED WORK
We divide the related work into three main phases, highlighting the elements we build
upon from the SoA and the novelty of our work. A summary of the most relevant studies
is presented in Table 3.8.

Phase 1: Basic identification. Gu et al. report the first results for PPG identifica-
tion using just four features. They achieve an accuracy of 94% using a discriminant
function [50]. Later, researchers found that the derivatives of a PPG signal can provide
more stable and unique features [117]. Motivated by those initial results, researchers
performed further experiments and found that the reported high accuracy is strongly
dependent on the data-gathering process. Spachos et al. [87] considers fiducial features
with two data sets. They report widely different performances for each set, EERs (Equal
Error Rate) of 0.5% vs. 25%, leading them to state that PPG signals can be used for iden-
tification “given that [they] are collected under controlled environments and with ac-
curate sensors". Bonissi et al. [90] also find significant differences in EER depending on
the databases they use, 5.3% vs. 14.5%.

One of the most comprehensive evaluations is performed by Kavsaoğlu et al. [79].
They use 40 features from PPG signals and their derivatives (first and second), and uti-
lize a single period for testing to obtain an F1 accuracy of 87.2% (F1 is a stricter metric
compared to BAC). From that work, we borrow the idea of using the second derivative
and multiple features. We implemented this method and used it as a comparison base-
line for identification.

Phase 2: non-fiducial features and more challenging PPG signals. An important moti-
vation for our study comes from [84] and [86]. Sarkar et al. [84] analyze PPG signals with
subjects that undergo various emotions. To enforce the same morphology, they nor-
malize signals in time and amplitude so fiducial features can maintain a common pat-
tern. This approach, however, requires 20 cardiac periods per testing sample (∼15 sec,
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too long of a delay). Yadav et al. [86] also look into PPG signals that consider different
levels of emotions and physical exercise, but they propose to use non-fiducial features
based on continuous wavelet transform (CWT). CWT considers the spectral response of
a signal, which is more resilient to noise than geometric (fiducial) features, but they still
require long testing sequences, between 8 and 40 cardiac periods (∼6 to 60 sec). Karim-
ian et al. [48] also utilize non-fiducial features (discrete wavelet transformation, DWT),
and report an accuracy of 100%, compared to a 95-98% accuracy obtained with fiducial
features, but does not report the number of periods used for testing.

From the above studies, we take two insights. First, the normalization of PPG signals
in time and amplitude to overcome distortions caused by emotions. Second, we do not
use spectral features due to the many cardiac periods needed for testing, but we do per-
form a thorough spectral analysis (harmonic filtering) to obtain more stable and distinct
fiducial features.

Phase 3: cameras and authentication. Most studies focus on performing identifica-
tion with pulse oximeters, but a recent work uses smartphone cameras to attain authenti-
cation [49] (CardioCam). Authentication is more challenging than identification because
it trains the system with a single user. CardioCam achieves a high BAC (95.8%) using a
single cardiac period for testing. Motivated by CardioCam, we also collect data with a
smartphone camera and implement the signal processing chain proposed in that work
(filters, features and PCA method). Our results show that its performance decreases with
irregular PPG signals. Furthermore, for some users, the requirements of CardioCam’s
morphology are so strict that they would not be able to use the system.

There are also some other studies related to our work.

Cardiac health applications. Several cardiac health applications use a smartphone
camera. Seismo [42] develops and evaluates a smartphone-based blood pressure mon-
itoring application. It uses the smartphone’s accelerometer to measure the vibration
caused by the heart valve movements to measure the pulse at the fingertip. The Pear-
son correlation coefficient of the blood pressure estimation is 0.2–0.77. Chandrasekaran
et al. [118] combines sound information from the chest and video from a fingertip to
measure people’s blood pressure. Their estimation accuracy is above 95%. HemaApp [7]
infers hemoglobin levels based on the light absorption detected by a smartphone cam-
era, and achieves sensitivity and precision of 85.7% and 76.5%. Zhang et al. [119] adopt
a smartphone camera to monitor blood glucose. They use Gaussian functions to fit the
camera PPG signal and GSVM-based (Gaussian support vector machine) classification
to identify the blood glucose level. The overall accuracy is 81.49%. Siddiqui et al. [120]
capture the PPG signal on the red channel to estimate the pulse rate with an accuracy
of 98.02%. All these systems aim at vital signs, which only require information on few
fiducial points on cardiac signals. while identification needs to consider the whole mor-
phology of cardiac signals. Therefore, we cannot adopt their methods.

Identification with ECG sensors. The most common cardiac sensor is ECG. These sen-
sors are widely available in hospitals and have also been used for identification. Safie et
al. uses ECG features to obtain an AUR and EER of 0.9101 and 0.1813, respectively [121].
Silva et al. explore a less invasive form of ECG sensors for authentication, finger-ECG [122].
They utilize pre-processed templates as inputs for K-NN and SVM, and obtain an EER
below 9.1%. Similarly, Singh et al. [123] use just one electrode to extract 19 fiducial fea-
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tures, and apply an adaptive threshold to perform authentication with a 99% accuracy.
ECG sensors are more accurate than PPG sensors and smartphone cameras, but they
are less pervasive and their filtering and identification methods are similar to the SoA
studies using pulse oximeters.

3.8. CONCLUSIONS
Motivated by the fact that PPG biometrics have been largely limited to controlled setups,
we analyze the impact of more realistic uncontrolled signals. We identify three main lim-
itations in the SoA: the same filtering parameters are used to obtain the features for all
users, a single dominant morphology is assumed, and there are important non-linear
effects that have not been considered. These limitations create a wide sensing gap,
preventing low-end sensors from performing authentication. Our novel methodology,
named CardioID, overcomes those limitations with a new morphology stabilization and
classification mechanism, and by using the Mahalanobis distances with a multi-cluster
approach. Overall, considering a wide variety of cardiac cycles from three datasets, our
novel methodology (first alternative) increases the average BAC from around 70% to 85%,
significantly reducing the sensing gap.





4
CAMPRESSID: OPTIMIZING

CAMERA CONFIGURATION AND

FINGER PRESSURE FOR BIOMETRIC

AUTHENTICATION

This chapter builds upon the prior one, targeting cardiac identification. To reduce the
sensing gap even further, we focus on enhancing the re-purposed sensor. In the previ-
ous chapter, the smartphone camera yields a lower performance compared to the PPG
sensor. This situation stems from two facts. First, a difference in the optical compo-
nents. PPG sensors use emitters and receivers in the infrared spectrum because it is
better suited to capture blood flow. Smartphones, on the other hand, use white flash-
lights and cameras tuned for picture-taking rather than PPG collection. Second, a lack
of add-ons for pressure control. PPG sensors have a finger-clip to control the user’s pres-
sure, but smartphones do not have such mechanical design. This chapter introduces
methods to overcome these two limitations, re-purposing smartphones to capture PPG
signals that are comparable to PPG sensors.
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Figure 4.1: Cardiac signal obtained with a PPG sensor and a smartphone.

4.1. INTRODUCTION
As described in the prior chapter. Cardiac signals –as hard-to-forge biometrics– are be-
ing studied as potential alternatives for authentication systems [79, 49, 18]. Cardiac sig-
nals can be captured with a photoplethysmogram (PPG) sensor, which measures the
changes in blood volume via the absorption of light. PPG sensors rely on two key fac-
tors: 1) the use of LEDs and photodiodes operating in the near infrared spectrum, and
2) a steady pressure guaranteed by a finger clip, as shown in Figure 4.1(a). These two
properties allow for capturing stable cardiac signals, as illustrated in Figure 4.1(b). The
flashlight and camera on smartphones can also be used to capture PPG signals, as shown
in Figure 4.1(c). However, the signal quality degrades significantly, as depicted in Fig-
ure 4.1(d), because the required light spectrum and finger clip are no longer present.
Some SoA studies using PPG signals obtained from a camera report unsatisfying perfor-
mances, with an Equal Error Rate (EER) around 20% [124]. Although some studies have
optimized part of the camera parameters to gather more stable cardiac patterns, such
as in [49], they still need to collect PPG signals in a controlled manner to achieve a good
performance. None of these studies have conducted a comprehensive analysis of the
camera parameter configuration or the amount of fingertip pressure over the camera.

In this work, we improve the quality of PPG signals captured with smartphone cam-
eras for authentication. Our study focuses on analyzing the sensing process (camera
parameters and finger pressure) and on utilizing a bigger and more realistic dataset, as
presented in Table 4.1. Overall, we provide the following contributions.

Contribution 1: Camera Configuration [Section 4.3]. Cameras are designed for tak-
ing pictures and recording videos. Using cameras to capture PPG information leads to
poor signal quality as shown in Figure 4.1(d). We investigate and configure all camera
parameters to render a PPG signal that is as similar as possible to the one captured with
a dedicated PPG sensor.

Contribution 2: Pressure Control [Section 4.4]. Pressure plays an important role in
signal distortion. Without a finger clip, SoA systems using cameras have no control over
pressure. We investigate the impact of pressure on the signal’s quality and provide feed-
back to the user to maintain an optimal pressure level. By doing so, we achieve stable
PPG signals for every subject without any hardware add-ons.

Contribution 3: Thorough Evaluation [Sections 4.6 & 4.7]. We collect a dataset with
58 subjects. This dataset is bigger and more balanced than other datasets in the SoA [49,
125]. Moreover, we collect single-session and double-session datasets. The single-session
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Table 4.1: Our contributions compared to the SoA: CardioCam [49] and CardioID [125]. The fields in orange
depict the novelty of our study.

Category CardioCam [49] CardioID [125] CamPressID

Sensing
Camera Configuration × × ✓

Finger Pressure × × ✓

Dataset

# Users 25 43 58
# Female 6 16 22

Age range (µ/σ) 25-33 (-/-) 12-79 (36.7/14.9) 15-80 (40.2/14.6)
Interval (h) 0 0 ≥ 7 hours
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Figure 4.2: The metrics and morphology description for PPG authentication.

dataset does not leave any interval of time between the testing and training phases,
which is what the SoA does [125, 49, 124]); while the double-session dataset leaves at
least seven hours between the testing and training phases, providing a more realistic
and challenging scenario to test authentication. To showcase the benefit of improving
the sensing process, we test our framework using the same authentication method as
the SoA [125]. The results show that our more principled way of gathering PPG sig-
nals increases the average balanced accuracy (BAC) of CamPressID by more than 10%
compared to the SoA (10% higher for the double-session dataset, and about 20% higher
for the single-session dataset). Furthermore, in the single-session dataset, the BAC gets
above 90%, which approaches the performance of a system using a dedicated PPG sen-
sor.

4.2. SYSTEM OVERVIEW
To improve the quality of the signals captured from cameras, we propose two methods
that can be added to existing authentication solutions: camera configuration and pres-
sure control. First, we analyze the effect of all camera parameters in order to optimize
the smartphone for PPG signal collection (as opposed to optimizing it for pictures and
videos). Second, the system asks the subject to use different pressure levels. Based on
these levels, the system identifies the optimal pressure and provides feedback to the sub-
ject to maintain that level. After performing these two steps (camera and pressure op-
timization), CamPressID processes the PPG signals based on authentication methods
already reported in the SoA [125].

A high authentication accuracy of PPG-based systems requires two conditions: i) the
shape of PPG periods from the same subject should be similar (short intra-class distance),
and ii) the shapes of PPG periods from different subjects should be distinct (long inter-
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Table 4.2: Camera configurations in the SoA [124, 49, 125]. The table includes the default values obtained
for light and dark skin. The parameters in orange are optimized in CamPressID. (DC: default configuration;
γ: gamma correction; DPS: dynamic pixel selection; −: hardware-limited; ×: available but not controlled; ✓:
controlled but the value is not reported).

Configuration Smartphone Frame rate
Frame

resolution
Flashlight Aperture ISO

Shutter
speed

White
balance

γ ROI

[124] Iphone X 240 fps 1280*720 × − ✓ ✓ ✓ × ×
[125] Iphone 7 60 fps × × − 20 200 × × Selected pixels
[49] Iphone 7 60 fps 1280*720 ✓ − ✓ × × × DPS

DC for light skin Moto G7 plus 30 fps 320*240 − − 100 1/729 4474 K × All pixels
DC for dark skin Moto G7 plus 30 fps 320*240 − − 100 1/611 4858 K × All pixels

CamPressID Moto G7 plus 30 fps 320*240 − − 100 1/400 6600 K 1 Central 1/4

class distance). Considering the cardiac structure of subjects stays almost the same, the
intrinsic inter-class distance is fixed. Thus we only deal with the intra-class distance. In
this work, we refer to the shape of PPG periods as morphology. If the morphologies gath-
ered for the subjects are noisy and/or variable, it is challenging to differentiate them.
Therefore, in our system, we utilize two quality indicators for PPG signals: 1) a high
signal-to-noise ratio (SNR) and 2) a stable morphology for every individual subject.

For the first indicator, the SNR can be mapped to PPG amplitude. Within the duration
of a PPG signal, the amplitude captures the average peak-to-peak values of all periods.
For example, in Figure 4.2a, the PPG amplitude can be calculated as 1

n ×∑n
i (Ai

P − (Ai
T 1 +

Ai
T 2)/2), where n indicates the number of periods in the signal. For the second indicator,

a stable morphology is reflected by the similarity among periods. To visualize the sim-
ilarity of signals, we overlap all periods in Figure 4.2a to generate the blue normalized
curves in Figure 4.2b and we add the normalized curves of a second subject (orange)
to show that the cardiac signals can be unique to each subject1. To measure the simi-
larity between periods, we use the cross track error (CTE), which calculates the shortest
Euclidean distance from points on one signal to a reference signal. For the remainder
of the paper, our CTE calculations (for a given subject) use the average morphology of
all periods as the reference signal. Note that CTE is a better similarity metric than vari-
ance, because the variance can penalize heavily small misalignments between periods,
as depicted in Figure 4.2c.

4.3. OPTIMIZATION OF CAMERA CONFIGURATION
Cameras are designed to take pictures and record videos. When they are exploited to
collect PPG data, it is inevitable to compromise the signal quality due to inappropriate
camera configurations. This will lead to a degradation in authentication performance.
In Table 4.2, we summarize the camera configurations used in the SoA. We can see that a
comprehensive study of the key parameters for biometric applications is still missing. In
this section, we provide a thorough analysis of such parameters to enhance the quality
of PPG signals.

1This overlapping process consists of two steps: First, we normalize the duration and amplitude of each period
to 100. Second, we set the starting point of all periods to (0,0) to align them. We can also use other reference
points, but given that the alignment does not change the morphology of periods, the performance is not
affected. Thus, we just pick the starting point.
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Figure 4.3: The analysis of frame rate jitter on the PPG signal.

4.3.1. CAMERA PARAMETERS OPTIMIZATION
There are mainly three camera configurations that affect getting high-quality cardiac sig-
nals: video recording, light exposure, and image processing. Next, we analyze the impact
of each part.

VIDEO RECORDING

Video recording consists of two essential parameters: frame rate and frame resolution.
With PPG sensors, each sample captures the reflected near-infrared spectrum of the fin-
ger’s blood. With a camera, an entire frame is needed to provide one sample. The color
of the multiple pixels in one frame are combined to capture the reflected red spectrum
from the finger.

The frame rate is equivalent to the sampling frequency of the PPG sensor. And there
are two parameters we need to consider in the frame rate. First, we need to guarantee
that the sampling frequency (frame rate) is sufficient to obtain the necessary spectral in-
formation from a cardiac signal. Second, contrary to a PPG sensor, the camera frame rate
suffers from a slight jitter. The interval between two frames is not constant. This jitter
may distort the shape of the PPG signal, which could lead to unstable morphologies.

Regarding the necessary sampling frequency, according to [92], sampling frequen-
cies above 25 Hz do not provide any extra information. Hence, the customary rate of
30 fps in most commercial smartphones is sufficient. Regarding the jitter, to understand
its impact, we collect 1731 periods using a smartphone at 30 fps. The results are shown in
Figure 4.3a. The jitter’s standard deviation is 2.83 ms and 95% of the samples fall within
5.67 ms. To quantify how these statistical variations distort a cardiac signal, we obtain a
‘clean’ period from the PPG sensor and add the random jitter shown in Figure 4.3a. This
process allows us to emulate PPG signals with jitters, as shown in Figure 4.3b. We can
see that jittered signals almost fully overlap with the original one. If we check the fre-
quency domain in Figure 4.3c, the responses are also nearly the same for the range of
interest [2 f ,5.5 f ] (described in Section 3.4 of Chapter 2), where f is the heartbeat rate.
Thus, in both the time and the frequency domains, jitter causes a negligible distortion,
and consequently, we choose 30 fps as the frame rate.

The frame resolution determines the number of pixels on each frame. Since we have
to combine information from multiple pixels to obtain a single PPG sample, we pick the
lowest frame resolution (320*240) in our camera to reduce the computational complex-
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Table 4.3: PPG amplitude (in pixel intensity) under different camera settings.

Shutter Speed
ISO 1/200 1/400 1/800 1/2000
100 10.03 11.13 5.59 2.31
200 4.74 6.03 10.67 3.27
400 2.04 4.28 9.52 8.15
800 0.01 2.74 7.40 7.42

ity. In Section. 4.3.2, we describe how we determine a region of interest within a frame to
reduce the number of pixels involved in the computation of the PPG sample.

LIGHT EXPOSURE

Four key components affect light exposure: flashlight, aperture, ISO, and shutter speed.
The flashlight determines the intensity and spectrum of the light impinging on the

fingertip, and the aperture controls the opening size of a camera, determining the amount
of incoming light. Most smartphones, however, do not allow modifying these compo-
nents.

The ISO and shutter speed are the only parameters that can be configured in light
exposure. Choosing the right combination can achieve a high PPG amplitude. The
ISO controls the pixel’s sensitivity to light, and the shutter speed controls the shutter
open interval. During the open interval, cameras integrate the light energy received
on each pixel. We should assess different ISO and shutter speed values and select the
best combination for the system. Taking the camera of the Moto G7 Plus, for example,
both ISO and shutter speed contain four values: ISO: 100,200,400,800; shutter speed:

1
200 , 1

400 , 1
800 , 1

2000 s. To measure the effect of these parameters, we use ten subjects to col-
lect 120 seconds of PPG signals for each one of the sixteen ISP/shutter speed combina-
tions. To determine the best combination, we adopt PPG amplitude (SNR) as the metric.
The experiment results are shown in Table 4.3. We can see that some light exposures are
either too high (ISO: 800 and shutter speed: 1

200 ) or too low (ISO: 100 and shutter speed:
1

2000 ) resulting in a low PPG amplitude (0.0102 and 2.3122, respectively). In high light
exposure, PPG signals saturate most of the time, rendering almost zero PPG amplitude.
In low light exposure, pixels are insensitive to light change, which renders a low PPG am-
plitude. Among all the combinations, ISO 100 and shutter speed 1

400 provide the highest
amplitude. Therefore, for the smartphone Moto G7 Plus, these values are optimal. On
other smartphones, the proper ISO and shutter speed configurations can be identified
similarly.

IMAGE PROCESSING

Due to the differences between cameras and human eyes, a camera-captured raw pic-
ture is distinct from the perception of human eyes. To mimic human eyes’ perception,
engineers introduce the white balance and gamma correction parameters to modify the
raw RGB values in a picture. These modifications will inevitably distort camera PPG sig-
nals, which results in a high variances (high CTE).

White balance adjusts the color intensity to render “correct” colors to human eyes.
It depends on the color temperature. Figure 4.4 shows actual RGB values for the white
color in different color temperatures [126]. We can see that except for temperatures in
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[6500K,6600K], this parameter attenuates the intensity of two primary colors. Hence, we
set the white balance to 6600K , allowing RGB values to reach 255 under white light.

Gamma correction is a non-linear mapping that transfers the light intensities in
cameras to those in human eyes. A camera’s response to light changes is linear, while
human eyes are non-linear, being more sensitive to light changes in a dark environment
as shown in Figure 4.5. To approximate the perception of human eyes, smartphones ap-
ply gamma encoding to map the camera values (yellow line) to the eyes perception (blue
curve) using the equation Y = 255(X /255)γ, where X is the original pixel intensity, γ is
a constant and Y is the pixel intensity captured by human eyes. The gamma correction
in most cameras use a value of γ = 0.45 [127]. From the equation, we can observe that
the non-linear mapping for human eyes amplifies the light change by different factors at
different intensity levels. To restore the linear mapping, we set γ to 1.

4.3.2. REGION OF INTEREST SELECTION
Although a camera has a large matrix of pixels, only a fraction captures the changes
caused by cardiac signals in a clear manner. Some studies select the best areas by ana-
lyzing each pixel [49], but such a process is too demanding to attain a real-time response
on the smartphone. In this work, we use only the central region of each frame. The area
of this region of interest (RoI) is 1/4 of the whole frame. To identify this ROI, we measure
the difference between the frames at the peak and start (valley) of one period. The differ-
ence between these two frames is shown in Figure 4.6. We can see that the bottom right
corner has zero difference. This is because that corner is close to the flashlight and thus
strong light saturates those pixels at all times. A similar phenomenon is observed with
other smartphones. Besides the flashlight effect, the outer regions in general are suscep-
tible to ambient light changes caused by finger movement or pressure change. Due to
these reasons, we decided to select the central part (1/4) of the frame as the RoI. Further-
more, to exclude noisy pixels inside the RoI, we useα-trimmed mean filtering [128], with
α= 0.1 to consider only pixel values between the 10th and 90th percentile.

4.3.3. PRELIMINARY EVALUATION
Now we present a preliminary evaluation to highlight the benefits of optimizing the cam-
era parameters. We use a Motorola G7 Plus with an optimal configuration according to
the last row of Table 4.2. Our evaluation considers three setups: (i) the default camera
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Figure 4.7: Comparison of signal stability. The red lines represent the average of all the overlapping periods.

configuration (optimized for photography like [129]), (ii) our optimized camera config-
uration, and (iii) a dedicated PPG sensor (SDPPG from APMKorea).

To measure the improvement, we use PPG amplitude and CTE as our metrics. For
PPG amplitude, we compare the differences between the two camera configurations2.
The default configuration (ISO 100 and shutter speed 1

721 for light skin; and shutter speed
1

611 for dark skin) has a pixel intensity of around 5.6. Our camera configuration, instead,
reaches a pixel intensity of about 11. Thus, our optimized configuration doubles the PPG
amplitude.

The CTE measures the similarity between periods. As an example, we demonstrate
the CTE comparison for one subject, as shown in Figure 4.7. We can see that the CTE
under the default configuration is higher and the periods diverge, Figure 4.7a, making
it hard for a system to learn the morphologies of the signals. The CTE under our cam-
era configuration is reduced by 27% and the periods converge, leading to more stable
morphologies, c.f. Figure 4.7b. Furthermore, compared to the signals obtained with the
PPG sensor, Figure 4.7c, the CTE of our camera configuration is only slightly higher. This
demonstrates that our configuration can compensate for the camera disadvantages to
obtain a close resemblance to the PPG sensor. More evaluations of our camera configu-
ration will be presented in Section 4.7.1.

4.4. OPTIMIZING THE FINGER PRESSURE ON THE CAMERA
PPG signals are measured by monitoring the changes in blood flow. The pressure of
fingertips on the sensor’s surface can change the blood flow because it alters the cross-
section area of the fingertip’s blood vessels. In this section, we study the impact of pres-
sure on PPG morphologies.

4.4.1. PRESSURE INFLUENCE
We study the influence of pressure through experiments. We put the smartphone on a
scale with the rear camera facing up and ask a subject to put his fingertip on the camera.
Initially, no active pressure is applied to the camera. After that, every 45 seconds we add
a 3 Newton (i.e., 3 kg ·m/s2) pressure to the subject’s fingertip until the pressure reaches

2We cannot compare the signal amplitude between the sensor and camera because they exploit different spec-
trums (infrared/visible), process the cardiac signal in different manners and use different units. Thus, we only
compare the amplitude between different camera configurations.
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Figure 4.8: Pressure analysis. We apply eight pressure levels on the fingertip of a subject, from 0 N (no pressure)
to 21 N (2.1 kg), in steps of 3 N (300 g). Each pressure level lasts for 45 seconds. Red dots on the PPG signal
indicate the end of a pressure level.

Table 4.4: Notations used for the pressure levels.
Notations L1 L2 L3 L4 L5 L6 L7 L8
Pressure (newton) 0 3 6 9 12 15 18 21

21 N. The notation of each pressure level is shown in Table 4.4. This range can simu-
late the situation from no pressure to overpressure. Figure 4.8 illustrates the pressure’s
impact on the amplitude and morphology of PPG signals. The corresponding CTE and
amplitude values are shown in Figure 4.9.

Under pressure level L1 (unstable surface contact before the first red dot in Fig-
ure 4.8), parts of the fingertip’s surface detach from the camera when a subtle movement
happens. These dynamics affect the light intensity on the camera. Thus, we can see that,
within level L1, the PPG amplitude is low and CTE is high (non-ideal periods).

Under pressure levels L2 and L3 (from the first red dot to the third red dot), the added
pressure improves the PPG amplitude and CTE. Especially under pressure L3, the result-
ing amplitude is close to the highest value and the CTE is the lowest. These convergent
periods with high SNR will help the system extract the required features.

Under pressure level L4, the amplitude reaches the maximum value, but the CTE
increases. Furtermorre, contrary to the triangle-shaped morphology under pressure L2
and L3, the morphology under pressure L4 has a trapezoid shape, which may change the
features derived from a cardiac signal.

After pressure level L4, stronger pressure suppresses the vessels, leading to low am-
plitudes. The low amplitude makes periods vulnerable to noise, amplifying the discrep-
ancy (CTE) between periods. Besides having a low amplitude and high variance (CTE),
the morphologies’ shape become more “square”. These distorted morphologies are far
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Table 4.5: Performance comparison
between the triangle and trapezoid
morphologies.

Triangle Trapezoid
BAC 0.9347 0.8589 (a) Interface with overlapping peri-

ods after a data gathering session
(b) Online feedback for optimal pres-
sure during signal collection

Figure 4.10: Our smartphone APP for PPG signal collection.

away from reflecting the actual features of the cardiac system.

4.4.2. PRESSURE CONTROL

From the pressure analysis, we see that a subject generates multiple morphologies under
various pressures. Thus, we should first determine the best pressure level for authenti-
cation, and then provide real-time feedback to the user to maintain that pressure level
during the training and testing phases.

From Figure 4.9, we observe that there are two pressure levels with a high amplitude
and a low variance (CTE): L3 and L4. The key difference between these levels is that one
morphology is triangular (L3) and the other trapezoidal (L4). Hence, a central question
is: what type of morphology is better suited for authentication with smartphone cameras?
To determine the optimal pressure level (and morphology), we perform a preliminary ex-
periment with ten subjects. Each one of these subjects goes through the process shown
in Figure 4.8 in order to gather their respective pressure levels L3 and L4. After that, for
each pressure level, we divide the data into two parts: the first 80% is for training and
20% for testing. Then, to compare the performance of both pressure considering the fi-
nal application (authentication), we adopt the same feature extraction and classification
methods in the SoA [125], which are described in more detail in Section 4.5). The result
in Table 4.5 demonstrates that the triangle shape morphology performs better, with a
BAC of 0.93 compared to a BAC of 0.86 for the trapezoidal shape. Due to this reason, we
use L3 (6 N) as the optimal pressure level.

To assist users in stabilizing their fingertips at their best pressure during the data
collection sessions, we design the Android APP shown in Figure 4.10. The App has two
main steps. First, to obtain the L3 level for each user in our dataset (53 users in total), we
ask them to increase the pressure level until we obtain the amplitude and CTE for level 3,
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Table 4.6: Our Methods compared to the SoA: CardioCam [49] and CardioID [125].

Category CardioCam [49] CardioID [125] CamPressID

Method
Signal processing SoA_cam.proc SoA_dual.proc SoA_dual.proc

Authentication SoA_cam.auth SoA_dual.auth SoA_dual.auth

Table 4.7: Subject details for different PPG authentication systems.

Studies Sensor # Users # Females Age range (mean/STD)

[129] PPG sensor 12 4 22–51 (-/-)

[86] PPG sensor 42/32 - - (-/-)

[130] PPG sensor 17 - 23–30 (-/-)

[125]
PPG sensor

Camera

35

43

12

16

10-75(28.4/14.0)

12-79(36.7/14.9)

[124] camera 15 2 - (-/-)

[49] camera 25 6 25–33 (-/-)

CamPressID camera 58 22 15–80 (40.2/14.6)

c.f. Figure 4.9a. Then, to gather the data for the training and testing phases, we provide
real-time feedback to help the user maintain that optimal pressure, c. f. Figure 4.9b.
Second, during the data gathering process of the testing and training phases, the APP
gathers information over a window of five seconds and checks two criteria for the periods
in that window: (i) their amplitude should reach 80% of the average amplitude obtained
for L3 during the pressure evaluation; and (ii) the CTE with respect to the average L3
signal (red line in Figure 4.9a) should be less than the average CTE obtained during the
pressure evaluation. If 75% or more of the periods in the five-second window satisfy
these two criteria, the App considers the data to be valid and stores it for training or
uses it for testing. Else, the App will provide feedback to the user to increase or decrease
the pressure until the sign-pressure turns green on the interface, middle right sign in
Figure 4.9b.

4.5. AUTHENTICATION METHOD FROM SOA
Thus far, camera-based studies used for authentication have focused on proposing novel
feature extraction and classification methods [49, 125]. Our work in this chapter does not
target those areas, our aim is to improve the camera configuration and pressure levels
to showcase that enhancing the data gathering process results in direct gains in over-
all performance. Due to that reason, we use the features and classification framework
presented in Chapter 2, Table 4.6. The details of the signal processing method and au-
thentication method are shown in Sections 3.3 and 3.4 of Chapter 2 and Section 3.5 of
Chapter 2, respectively.

4.6. DATASET CONSTRUCTION
To evaluate the performance of our data gathering framework, we need suitable datasets.
Existing datasets such as the ones in [49, 125] have a small population and a narrow age
range, which are not enough for a thorough evaluation. In this work, we collect PPG
signals from 58 subjects (22 are women). The age range is 15–80; and the mean and
standard deviation are 40.2 and 14.6 years, respectively. The details are listed in Table 4.7.
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Compared to other datasets [49, 125], our subject population (58) is the largest and our
age range is wide enough to cover most types of smartphone users (from teenagers to
old people).

For all subjects, we use a Motorola G7 plus to extract their PPG signals. The data
collection process considers two setups: single-session and double-session. The single-
session setup emulates the setups used in the SoA [49, 125]: there is no interval between
the collection of data used for training and testing. This setup allows us to perform a di-
rect comparison with the SoA. Under this setup, we extract 4-minutes of PPG signal from
each subject. The first 80% cycles of this signal are used for training and the remaining
20% for testing.

The single-session setup, however, differs from realistic login systems, which gener-
ally have an interval between the data registration (training) and access requests (test-
ing). Hence, we introduce the double-session setup to emulate more realistic situations.
For the double-session setup, we set the interval between training and testing to at least
7 hours. The 4-minute signal gathered for the single-session setup is used for training,
and after at least 7 hours, we collect an additional 1-minute PPG signal for each subject
for testing. Note that for the double-session setup, the ratio between training and testing
is still the same as for the single-session setup (80/20).

It is important to highlight that no prior study has considered these more demanding
conditions. Due to the interval introduced in the double-session setup, physiological and
psychological changes between the training and testing are considered. These changes
affect the stability of each subject’s morphology. Hence, the data in the double-session
setup is more challenging for authentication. It is also important to note that, since the
training data come from the single-session recordings, we can quantify the influence of
physiological and psychological by comparing the result between these two setups.

For each setup, single and double, we construct three datasets to assess the individ-
ual improvements of our camera configuration and pressure control modules 3:

• Default dataset: The data collection is done with the default camera parameters
and without pressure control. This dataset represents the data collection of most
SoA authentication systems, like [129].

• Config dataset: The data collection is done with our optimized camera configura-
tion (Section 4.3).

• ConfigPress dataset: The data collection is done under our optimized camera con-
figuration and with pressure control (Section 4.4).

4.7. EVALUATION
In this section, we evaluate the performance of our approach, CamPressID, and com-
pare it against two baselines: CardioID (SoA_dual) [125] and CardioCam (SoA_cam) [49]
selected from SoA camera-based authentication systems in Table 4.7. These two base-
lines can allow us to assess the improvement of our camera configuration and pressure

3The data collection activities related to these datasets have been approved by the Human Research Ethnic
Community (HREC) at our University.
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Table 4.8: The performance comparison of multi- and single-morphology methods in single-session case.

Method/System Dataset Acquisition Rate NDS
3 PPG Amplitude CTE

Multi-morphology1
Default 0.73 (10167/13920) 55 4.03 4.82
Config 1.06 (14774/13920) 57 9.41 3.74
ConfigPress 1.13 (15755/13920) 58 9.41 2.32

Single-morphology2
Default 0.25 (3468/13920) 40 4.98 4.73
Config 0.62 (8695/13920) 48 9.44 3.34
ConfigPress 0.79 (10977/13920) 48 9.42 2.32

1 Studies exploit multiple morphologies in PPG authentication, such as CardioID [125] and
CamPressID in this chapter.

2 Studies exploit only one morphology in PPG authentication, such as Seeing Red[124] and
CardioCam [49].

3 The number of detectable subjects.

Table 4.9: The performance comparison of multi- and single-morphology methods in double-session case.

Method/System Dataset Acquisition Rate NDS PPG Amplitude CTE

Multi-morphology
Default 0.73 (12616/17400) 54 4.3 5.49
Config 1.07 (18586/17400) 57 10 4.22
ConfigPress 1.12 (19548/17400) 58 9.52 2.75

Single-morphology
Default 0.25 (4284/17400) 39 5.07 5.18
Config 0.62 (10825/17400) 47 9.94 3.78
ConfigPress 0.78 (13600/17400) 50 9.54 2.71

control module across different systems. In addition, SoA_dual also allows us to com-
pare the performance between our CamPressID and the PPG sensor, which can directly
demonstrate the effectiveness of our CamPressID.

4.7.1. DATASET EVALUATION
In data collection, there are two branches: single-morphology and multi-morphology.
The single-morphology merely considers one morphology of PPG signals. This branch
is the mainstream in PPG authentication systems in SoA [124, 49]. In this work, we
re-implement the data collection in CardioCam (SoA_cam)[49] as the representative of
single-morphology systems. Our CamPressID is representative of multi-morphology sys-
tems. After applying these two kinds of systems to our camera datasets, we can generate
Tables 4.8 and 4.9.

There are four metrics for us to evaluate our camera datasets: acquisition rate, num-
ber of detectable subjects, PPG amplitude and CTE.

• Acquisition Rate: This metric measures how many valid PPG periods the authenti-
cation system can collect per second. The valid periods should contain the domi-
nant morphology h′′

1 , h′′
2 , h′′

3 . This metric indicates the real-time performance of a
system.

• Number of Detectable Subjects (NDS ): This metric measures how many subjects
can be detected for more than 20 training periods and 5 testing periods under an
authentication system. This metric indicates the pervasiveness of the system (in-
cluding more users).

• PPG Amplitude: This metric indicates the overall SNR of the collected PPG signal.
The detail of this metric has been introduced in Section 4.2.
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• CTE: This metric indicates the overall divergence of the collected PPG signals for
each subject. The detail of this metric has been introduced in Section 4.2.

For a good real-time authentication system, the first three metrics should be as high
as possible and the CTE should be as low as possible. According to all metric values in
these two tables, we have three main insights.

Insight 1: The high difficulty in the double-session datasets. The 7-hour interval in-
troduced in the double-session datasets increases the authentication difficulty substan-
tially. The inconsistency of physiological and psychological status between the training
(before the interval) and testing set (after the interval) induces the divergence of PPG
signals on each subject. This reflects in the CTE metric, in which the higher value shows
subjects have more divergence among their own periods. Compared with single-session
setup, the CTE values in double-session are about 10%∼20% higher, while other metrics
are almost the same. For example, the Default dataset under multi-morphology in the
single-session setup has 4.82 CTE, which is lower than that in the double-session setup
(5.49). Consequently, the datasets in the double-session setup are more difficult.

Insight 2: The improvement of real-time performance and user inclusion on the
multi-morphology system. Contrary to the single-morphology system that has strin-
gent requirements for data collection to filter out periods with non-conforming mor-
phology 4, the multi-morphology system collects periods with various morphologies.
Thus, it gains more but a little more diverging periods (higher CTE). For example, in
Table. 4.9, comparing the Config datasets between both systems, the acquisition rate
and NDS are 44%, 16% lower respectively in the single-morphology system. The low
acquisition rate will constrain the real-time performance of the system. Furthermore,
the single-morphology system cannot detect all 58 subjects in NDS . This shows that the
single-morphology system cannot serve all kinds of users. Whereas, the multi-morphology
system has good real-time performance (1.12 periods/second) and perfect user inclu-
sion (58/58=100%).

Insight 3: the improvement of signal quality in terms of the camera configuration
and pressure control modules. Regardless of the setups and systems, the camera con-
figuration and pressure control modules improve the signal quality comprehensively,
which reflects in our metrics. The camera configuration module contributes to all met-
rics, while the pressure control module focuses on the CTE. For instance, in Table 4.8,
for the multi-morphology system, the improvement from theDefault to Config dataset
are remarkable: Acquisition speed increases 45%; NDS increases 4%, PPG amplitude in-
creases 133%; and CTE reduces 32%. While the pressure control module aims at stabi-
lizing the morphology of periods. Hence its CTE declines 38% further from the Config
dataset.

4.7.2. AUTHENTICATION EVALUATION
In this section, we aim to address two primary questions. Firstly, can our camera con-
figuration and pressure control module be beneficial for various camera systems across
different setups? Secondly, how close can our camera system CamPressID approach the
performance of a system with a PPG sensor?

4The morphology and feature information is provided in Figure 8 in [49].
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To analyze these two questions, we generate Figure 4.11 to display the authentication
performance across different systems, namely, our CamPressID, CardioID [125] and Car-
dioCam [49]) and different setups, namely, the single-session and double-session setup.

Before interpreting the results, we wish to clarify three points. Firstly, for the first
question, we generate results from all systems, except CardioID (SoA_dual), on our De-
fault, Config and ConfigPress datasets under both setups. This is because our CamPres-
sID and SoA_dual share the same feature collection and authentication methods, as out-
lined in Table 4.6, thereby producing identical results with the same dataset. In this case,
we can just display the result of CamPressID to represent both results.

Secondly, for the second question, we directly employ reported results from SoA_dual
as the references for a camera system (SoA_dual.CAM) and a system with a PPG sensor
(SoA_dual.PPG). Based on the subjects’ details presented in Table 4.7, both the camera
and PPG sensor datasets in SoA_dual [125] contain a sufficient number of subjects and
wide age distributions, ensuring a robust generalization of their results in our single-
session setup.

Thirdly, for the results of SoA_cam, we generate them by re-implementing the entire
processing pipeline of SoA_cam in both setups (Figure 4.11). This is because the small
number of subjects and narrow age distribution in SoA_cam [49] cannot guarantee a
good generalization of its result.

THE IMPROVEMENT OF OUR CAMERA CONFIGURATION MODULE

Thanks to the signal quality enhancement by our camera configuration module, we can
observe the performance improvement from the Default to Config datasets across dif-
ferent systems under both setups in Figure 4.11.

Under the single-session setup, our camera configuration module can provide about
10% BAC boost for both systems. On the Config dataset, SoA_cam approaches 80% BAC,
while CamPressID exceeds 90% BAC. In addition, among SoA_dual.CAM, CamPressID
on the Default and Config dataset, we can observe the positive correlations between the
level of camera configuration and the performance. Considering that CamPressID and
SoA_dual share the same methods of processing and authentication in Table 4.6, the
result difference among those three datasets derives from their diverse signal quality,
which is caused by various levels of camera configuration. CamPressID on the Default
dataset has no camera parameters tuning, thus its result is the lowest. SoA_dual.CAM
has some camera configuration, hence its result ranks in the middle. With the com-
prehensive camera configuration, CamPressID on the Config dataset performs the best.
This performance comparison demonstrates the significance of camera configuration.

Under the double-session setup, our camera configuration module merely contribu-
tes about 5% BAC boost for both systems. This setup introduces physiological and psy-
chological variations between the training and testing sessions. In each subject, periods
from the training session are more likely to have a different morphology from periods
from the testing session. Therefore, datasets under the double-session setup are more
challenging. Therefore, the overall performances for both systems under this setup are
about 7% inferior to those under the prior setup. This harsh environment also attenuates
the capability of our camera configuration module. In this case, our camera configura-
tion module cannot provide a comparable improvement as the prior setup.
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Figure 4.11: The performance comparison across datasets and systems. SoA_dual.CAM and SoA_dual.PPG
stand for the camera and PPG sensor results in [125], respectively.

THE IMPROVEMENT OF OUR PRESSURE CONTROL MODULE.
Apart from the signal quality, the period homogeneity within each subject is another key
point for authentication systems. In our system, we introduce our pressure control mod-
ule to handle the period homogeneity. In general, the performance improvements are
visible from the Config to the ConfigPress dataset under different systems across various
setups. Furthermore, under the single-session setup, our CamPressID on the Config-
Press dataset can approach the performance as the SoA_dual.PPG, which is the authen-
tication system with a dedicated PPG sensor.

Under the single-session setup, compared with about 10% improvement from our
camera configuration module, our pressure control module contributes less: SoA_cam
gains around 3% BAC increase, while our CamPressID’s performances stay nearly the
same, from the Config to ConfigPress dataset. Actually, CamPressID still gains a slight
BAC boost on the ConfigPress dataset, since the NDS is higher on this dataset in Ta-
ble 4.8. Moreover, the result of CamPressID on the ConfigPress dataset approximates
that of SoA_dual.PPG, which employs a dedicated PPG sensor to collect PPG signals. The
approximation cannot be closer, due to the high difficulty of the ConfigPress dataset. The
dataset difficulty reflects in two factors: the period homogeneity (CTE) and the num-
ber of subjects. Compared with SoA_dual.PPG, although the ConfigPress dataset is 46%
lower in CTE (4.29 vs. 2.32), its subject number is 66% more (35 vs. 58). In this case, our
ConfigPress dataset is more difficult.

For the negligible improvement on CamPressID from the Config to ConfigPress data-
set, we have three reasons: First, the performance limit of our system on single-session
datasets should be the SoA_dual.PPG, as we explained in last paragraph. Thus the pres-
sure control module cannot improve the performance further, while SoA_cam can gains
some increase under the same setup. Second, the majority pressure on the Config dataset
is the best pressure that we use in the ConfigPress dataset. To verify this, we check
the pressures that subjects apply on camera on the Config dataset and find that 62.1%
(36/58) of subjects apply the best pressure in the majority of the data collection time.

Under the double-session setup, there is more space for our pressure control module
to showcase. Our module can provide around a 6% BAC increase for both systems, which
is much higher than increases under the single-session. On the ConfigPress dataset,
SoA_cam only approaches 80% BAC and Our CamPressID reaches 83% BAC. These lower
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authentication performance reflects the difficulty of the double-session setup.

SUMMARY.
Based on all the above results, we could make the following summaries. Our camera con-
figuration and pressure control module can enhance the performance of different au-
thentication systems under various setups comprehensively, including system real-time
response (acquisition rate), user inclusion (NDS ) and authentication accuracy. For our
camera configuration module, it provides the significant accuracy gain under the single-
session setup. For our pressure control module, it provides the more contribution under
the double-session setup. Moreover, under the single-session datasets, the performance
of our camera system, CamPressID, can approximate that of the dedicated PPG sensor
system. Under double-session datasets, our CamPressID could not achieve 90% BAC be-
cause of the impact of physiological and psychological change. To ameliorate this prob-
lem, one could combine more periods for testing or use the spectral features, at the cost
of additional overhead on training and processing delay.

4.8. RELATED WORK
In Section 3.7 of Chapter 3, we have already discussed studies related to camera-based
PPG systems for healthcare and authentication. Next, we describe in more detail the
limitations of camera-based authentication systems regarding parameter optimization
and pressure control.

Camera-based PPG authentication systems. CardioID [125], as our other baseline,
considers a PPG sensor and a smartphone camera for PPG authentication. In the camera
case, they did not optimize the camera configuration. CardioID achieves a BAC of 93%
with the PPG sensor and 82% using the camera. In CamPressID, we follow the signal
processing and feature collection of CardioID, but we optimize the camera configuration
and find the optimal pressure for improving the system performance. Besides, Seeing
Red [124] studies the influence of cross-session authentication accuracy on camera PPG
authentication. The median interval between training and testing sessions is 32.1 hours.
They adopt both fiducial and spectral features and achieve 20% EER in authentication
with 15 subjects. PPG2Live [129] includes the PPG as an auxiliary authentication factor
for face authentication. It combines the remote face and the fingertip PPG signal on
smartphone cameras to perform authentication. It can achieve 98.7% accuracy with 12
subjects. Due to their low subject numbers [124, 129], we do not use them as baselines
in this work.

Pressure control on cameras for better PPG signals. There is no paper studying the
pressure influence on camera-based PPG authentication. We only find two papers for
healthcare taking the pressure into consideration during the PPG measurement. Chan-
drasekhar et al. [97] study the influence of contact pressure on a PPG sensor for blood
pressure measurement. They use the pulse arrival time to estimate the blood pressure.
They found that the contact pressure leads to at least around 11 mmHg of blood pres-
sure error. PhO2 [131] uses a smartphone mounted by an add-on to measure blood oxy-
gen level. The estimation error is 3.5% compared to FDA-approved gold standard pulse
oximetry. To mitigate the negative impacts of user behavior on measurement, they de-
sign a light-based pressure detection algorithm to monitor the PPG signal amplitude. In
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these papers, instead of morphology, they only focus on a part of the PPG signal. More-
over, their devices are tailored for the infrared spectrum. Therefore, we can not use their
studies for authentication on normal smartphone cameras.

4.9. CONCLUSIONS
The lack of optimal camera configurations and pressure control prevents current camera-
based PPG authentication systems from achieving high accuracy. In CamPressID, we
propose solutions to these two limitations , which allow us to re-purpose smartphone
cameras for PPG collection. We recruited 58 subjects to build our datasets and evaluated
CamPressID’s performance. In the end, CamPressID is able to bridge almost completely
the sensing gap between a precise PPG sensor and a smartphone camera. CamPressID
achieves 90.6% BAC, which approximates the performance of a dedicated PPG sensor
with 93.7% BAC.



5
PASSIVEVLP: LEVERAGING SMART

LIGHTS FOR PASSIVE POSITIONING

This chapter explores the last alternative for addressing the sensing gap. Instead of fo-
cusing on enhancing the methodology or sensor, we enhance the object. To showcase this
alternative, we focus on an application related to indoor localization with visible light.
Conventional positioning systems exploit light bulbs as transmitters by modulating their
intensity to send beacons. This approach provides a high accuracy but requires placing a
photosensor on the object, which increases the installation and management overhead.
To overcome this limitation, this chapter exploits light reflection. We co-locate a low-cost
photodiode with a (light bulb) transmitter to form a transceiver and modify slightly the
object’s surface to provide clear reflection patterns. By leveraging simple reflection ge-
ometry, our system achieves accurate object tracking, reducing the sensing gap between
active and passive localization methods.
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5.1. INTRODUCTION
Thanks to advances in the area of Visible Light Communication (VLC), we now have the
ability to piggyback wireless communication on top of LED illumination. This techno-
logical breakthrough is creating a new range of exciting applications: localization [132,
133, 134, 135, 136, 137, 138], Internet connectivity via luminaires [139, 140], and a new
generation of interactive toys [141], to name a few. Among these applications, position-
ing is arguably one of the areas that is benefiting the most. This is due to the fact that
visible light waves have propagation properties that are well suited for estimating range:
they attenuate in a smooth and rather deterministic manner. For example, when sim-
ple trilateration methods are used with radio frequency signals such as WiFi –which are
notorious for having severe multipath effects–, the positioning accuracy is between 2 m
and 6 m [142]. But the same trilateration methods provide sub-meter accuracy when
VLC-enabled luminaires are used as anchor emitting beacons [133].

Research problem. Current positioning methods based on VLC [132, 133, 134, 138]
provide high accuracy but share an important constraint: they require objects to carry
photosensors to decode the beacons sent by luminaires. In PassiveVLP, our target is to
unleash the constraint of current visible light positioning methods. We remove this con-
straint and investigate passive visible light positioning, that is, positioning in scenarios
where the object of interest does not carry any photosensor. The case we make to inves-
tigate passive positioning is simple: when objects do not carry photosensors, the only ar-
eas that are constantly exposed to light are their external surfaces, thus, it’s important to
investigate the interaction between VLC luminaires and the reflections coming from these
external surfaces to identify cues for positioning. Passive positioning with visible light can
be tailored for both static objects and moving objects. The positioning for static objects
can exploit the idea from [143, 144]. It requires attaching a retro-reflector on the surface
of the object. Then the system will pinpoint the object according to the light intensities
bounced back from the retro reflector to the receivers. While, the positioning for moving
objects is more appealing to us. Considering this type of scenarios, we want to under-
stand under what conditions would such a positioning system work and what would the
expected accuracy be.

Fig. 5.1 captures the limitations of a naive implementation of passive positioning
with visible light. Consider two luminaires that send periodic beacons L1 and L2. Each
luminaire has a photodiode (PD) attached to it. In general, the PDs co-located with the
luminaires may not be able to hear those beacons back due to the low reflectivity of
ground surfaces. But if a mobile object with a highly reflective surface passes by, the PDs
will receive their own (or a neighboring) beacon, and thus, be able to detect the presence
of the object. For example, if luminaire L1 hears its own beacon, it will infer that an ob-
ject is in region A, and if it hears a beacon from luminaire L2, it will infer that an object
is in region B. But this basic configuration has three drawbacks: poor coverage, few posi-
tions can be detected (regions A, B and C in this case); coarse-grained accuracy, the exact
location of the object cannot be determined because we do not know the reflecting an-
gles (shape) of the object; and there is no identification, this system can only determine
the presence of an object but not its ID, if more than one object is present, the objects
cannot be distinguished.

Passive visible light positioning could be applied to scenarios where objects move on
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A B C

LED
PD

Figure 5.1: The concept of passive positioning with smart lights. Three regions A, B, and C can be detected
under this simple configuration (PD: photodiode).

established paths in illuminated areas, e.g. mining tunnels or underground train and
vehicular systems. In those underground scenarios, radio-based solutions face severe
multipath effects, rendering most of those approaches inaccurate.

Our contributions. We propose a novel passive positioning system to overcome the
above described limitations. Our contributions in this new area are listed below:

1. Geometric model for positioning (Section 5.2). We develop a geometric model to
identify guidelines for the proper design of the transmitters (luminaires), improve
the detection coverage, and increase the positioning accuracy. The model gives us
insights on how to design the transmitters (luminaires) and on what type of objects
can be localized with high accuracy.

2. Passive identification (Section 5.3). To identify the objects moving under the lumi-
naires, we embed barcode-like IDs onto the objects’ surfaces, and propose a novel
framework to decode these IDs via passive reflections.

3. Implementation (Section 5.4). We design and implement a testbed to evaluate our
system. To test short-range scenarios, we modify an open platform. For medium-
range scenarios, we develop our own VLC transmitters using standard off-the-shelf
LED bulbs.

4. Evaluation (Section 5.5). We evaluate our system under three different scenarios
with increasing levels of complexity. Our results show that we can pinpoint with
cm accuracy a subset of the object’s trajectory and we are able to identify the ob-
ject’s ID in a passive manner.

5.2. MODEL FOR PASSIVE POSITIONING
To gain a better understanding of the properties and limitations of passive positioning
with visible light, we use two models: the Lambertian source, which models the radi-
ation pattern of LED lights; and a geometric model based on the laws of reflection. In
the rest of this paper, we focus on one-dimensional topologies and assume that (i) LED
luminaires are VLC transceivers (they can transmit information by modulating their light
intensity and they have a photodiode to receive VLC packets), and (ii) the reflective co-
efficient of objects is higher than that of the surface where the object is moving on.

5.2.1. DETECTING OBJECTS WITHOUT LINE-OF-SIGHT
In VLC, angles play a major role in the received illuminance power. Fig. 5.2 captures this
behavior. The wider the irradiation angle φ and the wider the incidence angle ψ, the
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lower the received illuminance. Also, depending on the LED’s optical enclosure, the ra-
diation beam can be long and narrow, or broad and short. Formally, these relationships
are captured by the well-known Lambertian model H [145]. Denoting Pt as the illumi-
nance power of the LED, the received illuminance power Pr at the photosensor is given
by:

Pr = Pt ·H (5.1)

where

H =
{

(m+1)A
2πd 2 cosmφT (ψ)g (ψ)cos(ψ), 0 ≤ψ≤Ψc

0, ψ>Ψc
(5.2)

where m is the Lambertian order determining the width and length of the beam, a higher
m leads to a longer and narrower beam; d is the distance between the LED and the pho-
tosensor; A is the detecting area of the photosensor; T (ψ) and g (ψ) are the concentrator
and filter gains at the photosensor; andΨc is the field-of-view of the receiver.

The Lambertian model is the path-loss model tailored for line-of-sight communi-
cation. It is similar to the Friis pathloss model for radio. Passive positioning relies on
reflected beams (no-line-of-sight). To capture the effect of reflections, we modify the
above equation based on two properties of the reflective surface; its area As and its re-
flective coefficient ρ.

HNLOS = H f (As )ρ (5.3)

where f (As ) is a linear function of As , as explained later. To capture the effect of these
two new parameters, we perform the following experiment. First, we set a transmitter
and a receiver at a two-meter distance with line-of-sight, as shown in Fig. 5.3, points A
and B . Then we put a reflective surface at point I , one meter away from the LED, and
move the receiver to point C (mirror image of point B). In this experiment we change
the area (As ) and the material (ρ) of the reflective surface. Our results lead to a design
guideline for passive positioning.

Guideline 1: Objects with specular reflection and high reflective coefficients are suit-
able for accurate positioning. Passive positioning with VLC relies on receivers being able
to detect reflected messages. The stronger the reflection, the higher the likelihood of
detecting an object (better coverage). Upon impinging an object, a reflected light beam
loses intensity in two ways: by the way the beam is reflected (shininess), and by how
much light is absorbed by the object (reflection). We combine these two effects into a
single parameter ρ. Table 5.1 shows the coefficients we obtained for three different ma-
terials. For the particular setup in Fig. 5.3, only two materials, mirror and aluminum,
would be localizable in our system because their reflection coefficients are high enough
to allow the decoding of information after reflection.

Guideline 2: The reflective surface of the moving object As should be at least the same
size as the receiver’s area A. Fig. 5.4 depicts the effect of changing the area of the reflec-
tive surface. For these experiments we use mirrors as the reflecting surface. When the
area is small, the received illuminance power is low. Beyond a point however, further
increasing the area of the reflective surface does not increase the received illuminance
power. This occurs because, with specular reflections, the majority of reflections caused
by larger areas do not reach the receiver. Thus, a reflective surface that is smaller than
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Figure 5.2: The Lambertian
model.
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Figure 5.3: Capture of reflection ef-
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Figure 5.4: Impact of the area of the re-
flective surface (used material is mir-
ror) under the setup of Figure 5.3 with
0.8-meter height.

Table 5.1: Measured combined coefficient ρ of different materials

Material Mirror Aluminum White cardboard
Coefficient ρ 0.89 0.62 0.30

the photosensor’s surface affects coverage, because it reduces the likelihood of detecting
the object.

5.2.2. ACHIEVING FULL COVERAGE
The previous subsection indicates that an object only requires a small reflective area to
be localized. However, this approach only provides limited coverage. In the simplest
case, considering N luminaires we would only be able to identify 2N −1 points. The N
points under the luminaires and the N −1 intermediate points. However, since the size
of the reflective surface can be small, an object can carry an array consisting of many
small reflecting surfaces but tilted at different angles. The different angles will reflect
beams toward the receiver at different locations, improving coverage. Based on simple
geometry, we can make the following propositions based on Fig. 5.5.

Proposition 1. Given two neighboring luminaires i and j , with an inter-distance d and
height h from the ground; for any given position xi j between the lights, there is a tilted
angle that will reflect light towards a neighboring transceiver:

αi j =
arctan

(
d−xi j

h

)
−arctan

(
xi j

h

)
2

where clockwise turns denote the positive direction of angles.

Proof. We leverage Fig. 5.5 to help visualize the proof. Letting θ be the incidence angle
of light on the object, αi j is given by:

αi j = arctan

(
d −xi j

h

)
−θ
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Figure 5.5: The illustration of the existences of αi j (Proposition 2.1) as well as αi i and α j j (Proposition 2.2)

and it is easy to know that

θ = α+β
2

=
arctan

(
xi j

h

)
+arctan

(
d−xi j

h

)
2

Hence,

αi j =
arctan

(
d−xi j

h

)
−arctan

(
xi j

h

)
2

Based on Proposition 1, we can get:

Proposition 2. For a given position x, there always exists a tilted angle that can make the
object reflect light back towards the same transceiver:

αi i =−arctan
( xi i

h

)
, α j j = arctan

(
d −x j j

h

)
(5.4)

Proof. We leverage Fig. 5.5 to help visualize the proof. For αi i and α j j , the incidence
angle of the light on the object is 0. αi i and α j j are equal to the irradiation angle of the

light, which is arctan( x
h ) or arctan( d−x

h ). Considering the positive direction of angles, we
get that

αi i =−arctan(
x

h
)

and

α j j = arctan(
d −x

h
)
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Transceiver A (LED+PD) Transceiver B (LED+PD)

Figure 5.6: The problem of unique signature when each
transceiver has a single beam (the object has many tiny reflec-
tive surfaces tilted at different angles (kind of ‘retro-reflector’) to
improve the coverage).

beam 1 beam 2 … …beam 𝑗 beam 𝑚
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𝑚 −1

Transceiver (LED+PD)

Figure 5.7: A transmitter with m beams (here
we use a triangle instead of the Lambertian
shape to represent the coverage of an LED, for
simplicity).

Guideline 3: A small polyhedral-reflector can be added on top of the object to provide
constant coverage. Consider an object with a reflection coefficient that is too low to re-
flect a VLC message. Such an object could not be localized in our system. To solve this
problem, we can add polyhedral-reflectors to provide better coverage. A polyhedral-
reflector can be created to reflect a wide incoming beam (cm2) into many outgoing nar-
row beams (mm2) in different directions. Note that even if an object has a high reflective
coefficient, a polyhedral-reflector can be still used to increase coverage, since few objects
have surfaces with multiple tilted angles.

5.2.3. OBTAINING UNIQUE SIGNATURES
Until now, our guidelines have focused on the issue of coverage (i.e. increasing the num-
ber of detected points). But we have not tackled the issue of obtaining a unique finger-
print for each detected point. To highlight this problem, let us use Fig. 5.6. Indepen-
dently of the location of the object, a neighboring light will always receive the same ID,
and thus, it would not be possible to identify the location of an object. For example
in Fig. 5.6, Luminaire B receives the same beacon for the two positions of the convex
surface, and thus, it cannot pinpoint the exact location. One way to discern two loca-
tions with the same beacon-ID is to use the RSS. But due to the intricate relation among
the irradiation and incident angles, the Lambertian order m and the distance traveled
d ; we observed three problems. First, except for a few points, most RSS values map to
multiple locations. Second, the sensitivity of simple photodiodes is not sufficient to dis-
tinguish small changes in RSS. Third, under some lighting conditions, the photodiodes
can receive the beacons reflected by the ground, which affects the RSS.

Due to the limitations of RSS, we propose to use luminaires with multiple beams, as
shown in Fig. 5.7. Instead of having a single wide beam with low Lambertian order, we
propose to use multiple narrow beams with higher Lambertian order. Notice that the
overall power does not need to increase, since each narrow beam requires less energy to
attain the same range as a wide beam. In our system, each beam emits a unique ID tuple
< L ,B >, where L denotes the ID of the luminaire and B the ID of the beam within
that luminaire.

Guideline 4: Luminaires should be designed with multiple beams, the more beams the
better. It is important to highlight that standard off-the-shelf LED lights already consist
of multiple internal LED substrates. Many of these LED substrates point in different
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directions. Designing VLC luminaires for passive positioning would entail adjusting the
angles of some of these beams and providing each beam with a unique ID B.

5.2.4. POSITIONING ALGORITHM
Assuming a set of luminaires and objects following our guidelines, the positioning algo-
rithm works as follows.

Step 1: The algorithm requires as inputs: the inter-node distance d , the height of lumi-
naires h, the FoV of the photosensor ω, the number of beams at each luminaire
b, a vector µ with the directional angles of the beams, and a vector containing
the k tilted angles of the reflector (surface) {α1, . . . ,αk }.

Step 2: Using Proposition 1, the transceiver calculates the locations x̂i for all the tilted
angles αi , i = 1, . . . ,k. At this point we have k possible locations for the moving
object.

Step 3: Upon receiving a beacon from a neighboring light, or from itself, the algorithm
computes the region covered by that beam: [x1

L .B , x2
L .B] = [h tan(µL .B −ω/2),

h tan(µL .B +ω/2)]. At this point, we know the object is under the coverage of
beam <L .B >, but we do not know exactly where.

Step 4: The only valid locations x̂i (Step 2) are those that fall in the range [x1
L .B , x2

L .B]
(Step 3). If only one estimation x̂i falls in this range, x̂i is given as the object’s
location. If multiple estimations fall in the range, the algorithm either returns
the average as the location, or chooses one of the estimations with a higher
probability if the direction and velocity of the target can be estimated with prior
points.

5.3. PASSIVE IDENTIFICATION
Positioning an object is not enough. We now introduce how to further identify the object
passively in our system.

Our approach is inspired by a recent work that leverages ambient light for passive
communication [146], which adopts the patterns of distinctive reflecting surfaces to
modulate ambient light. In this paper, we use a similar method to label objects with
unique IDs attached to objects’ surfaces, as illustrated in Fig. 5.8. We refer to this ‘bar-
code’ as object-ID. We use materials with different reflection coefficients to build an ob-
ject ID, e.g., aluminum (high) and black paper (low). To decode an object ID at the PD
according to the light it reflects, we have to tackle two challenges:

• Overlapping signals containing the beam-ID and object-ID. As presented in Sec. 5.2,
each transmitter sends modulated light containing its beam-ID. At certain posi-
tions, this modulated light can be reflected by the object’s surface to the PD and be
used to localize the object. But the object-ID also modulates the impinging light,
albeit at a lower frequency. Thus, the PD will receive an overlapping signal con-
taining both the beam-ID and the object-ID, as illustrated in Fig. 5.9. To identify
the object, we need to extract the signal that only contains the object ID from the
overlapping signal.
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Figure 5.8: Attach a barcode-like ID to the object’s
surface.
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Figure 5.9: Illustration of the overlapped signal.
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Figure 5.10: Illustration of the inter-symbol interference.

• Inter-Symbol Interference (ISI). At some positions, different parts of the object-ID
can reflect concurrently the light coming from two neighboring beams. Therefore,
the light modulated by the object ID may contain interference caused by itself,
namely, an ISI effect. As illustrated later in Fig. 5.13 of Section 5.3.2, the lights of
beam-1 and beam-2 are modulated by the third symbol (at point A) and the first
symbol (at point B) of the object-ID, respectively. This generates ISI at the PD, as
shown in Fig. 5.10. Assuming that the object traverses point A first, then the signal
modulated at point B is actually an attenuated and delayed version of the original
modulated signal at point A. In the rest of this paper, we refer to these two types
of signals as attenuated signal and original signal, respectively.

5.3.1. DECOUPLING OF OVERLAPPING SIGNALS
We tackle this problem by proposing a downsampling-based method motivated by the
following observations: (i) The signal containing the beam-ID is a high-frequency signal
(created by modulating LEDs at high speed) while the signal containing the object-ID is
a low-frequency signal (created by the object’s movement); (ii) When the LED transmits
OFF symbols (namely, LED is off), there is a drop in the signal intensity received at the
PD, as shown in Fig. 5.9 1. However, when transmitting ON symbols (namely, LED is on),
no drop exits. In other words, the overlapping signal only occurs when OFF symbols are

1In Fig. 5.9, the “depth” of one beam ID fluctuates, we will explain this phenomenon using Fig. 5.26.
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Figure 5.11: Proposed downsampling method to decouple overlapping signals.

transmitted. Thus, we just need to remove the OFF symbols from the overlapped signals.
The proposed downsampling method works as follows:

1. Guarantee that there are no continuous OFF symbols in the modulated data at the
LEDs. This is a necessary requirement to remove the OFF symbols in our method.
To achieve this, we use the following modulation at transceivers: use a symbol
sequence of OFF-ON to denote a bit 0, and a symbol sequence of OFF-ON-ON to
denote a bit 1. This modulation is depicted in Fig. 5.11(a);

2. Set the downsampling interval slightly wider than the duration of an OFF symbol.
By doing this, we guarantee that each OFF symbol is sampled at most once, as
depicted in Fig. 5.11(b);

3. Compare each two adjacent samples: if the difference of two adjacent samples is
higher than a threshold (i.e., an abrupt drop occurs in the RSS), then we discard
the sample that has a lower value (i.e., remove the OFF symbol).

5.3.2. REMOVE THE INTER-SYMBOL INTERFERENCE

As we know, smart lighting has become an effective way to reduce the high energy foot-
print on artificial lighting. Smart lighting systems adjust the illuminance of artificial
lights (normally, LED lights) based on the contribution of ambient natural sunlight in
our environment. They are expected to maintain a constant illumination within the area
of interest, improving the energy-saving and user-comfort [147]. Taking this practical re-
quirement into consideration, the ISI problem described at the beginning of Section 5.3,
can be addressed by different methods according to the requirement on artificial illumi-
nation from LEDs. In this paper, the operation modes of the LEDs are divided into two
types:

• Communication mode. When the ambient light is enough to provide illumination,
there will be no demand on artificial LED illumination. Therefore, an LED only
needs to be turned on when it is scheduled to send its beacon; otherwise, the LED
is turned off. This is depicted in Fig. 5.12(a). When only one LED is turned on at a
given time slot, there would not have multiple LED lights adding together to form
the ISI effect. Therefore, the ISI problem is avoided.
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(a) Communication mode of the LEDs (b) Communication+illumination mode of the LEDs

Figure 5.12: Operation modes of the LEDs under different ambient light conditions.

• Communication+illumination mode. This mode is enabled when the ambient
light is weak. Under this mode, multiple LEDs should be turned on to satisfy the re-
quired illumination level. Among these LEDs, one of them is scheduled to transmit
its beacon at a given time slot, while the other LEDs are simply turned on to illumi-
nate the surrounding environment, as depicted in Fig. 5.12(b). As we presented at
the beginning of Section 5.3, this is the main reason why we have multiple signals
overlapped with each other that brings the ISI effect.

Under the communication mode of LEDs, the ISI problem can be avoided easily.
However, in reality the communication+illumination mode of LEDs is more common
and also more challenging. Therefore, in the rest of this subsection, we will present our
general solution to remove the ISI effect considering the communication+illumination
mode of LEDs.

To eliminate the ISI effect, we propose a method to remove the attenuated signal
from the original one. To do this, we need the following information: (1) delay of the
attenuated signal with respect to the original signal; and (2) intensity of the attenuated
signal. Next we present how to obtain these information and how to extract and decode
the original signal after that.

• Obtaining the delay of the attenuated signal Consider the scenario in Fig. 5.13.
As presented earlier in this section, the ISI starts when the object reaches point
B . At this position, a symbol (e.g., the i th symbol) of the object-ID will generate
interference by modulating the light emitted by beam-2. Note that this modulated
light contains the ID of beam-2 and this beam-ID can be decoded by the PD for
localization. Moreover, when reaching point A, this i th symbol has modulated the
light emitted by beam-1, and this modulated light carrying the ID of beam-1 has
been decoded by the PD as well.

Let t0 and t0+τ be the time when for the first time the PD decodes the IDs of beam-
1 and beam-2, respectively. Since the transceiver can modulate light at a very high
speed (i.e., it can transmit the frames that contain beam-IDs very frequently), we
can assume that t0 and t0+τ are the time when the object reaches point A and point
B, respectively.
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Figure 5.13: Illustration of the geometric model used to remove the ISI.

Therefore, the difference between t0 and t0 +τ, namely, τ, is the delay of the atten-
uated signal. Note that t0 and t0 +τ can be obtained easily in practice. Besides,
at some positions (as will be presented in Sec. 5.5.3), τ can be a negative value,
meaning that the attenuated signal starts earlier than the original signal.

• Obtaining the intensity of the attenuated signal To derive this, we still use Fig. 5.13
as an illustration. Let hPD and hbulb denote the heights of the PD and bulb 2, re-
spectively, and let l be the horizontal distance between them. From the geometric
model in Fig. 5.13, we can derive the distance dAB

dAB = l · hPD

hPD +hbulb
(5.5)

Let θ and φ be the reflection angle at point B and irradiance angle of bulb 2, re-

spectively. We have θ = arctan dAB
hPD

and φ=α+θ. Based on Eq. (5.1), we can obtain
the intensity of the attenuated signal modulated by the object-ID at point B :

P B
att =

ρPt (m +1)cosm(φ)

2πd 4 T (θ)g (θ)cos(θ) (5.6)

Similarly, the intensity of the original signal modulated by the object-ID at point A
can be expressed as follows:

P A
orig =

ρPt (m +1)cosm(0)

2πh4
PD

T (0)g (0)cos(0) (5.7)

In our model, we can assume that hPD ≈ hbulb ≫ l . Then we have the approxi-
mation: hPD ≈ d . Besides, there is no optical filter or concentrator in our system.
Thus, T (·) and g (·) are constant in our model. Let η denote the attenuation ratio,
defined as the ratio between the intensity of the attenuated signal and that of the
original signal, then we have

η= P B
att

P A
orig

= cosm(φ)cos(θ) (5.8)
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• Extract and decode the original signal To achieve this, from now on we consider
the continuous version of the signals. Following convention, we use f (t ) to denote
a continuous signal. Let forig(t ) and fatt(t ) be the continuous original signal and
the continuous attenuated signal, respectively. We have

fatt(t ) = η forig(t −τ) (5.9)

Let fsum(t ) be the aggregated signal received at the PD, then

forig(t ) = fsum(t )− fatt(t ) = fsum(t )−η forig(t −τ) (5.10)

As presented in Sec. 5.3.2, we can denote t0 as the time when the object-ID reaches
point A and t0 +τ as the time when the object-ID reaches point B where the ISI
appears. Since there is no ISI during the time slot [t0, t0 +τ), we have

forig(t ) = fsum(t ), ∀t ∈ [t0, t0 +τ) (5.11)

Based on Eq. (5.10) and Eq. (5.11), we can now obtain the original signal forig(t )
(without the ISI effect). To decode it, we use a simple threshold-based decoding
method (omitted due to its simplicity, limited novelty, and the page limitation).

5.3.3. OBJECT-ID DESIGN
As mentioned at the beginning of Section 5.3, we use materials with different reflection
coefficients to build an object ID, e.g., aluminum (of high reflection) and black paper (of
low reflection). An object-ID consists of two parts: object-ID-preamble and object-ID-
value. In these two parts, we use materials with both high reflection coefficients (referred
as ‘HIGH’ in the rest of this paper) and low reflection coefficients (referred as ‘LOW’ in
the rest of this paper) to embed the information. The structure of our designed object-ID
is given in Fig. 5.14. The PD’s captured signal of the designed object-ID is illustrated in
Fig. 5.15. The object-ID-preamble plays an important role in decoding the object-ID at
the PD. Therefore, we first present our key considerations when designing the preamble.

OBJECT-ID-PREAMBLE DESIGN

The preamble can be used to obtain the threshold which is key to decode the following
ID part of the object-ID. Besides, it can help estimate the speed of objects. Remember
that we have ISI effect when multiple LEDs operate at the communication+illumination
mode. Although we can remove the ISI effect with the mechanism introduced in Sec-
tion 5.3.2, it is better if we can design an ISI-free object-ID-preamble. Denoting the length
of object-ID-preamble as Lp . An improper Lp will bring ISI effect as well as making it
difficult to locate the right ISI starting point in the signal. For instance, as illustrated in
Fig. 5.16, if Lp is longer than dAB (cf. Fig. 5.13), then the ISI effect occurs and it is not
easy to calculate the ISI starting point, which is crucial for the mechanism we propose in
Section 5.3.2.

To avoid the above problem, we design the object-ID-preamble length Lp to be equal
to or smaller than dAB . This means that, as illustrated in Fig. 5.16, the attenuated signal
starts from the second valley in the original signal (when Lp = dAB ), or after the second
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Figure 5.15: Illustration of the PD’s captured object-ID signal.

valley (when Lp < dAB ). In this work, we set Lp = dAB . By doing this, we not only achieve
an ISI-free preamble for the object ID but also know that the ISI starts from the second
valley of the original signal. Note that when Lp is too short, it is not easy for the PD to
detect the preamble. In passiveVLP, the appearance duration of the Object-ID-preamble
at the PD should be much longer than the time needed to transmit a beacon, in order for
the PD to decode correctly the beacons. This can be seen clearly from Fig. 5.9, where the
duration of an object-ID is much longer than that of a beam-ID.

In the preamble, we use one HIGH and one LOW, starting from HIGH, i.e. the pream-
ble has the pattern of HIGH-LOW. The total length of the HIGH and the LOW in the
preamble equals Lp . This design of the preamble is shown in Fig. 5.17. In reality, it is
possible that the distance between the object ID and the ceiling PD varies (e.g. the ceil-
ing is not flat in the underground scenario). Therefore, Lp could not always be the same
as dAB . In this case, the second valley in the combining signal will no longer be the ISI
starting point. Therefore, we need to find the minimum length of LOW to make the sec-
ond valley as long as possible, to form a flat area. Then, the beginning of the rising trend
will become the ISI starting point.

OBJECT-ID-VALUE DESIGN

Following the used pattern in the preamble, in the object-ID-value part, we also use the
pattern HIGH-LOW to denote each bit of the object ID. For example, if there are four bits
to denote the value of the object ID, then we will have four groups of HIGH-LOW in the
object-ID-value part. To distinguish between a bit 1 and a bit 0, we use different dura-
tions for the HIGH and LOW in the corresponding group of HIGH-LOW, as illustrated in
Fig. 5.17.

5.4. TESTBED
A solid evaluation of passive positioning with VLC requires designing a system where
multiple parameters can be adjusted. Below we describe how we use our design guide-
lines to build a comprehensive evaluation testbed.

5.4.1. LUMINAIRE DESIGN
We design our luminaires based on the Shine platform [148]. Shine was originally de-
signed for omni-directional multi-hop communication with visible light. Each Shine
node is equipped with 20 LEDs (HLMP-CM1A-450DD, FoV is 18°); and four PDs (SFH203P,
FoV is 90°). The micro-controller is an Atmega 328P, which is low-cost but powerful.
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Figure 5.16: Illustration of the starting point of the ISI effect.
Figure 5.17: Bit design in PassiveVLP.
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Figure 5.18: The function blocks of our PassiveVLP testbed.

Shine also provides serial communication capability to interface with a PC/laptop. We
extend it largely in both the hardware and software to build our testbed in three ways.
First, we improve its reception capabilities, a front-end we refer to as Shine+. Second,
we add more powerful LEDs to build another front-end referred as Shine++. Third, we
modify its software. The block diagram of our new testbed is given in Fig. 5.18. Next, we
present the design details of both front-ends.

A SHORT-RANGE LUMINAIRE WITH MULTIPLE-BEAMS – SHINE+
Shine has multiple narrow beams, which follows Guideline 3, but it is designed for line-
of-sight communication. Since we rely on non-line-of-sight reflections, we must improve
Shine’s reception capabilities. To achieve this goal, we implement two changes. First, we
change the PD from SFH203P to SFH206K, which extend the communication range by
165%. Second, we add a low pass filter to improve the signal-to-noise ratio.

A MEDIUM-RANGE LUMINAIRE WITH LESS-BEAMS – SHINE++
To evaluate our sensing approach with longer ranges in realistic scenarios, we build a
new front-end with commercial LED bulbs, dubbed Shine++. We choose the IKEA Ledare
LED with a viewing angle of 36 °as the transmitters. We use three LED bulbs, one placed
in the middle and the other two on the sides with adjustable inclination angles, as shown
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Figure 5.19: Our testbed with the front-end Shine++.

in Fig. 5.19(a). Each LED consumes 3.5 W, thus we design a new LED driver circuit to
provide higher power, as presented in Fig. 5.19(b).

SOFTWARE

Our software implements the data transmission and reception, the access control for
the shared visible light medium, the positioning and object identification algorithms.
In our application we need accurate timing to schedule the modulation of light beams.
We connect all the nodes to a central server (PC/laptop), where we run a Time Division
Multiple Access (TDMA) scheme. This scheme turns on all LEDs, but modulates only
one beam at a time. Adaptive decoding thresholds are implemented in our system to
eliminate interference from external light sources, including neighboring LEDs that are
on but not modulated. The MAC schedules the LEDs ‘remotely’ through the interface
with the micro-controllers. Similarly, the data received from the PDs are decoded at
the micro-controllers and sent through the UART to the central server. Upon receiving
these frames, the server runs the positioning algorithm (cf. Section 5.2.4) and calculates
on-the-fly the current position of the mobile object. The outcome of the algorithm is
demonstrated in a simple GUI (omitted due to the space limitation).

5.4.2. OBJECT DESIGN
For passive positioning with VLC, the external surface of the objects plays a key role.
Three out of the four guidelines in Section 5.2 pertain to the object’s surface. In this
subsection we describe the surfaces we use for our evaluation and the reasoning behind
selecting them.

A PERFECT REFLECTOR

As stated by our guidelines, the ideal surface would use materials with very high reflec-
tive coefficients and specular reflection to enable non-line-of-sight communication, and
would consist of small reflecting areas (Guideline 1) tilted at different angles (Guideline
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5mm

Figure 5.20: Side view of the object with perfect reflective coefficient. Figure 5.21: Customized toy car (stan-
dard reflector, 28cm×11cm×7cm).

  Bit 0 Preamble

Figure 5.22: The object-ID (preamble + ID value “0”) that is attached to all the three parts of the object.

2) to increase coverage. We use thin strips of flat mirrors to satisfy these three guidelines.
Fig. 5.20 presents a side view of the reflecting object, which consists of five mirrors with
inclined angles of -18°, -9°, 0°, 9°, 18°, respectively. All the mirrors have the same width
of 5 mm.

A STANDARD REFLECTOR

To evaluate the performance of passive positioning with more standard objects, we use a
customized toy car. Such an object relaxes the requirements of our first three guidelines.
The material is metal, whose reflective coefficient is not as good as mirrors. Second, the
surfaces are big (relaxes Guideline 1). Third, it has few tilted angles (relaxes Guideline
2). For our object, we consider three parts of a car: the front windshield, the roof, and
the back windshield. After a thorough investigation of different cars’ shapes, we decide
to customize a toy car with inclined angels of -30°, 0°, and 25°. The final customized car
is shown in Fig. 5.21. Note that we are aware of the fact that different parts of a real car
have different reflection coefficients, but we only use one type of material for a single toy
car in this work for simplicity. We build two different toy cars, one with aluminum and
the other one with mirrors.

DESIGN OF OBJECT-ID
We label the objects in our system with unique IDs consisting of certain patterns. The
ID pattern has been presented in the Fig. 5.17 . An object-ID consisting of the preamble
and a bit “0”, is shown in Fig. 5.22 where it is attached to all three faces of the customized
toy car.

5.5. EVALUATION
In this section, we evaluate our methods under increasingly complex test cases. First
we present the evaluation on positioning, followed by the evaluation on identification.



5

90 5. PASSIVEVLP: LEVERAGING SMART LIGHTS FOR PASSIVE POSITIONING

Object

Transceiver  BTransceiver  A

Figure 5.23: Experiment setup in the ideal case (height=15 cm, inter-node distance=20 cm).
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Figure 5.24: Evaluation results in the ideal case.

Note that our passive positioning and identification methods can work at the same time,
as described in Sec. 5.5.3.

5.5.1. POSITIONING: IDEAL CASE

For the ideal case we use the best possible setup: the front-end with many beams (Shine+)
together with the perfect reflector. The experiment setup is shown in Fig. 5.23. We de-
ploy two nodes (denoted as A and B) at an inter-node distance of 20 cm, and at a height
of 15 cm from a desktop. The light intensity measured at the desktop is about 450 lux
under the nodes (cf. positions R2 and R10 in Fig. 5.24). Shine+ can achieve reliable VLC
at a distance of up to 50 cm. By deploying the two nodes as described above, we can
assure that the distance travelled by the reflected signals is shorter than the maximal
communication distance (i.e., 50 cm). It is also important to highlight that the angles of
the perfect reflector are designed based on Propositions 1 and 2 to guarantee that every
beam has at least one angle that will reflect the light to a neighboring node or to itself. If
these angles are not selected carefully, the system may end up having beams without re-
flections, and thus, no positioning could be performed inside the area covered by these
beams. Different inter-node distances or heights will lead to different tilted angles.
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Table 5.2: Details of the localized positions from our algorithm in ideal case (Number: the detected locations;
TX: transmitter; RX: receiver).

Number R1 R2 R3 R4 R5 R6 R7 R8 R9 R10 R11
Reflection angle -9o 0o 9o -18o 18o 0o -18o 18o -9o 0o 9o

TX A.2 A.3 A.4 A.4 A.5 A.5 B.1 B.2 B.2 B.3 B.4
RX A A A B B B A A B B B
Calculated position -4.7 0 4.7 3.3 6.7 10 13.3 16.7 15.3 20 24.7
Measured position -3.4 0 3.4 4.5 7.9 10 12.1 15.9 16.1 20 23.4

Results. The evaluation results are shown in Fig. 5.24. The red dots represent the
ground truth. The experiments were repeated ten times and we did not observe any
major variance, which is expected due to the rather deterministic propagation properties
of light waves and the nearly specular reflection of mirrors. We can observe that the
results from our algorithm match well the ground truth. Nearly half of the locations are
localized with almost perfect accuracy, while the other locations are detected with errors
up to 1.3 cm.

The detail on how these locations are detected is given in Table. 5.2. Now let us give
some more insights on how our algorithm (cf. 5.2.4) leads to these results. The object
moves from left to right. The algorithm has all the inputs required in Step 1. The first de-
tected point R1 is a self reflection, i.e., transceiver A receives the reflection of beam A.2.
The server calculates all the ground truth locations that the set of self-reflecting angles
{α1, . . . ,αk } can have (Step 2). Then it calculates the valid region for this beam A.2 (Step
3). The algorithm detects that only one point falls in the valid region, and hence, reports
that point as the estimated location. The true location is ≈1 cm to the right. The next two
estimated locations, R2 and R3, are also self-reflections. The fourth estimated location
R4 is due to the communication between transceivers A and B (inter-node reflection).
Notice that in this case, two locations are within the valid region of beam A.4: R3 and R4.
But the fact that R3 is a self reflection while R4 is not, helps with distinguishing them.
Note that R4 does not need to be under the coverage of transceiver B to achieve inter-
node reflection. This is because the photodiodes used in our experiments have a wide
field of view (90o). A more challenging case occurs with the next two locations (R5, R6).
These two locations are within the valid region of beam A.5, and both are the result of
inter-node reflection. As stated in Step 4 of our algorithm, we can either average them
out at the cost of increasing the error, or exploit speed and direction information from
prior data to select the most likely location. We implement a very simple mechanism
to exploit direction information. Every time we detect a new point we set it as the ori-
gin, prior data are given negative values based on their distance to this last point, and
new data are given positive values. If two or more positive points are estimated as loca-
tions, we select the closest one (point R5 in this case). The remainder half of the path
is symmetrical to the first half, and thus, the estimation is similar to what has just been
described. We don’t have any location estimations for beams A.1 and B.5, because there
are no self-reflecting angles for these regions. If transceiver A would have a neighbour to
its left, then beam A.1 would have two potential locations (similar to R6 and R7).

Regarding the errors in our estimations, we found that they are due to two main rea-
sons. First, misalignment of the angles in the moving object, e.g. our calculations in
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Figure 5.25: Experiment setup in the realistic case.

the algorithm are done assuming the tilted angles of the object are 9o , 18o , etc., while
in practice there are certain errors. Second, we assume that luminaires are single-LED
sources, while in practice they have multiple LEDs (5 LED sources in the case of Shine+).
This difference changes the incidence angles, which in turn affects the estimated loca-
tion. This latter point is why our errors are more pronounced at the boundaries of two
beams and more accurate at the center of beams.

Finally, it is important to note that passive positioning with VLC operates in a funda-
mentally different manner compared to most positioning methods. Traditionally, after
a signal is received, the positioning algorithm provides an estimated location that can
be anywhere. In our method, the positioning algorithm only has a limited number of
locations to choose from. The number of locations depends on the number of beams
and tilted angles. Thus, upon receiving a signal, our method’s task is to map the received
signal to the most appropriate location, without requiring a training phase.

5.5.2. POSITIONING: REALISTIC CASE

We now test our passive positioning in a more realistic case, consisting of less beams
and an object with less tilted angels. In this scenario, we use two nodes equipped with
the Shine++ front-end. As introduced in Sec. 5.4, Shine++ uses more powerful LEDs,
which enable nodes to communicate at a distance of 5 m (the distance can be further by
increasing the light intensity of luminairies). The experimental setup in a realistic case is
shown in 5.25. In the tests, we set the height of the nodes to various levels: 1 m, 1.5 m, and
2 m. The height (range) can be increased if we add a lens to the photodiode. Meanwhile,
the inter-node distance is adjusted between 2 m and 2.5 m. The light intensity measured
at the floor is about 600 lux under the nodes (cf. positions R1 and R5 in Fig. 5.27) when
the height of the nodes is 1.5 m.

Dealing with floor reflection. The floor can reflect the light emitted by LEDs. When
the light is modulated to send beacons, the ceiling PD can detect the transmissions of
these beacons due to the floor reflection. Fig. 5.26(a) shows this phenomenon. When an
object with a reflective surface passes under the LEDs, the PD detects the “depth” change
of beacons, as illustrated in Fig. 5.26(b). And these changing beacons show which bulb
has its light reflected by the surface. To identify these beacons for object localization, we
calculate the depth difference of each beacon between situations in Fig. 5.26(a) and (b).
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Figure 5.26: Dealing with the floor reflection.
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Figure 5.27: Evaluation results in the realistic case (height=1.5 m, distance=2.5 m).

If the depth difference exceeds a threshold, the system can identify the beacon, e.g. the
beacon < B ,1 > illustrated in Fig. 5.26(b) (the depth of other beacons remains roughly
the same), our system will know which light beam has caused the above changes and
then localize the object based on this information 2.

Results. The evaluation results are shown in Fig. 5.27, where the height and inter-
node distance are set to 1.5 m and 2.5 m, respectively. For this experiment we use the
aluminum-car. All the six LEDs work under the communication+illumination mode.
First, it is important to observe that in this setup we can only detect five locations, which
is less than the eleven locations detected under the ideal case. This occurs because we
now have less beams and less tilted angles. But all the five estimated locations are still
accurate. Note that in Fig. 5.27, red bars are used to represent the ground-truth positions
(instead of dots as in Fig. 5.24). This is because the surfaces are wide enough to give a
continuous location range, while in Sec. 5.5.1 the mirrors are so narrow that only a ‘sin-
gle’ point is detected. Results under different inter-node distances and heights are given
in Tables 5.3–5.5. These tables show the estimations of our algorithm and the ranges
of the actual locations for the aluminum- and mirror-car. From these results we can
observe that the maximum positioning error is around 5.3 cm and the average error is
0.97 cm. The performances with the mirror- and aluminum-car are similar. The only
difference is that in Table 5.5, the position R3 can be detected with the mirror-car but

2Except beacons < B ,1 >, other beacons are constantly reflected by the ground. In the middle of Fig. 5.26(b),
beacons < B ,1 > (in the second red circle) are reflected by the surface. Hence, when the ON time in < B ,1 >,
the received intensity is higher, while the OFF time in < B ,1 >, the received intensity returns to the same
previous beacons < B ,1 > (in the first red circle). Therefore, the received intensity is shown as Fig. 5.26(b)
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Table 5.3: Evaluation results in realistic case (height=1 m, inter-node distance=2 m)

No. R1 R2 R3 R4 R5
Reflection angle 0o -30o 0o 25o 0o

Algorithm 0 m 0.577 m 1 m 1.534 m 2 m
Mirror -0.02∼0.02 0.63∼0.66 0.99∼1.01 1.48∼1.51 1.98∼2.02
Aluminum -0.02∼0.02 0.62∼0.65 0.99∼1.01 1.47∼1.5 1.98∼2.02

Table 5.4: Evaluation results in realistic case (height=1.5 m, inter-node distance=2.5 m).

No. R1 R2 R3 R4 R5
Reflection angle 0o -30o 0o 25o 0o

Algorithm 0 m 0.866 m 1.25 m 1.801 m 2.5 m
Mirror -0.02∼0.02 0.85∼0.88 1.25∼1.26 1.76∼1.78 2.48∼2.52
Aluminum -0.02∼0.02 0.85∼0.88 1.25∼1.26 1.77∼1.79 2.48∼2.52

not with the aluminum-car (due to the lower reflective coefficient of aluminum).

5.5.3. IDENTIFICATION
We now present the evaluation on passive identification. Without loss of generality, we
use the object-ID as shown in Fig. 5.22. In the experiment, the height of the transceivers
is 1.5 m and the inter-node distance is 2.5 m. The object is moved at a constant speed by
a toy train motor from transceiver A to transceiver B. We only use the “standard reflector”
in this test because the “perfect reflector” is too small to carry the object-ID.

RESULTS FOR THE SCENARIO WHEN LEDS OPERATE AT COMMUNICATION+ILLUMINATION

MODE.
The signal received by the PD of transceiver A is shown in Fig. 5.28(a). We clearly observe
the high-frequency signal that contains the beam-ID, which has been successfully used for
positioning in our experiment (similar to Fig. 5.27). Furthermore, we can observe that
the object-ID appears three times: In Fig. 5.28(a), the corresponding signals are marked
as G1, G2 and G3. They correspond to the three positions R1, R2, and R3 in Fig. 5.27,
where the object is located. Note that the PD on transceiver B captures the signals of
the object-ID when the object appears at the location R3, R4, and R5. To decode the
object-ID at these positions, we first decouple signals using the downsampling based
method presented in Sec. 5.3.1. The resulted signal is shown in Fig. 5.28(b), which is
much cleaner. In Fig. 5.28(b), the first two groups of signals (G1 and G2) are affected by
ISI. For G1, which is mapped to position R1, ISI takes effect at the tail. For G2 (mapped
to position R2), ISI occurs at the beginning (τ is negative, cf. Sec. 5.3.2). For both G1 and
G2, we successfully used the steps presented in Sec. 5.3.2 to remove the ISI. The results
are show in Fig. 5.28(c). For G3 (mapped to position R3), the object only modulates the
light of one beam. Thus, ISI does not exist, and we can decode the object-ID directly.

RESULTS FOR THE SCENARIO WHEN LEDS OPERATE AT COMMUNICATION MODE.
When LEDs operate at the communication node, there is no ISI effect (cf. Section 5.3.2).
However, we cannot directly obtain a clear envelop of the object-ID at the PD that can be
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Table 5.5: Evaluation results in realistic case (height=2 m, inter-node distance=2.5 m).

No. R1 R2 R3 R4 R5
Reflection angle 0o -30o 0o 25o 0o

Algorithm 0 m 1.155 m 1.25 m 1.567 m 2.5 m
Mirror -0.02∼0.02 1.15∼1.17 1.25∼1.27 1.5∼1.52 2.48∼2.52
Aluminum -0.02∼0.02 1.13∼1.15 none 1.51∼1.52 2.48∼2.52

used to decode the object-ID. Fig. 5.29 shows the signal received by the PD of transceiver
A when the object passes by the position near R1 (cf. Fig. 5.27). We can observe that
there is no ISI effect since no envelop of the object-ID is captured by the PD. To ob-
tain the envelop of the object-ID, we fit the envelop of the captured signals for the same
beam-ID. For instance, in Fig. 5.29 we highlight the captured signal related to the beam
< A,2 >. Due to the movement of the object, the captured signal strengths are different
over the time. By fitting the maximal amplitudes of these captured beam-ID signals, we
can obtain the envelop of the object-ID, as shown by the red-dash line. Similarly, we can
obtain the envelop of the object-ID generated due to the object’s reflection of the beam
< A,3 >, as denoted by the yellow-dash line. After obtaining the envelop, we can decode
the object-ID, as we present in Section 5.5.3. Note that if the LEDs operate at commu-
nication+illumination mode, the two envelops mentioned above will overlap with each
other in the time domain, starting from the beginning of the yellow-dash line.

5.6. RELATED WORK
Localization, both active and passive, has been investigated widely. In this section, we
summarize the most relevant work.

Passive positioning with radio. M. Youssef et al. introduce the concept of Device-free
Passive (DfP) positioning using Wi-Fi [149, 150]. They show that changes in radio signals,
caused by people, can be harnessed to localize a person. By comparing with the radio
map that stores the signal strength in the area of interest [151], the authors show that
an average accuracy of 0.3 m can be achieved. Investigations in realistic environments
are carried out in a follow-up work [150]. Recently, researchers have also been able to
track multiple objects passively with existing radio signals [152, 153]. High accuracies
are achieved in these studies. We are motivated by these works to analyze the unique
properties of visible light waves for passive positioning. Compared to radio waves, visi-
ble light waves behave in a more deterministic manner (less multipath) but have poorer
coverage (because they cannot travel through opaque objects). Our study exposes the
opportunities and limitations of exploiting the external surfaces of objects to achieve
accurate positioning and identification.

Active positioning with visible light. By leveraging the built-in camera or light sen-
sors in smartphones, researchers have exploited active positioning with visible light. Ep-
silon [154] is one of such pioneer positioning systems. In Epsilon, the smartphone is en-
hanced with a plugged-in photosensor to detect incident lights emitted by LED lamps.
Epsilon requires at least three LED lamps as anchors such that an algorithm based on
trilateration can be used to calculate the smartphone’s position. It can achieve accu-
racies of 0.4 m to 0.8 m under different indoor environments. This performance is im-
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(a) Raw signal received by the PD at transceiver A
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(b) Detected envelope: filtering of high-freq. signal (Sec. 5.3.1)
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(c) After eliminating the ISI (the changes are highlighted)

Figure 5.28: Evaluation on passive identification when LEDs operate at the communication+illumination
mode.

proved by Luxapose [134], which also adopts smartphone and LED luminaires as receiver
and transmitters, respectively. Unlike Epsilon, Luxapose leverages the angle-of-arrival
of the signals in its positioning algorithm, and manages to achieve a better accuracy of
decimeter-level. A lightweight positioning system with visible light is proposed in [155].
It leverages polarization-based modulation instead of intensity-based to reduce the pro-
cessing workload in wearable devices. With these resource-constrained devices as re-
ceivers, it can achieve an accuracy of 3 m in 90% of the test cases. Complementary to
existing work, LiPro [156] provides a solution for scenarios with insufficient reference
points (LED bulbs). It tackles the case when there is only one reference point. By ro-
tating the receiver (smartphone) around three orthogonal axes, it continuously records
the RSS and magnetic field, and then calculates the receiver’s position by exploiting the
Lambertian radiation property [157] of LED luminaires. LiPro can achieve a median er-
ror of 0.59 m in a corridor. In [158], the authors introduce a VLC method to tackle the
underground localization problem. It exploits trilateration to calculate the target posi-
tion. It can achieve an average error of 3.5 cm. Similar to these studies, we also rely
on the Lambertian coverage of LED lights and the ideal attenuation properties of visible
light waves to obtain positioning. But contrary to those studies, our method does not
require carrying any photodetector with line-of-sight towards the luminaires, we exploit
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Figure 5.29: Evaluation on passive identification when LEDs operate at the communication mode.

the reflective properties of external surfaces.

Passive sensing with visible light. Okuli [135] was one of the work that inspired our
PassiveVLP. Okuli uses an LED and two photodiodes to perform passive near-field sens-
ing. It can track a finger’s movement with a median error of 0.7 cm within an 8x8 cm pad.
Okuli exploits the fact that fingers are round and good diffusers of light to build a model-
driven solution, but it requires training data and a lighting system that is specifically de-
signed for near-field positioning. Our system harnesses LEDs whose primary function
is illumination and does not require any training to obtain only occupancy. Two other
related studies are CeilingSee [136, 160] and LocaLight [159]. CeilingSee estimates occu-
pancy by monitoring changes in light reflection caused by people in a room. CeilingSee
uses general purpose luminaries, but they require a training phase to obtain only oc-
cupancy information. LocaLight deploys photosensors on floors to track people based
on the shadows they cast. Compared to our work, the main advantage of these three
systems is that they do not need to modify the external surfaces of the elements they
track. We, on the other hand, modify the external surfaces, but obtain accurate position-
ing at longer ranges without requiring extra infrastructure (Okuli, LocaLight) or training
phases (Okuli, CeilingSee).

Note that there is also a line of research that leverages light for secure and passive
communication [146, 161, 162]. The authors in [161] design a secure system for barcode-
based VLC between smartphones. In our previous work [146], we proposed a barcode-
like passive VLC system with ambient light such as sunlight. Recently, we further per-
formed a thorough analysis on how to design a barcode to transmit information on a

Table 5.6: Summary of the most relevant work on passive localization/positioning.

State of the art Purpose Scenario Medium Passive Accuracy
[150] Localization Indoor Wi-Fi Yes 0.3 m
[152] Localization Indoor Radio Yes 0.12 m
Epsilon [154] Localization Indoor Light No 0.8 m
Luxapose [134] Localization Indoor Light No 0.4 m
[155] Localization Indoor Light No 3 m
LiPro [156] Localization Indoor Light No 0.59 m
[158] Localization Underground Light No 0.0035 m
Okuli [135] Localization Indoor Light Yes 0.007 m
CeilingSee [136] Occupancy Indoor Light Yes -
Localight [159] Occupancy Indoor Light Yes -
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moving object [162]. In all those studies, the design of barcodes with visible light is key,
but those systems are designed for wireless communication. In this work, PassiveVLP,
we leverage visible light barcodes not only for identification but more importantly, for
localization in a passive manner.

5.7. LIMITATION & DISCUSSION
Many of the assumptions we make for the potential applications are realistic, such as
knowing the height and geometry of luminaries. But our system also has limitations:
(i ) the path should not be bumpy, (i i ) we can only track a few points in the paths, (i i i )
the system only works for 1-D scenarios, (i v) if multiple objects pass the same point
simultaneously, they would cause ‘reflection collisions’, and (v) the size of the object’s
surface determines the maximum number of symbols that can be encoded (maximum
number of IDs), (vi ) the orientation of transceivers should be stable.

Point (i ) is a strong requirement, the bumpy spots in the detection area will generate
outliers in our result. Our system is only resilient to few bumpy spots by eliminating out-
liers according to the object trace. The other five points can be improved. For point (i i ),
Kalman or Particle filters can be used to provide continuous location information. For
point (i i i ), we can create annular FoVs with a single photodiode, cf. Fig. 5.30, to provide
2D positioning, cf. Fig. 5.31. Solving point (i v) with a single PD would be challenging,
because it is hard to disaggregate colliding signals, a plausible alternative is to add more
PDs with a narrower FoV to cover single lanes or tracks. Reducing the receivers’ FoV
would also help ameliorating point (v): a narrow FoV would allow us to use narrower
stripes, which would increase the number of IDs that can be encoded on the object’s
surface. Some results can be found in our latest paper [162]. To alleviate point (vi ), we
can store the light intensity caused by ground reflection after calibration. When there
is no object passing by and the ground reflection does not match with the stored value
well, we can then recalibrate the orientation of transceivers.

Annular FoV

Photodiode

Block

Figure 5.30: Customized annular-FoV.

10

Figure 5.31: 2D passive positioning.

5.8. CONCLUSION
In this work, we took the first step to design a passive localization system based on visible
light, where objects are not required to carry photosensors. To achieve our goal, we mod-
ify slightly the external surfaces of objects so light reflections can provide information
for localization and identification. We define and analyze the elements of our proposed
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system, and implement a testbed to benchmark its performance. Our results show that
visible light can provide passive identification and localization with cm-level accuracy,
bridging the sensing gap between active and passive systems. Passive sensing and lo-
calization with visible light is a nascent area, and thus, there is plenty of room for future
work. The results from experiments confirmed the feasibility of localizing and identify-
ing objects with visible light. While the current implementation of our system can not
localize objects continuously, it succeeded in providing a subset of the objects’ trajec-
tory with high accuracy. We hope our work offers new insights in this up-and-coming
domain.





6
CONCLUSION

The Internet of Things is enabling the collection of vast amounts of data. This new sens-
ing capability is possible due to multiple factors. In this thesis, we argue that three of
those factors are: (i) the ability to use low-cost and re-purposed sensors, (ii) the use of a
reflective sensing approach, and (iii) the exploitation of electromagnetic spectra that are
safe and pervasive.

6.1. CONTRIBUTIONS
The main challenge tackled in this thesis was measuring and improving the accuracy of a
sensing system with low-cost or re-purposed sensors. To analyze this research challenge
we investigated four use cases considering different applications.

• Contribution 1: Measuring the sensing gap in crowd monitoring applications with mi-
crowave sensors.

By performing crowd monitoring in an outdoor public area, we determined the sens-
ing gap between low-cost mmWave sensors and precise cameras. In some public ar-
eas, GDPR laws prevent the use of conventional camera-based solutions. One promis-
ing alternative is mmWave sensors. Similar to radar, mmWave sensors detect objects
via reflected signals. Their relatively long wavelength provides medium ranges (several
tens of meters) and vague representations of people, complying with GDPR.

Chapter 2 measured the sensing gap of mmWave sensors relying on three main contri-
butions. First, we carefully designed a weather-proof radome with high signal quality
(-10dB Integrated Sidelobe Ratio) and broad coverage (larger than commercial mmWave
sensors). Second, we deployed two mmWave sensors on a real high-traffic area with
cyclists and pedestrians. The monitoring lasted three months including various weather
conditions (sunny, rainy, windy, foggy and snowy days). Third, via a thorough evalu-
ation, our findings show that low-cost mmWave sensors have an error rate that is be-
tween 15-40% higher than that of cameras, indicating that further research is required
to enhance the performance.

101
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• Contribution 2: Enhancing the methodology for cardio identification with low-cost
and re-purposed sensors.

For cardio identification, we bridge the sensing gap between advanced cardiac sys-
tems and cheap PPG sensors and smartphone cameras. To achieve that goal we pro-
pose a novel methodology. Current authentication systems rely on external features
like fingerprint, face, or iris recognition. However, these features are vulnerable be-
cause they are constantly exposed. To overcome that limitation, internal biometrics,
such as cardiac signals, are being used for authentication. Given that visible light and
infrared waves can detect blood flows, low-cost PPG sensors and smartphone cameras
could replace high-end cardiac equipment to capture signals for authentication.

CardioID (Chapter 3) bridged the sensing gap for low-end devices (PPG sensors and
cameras) through three contributions. First, to stabilize PPG signals with high vari-
ability, we design an adaptive filter that automatically adjusts its parameters accord-
ing to the subject’s heart rate. Second, to accommodate cardiovascular differences,
instead of assuming that all subjects have the same cardiac morphology, CardioID
considers three dominant morphologies to increase the user coverage and real-time
performance of our system. Third, to handle non-linear effects, CardioID adopts Ma-
halanobis distances with a wavelet clustering approach. Thanks to the novel method-
ology, CardioID can reduce the sensing (authentication) gap by 10% BAC.

• Contribution 3: Enhancing re-purposed sensors (smartphone cameras) for cardio iden-
tification.

Enhancing the methodology is central to bridging a sensing gap, but beyond a point,
this alternative is fundamentally limited by the quality of the re-purposed sensor. In
this case, it is central to enhance the sensor to provide signals that are as close as possi-
ble to the original device. For our cardiac application, this implies re-purposing smart-
phone cameras to operate almost as PPG sensors.

CamPressID (Chapter 4) extends CardioID to address the lower authentication per-
formance of smartphone cameras. Compared to PPG sensors, cameras use a differ-
ent spectrum and do not have a finger clip to maintain stable pressure. CamPressID
bridges the sensing gap with two novel contributions. First, it considers all camera pa-
rameters to generate signals that are similar to what is obtained with an infrared sen-
sor. Second, by analyzing different pressure levels, CamPressID can identify the best
pressure for each user and provide feedback to stabilize that pressure. Based on these
improvements, CamPressID improves the authentication performance from 80% to
above 90% BAC, which is similar to the performance of a PPG sensor.

• Contribution 4: Enhancing the object’s surface for indoor positioning with light.

Modifying the object’s surface can improve the quality of the signals backscattered to-
ward the sensors. This property is particularly useful with light because several materi-
als are good light reflectors. In Chapter 5, we used indoor localization to illustrate how
enhancing an object’s surface can help with bridging the sensing gap. Unlike radio-
based solutions for indoor localization, which suffer from multipath effects, visible
light’s shorter wavelength mitigate these issues. Additionally, visible light localization
can exploit the existing lighting infrastructure, which reduces the system’s overhead.
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PassiveVLP takes indoor visible light positioning one step further. By placing a small
reflective tag on top of the object, PassiveVLP eliminates the common SoA require-
ment of mounting an active receiver. With our approach, we showed that PassiveVLP
can achieve simultaneous identification and localization based on simple reflection
laws. Through experiments on a scaled-down testbed, PassiveVLP can track the tra-
jectory of a target with a location error at cm-level without any active device on the
object.

6.2. LOOKING BACK
This thesis explored a broad research area, reflective sensing, using various types of sen-
sors and applications. The challenges in this wide landscape are many and diverse. For
us, working on topics that range from crowd monitoring to biometric authentication and
indoor localization opens the opportunity to identify common macro-challenges. We
believe that one of those macro-challenges is captured by the main research question
posed in this thesis:

What design alternatives are available to approach the performance of high-end sensors
with either low-cost or re-purposed sensors?

The motivation for this question comes from the need to expand IoT capabilities with
minimal overhead. Given that the IoT is becoming a pervasive sensing infrastructure, it
is important to reduce its economic and management costs. The best opportunity to
achieve that goal is to re-purpose existing sensors for new applications. Currently, the
number of deployed IoT devices exceeds 20 billion [163], leading to abundant chances
to identify new ways to use those sensors. The best example of this sensor re-purposing
trend is smartphones, where innovators and researchers continue finding novel appli-
cations, from health care monitoring to scuba diving communication. For applications
that cannot be solved via sensor re-purposing, the research community is aiming to-
wards using low-end alternatives, not only to reduce costs but also to satisfy other re-
quirements like privacy.

Our studies show that the fundamental drawback of adopting a low-cost/re-purposed
sensing approach is the low signal quality. That sensing gap needs to be measured and
bridged, but the methodology to achieve those goals depends on the type of sensor and
application. To measure the sensing gap, the most important consideration is a thorough
evaluation to expose all the sensor’s shortcomings. A common pitfall of current research
efforts is that new applications are developed mainly for controlled scenarios. In our
case (Chapter 2), we found that mmWave had not been tested thoroughly outdoors. Our
evaluation showed a noticeable sensing gap that opens up research opportunities in that
domain.

Once a sensing gap is assessed we need alternatives to bridge it. The most convenient
approach is to enhance the methodology because it does not require modifying the func-
tionality of the original sensor or object (Chapter 3). Advancements in signal processing
and, in particular, machine learning play a key role in the ability of re-purposing sen-
sors for other applications. In cases where enhancing the methodology is not sufficient,
the quality of the signal can be improved by enhancing the re-purposed sensor (Chapter
4) or the object (Chapter 5). A re-purposed sensor can be enhanced in different man-
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ners, from the design of an add-on to the (temporal) modification of parameters, which
is the approach we follow for our biometric application. The enhancement of the object
poses more restrictions. In particular we do not want to add active electronic devices on
objects, so we modified the surface instead.

Overall, we believe that the current trend of extending the sensing capabilities of the
IoT will continue to open several opportunities for future research.

6.3. FUTURE WORK

This dissertation delved into four case studies to quantify and fill the sensing gap be-
tween low-cost and precise sensors with visible light, infrared, and micro waves. The
performance of these case-studies can be enhanced, and even further, their underlying
repurposing soltions can be applied in widely different application domains. Based on
our work, we identify three promising research opportunities.

6.3.1. RE-PURPOSING MMWAVE SENSORS FOR PROTEIN ESTIMATION

Our work assessed mmWave sensors for crowd monitoring out of their comfort zone in
indoor environments. However, these sensors are versatile and have been used for vari-
ous applications such as material and liquid identification. mmWave sensors can detect
the material of 21 daily objects made of various components, shapes, and textures at
an average 90% accuracy [164] and even distinguish liquors with 1% alcohol concen-
tration difference [165]. Motivated by these studies, we propose another potential ap-
plication for mmWave sensors: protein content estimation. As an important index for
meat quality, protein content determines the price of meat. However, current main-
stream approaches like combustion and chemical methods are invasive and their pro-
cesses are long and complex [166]. With the help of advanced machine learning meth-
ods, mmWave systems could be re-purposed to quantify protein content in meat in a
non-invasive manner.

6.3.2. RE-PURPOSING NEW SMARTPHONES FOR CARDIAC IDENTIFICATION

A correct camera configuration and pressure control are critical to re-purpose smart-
phone cameras into PPG sensors. However, current smartphones have two limitations:
flashlights with fixed-intensity and no pressure feedback. Fixed-intensity flashlights re-
quire a complex compensation of the camera parameters to reach optimal PPG signals
for people with different skin thicknesses and tones. And the lack of real-time feedback
for the pressure level prevents users from adjusting their fingertip pressure to the op-
timal point. A new generation of smartphones that place the camera under the screen
could solve the above limitations. First, instead of using the constant and white spec-
trum of the flashlight, the screen could exploit its RGB LEDs to provide a spectrum and
intensity that fits better the color and thickness of the user’s fingertip, eliminating in that
manner the camera parameters compensation. Second, when the fingertip applies pres-
sure on the screen, the camera would be able to detect the pressure based on the number
of pixels covered by the fingertip, enabling timely feedback for the users to adjust their
pressure level.
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6.3.3. ENHANCING OBJECTS WITH DYNAMIC SURFACES
PassiveVLP re-purposes the object’s external surface to achieve passive localization and
identification under two strong assumptions: the object must move for the ID to be de-
tected and the localization is only done in one dimension and at discrete points. With
a stationary object, our system cannot detect any change in light intensity. In addition,
the system would not be able to locate an object moving freely in a 2D or 3D space. Over-
coming these limitations is central to enable more realistic applications, such as locating
a drone flying inside a warehouse using only the lighting infrastructure in the area. To
track an object in 3D, we could further modify the surface to modulate the reflected light
using a method called retro-VLC [143]. This method proposes tags with two layers: a
retro-reflector on the bottom and a liquid crystal (LC) shutter on the top. The LC shut-
ter can control whether the light is reflected or absorbed. These tags are thin, a couple
of millimeters, and consume negligible power, less than a microwatt. These properties
allow them to be placed on top of multiple surfaces. Overall, these tags can act as a dy-
namic “surface” that controls the reflection of light over the object’s surface, allowing the
object to “radiate" communication.
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