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Abstract
In this paper we present a Multimodal Echoborg interface to explore the effect of different embodiments of an Embodied
Conversational Agent (ECA) in an interaction. We compared an interaction where the ECA was embodied as a virtual human
(VH) with one where it was embodied as an Echoborg, i.e, a person whose actions are covertly controlled by a dialogue
system. The Echoborg in our study not only shadowed the speech output of the dialogue system but also its non-verbal
actions. The interactions were structured as a debate between three participants on an ethical dilemma. First, we collected a
corpus of debate sessions with three humans debaters. This we used as baseline to design and implement our ECAs. For the
experiment, we designed two debate conditions. In one the participant interacted with two ECAs both embodied by virtual
humans). In the other the participant interacted with one ECA embodied by a VH and the other by an Echoborg. Our results
show that a human embodiment of the ECA overall scores better on perceived social attributes of the ECA. In many other
respects the Echoborg scores as poorly as the VH except copresence.

Keywords Embodiment · EchoBorg ·Multimodality · Believability · HCI

1 Introduction

Many HCI researchers aim to create an ‘artificial social
entity’ that is as human-like as possible, in both the (non-
)verbal behaviour it exhibits and in the way its body looks.
The term artificial social entities can cover a broad spec-
trum of technical artifacts, ranging from chatbots to virtual
characters to physical social robots. In this work we focus
specifically on Embodied Conversational Agents (ECAs).
Researchers developing ECAs frequently use the Wizard of
Oz (WOz, [1]) method to design and evaluate the ECA. A
human operator performs the tasks of one or more com-
ponents of the system that are not (yet) implemented. The
person interacting with the system is tricked into believ-
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ing that they are interacting with an autonomous artificial
system, but in reality there is ‘another person behind the cur-
tain’. One can also imagine the complete opposite: a user is
talking to a person of flesh and blood, whose decisions of
what to say are made by an autonomously operating piece
of software. Corti and Gillespie [2,3] introduced this WOz
variant with the term EchoBorg (EB): a person that speaks
out the utterance generated by a chatbot. This type of illu-
sion, where a person’s utterances are fully determined by a
third person, was first investigated by Milgram [4] under the
name cyranic illusion. The name refers to the French clas-
sic play Cyrano de Bergerac by Edmond Rostand, where the
unattractive but eloquent Cyrano covertly provides the attrac-
tive Christian with the words to woo the beautiful Roxane,
by whispering the right words into Christians ears from a
balcony while Christian is on a date with Roxane. Milgram
found that the combination of the two persons is perceived
as one identity, which he named a Cyranoid. He investigated
how different the two identities involved in the Cyranoid
could be before the illusion breaks down, for instance by a
child determining the utterances of an adult. Corti et al. [2]
were able to maintain the cyranic illusion, even when a chat-
bot determines the utterances of a human the resulting EB is
perceived as one identity. Confronted with a human embod-
iment, a user initially has no reason to question whether
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this person is controlled by a system. Thus, with an EB it
is possible to study the ‘mind’ of a conversational agent
without potential biases evoked by user expectations of the
capabilities of an artificial agent. A user might think “it’s
a machine, so it won’t understand me” and as such might
not display, for example, conversational repair behaviour [5].
The apparatus, or cyranic interfaces, used by Corti andGille-
spie (and before that by Milgram) are limited to the speech
modality. In this paper,we present a cyranic interface formul-
timodal echoborgs, extending the speech-only EB method to
allow for multimodal behaviour shadowing. TheMultimodal
EchoBorg (MEB) consist of an ECA system that dictates the
speech, non-verbal back-channels, gaze and gestures of the
human through a specialized interface. Using an MEB it is
possible to study how all behaviours that are traditionally
generated for a Virtual Human (VH) embodiment are per-
ceived when users do not expect an artificial mind as they
are interacting with a real person. We performed a study in
which we compare the same interactions with an ECA that
was either embodied as a VH or an MEB, both controlled
by the same system. We examine the effect of the embodi-
ment on the user perception of the agent in terms of concepts
that are often used when evaluating artificial agents (i.e., ani-
macy, anthropomorphism, intelligence) and the perception
of the overall experience of the interaction.

In the next section we discuss some of the literature that
looks at the perception of different embodiments. Next we
describe the MEB set-up, followed by the first exploratory
study.

2 Relationship between perception and
embodiment

Humans interacting with others can quickly form an impres-
sion about the others’ skills, personality, and attitudes
towards others. These impressions can be based on just a
few seconds of observing the other’s appearance and (non-
)verbal behavior such as facial expressions and gestures
[6–9]. Effects of virtual human behaviour on perception of
agent personality and interpersonal attitudes have been inves-
tigated in perceptual studies (properties of gestures [10,11]
with language [12,13] on personality, posture [14] on emo-
tion, gaze and proxemic behaviors on interpersonal attitudes
[15]) as well as in studies focusing on impression shaped
during first encounters with virtual characters [16].

Besides the appearance (e.g., hair colour, height), the fact
that theMEB is physically embodiedby ahumanmakes it dif-
ferent from the VH on a screen. Li [17] discusses studies that
investigate the experience of interacting with physically co-
present social robots, telepresence robots and virtual agents.
He concludes that “robots were more persuasive and per-
ceived more positively when physically present in a user’s

environment thanwhen digitally-displayed on a screen either
as a video feed of the same robot or as a virtual character
analog” [17, p25]. Also in human-human communication,
the shape and representation of interlocutors affects how
humans respond to and perceive each other. In Bailenson
et al. [18], participants engaged in a technology-mediated
interaction at various levels of behavioural and form realism,
including a voice only, video conference, and through sim-
ple, virtual polygon-avatars. The reported levels of perceived
co-presence and of self-disclosure were affected by those
conditions. For example, both verbally and non-verbally,
people disclosedmore information to avatars that were low in
realism. One fundamental aspect to the (M)EB is that users
are (at least initially) lead to believe that they are talking
with an autonomous human instead ofwith amachine. This is
referred to as the perceived level of agency, and it is known to
be an important predictor of howmediated social interactions
play out. In social games, experiences are affected by beliefs
about the agency of other players, and whether or not they
are physically co-present. Research consistently finds that the
belief that another player is human (positively) affects vari-
ous aspects of the experience [19,20], such as engagement,
flow, presence, enjoyment, and physiological arousal. This
has also been investigated from a neuroscientific perspec-
tive:Katsyri et al. [21] found that in afirst-person video game,
winning versus losing activates the brain’s reward circuit dif-
ferently depending on the belief on whether the opponent
was human or computer controlled. Concluding, a lot of evi-
dence points towards a human, physically present interaction
partner positively affects the engagement, arousal, and inter-
actant’s traits perception, over a VH on a screen.

One work that addresses the difference between how
humans and agents are treated differently is that of De Melo
and Gratch [22]. They propose a benchmark of believabil-
ity, which according to them, requires “people, in a specific
social situation, to act with the virtual agent in the sameman-
ner as they would with a real human”. Based on previous
research (e.g., [23,24]), they claim that the higher the attri-
butions of mind people make, the more likely machines are
to pass the benchmark of believability. Empirical evidence
suggests that, compared to VHs, humans are treated more
favorably in most contexts by default. The authors’ theory is
that this is due to the expectations we have of the other’smind
and experience. Agents need to employ additional strategies
and actively display capabilities to sway the user’s percep-
tion of the agent in these dimensions if they seek to match a
human in believability.

Most of the work discussed so far addresses unilateral
constructs such as the flow of the experience or perceived
traits of others. However, in (mediated) social interactions,
there are also bilateral constructs that emerge between the
interlocutors. For example, [25] have investigated coupling
in human-agent interactions, the bilateral impact that each
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interlocutor has on the other’s behaviour, making the inter-
action a dynamic and mutual flow. According to this, both
MEBandVHshould exhibit the sameamount of interactivity.
However, we may expect that a MEB is still favored in these
constructs over a VH given the overall different expectations
that humans have from other humans versus from machines.

Summarizing, there is some evidence that a human
(embodiment) would be favored in a number of ways over a
screen-based VH embodiment - based on the physicality of
the human, and based on the implied belief that a human is an
autonomous conscious entity, unlike an (apparent) machine
such as a VH.

2.1 Howwill the MEB be perceived?

Concepts and findings from the domain of mediated social
interaction help us understand how the interaction with an
ECA embodied by a MEB might be perceived differently
from the same interaction with an ECA embodied by a VH.
However, given the hybrid nature of the (M)EB (mind of a
machine, body of a human), the prior work does not allow
for direct predictions in this regard. In previous work on
EBs, the non-EB condition featured textual interfaces rather
than alternative (artificial) embodiments [2,5,26], and as such
does not provide insights on how an (M)EB might perform
when compared to other embodied agents. For our present
work, we compare two conversational agent embodiments
with a representation of a real or virtual body, pulling the
compared conditions more alike. Note that our approach is
not intended as the definitive study on the effect of embod-
iment on conversational agent perception, but intended as a
first exploration of how a ECA embodied by a MEB is per-
ceived in the dimensions relevant for our community and how
sensitive the conventional measures are in this setup.

From the point of view of the methodology, we referred
to Corti et. al [26] as benchmark. They analysed the adjec-
tives participants attributed to the respective conversational
partner. Participants used adjectives that are of artificial or
inhuman nature (“mechanical”, “computer”, “robotic”) to
describe their interaction partner when interacting with the
text interface,while used adjectives of a humannature (“shy”,
“awkward”, “autistic”) to describe the EB. Instead of asking
participants to freely attribute adjectives, we administered
them the commonly used Godspeed Questionnaire Series
(GQS) [27] for evaluation of artificial agents. It uses semantic
differential scales to cover similar concepts. These concepts
are anthropomorphism, animacy, likeability, and perceived
intelligence (and perceived safety, as a concept specific to
robots). Given that these concepts in the GQS have a direc-
tionality from machine-like (low) to human-like (high), we
expect that a human embodiment for our ECA, as achieved
with the MEB, would be rated more favorably on these con-
cepts.

Hypothesis 1 Participants will rate a MEB higher than a
VH embodied conversational agent on the key
concepts: anthropomorphism, animacy, like-
ability, and perceived intelligence.

The discussed literature demonstrates that experiences are
more engaging when participants believe they are interacting
with a human then when they are interacting with a machine,
even if the behaviour of the other players are otherwise
equal [19–21]. This depends on the bias that humans expect
more relevant social actions from other humans [28]. Based
on this, we would expect that the overall engagement and
flow of the interaction, as well as the emotional experience
and reaction, would be better experience when interacting
with ECAs embodied by the MEB, rather than a VH. To
rate those aspects, we administered the Game Experience
Questionnaire (GEQ) [29] for the engagement and flow, and
the Self-Assessment Manikin (SAM) [30], for the emotional
response.

Hypothesis 2 The quality of the interaction with the ECA,
as reflected in constructs such as flow, arousal
and engagement (asmeasured by theGEQand
SAM), will be rated more positively by par-
ticipants when the ECA is embodied by the
MEB.

In regards to the bilateral constructs such as coupling [25],
it is more difficult to make a prediction. Coupling implies
an evolving equilibrium among the interlocutors. It is the
capability to compensate disturbances in the interaction by
evolving it. This is why it is highly complex to reproduce
when employing virtual agents, since it implies that they
should manage to face unexpected stimuli and situations. On
the basis of the coupling concept, participants should per-
ceive the same amount of interactivity from both human and
VH embodiments. Therefore, the discourse flow and engage-
ment should be at virtual agents level for both embodiments.
However, on the basis of the reported literature, we could
also assume that a MEB is favored over a VH, given the
different expectations and bias that humans have from other
humans and from machines, that could alter the interaction
perception.

Hypothesis 3 On measures regarding the bilateral relation-
ship between the ECA and participant during
the interaction (as reflected by the coupling
instrument [25]), the ECA will score higher
when embodied by the MEB.
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3 A cyranic interface for multimodal
EchoBorgs

We designed a novel apparatus that allows for multimodal
behaviour shadowing, namely speech, gestures, nonver-
bal back-channels, and gaze. A human shadower receives
instructions of what to say and which non-verbal behaviours
to display from an ECA system through the cyranic interface
(visible in Fig. 1c).

The components of the ECA For behavior realization and
planning, we employ the Articulated Social Agent Platform
(ASAP) realizer [31]. For rendering the Virtual ECA embod-
iment on screen as well as for the cyranic display, we employ
the ASAP Unity bridge [32]. The dialogue scenario is mod-
eled using the Dialogue Game Execution Platform (DGEP)
[33]. For dialogue management, we use the Flipper Dialogue
Engine [34].

TheCyranic InterfaceThe instructions to a human confeder-
ate shadowing the ECA were provided in the following way.
With respect to speech, we displayed the output of our dia-
logue system, to be uttered by the MEB, on a screen (hidden
from the participants) akin to a teleprompter. In our case, the

(a) HAA (b) HEA

(c) View of the echborg in HEA

Fig. 1 3D illustration of the debater placement in a HAA and b HEA
conditions. The echoborg view in c shows how the screen with the
cyranic interface was positioned, behind the participant

text shown on the teleprompter was the direct output of our
dialogue system, that would otherwise be spoken out by the
ECA using a text-to-speech (TTS) system. We explored the
alternative to play audio of the utterances through hidden ear-
pieces, more similar to the conventional speech shadowing.
However, it appeared to be very difficult to shadow a TTS
voice. Moreover, while the utterance selection of the sys-
tem is dynamic, the ECA utterances in our user study were
pre-scripted. After a bit of practice, our MEB became famil-
iar with the utterances, and managed to shadow the speech
fluently.

A simple ECA gaze behaviour model sufficed as we envi-
sioned a triadic interaction. Therefore, we could keep the
interface for gaze shadowing simple: there is a green high-
light at the left or right half of the screen, indicating whether
gaze should be directed to the conversation partner on the
left or right (from the perspective of the MEB).

The Echoborg was also instructed to back-channel at cer-
tain times While listening. Our ECA system only includes
a single type of back-channel, head nods. In the MEB inter-
face, these behaviors are signaled by (discretely) flashing the
word nod on the screen.

When it comes to gestures, shadowing motion and poses
are challenging for the MEB. Lexical instructions for ges-
tures are difficult to translate into fluent and animate motions
that retain the semantic connection with the words uttered.
As an alternative, we decided to show the motions on an ani-
mated copy of the ECA, rendered on the screen behind the
participant. While ad-hoc mimicking remained difficult, we
observed a learning effect, as with the speech shadowing.
Because the speech and gestures generated by the system
were the same for each utterance, our MEB was able to learn
the speech and gestures produced by our system and was
able to shadow with similar ‘size’ and ‘stroke’ from seeing
the animation only in peripheral vision.

4 Exploratory user study

Unlike the prior work on EBs with unscripted dialogues [2],
we modeled more strictly the dialogue scenario for our ECA.
Besides the increased experimental control when comparing
the interaction between embodiments, it also simplifies the
complexity of the overall system.

We modelled an ethical-debate-like scenario, with amod-
erator and two opposing debaters, the proponent and oppo-
nent discussing different variations of the Trolley Dilemma
[35]. It is an ethical dilemma questioning about whether to
sacrifice one person to save a larger number. The scenario is
a runaway trolley barreling down the railway tracks. On the
tracks there are five people tied up and unable to move and
the trolley is headed straight for them. A person is standing
in the train, next to a lever. Pulling the lever, the trolley will
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switch to a different set of tracks. However, there is one per-
son on the side track. The proponent is asked to argue for
pulling the lever, while the opponent is asked to argue for
staying passive. The moderator’s role is to open and manage
the discussion and to introduce the dilemma and its variants
to the debaters before yielding the floor to them for their
arguments.

4.1 Modelling ECA and dialogue

Tomodel this scenario and to inform the design of utterances
and gestures for the ECAs, all roles (debaters and modera-
tor) are modelled from an only-humans debate corpus. We
recorded audio and video, and we transcribed the dialogues.
We also measured some of the interaction experience and
interlocutor perception that were also used in the user study
later on.

In total, we recorded 6 triads (2 females, 16 males). From
the transcriptions, the arguments used to defend the two
debaters’ positions (pulling the lever/being passive)were cat-
egorized by type of argument (see Table 1) and selected for
our ECA to use as utterances. In a small survey (20 partici-
pants on SurveyMonkey), external raters ranked the selected
utterances for the different arguments based on their strength
to convince. This allowed us to select balanced arguments
for both proponent and opponent. For the non-verbal behav-
iors of the ECA, we have consulted the video recordings
from the corpus of the selected utterances and presented them
to an actor. The actor acted out these utterances wearing a
MoCap suit. This yielded full-body gesture animations for
each utterance. The MoCap recordings and selected utter-
ances were then combined and linked to the dialogue move.
As mentioned in Sect. 3, our ECA system uses the DGEP
dialogue argumentation framework. DGEP uses the concept
of dialogue moves, namely the schematic representations of
a single move in a dialogue, its reply and the connections to
the argument structure.

Table 1 The key arguments, that we classified, of the Trolley Dilemma
debate and the moral questions which describe them

Key arguments Moral question

Fate Can the fate decide for the life of human
beings?

Numeric Human life is a qualitative or quantitative
matter?

Economic Is it better to save more life because they
are a greater resource for the society?

Responsibility If we make the choice of pulling the lever,
do we become responsible of a murder?

Inaction Can ‘inaction’ be considered as ‘action’?

4.2 Experiment design

Participants were assigned to one of two conditions:Human-
Agent-Agent (HAA)orHuman-Echoborg-Agent (HEA). Par-
ticipants were always assigned to the role of the moderator,
while the debaters (proponent and opponent) were always
acted out by our ECAs. In both HAA and HEA, the oppo-
nentwas always embodied by theVH. InHEA, the proponent
was embodied by theMEB,while inHAA, the proponentwas
also embodied by a VH. We call this between-subject vari-
able proponent embodiment. For those participants assigned
to the HEA condition it is also interesting to compare their
ratings of the VH embodiment of the opponent versus the
MEB proponent embodiment. This is a within-subject vari-
able which we refer to as debater embodiment.

4.3 Materials and apparatus

The moderator and the two debaters are positioned in a trian-
gle (see Fig. 1a and b). VHs were shown on large TV screens
in portrait mode. When the proponent was embodied by the
MEB, that screen was replaced by a chair for the MEB to
sit on. For the MEB’s cyranic interface, a large screen was
placed behind and out of sight off the participant, facing the
MEB (see Fig. 1c). Due to the fact that there were other
screens in the experiment room, participants did not get sus-
picious in seeing the screen behind their chair while entering
in the room. Moreover, all the screens were, or appeared as,
turned off when participants entered the room. Therefore,
they could not see the agent on the screen.

The moderators received cue-cards to guide the debate
through the different variants (in any order). The cue-cards
represented utterance hints that participants could rephrase
and use in the order that they preferred while interacting with
the two debaters. This allows for the participant to partake
in the interaction without affecting the conversation in an
unpredictable way.

The detection of when the participant is speaking, and
which move their utterances represent, is done secretly by
the experimenter in a WOz fashion [1].

4.4 Multimodal EchoBorg training

We recruited an experienced actress from the student body
to act as the MEB in this user study (see Fig. 1b). Fol-
lowing a number of training sessions of the debate with
the researchers, she became familiar with the scenario and
behaviours. While not systematically quantifying the accu-
racy of shadowing, comparing recordings of MEB behaviors
with the VH behaviours showed that the actress was able to
shadow the speech and gestures reliably.
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4.5 Participants

The Ethics board of the [Anonymous] approved the user
study. In total, 36 participants were sampled from the uni-
versity staff and student body, between 19 and 46 years old,
16 females and 20 males, and the number of participants was
equally distributed between conditions.

4.6 Measures

We selected several existing questionnaires measuring inter-
action experience and interlocutor’s perception that are
commonly used in the IVA community, as discussed in
Sect. 2.1. Therefore, we used the GQS to address the first
hypothesis, which concerns the effect of the appearance,
and the virtual or physical presence of the embodiment on
the human interlocutor’s perception. To address the sec-
ond hypothesis, related to the effect of the embodiment on
the interaction experience, we had participants fill out the
Game Experience Questionnaire (GEQ) [29] and the Self-
AssessmentManikin (SAM) [30]. Finally, to address the third
hypothesis, we measured the dynamic coupling between the
participants and the ECA embodied by both the VH and the
MEB using the questionnaire from [25].

5 Results

We conducted a one-way ANOVA on the effect of the
between subject variable “proponent embodiment” for each
of the sub-scales of the questionnaires and dimensions
described above. Two of the GQS sub-scales showed signif-
icant effects: animacy (F(1,34) = 5.834, p = 0.021, η2 p =
0.146) and anthropomorphism (F(1,34)= 20.061, p< 0.001,
η2 p = 0.371). Post-hoc tests show that the proponent
was rated higher on animacy and anthropomorphism, when
embodied by the MEB. On the co-presence sub-scale of the
coupling questionnaire, we found a significant effect of the
“proponent embodiment” between configurations (F(1,34)
= 16.920, p < 0.001, η2 p = 0.332). Post-hoc tests revealed
that the proponent was rated higher on co-presence, when
embodied by theMEB. Since participants within theHuman-
EchoBorg-Agent (HEA) condition (n = 18) interacted with
both an MEB and a VH embodiment, we conducted an
ANOVAon the effects of the within subject variable “debater
embodiment” on those sub-scales that measure attributes of
the individual debaters. Again, two sub-scales showed (near)
significant effects: anthropomorphism (F(1,17) = 12.190, p
= 0.003, η2 p = 0.418) and perceived intelligence (F(1,17)
= 4.322, p= 0.053, η2 p = 0.203). There were no other sig-
nificant effects of “proponent” and “debater embodiment”
found on any other sub-scales. Statistics for the between and

within post-hoc tests are reported in Table 2, and response
distributions are visualized in Figs. 2, 3 and 4.

6 Discussion

Reiterating, we compared participants’ perception of a tradi-
tional VH embodiment with aMEB embodiment, while both
had the same conversational agent (‘mind’) determining the
utterances and behaviour they display during a debate. We
examined the participants’ perception of the agent in terms of
concepts that are often usedwhen evaluating artificial agents,
and participants’ perception of the overall experience of the
interaction.

6.1 Comparing themultimodal EchoBorg and virtual
human embodiments

Looking at the hypotheses, we observe the following. We
only partially support our first hypothesis, that the MEB is
perceived as more favorably than the VH on perceived agent
traits: while the MEB does score higher on the Godspeed
instrument sub-scales that measure the anthropomorphism
(both in the within and between comparison) and animacy
(between subjects), there is only near-significance for the
intelligence in the within comparison, and no difference in
likability ratings. These results suggest that interaction is
more than just appearance.Our interpretation here is that only
measures that relate to the outer appearance of the embodi-
ment seem to be favored by the human embodiment, while
it fails to lead participants into (falsely) overestimating traits
that are related more to the behaviour of the conversation
partner - i.e. the intelligence and likability.

Our second hypothesis, the quality of the interaction with
an MEB will be rated more positively than with a VH, is
rejected. We had speculated that whenever there is another
human involved, even though it displays the same lim-
ited behaviours and interactivity as displayed on the virtual
embodiment, the interaction would be perceived as more
engaging and interesting. This appears not to be the case,
as interactions featuring the MEB were not rated more pos-
itive than those only featuring VH embodiments. Together
with the observation in regards to the first hypothesis, this
may lead us to assume that any initial expectation favoring
a human embodiment are overruled by the limited perceived
mind during the interaction.

Finally, our third hypothesis concerns the how partici-
pants perceived their bilateral relationship with the ECA.We
hypothesized that the MEB would be rated more favorably,
because the human appearance evokes the expectation of a
human level of interactivity. Based on our results, we reject
this hypothesis. Looking inmore detail at the sub-scales, cou-
pling with the debater, engagement and believability did not
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Table 2 Statistics of pairwise
comparisons

Scale Subscale Contrast Estimate SE df t.ratio p. value

Between Godspeed Animacy VH–EB −0.722 0.299 34 −2.415 0.021

Godspeed Anthropomorphism VH–MEB −1.233 0.275 34 −4.479 0.000

Coupling Copresence VH–MEB −0.639 0.155 34 −4.113 0.000

Within Godspeed anthropomorphism VH–MEB −1.022 0.293 17 −3.491 0.003

Godspeed Intelligence VH–MEB −0.537 0.258 17 −2.079 0.053

Coupling Copresence VH–MEB −0.667 0.133 17 −5.030 0.000

Bottom half showing the comparisons of scores attributed to the proponent (VH) and the opponent (MEB)
within the HEA condition.Top half showing the comparisons of scores attributed to the proponent debater
embodiment (VH or MEB) between subject
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Fig. 2 Moderator scores attributed to the proponent debater embodiments (between subject), also showing the moderator scores for the proponent
in the Human-only pre-study corpus
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Fig. 3 Moderator scores attributed to the different debaters (within subject) in the HEA setting (virtual human acting as opponent, EchoBorg acting
as proponent)

score significantly higher for theMEB. Only the co-presence
sub-scale the MEB was rated significantly higher. This is a
measure that might be more influenced by the physicality

of the embodiment rather than by the displayed behaviour.
Thus, a human embodiment might not create a better rela-
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Fig. 4 Scores on moderator game experience (a) and SAM self-report scales (b) between the different combinations of debaters (HAA = only
agents, HEA = Multimodal EchoBorg as proponent, HHH = human only pre-study corpus)

tionship between a user and ECA, but might evoke higher
feelings of co-presence.

In an attempt to find alternative explanations, wemay con-
sider works such as that of Nowak and Biocca, who found
that more anthropomorphic embodiments of agents (or in
their case avatars) might “set up higher expectations that lead
to reduced [co-]presence when these expectations were not
met” [36, p481]. Initially, a MEB will set up the highest
expectations, while the limited capabilities of our conversa-
tional agent very likely meant that the MEB was not be able
to meet those expectations during the interaction.

It is also important to consider one other limitation of this
study, namely the sample size. Its small dimension could
under power the statistical significance of the results. We
need to replicate the experiment with a larger population.
However, the present study still shows a possible method-
ology and how sensitive the conventional measures are in a
setup like this. The reported results are not the main contri-
butions, but they provide an overview on the effects that the
MEB can have on a human interactant in this preliminary
version.

6.2 Comparisons with a human-only experience

Next we explore the scores of the different ECA embod-
iments with the scores collected in the all-human corpus
recording sessions. We find that the scale ratings attributed
to human proponents, for the GQS, are quite similar to those
attributed to the MEB proponents on all sub-scales (see Fig-
ure 2).While we expected this for the perceived animacy and
anthropomorphism sub-scales, we also expected the humans
to receive much higher ratings on intelligence and likeabil-
ity, based on the coupling concept [25]. The experience in
the pre-study corpus, in fact, was more open and interac-
tive than the experiment sessions. Due to the fact that all

the interactants were participants, and there was not a vir-
tual agent limiting the conversation or creating bias. Instead,
we find that the levels are similar to both the VH and the
MEB ratings. For intelligence, an explanation may be a ceil-
ing effect, with medians and upper quartiles concentrating
around the 4–5 point level of the sub-scale. For the GEQ,
comparing the responses of moderators from the human-
only pre-study corpus to the responses in the experiment
sessions, we see a different trend from the debater perception
rating discussed before (see Fig. 4a). The experience from
the human-only session scores seemmuch higher in terms of
perceived challenge, competence, positive affect and tension
when compared to the experiment sessions. Similarly on the
SAM-instrument, the ratings on arousal and valence seem
somewhat higher (on dominance we have a high variance in
the responses, but the median level is also higher). Thus,
perhaps the increased interactivity of the human debaters
informed these measures—which would further support that
the limiting factor for the MEB scores are based on the
limitations of the ECA system controlling the MEB, which
the human embodiment could not hide. Alternatively, the
human corpus recording sessions had different rules and fea-
tured a less structured debate, which may also have affected
the game experience scores. During those debate sessions,
social dynamics and unexpected stimuli weremore common.
On the basis of the literature, this probably contributed to
increase the level of attention, arousal, and engagement.

6.3 An evaluation and inner perspective of the
multimodal EchoBorg

A contribution of this work is the first implementation of a
Multimodal EchoBorg apparatus for ECA systems. To under-
stand the limitations and how to improve it in the future,
we asked the participants, at the end of the experiment,
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to provide a feedback on the MEB interlocutor before we
revealed that the actress who acted as the MEB was a con-
federate. All the participants reported that, after more or less
five minutes of conversation, they perceived the interlocutor
as awkward. They provided different explanations for this
behaviour: some participants thought that the interlocutor
was shy, others thought that the interlocutor had some mild
form of mental disorders, only two participants understood
that she was a confederate and she was acting. We also asked
the actress that acted as the MEB to fill out a self-report after
each session. She reported deviations from the behaviour
that the ECA asked her to perform. Specifically, she reported
how, when and why she deviated and in which modality she
deviated (listening behaviour, speech, gestures). We com-
pared her reported deviations with recordings of her actual
behaviour to check if her perception was consistent to the
real experience. The actress never reported deviations in the
listening behaviour. She reported most deviations for speech,
citing as reason:

(i)“I thought that was the sentence I had to say but instead
I said it faster.”; (ii)“I tried not to look at the screen because I
felt that the participant might notice something is happening
behind him.”; (iii) “The participant wanted to speak and I
had to speak over him.”. Concerning the gestures, the actress
reported that it was not always easy to shadow the gestures
from the interface, for example: “I had the impulse to follow
my own reaction to what I was saying”. From the recordings,
we observed that the majority of deviations happened during
the gesture shadowing, while we observed only very small
variations in the speech shadowing, and no variations in the
listening behaviours. Thus, the actresses self-reported devia-
tions and the observed deviations were not in line, suggesting
that the actress was perhaps less aware of her performance on
gesture shadowing. Perhaps integrating an automatic feed-
back mechanism of shadowing behavior in a future MEB
setup could improve the quality of shadowing.

7 Conclusion and future works

We explored how the embodiment of an ECA influences the
perception of the interaction using an upgraded version of the
EchoBorg method, the Multimodal EchoBorg. We present
our first experiences of employing the EB method in ECA
research. From a practical standpoint, we have built an appa-
ratus for multimodal shadowing, and gained insights in how
it can be employed with a confederate in an experimental set-
ting. From the user-study, we have obtained a first overview
on the biases that may occur when replacing the embodiment
of a VH with a real human, keeping all other aspects of the
ECA behavior the same. In summary, the results from our
study do not support our initial assumption that an experi-
ence with an MEB would always be rated favorably over the

same interaction with a VH based on the belief that (one of)
the actor(s) was a human. Instead, we see that the limited arti-
ficial mind may shine through more than expected, limiting
such favorable ratings.

We acknowledge a number of limitations of the present
work. First and foremost, the sample size was relatively
small for ANOVA with post-hoc tests. We reported signifi-
cant results, however the study also has a possibly inflated
test power due to the procedure used. Moreover, the study
design lacks counterbalancing in debater role and gender,
and the analysis of both within and between subject compar-
isons in this way may have inflated statistical power. Future
studies are necessary and may benefit from a different study
design. For example, a dyadic interaction scenario with a
strict between subject design is more suitable for a more rig-
orous investigation of the MEB when studying perception
biases. Furthermore, metrics for the shadowing performance
of the MEB need to be defined and measured for control pur-
poses. The next important step to understanding if and how
we can benefit from the MEB method for ECA development
is to look more at how the user is treating the MEB, perhaps
with a similar methodology as the one used in [5]. Addi-
tionally, there are possibilities to improve the MEB interface
further, allowing for more accurate shadowing in even more
modalities using, for example, visual overlays in covert AR
glasses, or perhaps haptic displays that provide information
for motion in different bodyparts.

In fact, we recognize that in our study, the MEB was
potentially over-reliant on apriori knowledge of the dialogue.
She was able to practice her performance, as in large parts
speech and the accompanying gestures were fully determin-
istic. For a future production MEB system, also dynamic,
spontaneous behaviours should be possible to realize. Addi-
tionally, not all MEB behaviours could be controlled (e.g.,
nonverbal leakage). There may even be systematic biases
that are not controlled for, for example in the MEB’s gaze
behavior, due to the use of the MEB interface.

Reflecting on Rostand’s play Cyrano de Bergerac, the
moral of the story was that Roxane was attracted to Chris-
tian’s body, but ultimately fell in love with Cyrano’s mind:
a feat not likely repeated by our MEB, as our ECA indeed
turned out to be not as smart as it looked.
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