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Summary
The threats posed by global warming require the rapid transition of high emitting sectors to sustainable
alternatives. In this framework, methanol has the potential to influence the decarbonization of two
hard­to­abate sectors of the economy: the chemical industry and the large transport sector. In order
to achieve this, methanol production needs to shift from its current fossil fuel based methods. There
are already two promising technologies that could be used for this purpose. One is the hydrogenation
of captured 𝐶𝑂2, and the other is through the gasification of plastic wastes. However, more research
is needed to identify trade­offs and, particularly, to assess the influence of contaminants and their
purification requirements in the overall performance of the technologies.

This report aims to evaluate the competitiveness of the 𝐶𝑂2 hydrogenation route and the plastic­to­
methanol process by means of a techno­economic and environmental evaluation. The design of both
processes considers the treatment of contaminants to reach the target levels required by the catalyst
used in methanol production. 𝐶𝑂2 from a Carbon Capture and Sequestration network is considered
for the 𝐶𝑂2 hydrogenation case study, while the plastic share of the Municipal Solid Wastes in the
Netherlands is chosen as main feedstock for the plastic­to­methanol route. The design processes
are simulated using Aspen Plus software to calculate technical, economic, and environmental key
performance indicators. This are then used to find process bottlenecks and trade­offs between the
technologies.

The study finds neither of the technologies outperforms the other in every dimension. From an eco­
nomic perspective, the plastic­to­methanol process showed better results. Particularly, this production
route benefits from cheaper raw materials in comparison to the hydrogen costs. On the other hand,
the generation of combustion gases during gasification and the liquid waste streams produced during
the cleaning of the syngas hinder the environmental footprint of the plastic­to­methanol route. More­
over, TARs production is found to consume around 25% of the carbon content in the plastics, which
considerably reduces the efficiency of the technology. Therefore, a lower overall carbon conversion
is obtained, despite the fact that methanol production from syngas experiences better reaction rates
compared to the interaction between 𝐶𝑂2 and 𝐻2.

The outcomes of the research are subject to the boundaries and limitations of the process model,
however, the findings highlight the relevance of the purification units. This is more noticeable in the
plastic­to­methanol route, where carbon losses and waste generation end up reducing the potentials
for the technology. On the contrary, the 𝐶𝑂2 purification system has little impact on the efficiency of the
𝐶𝑂2 hydrogenation process. In fact, less than 5% of the inlet 𝐶𝑂2 is lost during the purification steps.
Nonetheless, the system plays a major role in achieving the right conditions for the methanol reaction.
Added to the fact that it contributes to about a third of the overall cost of the process, it is concluded
that the system is highly relevant for the correct assessment of the technology.
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1
Introduction

Anthropogenic greenhouse gas emissions (GHG) are rising the world’s temperature to dangerously
high levels. A 2018 study from the Intergovernmental Panel on Climate Change showed the dan­
gers to natural and human ecosystems if temperatures were to reach 2 °C, or even 1.5 °C above
pre­industrial levels (IPCC, 2018). Although subject to particular characteristics such as geographic
location, rate of warming, or level of vulnerability, amongst others, these climate­related risks include
increasing frequency and intensity of droughts, heavy precipitations with tropical cyclones, flooding re­
lated to sea level rise, and many more. The same report warned policy­makers that the current rate of
warming could exceed the temperature targets in the next decades if no action is taken, as depicted
in Figure 1.1. The evidence is so overwhelming that developed economies have acknowledged this
as a globalized threat. However, international commitments from developed countries have proven
to be insufficient. So far, optimistic projections considering governments decarbonization targets and
Nationally Determined Contributions (NDCs) are only on track of keeping the global temperature below
2.9 °C by the end of the century (Climate Tracker, 2020). Additional and timely efforts are thus needed
to maintain the negative effects of climate change at bay.

The Netherlands has joined the global agenda and committed to reduce CO2𝑒𝑞 emissions with respect
to 1990 levels by 49% in 2030 and 95% by 2050 (The Minister of Justice and Security, 2019), with a
strong focus in renewable energy generation and the development of low carbon hydrogen and carbon
capture sequestration and use technologies (CCS and CCU) (Government of The Netherlands, 2020;
IEA, 2020b; Netherlands Enterprise Agency, 2020). Despite clear policies supporting the transition to
a more sustainable energy system, The Netherlands is lagging behind and needs to at least double
the pace of emission reductions to meet its 2030 target (PBL Netherlands Environmental Assessment
Agency, 2020).

Decarbonizing the industry sector is paramount for The Netherlands to reach its emission reduction
goals. As Figure 1.2 shows, the country’s total energy consumption is dominated by oil and gas, partic­
ularly for the emission­intensive chemical and refining industries. On the other hand, natural gas alone
amounts to 42% of Total Primary Energy Supply (TPES), the highest share among the International
Energy Agency (IEA) member countries (IEA, 2020b). Nonetheless, natural gas production has fallen
in the last couple of years transforming the Netherlands from a historically gas exporter country into a
net importer. Incidentally, adding a point of threat to national energy security. Moreover, the goals from
the Dutch Climate Agreement and the phase out plan of natural gas production from the Groningen gas
field, due to safety concerns, are pressing for a quick and major reduction of gas consumption in the
national energy system (IEA, 2020b).

The political landscape and technological advancements represent an attractive opportunity to decar­
bonize industry processes. The chemical industry is the subsector with the highest energy demand and
one of the largest CO2 emitters, behind cement and iron & steel production (IEA, 2020a). Within the
chemical industry, finding production alternatives is key. Particularly in the Netherlands, where 2/5 of
the largest multinational chemical companies have operations (VNCI, 2018). In this context, methanol
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Figure 1.1: Global temperature change relative to 1850­1900 (°C). Measured data since 2015 to 2018 is shown
in blue. The orange line represents the projection at current warming rate, and in green is a hypothetical pathway
where emissions peak in 2020 and reach net­zero by 2055. Sourced from IPCC, 2018

Figure 1.2: Overview of the Netherlands energy system by fuel and sector, 2018. Sourced from (IEA, 2020b). *
Total supply includes bunker fuels for international aviation and shipping (not part of TPES). **Other renewables
includes wind, solar, hydro, and geothermal.

stands out as a an interesting opportunity. Not only is it extremely relevant to the industry as a build­
ing block for other materials, but its manufacturing process consumes large amounts of natural gas.
Therefore, changing to more sustainable feedstock and production technologies helps reducing GHG
emissions and is also in line with the national goal of phasing out natural gas demand (IEA, 2020b). Fur­
thermore, the government’s strategy for the industry transition promotes measures such as the use of
blue/green hydrogen1, CCU & CCS, and accelerating circularity (e.g. waste­to­chemicals), which can
be directly implemented when considering renewable pathways for methanol synthesis (Government
of The Netherlands, 2019).
1Green hydrogen refers to hydrogen produced through water electrolysis powered by renewable sources. Blue hydrogen is
produced from steam methane reforming with CO2 sequestration.
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1.1. Background on Methanol Production
Methanol is a platform material which can be derived into a number of applications. It is mainly used
as a building block for the chemical industry, acting as a starting point for a variety of products, such as
plastics and fuel additives (IRENA, 2021). Figure 1.3 shows the derivatives of methanol and the main
markets in which it participates. Formaldehyde remains the largest chemical derived from methanol,
used mainly as a precursor for the manufacturing of resins. Methanol­to­Olefins process is the second
largest source of demand. It is a relatively new technology that has seen tremendous growth over the
last decade, particularly in China, as an alternative route from naphtha­based synthesis of ethylene
and propylene. From virtually no production in 2010 it now accounts for approximately 25% of global
methanol consumption (MMSA, 2021). Another application of methanol that has also grown rapidly is
fuels. Whether methanol is used as a fuel by itself, blended with gasoline, derived into biofuel, or used
in the form of metyl tert­butyl ether (MTBE) and dimethyl ether (DME), it accounts for around 31% of
global demand.

Figure 1.3: Derivatives of methanol and main markets. Adapted from (IRENA, 2021)

The established technology for large scale methanol production is based on the catalytic conversion of
synthesis gas (syngas) over a copper­based catalyst (Sheldon, 2017). Syngas is amixture of hydrogen,
carbon monoxide, and some minor shares of carbon dioxide. The formation of methanol from this
mixture is determined by the following reactions (Lee et al., 2020):

𝐶𝑂 + 2𝐻2 ⇔ 𝐶𝐻3𝑂𝐻 Δ𝐻298𝐾 = −90.77𝑘𝐽/𝑚𝑜𝑙 (1.1)
𝐶𝑂2 + 𝐻2 ⇔ 𝐶𝑂 + 𝐻2𝑂 Δ𝐻298𝐾 = +41.21𝑘𝐽/𝑚𝑜𝑙 (1.2)
𝐶𝑂2 + 3𝐻2 ⇔ 𝐶𝐻3𝑂𝐻 + 𝐻2𝑂 Δ𝐻298𝐾 = −49.16𝑘𝐽/𝑚𝑜𝑙 (1.3)
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After years of improvement, the optimal reaction conditions have been developed to drive methanol
formation. Conversions of 𝐶𝑂 and 𝐶𝑂2 to methanol (equations 1.1 and 1.3) are exothermic, hence they
are favored by lower temperatures. However, the reaction rates in both cases increase with higher tem­
perature (Lee et al., 2020). Additionally, the conversion rate of 𝐶𝑂 is superior than the one from 𝐶𝑂2.
Thus, shifting the equilibrium of equation 1.2 to the right benefits the methanol yield, which in turn is
favored by an increase in temperature. A balance is reached by operating in the range of 200 ­ 300 ∘C.
Furthermore, and according to the Le Chatelier’s principle, the reduction in the number of molecules in­
dicates that the methanol yield is maximized with higher pressures. Nowadays, conventional synthesis
reactors operates in the 50 ­ 100 bar range (De Jong & Van Ommen, 2014).

To maximize productivity, an optimum ratio of 𝐻2 to carbon in the syngas is required. This optimum
composition is determined by the stoichiometric number S (Ott et al., 2012):

𝑆 = 𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝐻2 −𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝐶𝑂2
𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝐶𝑂 +𝑀𝑜𝑙𝑒𝑠 𝑜𝑓 𝐶𝑂2

(1.4)

The value of S in the syngas should be close to 2. On the one hand, values below the stoichiometric
optimum indicate that there is a hydrogen deficiency. Which results in a considerable reduction in the
selectivity of methanol (Ott et al., 2012). On the other hand, S values greater than 2 mean that there is
an excess of hydrogen. In this case, larger amounts of unreacted gases are trapped in the synthesis
loop and, consequently, the size of the equipment increases. Therefore, conditioning processes to
adjust the synthesis gas composition to its optimum level are most often necessary.

Today, methanol is predominantly produced from fossil fuels, as Figure 1.4 depicts. Natural gas ac­
counts for about 65% of methanol production, while the rest is almost entirely sourced from coal. Only
around 0.2% comes from alternative sources (IRENA, 2021). The vast majority of methanol production
from coal is located in China, where large coal reserves are available. In the rest of the world, natural
gas is the preferred choice of feedstock because of better economic conditions and its lower impurity
content.

~65%

~35%
Natural Gas

Coal

Biomass 
& 

Renewables

< 1%

Figure 1.4: Share of sources for methanol production. Adapted from (Chatterton, 2019)
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Reducing the large consumption of fossil fuels and the subsequent GHG emissions is the major driver
for finding alternative production routes. Common technologies to produce syngas for methanol syn­
thesis include steam reforming (from natural gas or light naphthas) and partial oxidation (used with
heavy oils or carbon) (Pérez­Fortes et al., 2016). Both processes have a similar energy consumption:
33.4 ­ 36.5 𝐺𝐽/𝑡𝑀𝑒𝑂𝐻 for steam reforming and 37.15 𝐺𝐽/𝑡𝑀𝑒𝑂𝐻 used in partial oxidation. However, the
emissions are significantly different depending on the feedstock. Typical GHG emissions associated
with methanol production from natural gas are close to 0.5 𝐶𝑂2−𝑒𝑞/𝑘𝑔𝑀𝑒𝑂𝐻 (Pérez­Fortes et al., 2016),
while emissions from coal are in the range of 2.97 ­ 3.8 𝐶𝑂2−𝑒𝑞/𝑘𝑔𝑀𝑒𝑂𝐻 (IRENA, 2021; Kajaste et al.,
2018).

Furthermore, addressing the emissions generated in the production of methanol is key for the decar­
bonization of the chemical industry and the transport sector. The International Energy Agency (IEA)
estimates that emissions from primary chemicals (such as methanol) need to drop below 10% from to­
day’s level by 2030 if the world is to meet the Sustainable Development Scenario (SDS)2 (IEA, 2020a).
Methanol production accounts for nearly 10% of the total 𝐶𝑂2 emissions in the chemical and petro­
chemical sector (IRENA, 2021). Thus, shifting to sustainable methods of methanol synthesis can have
a major impact. Moreover, the characteristics of methanol makes it a natural alternative to fossil­based
fuels, particularly for the harder to electrify transport sectors such as aviation and maritime (Methanex,
2020; P. Schmidt & Weindorf, 2016).

Figure 1.5: Possible routes for methanol production classified by carbon intensity. TRL of alternative routes
included (Albo et al., 2015; IRENA, 2021; Pérez­Fortes & Tzimas, 2016; Solis & Silveira, 2020).
1The TRL depends on the specific electrolyser technology. Alkaline and Polymer Electrolyte Membrane (PEM)
electrolysis have a higher TRL of 8 ­ 9, while Solid Oxide Electrolysers (SOEC) are in the range 6 ­ 7.

Because of its versatility and relevance for the decarbonization of hard to abate sectors, there is great
interest in the research and development of renewable processes for methanol synthesis. Figure 1.5
shows a diagram with possible routes for methanol production, including the Technology Readiness
Level (TRL) of the alternatives. Methanol can be produced from several carbonaceous sources and
may or may not require additional hydrogen. Depending on the source of the carbon, the technology
used to produce the hydrogen, and the associated GHG emissions of the whole process, methanol can
be characterized as low or high carbon intensity (IRENA, 2021).
2The SDS outlines a shift in the global energy system to meet the targets of the Paris Agreement, without relying on technologies
for net negative emissions. https://www.iea.org/reports/world­energy­model/sustainable­development­scenario

https://www.iea.org/reports/world-energy-model/sustainable-development-scenario
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In particular, two alternative productions have shown the most potential. Both technologies already with
cases of commercial applications (CRI, 2011; Solis & Silveira, 2020). The first one is 𝐶𝑂2 hydrogenation
using blue or green hydrogen and captured 𝐶𝑂2. The second one is through the gasification of biomass
or plastic waste (plastic­to­chemical process). This gasification process results in a synthesis gas which
can then be converted to methanol. There is a third renewable alternative, through the electrochemical
reduction of 𝐶𝑂2. However it has not yet reached the same maturity level. Therefore, this study will
focus on the first two technologies.

𝐶𝑂2 hydrogenation can be performed in two different ways. In one step, through the direct interaction of
𝐶𝑂2 and hydrogen (Adnan & Kibria, 2020; Kotowicz et al., 2021) or in two steps, using Reverse Water
Gas Shift (RWGS) reaction to produce synthesis gas (syngas) and then use the better conversion rates
between CO and 𝐻2 for the production of methanol (Elsernagawy et al., 2020; Gao et al., 2020). Figure
1.6 gives a simplified overview of the two alternatives. There is no consensus among researchers over
which approach represents the best alternative for the industry. Nonetheless, this work will concentrate
on the one­step 𝐶𝑂2 hydrogenation process. The decision is made after a literature review on the
subject showed both alternatives achieve similar results, but the complexity of the system is reduced
using the direct approach (Lee et al., 2020; Rafiee, 2020).

Methanol
Synthesis

RWGS
Methanol
Synthesis

Figure 1.6: 𝐶𝑂2 hydrogenation pathways

On the other hand, the gasification of waste to produce value­added chemicals has drawn attention
for its potential to promote circularity in the industry as an alternative to current practices for waste
disposal and methanol production. In particular, the chemical recycling of plastics via gasification is
considered a very attractive technology (Solis & Silveira, 2020). Most plastic waste is still disposed
in landfills or incinerated (European Commission, 2018). However, incineration and landfilling do not
align with the circular economy perspective, as the feedstock cannot be recovered (Davidson et al.,
2021). Consequently, the replacement of new plastic material is required, which today means produc­
tion based on fossil fuels. Alternatively, plastics can be recycled by mechanical or chemicals methods.
Mechanical recycling is the most common alternative. Although, it suffers from strict requirements of
homogeneity in the raw material. Thus, it makes it difficult to implement on a larger scale (Davidson et
al., 2021). Chemical recycling through plastic gasification has the advantage of having more flexibility
in the variability of the feedstock (Lopez et al., 2018). Therefore, the plastic­to­chemical process has
the opportunity to create added value products (such as methanol) from residual raw material outside
the scope of mechanical recycling methods.
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1.2. State of the Art
Both CO2 hydrogenation and waste­to­chemicals technologies have been extensively studied. Pérez­
Fortes et al. (Pérez­Fortes et al., 2016) evaluated the economic viability and environmental benefits
of a methanol (MeOH) plant using H2 from water electrolysis and CO2 captured from a CCU unit. The
results showed the process is not financially viable mainly because of the high cost of H2 production.
However, the CO2 emissions are reduced. Szima andCormos (Szima&Cormos, 2018) also studied the
production of MeOH from captured CO2 and renewable H2. Their work included the use of a gas turbine
and organic Rankine cycles to reduce the energy consumption, without considering the electrolyzer
unit. They found that the MeOH plant is energetically fully self­sufficient but still not economically
viable. Adnan and Golam (Adnan & Kibria, 2020) compared the techno­economic and environmental
performance of 3 renewable MeOH production routes against the conventional one. The proposed
technologies included the reaction of captured CO2 and renewable H2, electrolysis of CO2 to CO and
subsequent syngas conversion to MeOH, and direct CO2 electrolysis. The study found production costs
2 ­ 4 times higher than current market price for the renewable pathways. However, future projections
looked favorable for all the technologies under electricity prices below 3 US$ cents/kWh. A cradle­to­
gate life­cycle­analysis on the three alternative routes showed that the electricity needs to be sourced
with a CO2 content below 130 g/kWh to reduce emissions over the conventional route.

Most of the research in waste gasification to produce methanol has focused in the use of refused
derived fuel (RDF) and lanfill gas (LFG). Salladini et al. (Salladini et al., 2020) evaluated a MeOH pro­
duction plant using syngas from waste gasification and enriched with green H2. The hybrid scheme
was compared against the waste­to­methanol and direct power­to­methanol processes, based on CO2
emissions and economic performance. They also included the bio­fraction content of each alterna­
tive for the economic evaluation. Their results suggest current waste­to­methanol process is the most
economically attractive solution, although future share of renewable energy and decreasing electricity
prices will make the hybrid scheme consistently more attractive. The influence of feedstock compo­
sition in the production of MeOH from RDF was assessed by Borgogna et al (Borgogna et al., 2019).
They modeled the gasification of RDF with different compositions to identify the main parameters af­
fecting syngas production, and subsequently, the effect on yield, energy consumption, and emissions
from the overall process. Their model proved satisfactory and they found that the conversion of waste
into methanol has higher environmental benefits as opposed to the waste to energy process. The study
found the potential for CO2 reduction can be up to 68% depending on the percentage of renewable en­
ergy use. Moreover, their analysis identified RDF’s LHV as the most influential parameter to consider
in the preliminary design steps. Gao et al. (Gao et al., 2020) compared techno­economic performance
indicators between two options of renewable MeOH production from LFG, excluding the syngas pre­
treatment process. Both options achieve optimum syngas ratio by either additional H2 supply or by
using a membrane to separate the excess CO2 from the LFG. The study showed the first option is
more energy efficient and environmentally favorable, while the second process has better economic
performance.

The literature available on plastic­to­chemical processes is limited and mainly focused in the gasifica­
tion section. Li et al. (Li et al., 2021) investigated the gas composition of PET gasification in a lab­scale
bubbling fluidized bed reactor. Specifically, the authors studied the effect of temperature, steam/fuel ra­
tio, and residence time. The results showed temperature was the most influential parameter in the gas
distribution, with higher temperatures achieving better yields of 𝐻2 and 𝐶𝑂2, in the range of 700 ­ 800
∘C. Additionally, they found more than half of the carbon in PET was converted to TARs, an undesired
byproduct comprised of a mixture of condensable hydrocarbons. Wilk and Hofbauer (Wilk & Hofbauer,
2013) studied the gasification of several mixtures of plastics in a dual fluidised bed (DFB) pilot reac­
tor. Steam was used as gasifying agent and the combustion chamber was fluidized with air. The heat
was transported by using olivine as bed material, and to reach the required gasification temperatures,
additional fuel was added to the combustion reactor. The composition of product gas was measured
for PE, PP, and mixtures of PE+PET, PE+PS, and PE+PP. The volatile nature of the plastics and the
low ash content resulted in virtually no dust and minimum amount of char in the produce gas. The TAR
content, on the other hand, was considerably high compared to biomass or coal gasification. Although,
in line with concentrations found by other authors. Remarkably, PE and PP showed the highest TAR
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concentrations, while the mixture of the two polymers resulted in the lowest of all the samples. The
decrease was around 80 ­ 85%. They concluded that the interactions between the different decompo­
sition products enhanced the TAR reforming reactions. Additionally, they found significant differences
in the 𝐻2 and 𝐶𝑂 yields between pure substances and mixtures. Particularly, higher concentrations
were achieved for PE+PS and PE+PP, even though there is no oxygen molecule in either polymer.
This suggest that the decomposition products of the mixture of polymers favors the reaction of carbon
with steam.

Furthermore, a review of Life Cycle Assessment (LCA) studies in the context of chemical recycling
of plastic wastes was conducted by Davidson et al. (Davidson et al., 2021). Their findings showed
pyrolisis is the most researched method, even though there is evidence to support the comparative
advantages of other technologies such as hydrocracking and gasification. This disproportion in the
quantity and quality of data can cause an unintended bias towards pyrolysis technologies. The review
also concludes plastic gasification has the advantage of high TRL level. However, the lack of data and
limited number of projects in operation makes it difficult to make a proper economic feasibility study.
The findings highlights the need for more research into plastics gasification to increase the availability
of quality data and enable better technology comparisons.

1.3. Knowledge Gaps
Notwithstanding the extensive literature on methanol production, significant gaps can be found in the
design and techno­economic evaluation of alternative renewable routes. First, the literature on waste­
to­chemical conversion processes is limited to the use of organic materials. Moreover, studies including
the use of plastic feedstock aremostly focused on the gasification step. It is necessary to investigate the
effects of the use of plastics as the main source of raw material for the production of methanol (plastic­
to­methanol). Second, there is a lack of Key Performance Indicators (KPI) benchmarking between CO2
hydrogenation and plastic­to­methanol processes. Techno­economic and environmental comparative
assessments amongst potential technologies are needed to better understand the trade­offs and help
steer future research. Third, there is a lack of research in the effect of purification steps in the overall
performance of the different alternatives. For instance, catalysts used for methanol production are
very sensitive and require strict levels of contaminants. Therefore, the conditioning of raw materials
needs to be included in techno­economic assessments to understand the limitations for scaling the
technologies. Lastly, with the growing penetration of renewable energy generation, green H2 will play
an increasingly more important role in the chemical industry. It is of particular interest then to analyze
the effect that different sources of H2 production will have particularly on the economic feasibility of
renewable methods for methanol production. This will also provide insight into the main bottlenecks
that hinder the large­scale introduction of the technology.

Consequently, given the absence of comparative literature on the aforementioned topics, this study will
focus on the evaluation of techno­economic and environmental KPI for the direct CO2 hydrogenation
and plastic­to­methanol processes, using consistent and rigorous simulations. Emphasis will be made
in the conditioning steps needed to achieve the high purity levels of raw materials required for the cat­
alytic reactions. Furthermore, different scenarios of H2 production and their influence on the economic
performance of the technologies will be assessed.

1.4. Thesis Aim
The aim of this study is to assess the competitiveness of the 𝐶𝑂2 hydrogenation and the plastic­to­
methanol processes as alternative methods for methanol production, to promote the transition towards
a more sustainable chemical industry. To achieve this, the performance of both technologies is evalu­
ated using techno­economic and environmental key performance indicators. Furthermore, the source
of carbon and the impurity content vary depending on the technology. Therefore, purification steps are
adapted for the characteristics of each process and included in the assessment.
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1.4.1. Specific Objectives of the Thesis

To reach the main goal, the following specific objectives are considered:

• Synthesize and design of the CO2 hydrogenation and plastic­to­methanol processes.

• Design the purification system required for each synthesis route, depending on the conditions
and composition of the carbon source.

• Assess the bottlenecks for both production methods and determine the techno­economic and
environmental trade­offs for the use of the different technologies as an alternative to conventional
methanol synthesis.

1.5. Thesis Outline
The first step of the research project is to design a methodology to achieve the aim of the thesis. This
includes steps considered to address the objectives and the main goal of this study. These are pre­
sented in Chapter 2. Afterward, the case studies included in the assessment need to be defined. This
is done in Chapter 3, which includes the characterization of the raw materials and an overview of the
unit operations selected for each methanol production route. Once the case studies are introduced,
the information has to be translated into a process flow diagram and then into a simulation environ­
ment. Therefore, the design of the processes and the modeling parameters used in the simulation are
provided in Chapter 4. Then, in order to evaluate the qualitative uncertainties of the process models, a
pedigree analysis was conducted. The results from this uncertainty assessment are given in Chapter 5.
Subsequently, the outcomes of the modeling procedure, including material and energy balances and
KPIs calculations are specified in Chapter 6. Next, Chapter 7 illustrates the outcomes of the sensitivity
analysis and in the next Chapter, the results from the KPI evaluation and the uncertainty assessments
are discussed. This is done in Chapter 8, with the goal to identify bottlenecks and trade­offs between
the technologies. Finally, the conclusions of the thesis project are given in Chapter 9.



2
Project Scope and Methodology

In this Chapter, the scope of the research is introduced and described in section 2.1. Subsequently, an
overview of the methodology is given in section 2.2, explaining the steps taken to achieve the specific
objectives of the thesis. Finally, the selection of the key performance indicators and their formulas are
provided in section 2.3.

2.1. Project Scope
The focus of this study lies on the synthesis, design and evaluation of sustainable routes for methanol
production. To achieve this goal two process routes were selected as main case studies and a method­
ology was developed to assess the bottlenecks for both production methods and determine the techno­
economic and environmental trade­offs of using each technology as an alternative to conventional
methanol synthesis. The comparison is based on a functional unit of 1 kg of methanol for a production
plant of 220 kton per year, located in the Port of Rotterdam. A detailed description on the methodology
is presented in Section 2.2.

2.2. Methodology
To achieve the main goal of this thesis project, three specific research objectives are formulated. Figure
2.1 depicts the approach and steps taken to reach those objectives. Details on each step are given
after the diagram.

10
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Figure 2.1: Methodology approach for the techno­economic and environmental evaluation of two renewable
methanol production routes.
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1. Literature Review: The first step involves a literature review on the alternative methods for
methanol production. The goal is to collect information on feedstock composition and operat­
ing conditions of unit operations. Likewise, the amount and type of impurity content of each
manufacturing route is identified, depending on the characteristics of the carbon source. This
is then contrasted with the target levels required by the catalysts used in methanol synthesis.
Subsequently, this information is used as input for the design of the purification units. In addi­
tion, to assess the strength of the data gathered from the state of the art, a Pedigree analysis is
conducted in step number 4. .

2. Design of Process Flow Diagram (PFD): The second step considers the selection of unit opera­
tions, operating conditions, and feed stream compositions to design the process flow diagrams of
both production routes. Similarly, depending on the impurity levels from the raw materials of each
technology, purification units are included. This step sets up the basis for the process modelling.

3. Process Simulation: Rigorous simulations of both alternative production routes are performed
using Aspen Plus. The software is used to calculate mass and energy balances, and estimate
equipment costs using Aspen Process Economic Analyzer (APEA). The inputs for the calculations
(unit operations, feed­stream composition, thermodynamic property package, etc) are based on
the information gathered in steps 1 and 2. Moreover, for materials or unit operations not available
in Aspen, the information is entered via user­defined components. Additionally, iteration between
the process design and the simulations is carried out to achieve an optimum set­up.

4. Pedigree Analysis: The quality of the data from the state of the art and the simulations is as­
sessed through a Pedigree analysis. To achieve this, two Pedigree workshops are conducted
with the help from researchers from TU Delft’s Energy Systems and Services Department. Fur­
thermore, the outcomes of the qualitative assessment are used to improve the simulations.

5. Calculation of KPI’s: In this step, the calculation of the KPIs is performed based on the out­
comes from steps 3 and 4. Depending on the metric, these are divided in technical, economic,
or environmental indicators. The list of the estimated KPIs for each production pathway is given
below:

• Technical:
– Mass demand of individual inputs per kg of MeOH produced
– Overall electricity, heat, and cooling requirements per kg of MeOH produced
– Raw materials conversion efficiency (𝜂𝐶𝑂2 , 𝜂𝐶𝑂, 𝜂𝐻2 , 𝜂𝑐𝑎𝑟𝑏𝑜𝑛)

• Economic:
– Capital Expenditure (CAPEX) and Operational Expenditure (OPEX)
– Net Present Value (𝑁𝑃𝑉)
– Levelized Cost of MeOH (𝐿𝐶𝑂𝑀𝑒𝑂𝐻)

• Environmental:
– Carbon footprint (𝐶𝐹)
– Energy yield ratio (𝐸𝑦)

Furthermore, the details for the selection of the KPIs and their formulas are given in section 2.3

6. Analysis of Results. Comparison of KPI’s and assessment of process bottlenecks : In the
sixth step, the technical, economic, and environmental KPI’s of both production routes are com­
pared against each other and the benchmark. Furthermore, process bottlenecks are identified
and the influence of main inputs on the performance of the technologies are assessed through a
sensitivity analysis. These results are used to encourage the discussion in step number 7.

7. Discussion: The results from steps 4, 5, and 6 are used to find trade­offs between the technolo­
gies, as well as to analyze the impacts from the purification requirements.

8. Conclusions and Future Work: Finally, conclusions from the study are made based on the
methodology, results, and discussion. In addition, recommendations for further research in the
field are outlined.
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2.3. Key Performance Indicators
To achieve the aim of this thesis, technical, economic, and environmental key performance indicators
are selected to assess different dimensions of the technologies. The selection of these KPIs is meant to
facilitate the benchmarking between both routes and the conventional process. In addition, the KPIs are
used to identify the main bottlenecks from each technology. Furthermore, in order to ensure a common
basis of comparison, the list of KPIs is validated with the results from previous techno­economic studies
(Nyári et al., 2020; Pérez­Fortes et al., 2016; Szima & Cormos, 2018).

2.3.1. Technical KPIs

Technical KPIs are defined based on the efficiency of the technologies, which is estimated through the
consumption of raw materials and the energy requirements. Additionally, the energy demand is divided
between electricity, hot utility, and cooling utility. It is important to make this distinction to understand
the different sources of energy consumption and identify opportunities for improvement. Particularly,
when the utility consumption is compared against the results from other techno­economic studies with
heat integration networks.

The raw materials and energy consumption metrics are complemented with the conversion efficiency
of key components. This KPI is widely used in research to compare technology performance. It allows
to identify limitations in process design, such as the optimum inlet composition to reactors. Moreover,
to assess the production routes from different perspectives, two conversion efficiencies are calculated:
the overall process efficiencies of hydrogen and carbon, and the conversion efficiencies in the reactor.

Previous literature on the subject has used overall 𝐶𝑂2 conversion as performance metric, instead of
measuring the variation in the carbon content (Nyári et al., 2020; Pérez­Fortes et al., 2016; Szima
& Cormos, 2018). The decision to change the parameter is founded on two reasons. First, to allow
a comparison basis between the 𝐶𝑂2 hydrogenation and the plastic­to­methanol route. Second, the
methodology used to calculate the overall 𝐶𝑂2 conversion fails to include every interaction in the pro­
cess. It is based on estimating the mass flow variation of 𝐶𝑂2 between the inlet and outlet streams
(i.e., 𝐶𝑂2 present in the product stream and waste streams) to the plant. However, it does not consider
the 𝐶𝑂2 responsible for the production of by­products, such as 𝐶𝑂 or 𝐶𝐻3𝑂𝐶𝐻3. This can lead to an
overestimation of the process efficiency. Therefore, the overall carbon conversion is chosen for this
study, as a more comprehensive performance indicator.

The equations that determine the technical KPIs are:

𝑀𝐷𝑖 = (
𝑚𝑖−𝑖𝑛𝑝𝑙𝑎𝑛𝑡
𝑚𝑀𝑒𝑂𝐻

) (2.1)

𝐸𝑖 = (
𝑈𝑡𝑖

𝑚𝑀𝑒𝑂𝐻
) (2.2)

𝜂𝑖𝑟𝑒𝑎𝑐𝑡𝑜𝑟 = (
𝑚𝑖−𝑖𝑛𝑟𝑒𝑎𝑐𝑡 −𝑚𝑖−𝑜𝑢𝑡𝑟𝑒𝑎𝑐𝑡

𝑚𝑖−𝑖𝑛𝑟𝑒𝑎𝑐𝑡
) (2.3)

𝜂𝑖𝑜𝑣𝑒𝑟𝑎𝑙𝑙 = (
𝑚𝑀𝑒𝑂𝐻 ×𝑀𝑖 × 𝑛𝑖
𝑀𝑀𝑒𝑂𝐻 ×𝑚𝑖−𝑖𝑛𝑝𝑙𝑎𝑛𝑡

) (2.4)

In which:

• 𝑀𝐷𝑖: Mass demand of individual inputs [𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻]

• 𝑚𝑖−𝑖𝑛𝑝𝑙𝑎𝑛𝑡: Mass flow inlet of component i to the plant [kg/h]

• 𝑚𝑀𝑒𝑂𝐻: Mass flow of MeOH in product stream [kg/h]
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• 𝐸𝑖: Specific demand of utility i (i: electricity, hot utility, and cooling utility) [𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻]

• 𝑈𝑡𝑖: Consumption of utility i [kWh/h]

• 𝜂𝑖𝑟𝑒𝑎𝑐𝑡𝑜𝑟: Conversion efficiency of component i in the reactor

• 𝑚𝑖−𝑖𝑛𝑟𝑒𝑎𝑐𝑡: Mass flow inlet of component i to the reactor [kg/h]

• 𝑚𝑖−𝑜𝑢𝑡𝑟𝑒𝑎𝑐𝑡: Mass flow outlet of component i to the reactor [kh/h]

• 𝜂𝑖𝑜𝑣𝑒𝑟𝑎𝑙𝑙: Overall conversion efficiency of component i in the plant

• 𝑀𝑖: Molar weight of component i [kg/kmol]

• 𝑛𝑖: Moles of component i in methanol in the product stream [𝑘𝑚𝑜𝑙/𝑘𝑚𝑜𝑙𝑀𝑒𝑂𝐻]

2.3.2. Economic KPIs

The economic dimension of the technologies is assessed, first, through the calculation of Capital and
Operational Expenditures (CAPEX and OPEX). For each technology, the breakdown of CAPEX and
OPEX is determined to identify the items with greater influence on the overall cost. Likewise, the results
can be used to compare the studied technologies against the benchmark.

The methodology used for calculating the CAPEX was based on the factorial method from (Towler &
Sinnott, 2013), reported in the work of (Pérez­Fortes et al., 2016). CAPEX is deconstructed in the sum
of the Total Fixed Capital Cost (TFCC) and the Working Capital. TFCC includes Inside Battery Limits
capital costs (ISBL), Offsite Battery Limits capital costs (OSBL), engineering costs, and contingency.
A description of the items that make up CAPEX and OPEX is provided in table 2.1.

In addition, the case studies are also evaluated from an investor point of view, to asses the eco­
nomic feasibility of implementing either technology. To achieve this, Net Present Value (𝑁𝑃𝑉) and
Levelized Cost of MeOH (𝐿𝐶𝑂𝑀𝑒𝑂𝐻) are used as metric. 𝑁𝑃𝑉 is a strong indicator that incorporates
the yearly cash­flows, the project’s discount rate, and its lifetime into the economic evaluation. While
the 𝐿𝐶𝑂𝑀𝑒𝑂𝐻 allows for an easy comparison into the feasibility of the manufacturing technologies
against the benchmark. The formulas for the calculations of these KPIs are provided in equations 2.7
and 2.8.

To estimate these economic indicators, the following assumptions are used (based on (Nyári et al.,
2020; Pérez­Fortes et al., 2016; Towler & Sinnott, 2013)):

• The project is assessed for a lifetime of 25 years.

• Capital expenses are divided in three years prior to the start of operations: 30% in year 1, 60%
in year 2, and 10% in year 3.

• No taxes or depreciation are considered. This decision is made to allow the comparison with
previous techno­economic assessments on the same basis.

• Revenues start in year 3. Additionally, only 30% and 70% of revenues are considered for years
3 and 4. From year 5 onward, 100% of revenues are expected.

• Prices of raw materials, utilities, and products are constant during the 25 years. The details of
the prices used for the calculations can be found in Table D.1 in Appendix D.

• A real discount rate of 8% is used.
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Table 2.1: Breakdown of CAPEX and OPEX calculation (Pérez­Fortes et al., 2016)

Economic
Parameter Item Description Source

CAPEX Total Fixed Capital Cost
(TFCC)

ISBL capital costs

Purchased equipment costs, erec­
tion of equipment, piping, insulation,
instrumentation and control, elec­
trical systen, civil works and site
preparation

APEA

OSBL capital costs Investment needed for the modifica­
tion of site infrastructure

35% of ISBL

Engineering costs

Costs associated with detailed en­
gineering, costs and civil engineer­
ing, administrative charges, project
managament, contractors, etc

20% of ISBL and OSBL

Contingency To account for errors in the esti­
mated budget

30% of ISBL and OSBL

Working Capital 15% of ISBL and OSBL

OPEX Variable Costs of Pro­
duction (VCP)

Raw materials costs Depending on the consumption from
each case study

Mass balance and mar­
ket prices

Catalyst consumption Consumption of catalyst in the
MeOH reactor (Nyári et al., 2020)

Utility consumption Electricity, hot utility, and cooling
utility requirements

Energy balance and
market prices

Fixed Costs of Produc­
tion (FCP)

Salaries 40000 €/year per operator. 5 opera­
tors working in 3 shift rotations

Supervision Cost of supervision staff 25% of salaries

Overheads Charges for corporate overhead
functions

45% of salaries and su­
pervision

Maintenance 3% of ISBL

Interests 6% of Working Capital

Economic KPIs:

𝐶𝐴𝑃𝐸𝑋 = 𝑇𝐹𝐶𝐶 +𝑊𝑜𝑟𝑘𝑖𝑛𝑔𝐶𝑎𝑝𝑖𝑡𝑎𝑙 (2.5)

𝑂𝑃𝐸𝑋 = 𝑉𝐶𝑃 + 𝐹𝐶𝑃 (2.6)

𝑁𝑃𝑉 = (
𝑛=𝑡

∑
𝑛=1

𝐶𝐹𝑛
(1 + 𝑖)𝑛

) (2.7)

𝐿𝐶𝑂𝑀𝑒𝑂𝐻 = ( 𝑁𝑃𝑉𝑐𝑜𝑠𝑡𝑠
∑𝑛=𝑡𝑛=1

𝑀𝑀𝑒𝑂𝐻
(1+𝑖)𝑛

) (2.8)
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In which:

• 𝐶𝐹𝑛: Cash flow in year 𝑛 [m€/year]

• 𝑡: Lifetime of the project in years

• 𝑖: Discount rate

• 𝑁𝑃𝑉𝑐𝑜𝑠𝑡𝑠: Net Present Value of total costs over lifetime [€]

• 𝑀𝑀𝑒𝑂𝐻: Yearly production of methanol [kg]

2.3.3. Environmental KPIs:

Finally, the environmental performance of each route is evaluated by means of two parameters. First,
the technologies are assessed by their carbon footprint (𝐶𝐹), which includes direct emissions from the
manufacturing process and indirect emissions from the energy consumption. To calculate the indirect
emissions, the carbon content of utilities is used (Table 2.2). The motivation for doing research in
renewable alternatives for methanol production is to reduce the 𝐶𝑂2 emissions. Which underscores the
importance of understanding whether or not the alternative processes have a positive impact versus the
conventional route, in terms of GHG emissions. However, it is worth mentioning that the assessment is
made from a gate­to­gate perspective. Thus, the emissions from the production and supply of the raw
materials, as well as the end of life treatment of the product, are not accounted for. A more detailed
description of the boundaries of the systems can be found in Chapter 3.

Table 2.2: Carbon content in utilities

Utility Carbon content
(𝑘𝑔𝐶𝑂2/𝑘𝑊ℎ)

Reference

Electricity 0.390
Average value for the Netherlands
in 2019 (European Environment
Agency, 2019)

Low pressure steam 0.237 Aspen Plus
High pressure steam 0.237 Aspen Plus
High temperature needs 0.237 Aspen Plus
Cooling water 0 Aspen Plus
Chilling water 0 Aspen Plus
Refrigerant 0.201 Aspen Plus

Second, energy analysis can be used to determine the sustainability of the system and compare effi­
ciency losses between technologies. This category is assessed by calculating the Energy Yield Ratio
(𝐸𝑦), which is a measure of the ratio between the energy provided to the system and the energy content
in the product stream. The equations used to estimate the environmental KPIs are described below:

𝐶𝐹 = (
𝑚𝐶𝑂2−𝑖𝑛 −𝑚𝐶𝑂2−𝑜𝑢𝑡 −𝑚𝐶𝑂2−𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡

𝑚𝑀𝑒𝑂𝐻
) (2.9)

𝐸𝑌 = (
𝐿𝐻𝑉𝑀𝑒𝑂𝐻 ×𝑚𝑀𝑒𝑂𝐻

𝑚𝑥 × 𝐿𝐻𝑉𝑥 + 𝐸ℎ𝑢 + 𝐸𝑒𝑙
) (2.10)

(2.11)

In which:

• 𝑚𝐶𝑂2−𝑖𝑛 : 𝐶𝑂2 mass flow inlet to the plant [kg/h]
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• 𝑚𝐶𝑂2−𝑜𝑢𝑡 : 𝐶𝑂2 mass flow outlet from the process, in product streams and waste streams [kg/h]

• 𝑚𝐶𝑂2−𝑖𝑛𝑑𝑖𝑟𝑒𝑐𝑡 : 𝐶𝑂2 emissions from utility consumption [kg/h]

• 𝑚𝑀𝑒𝑂𝐻: 𝑀𝑒𝑂𝐻 mass flow outlet from the process [kg/h]

• 𝐿𝐻𝑉𝑀𝑒𝑂𝐻: Low heating value of 𝑀𝑒𝑂𝐻 [kWh/kg]

• 𝑚𝑥: Mass flow inlet of 𝐻2 or plastics, depending on the case study [kg/h]

• 𝐿𝐻𝑉𝑥: Low heating value of 𝐻2 or plastics, depending on the case study [kWh/kg]

• 𝐸ℎ𝑢: Hot utility consumption [kWh/h]

• 𝐸𝑒𝑙: Electricity consumption in [kWh/h]



3
Case Studies

Chapter 3 provides an overview of the case studies used for the techno­economic and environmental
assessment. First, section 3.1 introduces the main raw materials and their specifications. Then, the
case studies based on the 𝐶𝑂2 hydrogenation and the plastic­to­methanol routes are presented in
sections 3.2 and 3.3, respectively.

3.1. Raw Materials
The inlet gas to the methanol reactor has to meet strict levels of impurities to ensure the optimum
operation of the catalyst. Otherwise, catalyst deactivation can affect the performance of the process
by reducing the available area for activity. More importantly, the introduction of contaminants can have
a negative effect on methanol selectivity (Twigg & Spencer, 2003). For example, chloride poisoning
can block catalyst sites, accelerate the damage from other species such as 𝐻2𝑆, or react with the
Zn present in the catalyst and cause sintering problems. Similarly, sulfur compounds can reduce the
lifetime of the catalyst by reacting with copper to produce 𝐶𝑢2𝑆. This was improved with the large scale
implementation of desulfurisation technologies and the introduction of Zn to the Cu­based catalyst
(Twigg & Spencer, 2003). Nonetheless, the high sensitivity to sulfur content requires low levels of the
contaminant at the feed (Kung, 1992).

Several studies, particularly in the applications of syngas from biomass, agree on the maximum limit
permissible of impurities to avoid damage to the catalysts used for methanol synthesis (Abdoulmoumine
et al., 2015; Block et al., 2019; Woolcock & Brown, 2013). These include the presence of sulfur and
nitrogen compounds, halides, and TARs. All of which must be present in concentrations at least below
1𝑚𝑔/𝑁𝑚2. Table 3.1 shows the contaminant target levels sourced from the literature review and used
as basis for the design of the purification units.

Table 3.1: Contaminant target levels for methanol synthesis in𝑚𝑔/𝑁𝑚3 (Abdoulmoumine et al., 2015; Block et al.,
2019; Woolcock & Brown, 2013)

Impurity Target level
TARS < 0.1 ­ 1
Sulfur compounds < 1
Nitrogen compounds < 0.1
Halides < 0.1

Taking into account the requirements for contaminant levels, the source of the raw materials becomes
an important aspect for the assessment. Depending on the composition, different purification units
have to be included and the effect on the overall performance of the technology can vary. Therefore,
the first step in the design of the case studies is determining the source and conditions of the feedstock.

18
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3.1.1. Carbon Dioxide

The assessment of the methanol plant is based in the Port of Rotterdam, thus, it can benefit from
process integration with other industries. In the Port, there is a project for building a CCS network
called Porthos, scheduled to start operations in 2024 (European Commission, 2020). The goal of the
project is to capture 5 𝑀𝑡𝐶𝑂2/𝑦𝑟 during the first phase, with the option to increase the capacity to 10
𝑀𝑡𝐶𝑂2/𝑦𝑟, and store it in a geological site under the sea. To achieve this, Porthos will be sourced
primarily by the refineries and chemical industries in the area (IOGP & European Commission, 2019).
This concentration of high emitting sources improves the business cases of capture technologies, which
under current conditions exceed the incentives to decrease emissions from the Emissions Trading
System (ETS). This is accomplished by creating and industrial network that benefits from economies of
scale and the shared use of transport infrastructure. Therefore, the 𝐶𝑂2 used for the 𝐶𝑂2 hydrogenation
case study is assumed to be sourced from industries, specifically from the Porthos infrastructure.

A 𝐶𝑂2 transport network from industrial sources must meet a series of technical conditions, such as
the operating temperature and pressure range or the maximum levels of pollutants. However, these
targets for impurity content can be orders of magnitude higher than the limits required for methanol
synthesis. Consequently, the importance of contaminants and their role in the process must be taken
into account.

The waste gases generated from industrial process can contain a number impurities, such as 𝐻2𝑆,
𝑆𝑂2, 𝑁𝑂𝑥, 𝐶𝑆2, and others. Nonetheless, most of them are regulated and have to meet the maximum
permissible levels imposed by the EU emissions standards (Harkin, Filby, et al., 2017). Likewise, the
implementation of a shared pipeline infrastructure comes by the hand of setting minimum conditions
to join in the network. In this context, the specification for the 𝐶𝑂2 was based on the results from the
CarbonNet project (Harkin, Sick, et al., 2017). This study was chosen for two main reasons: i) it has
similar characteristics to the Porthos project. For instance, it also considers a CCS hub­based network
with a capacity of 5 𝑀𝑡𝐶𝑂2/𝑦𝑟 to be stored at a geological site beneath the sea; ii) the methodology
used to calculate the optimum 𝐶𝑂2 pipeline conditions can be replicated to address the goal of Porthos.
In this sense, the study aims to minimize the whole project’s CCS costs and to encourage potential
sources to invest in carbon capture technologies and connect to the network.

Table 3.2 shows the composition and conditions for the 𝐶𝑂2. The specification considers constraints
from 𝐶𝑂2 capture technologies, as well as limitations imposed by pipeline materials and hydraulics,
health and safety regulations, geological storage conditions, and commercial implications (Harkin, Sick,
et al., 2017). All of these aspects are taken into consideration to define the contaminant levels in the
feedstock stream. Based on these level of impurities, the 𝐶𝑂2 purification system is designed to achieve
the optimum conditions for the catalyst in the methanol reactor. Furthermore, a temperature of 15 ∘C
and a pressure of 100 bar is considered to allow the 𝐶𝑂2 to stay in a dense phase through the whole
length of the network.

3.1.2. Hydrogen

To produce methanol from 𝐶𝑂2, additional hydrogen needs to be supplied to the process. Nowadays,
there are several technologies for the manufacturing of hydrogen, including coal or biomass gasifica­
tion, anaerobic digestion & dark fermentation, steam methane reforming (SMR), or water electrolysis.
However, only coal gasification, SMR and water electrolysis are at TRL of commercial application and
can be expected to source an industrial­scale methanol plant (Rijk & Van Dinther, 2019). Moreover,
SMR is the dominating technology in the market with the lowest production costs. Therefore, consid­
ering the best economic alternative and to ensure a continuous supply of raw material, hydrogen is
assumed to be source from a SMR plant for the 𝐶𝑂2 hydrogenation case study.

The condition and composition of the feedstock are based on a hydrogen production model for a central
natural gas plant without CCS (NREL, 2018). According to the results from this model, the purity of
the 𝐻2 outlet is above 99.5%, with minor traces of 𝐶𝑂2 and 𝑁2. However, to simplify the assessment
and considering this low levels of 𝐶𝑂2 and 𝑁2 won’t influence the operation of the methanol catalyst,
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Table 3.2: Composition of the 𝐶𝑂2 feedstock for the 𝐶𝑂2 hydrogenation case study. Based on (Harkin, Sick, et al.,
2017)

Component Units Value
Temperature ∘C 15
Pressure bar 100
𝐶𝑂2 vol.% 95
𝐶𝑂 ppmv 2000
𝐻2𝑂 ppmv 100
𝐴𝑟 vol.% 4.08
𝑁𝑂 ppmv 900
𝑁𝑂2 ppmv 100
𝑆𝑂2 ppmv 1000
𝐻2𝑆 ppmv 100
∗The share of 𝑁𝑂/𝑁𝑂2 was defined as 9:1 (De Jong & Van Ommen, 2014)

the purity of the grey 𝐻2 is assumed to be 100%. Furthermore, a temperature of 80 ∘C and 30 bars
was considered at the inlet of the 𝐶𝑂2 hydrogenation process. These are determined based on the
temperature and pressure of 𝐻2 produced in a SMR plant and pipeline transport conditions (NREL,
2018; Takahashi, 2009).

The environmental benefits of alternative supply of green 𝐻2 can become economically feasible in
the short to medium term. Therefore, two sensitivity analysis are included for the 𝐶𝑂2 hydrogenation
route, considering renewable source of hydrogen. These are discussed in more detail in section 7.2:
Alternative Hydrogen Supply for the 𝐶𝑂2 Hydrogenation Route.

3.1.3. Plastics

Table 3.3: Specification for the plastic feedstock

Component Units1 Value
Proximate analysis
Moisture content wt% (ar) 10
Ash content wt% (dry) 4.40
Volatile content wt% (dry) 95.6
Ultimate analysis
Carbon wt% (daf) 84.84
Hydrogen wt% (daf) 13.95
Nitrogen wt% (daf) 0.12
Halides2 wt% (daf) 0.22
Sulphur wt% (daf) 0.01
Oxygen wt% (daf) 0.87
1ar: as received, including ash and moisture; dry: weight percentage from dry material, including ash; daf: dry and ash free.

2The content of halides was assumed to be 100% Chlorine (TNO, n.d.)

For the plastic­to­methanol route, the plastic share of the Municipal Solid Wastes from the Netherlands
is considered. There are several kinds of materials present in plastic waste streams, such as polyethy­
lene, polypropylene, polystyrene, or polyethylene terephthalate. The gasification of each one produces
a synthesis gas with different characteristics. Moreover, the combination of these plastic materials can
alter the results and generate a syngas with completely different composition, including the 𝐻2/𝐶𝑂 ra­
tio and the level of contaminants (Wilk & Hofbauer, 2013). Both important parameters for the catalytic
conversion of syngas to methanol. Therefore, it is important to define the composition and physic­
chemical properties of the feedstock before conducting a techno­economic assessment. Furthermore,
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because the project is based in the Netherlands, TNO’s Phyllis database is used as source to define
the properties of the raw material. In particular, the plastic fraction from the MSW of the Netherlands
is chosen (TNO, n.d.). Additionally, it is assumed that the raw material is already sorted and ready to
enter the gasifier with the composition defined. Table 3.3 presents the proximate and ultimate analysis
of the plastics considered in the process model.

Although the physico­chemical composition of the feedstock is known, information on the share of bio­
wastes or the types of plastics is unavailable. This limits the depth of the assessment, particularly
when analysing the environmental impact. Nonetheless, the proximate and ultimate composition are
sufficient to model the produced syngas from the gasification process.

3.2. Case Study 1: 𝐶𝑂2 hydrogenation route

The methanol production from the 𝐶𝑂2 hydrogenation route is divided in two plants: the 𝐶𝑂2 purification
system and the 𝐶𝑂2 hydrogenation. Moreover, the boundaries of the assessment are consistent with an
R&D perspective for studies of substitute products, i.e., from gate­to­gate (Zimmermann et al., 2020).
Figure 3.1 shows a simplified block diagram of the process with its main elements, inputs, outputs, and
system boundaries.

Figure 3.1: Simplified block diagram with the system boundaries of case study 1: 𝐶𝑂2 hydrogenation

The process starts with 𝐶𝑂2 sourced from a CCS network with a 95 vol.% purity. Thus, before entering
the methanol reactor, the impurities must be reduced to safe levels for the operation of the catalyst. To
achieve this, a 𝐶𝑂2 purification system is designed based on the process from (Heim & Gupta, 1999).
First, the 𝐻2𝑆 is converted to 𝑆𝑂2 in a catalytic oxidation unit, according to equation 3.1:

𝐻2𝑆 +
3
2𝑂2 ⇒ 𝐻2𝑂 + 𝑆𝑂2 (3.1)

In the second step, both 𝑆𝑂2 and 𝑁𝑂2 are removed in an absorption column using an aqueous solution
of 𝑁𝑎2𝑆𝑂3. The reactions between the impurities and scrubbing solution are given in equations 3.2 and
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3.3. Next, the 𝐶𝑂2 stream is sent to a Temperature Swing Adsorption system to remove the moisture
content. Finally, the rest of non­condensable gases, such as 𝐴𝑟, 𝐶𝐻4, 𝑁𝑂, and 𝑁2 are separated in a
cryogenic distillation column. The waste gases leave from the top, while 𝐶𝑂2 is produced at the bottom
with a 99.99 wt% purity. The product stream is then compressed to pipeline transport conditions and
sent to the 𝐶𝑂2 hydrogenation plant.

𝑆𝑂2 + 𝑁𝑎2𝑆𝑂3 + 𝐻2 ⇒ 2𝑁𝑎𝐻𝑆𝑂3 (3.2)
2𝑁𝑂2 + 4𝑁𝑎2𝑆𝑂3 ⇒ 𝑁2 + 4𝑁𝑎2𝑆𝑂4 (3.3)

In the second plant, the carbon dioxide is mixed with hydrogen to produce the methanol product. The
raw materials are first conditioned to the right pressure and then heated to achieve the optimum con­
ditions for methanol synthesis. The inlet flow of hydrogen is also defined to match the stoichiometric
requirements (defined in equation 1.4). After the reactor, the products are cooled down to separate the
unreacted gases from the liquid methanol stream. A small fraction of the gases are purged and the rest
is re­compressed and recycled back to the reactor. The liquid stream is expanded to remove the rest
of unreacted gases, before entering the first distillation column. This step is designed to remove the
majority of the water. Finally, a second distillation tower is used to achieve a chemical­grade methanol
of 99.9 wt% purity.

A more detailed explanation of the two plants is given in Chapter 4: Process Design and Modeling.

3.3. Case Study 2: Plastic­to­Methanol route
The plastic­to­methanol route consists of one plant that can be divided in two main sections. The first
comprises the stages of gasification and conditioning of the synthesis gas, and the second consists
of the methanol synthesis. A block diagram with the main operations, inputs, outputs, and system
boundaries is depicted in Figure 3.2

Figure 3.2: Simplified block diagram with the system boundaries of case study 2: plastic­to­methanol

The plant starts with the gasification unit, using plastic wastes as feedstock. These plastic materials
react with a gasifying agent at high temperature to produce synthesis gas and some impurities. These
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last ones depend on the elemental composition of the raw material, and in this case consist of TARs,
𝑁𝐻3, 𝐻𝐶𝑙, and 𝐻2𝑆. Moreover, in order to generate the right share of 𝐻2, 𝐶𝑂, and 𝐶𝑂2, a mixture of air
and steam is used as gasifying agent. A summary of the main gasification reactions is provided below:

𝐶 + 12𝑂2 ⇔ 𝐶𝑂2 (3.4)

𝐶 + 𝐶𝑂2 ⇔ 2𝐶𝑂 (3.5)
𝐶 + 2𝐻2 ⇔ 𝐶𝐻4 (3.6)

𝐶𝑂 + 12𝑂2 ⇔ 𝐶𝑂2 (3.7)

𝐻2 +
1
2𝑂2 ⇔ 𝐻2𝑂 (3.8)

𝐶𝑂 + 𝐻2𝑂 ⇔ 𝐶𝑂2 + 𝐻2 (3.9)
𝐶𝑂 + 3𝐻2 ⇔ 𝐶𝐻4 + 𝐻2𝑂 (3.10)
𝐶𝑂2 + 4𝐻2 ⇔ 𝐶𝐻4 + 2𝐻2𝑂 (3.11)

The heat to drive the gasification is generated in the combustion chamber of the gasifier by burning the
unreacted char and additional natural gas. To transport the heat from the combustion to the gasifier,
sand is used as bed material. Afterward, the produce gas is sent to three cleaning stages to remove
the contaminants. The first unit is a water quench designed to reduce the temperature and remove
condensed TARs, 𝑁𝐻3, and 𝐻𝐶𝑙. Equations 3.14 and 3.13 describe the interactions in the scrubber
between water and the polar impurities:

𝑁𝐻3(𝑔) + 𝐻2𝑂(𝑙) ⇒ 𝑁𝐻+4 (𝑎𝑞) + 𝑂𝐻−(𝑎𝑞) (3.12)
𝐻𝐶𝑙(𝑔) + 𝐻2𝑂(𝑙) ⇒ 2𝐻+(𝑎𝑞) + 𝐶𝑙−(𝑎𝑞) + 𝑂𝐻−(𝑎𝑞) (3.13)

The second unit is a subsequent water scrubber used to eliminate the remaining 𝑁𝐻3 from the gas
stream. Then, a third absorption column removes the 𝐻2𝑆 using an aqueous iron­chelate solution.
In this third purification unit, the 𝐹𝑒3+ irons in the solvent interact with 𝐻2𝑆 to form elemental sulfur
according to the following reaction:

𝐻2𝑆(𝑎𝑞) +@𝐹𝑒3+(𝑎𝑞) ⇒ 𝑆(𝑠) + 2𝐹𝑒2+(𝑎𝑞) (3.14)
(3.15)

Next, the clean syngas is sent to a 4­stage compression train to achieve the 50 bars required for the
methanol synthesis. Additionally, the temperature is increase to 230 ∘C before entering the reactor.
The process then has the same set­up as the 𝐶𝑂2 hydrogenation route, without the addition of hydro­
gen. The products from the reactor are cooled down and expanded. The majority of unreacted gases
are recycled back, re­compressed, and mixed with the inlet stream. While the liquid raw methanol is
sent to two distillation columns to separate the remaining water and gases to achieve chemical­grade
methanol.

More details on the design of the plastic­to­methanol process is provided in Chapter 4: Process Design
and Modeling.



4
Process Design and Modeling

The process design and the assumptions for the simulation of the case studies previously defined in
sections 3.2 and 3.3 are given in this Chapter. Section 4.1 introduces the process flow diagram, the
design details, and the simulation characteristics of the 𝐶𝑂2 purification system. Next, section 4.2 does
the same for the 𝐶𝑂2 hydrogenation plant. Finally, the detailed description of the plastic­to­methanol
route and the simulation assumptions are provided in section 4.3.

Process design is a key step to the assessment of the technologies. It includes the selection and
sequence of unit operations to achieve the desired outcomes, as well as the choice of operating condi­
tions, such as temperature and pressure. Depending on these decisions, the results from the process
model can be greatly affected. Moreover, the uncertainty of the model is increased with lower levels of
confidence in the data used for the decision making. Therefore, the design of the alternative methanol
production routes is based on previous research studies and patented systems. Likewise, the selection
of unit operations is focused on high TRL processes.

After the layout and conditions of the unit operations are defined, the process is translated into a sim­
ulation environment. Process modeling allows to replicate chemical operations without the need of
conducting expensive industrial or laboratory scale experiments. In this research study, Aspen Plus
V8.8 is used as process simulation tool to calculate the mass and energy balances. The software is
widely­used in research and industry because of its modeling potentials and flexibility. Particularly, As­
pen has the advantage of having a vast number of libraries of predetermined unit operation models and
chemical properties, which simplify the modeling procedure. Furthermore, the total installation costs
of the unit operations is estimated using Aspen Process Economic Analyzer (APEA). APEA is a build­
in cost estimating software that generates Capital and Operating costs based on the process design.
However, APEA is only used in the Capital Cost calculations. The operating expenditures associated
to the raw materials and utility consumption are estimated separately based on the mass and energy
balances and defined market prices.

Property Methods

The most important decision when designing the simulation is the selection of the property method.
This determines the parameters used to calculate the interaction of materials in the unit operations.
Therefore, it has a major impact in the outcomes of the process models. Moreover, there are differ­
ent types of thermodynamic property methods available in commonly used simulators, such as Aspen
Plus. These can be divided in Equation­of­State Models, Activity Coefficient Models, and Specially
Customized Models. Each one with its own assumptions, advantages, and practical limitations, de­
pending on the application.

The thermodynamic property models chosen for the simulations are based on the characteristics of the
processes (temperatures, pressures, chemical compounds) and previous research. Table 4.1 gives a
summary of the property methods selected for each process:
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Table 4.1: Property methods used in the simulations

Process Property Method Reference
𝐶𝑂2 Purification System RKS­BM (Aspen Plus, 2001)
Absorption Column in 𝐶𝑂2 Purifi­
cation System (CDP­T01) ELECNRTL (Aspen Plus, 2001)

𝐶𝑂2 hydrogenation RK­Soave (Kiss et al., 2016)
Distillation columns in 𝐶𝑂2
hydrogenation (MEOH­T01,
MEOH­T02)

NRTL­RK (Aspen Plus, 2001)

Gasification and syngas condi­
tioning PR­BM (Mutlu & Zeng, 2020;

Puig­Gamero et al., 2018)
Methanol Synthesis RK­Soave (Kiss et al., 2016)
Distillation columns in plastic­to­
methanol (PTC­T04, PTC­T05) NRTL­RK (Aspen Plus, 2001)

4.1. 𝐶𝑂2 Purification System

4.1.1. Process Design

The process flow diagram of the 𝐶𝑂2 purification system is depicted in Figure 4.1. In addition, the design
characteristics of the process and the assumptions for the simulation are discussed in the following
paragraphs.

As mentioned in Section 3.2, the purification system starts with a calaytic oxidation unit (CDP­R1). This
step is designed to convert the 𝐻2𝑆 from the 𝐶𝑂2 feed stream into 𝑆𝑂2, a compound that is more easily
removed by absorption methods. Another alternative is to treat both sulfur compounds separately. In
fact, 𝐻2𝑆 can be removed using solvent­based techniques with amines, selexol, or methanol (Adams
et al., 2014), as well as through the use of metal oxides (Marcantonio et al., 2020). Likewise, 𝑆𝑂2 is
commonly removed using wet flue gas desulfurization technologies, such as limestone or dual­alkali
FGD systems (Córdoba, 2015). However, the methods to treat 𝐻2𝑆 are generally expensive and, more
importantly, the 𝑆𝑂2 can be removed simultaneously with 𝑁𝑂2 to reduce the number of unit operations.
Therefore, a combined treatment of 𝐻2𝑆 oxidation to 𝑆𝑂2 with a subsequent scrubbing unit is chosen.

First, the 𝐶𝑂2 stream is mixed with oxygen in the presence of a sulfur tolerant catalyst at 22 bar and
400 ∘C (Dalrymple, 2014; Heim & Gupta, 1999; Karpuk, 2003). This catalyst is platinum based and
can withstand the concentration of sulfur species and other impurities from the gas stream (Karpuk,
2003). To reach the conditions of the unit operation, liquid 𝐶𝑂2 is expanded from 100 to 22 bar using
two turbines (CDP­C01, CDP­C02) and two heaters (CDP­E01, CDP­E02). Air on the other hand, is
compressed from atmospheric pressure to 22 bar using a 2­stage compressor with inter­cooling (CDP­
C03). Both streams are mixed in stoichiometric ratio (𝑂2:𝐻2𝑆 = 1.5:1.0) to produce 𝑆𝑂2 and 𝐻2𝑂. These
conditions of pressure, temperature, and inlet flow promote the oxidation of 𝐻2𝑆 over other reactions,
such as the oxidation of 𝐶𝐻4 (Dalrymple, 2014; Heim & Gupta, 1999).
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In the second step, sulfur dioxide and nitrogen dioxide are simultaneously removed in an absorption
tower operating at 22 bar (CDP­T01) (Heim & Gupta, 1999). To do this, the product stream leaving
the oxidation reactor is cooled down to 38 ∘C and brought into contact with an aqueous solution of
𝑁𝑎2𝑆𝑂3. The solvent reacts with sulfur dioxide to form bisulfite (Bezuidenhout et al., 2012; Chang et
al., 2004), which can then be regenerated using caustic soda in an additional step. This regeneration
system is outside the scope of the study, however, a description of the process is provided in Appendix
B.1. Simultaneously, nitrogen dioxide reacts to form sodium sulfate and nitrogen gas (Chang et al.,
2004). The concentration and inlet flow of the solvent are defined based on data found in the literature.
Accordingly, a concentration of 0.25 mol/L and a G/L volumetric flow ratio of 167 is used (Chen et al.,
2002; Sun et al., 2019).

After the 𝐶𝑂2 stream ­free of 𝐻2𝑆, 𝑆𝑂2, and 𝑁𝑂2­ leaves from the top of the scrubbing tower, it is again
cooled down to 38 °C and water is flashed before it enters the TSA sytstem. TSA is a commonly used
technology when high levels of dehydration are required. With superior moisture separation rates than
other solvent­based processes such as treatment with Triethylene Glycol (TEG) (Terrigeol, 2012). This
technology uses adsorbent materials to retain the water molecules, which are then regenerated by a
temperature increase. The preferred desiccants used in industry are silica gel, activated alumina, and
molecular sieves (Nastaj & Ambrozek, 2015), however, the latter are the best qualified material when
extremely low dew points are required, such as in cryogenic distillation (Terrigeol, 2012). Moreover,
the type 3A zeolites are commonly used in the drying of gas streams. Thus, the TSA columns in the
𝐶𝑂2 purification system are filled with 3A Molecular Sieves. In addition, the columns work in cycles of
8 hours, divided between adsorption and regeneration mode (Ikechukwu, 2017). Adsorption is carried
out in the first column (tower A ­ CDP­AD1) at 38 ∘C and 22 bar. Wet 𝐶𝑂2 enters in downward flow
with approximately 0.3 mol% water and exit with a water content below 10 ppm (Heim & Gupta, 1999;
Ikechukwu, 2017). In parallel, regeneration is conducted in the second column (tower B ­ CDP­AD2)
at high temperature. To achieve this, a portion of the product stream (approx. 10% ­ 20%) is recycled
and heated to 288 ∘C. The recycle ratio and regeneration temperature are determined based on the
guidelines from the Gass Processors Suppliers Association (GPSA, 2004). During regeneration, water
is desorbed and carried over by the recycled stream flowing in upward direction. The wet gas is then
cooled down (CDP­E06), water is removed in a flash drum (CDP­D02), and the stream is recycled back
to the inlet of the adsorption column (tower A). After 4.5 hours, the regeneration cycle is completed.
Then the gas stream flows continuously through the second column (tower B) without heating (i.e.,
at 38 ∘C) to cool down the bed material before the next adsorption cycle. Once the bed material in
tower A is saturated, the operation of the columns is switched. In this way, the system can operate
uninterrupted.

The final contaminants are removed in a distillation tower working under cryogenic conditions (CDP­
T02). Non­condensable gases (𝐴𝑟, 𝑁2, 𝑁𝑂, 𝐶𝑂 and traces of 𝑂2) leave from the top at a temperature
below ­100 °C. While liquid 𝐶𝑂2 exits from the bottom at ­17 °C and a purity level of 99.99 wt% (Xu
et al., 2014). On the one hand, the gases are released to the atmosphere, with 𝐴𝑟 accounting for 89
wt% of the waste stream. On the other hand, the 𝐶𝑂2 is compressed and cooled to conditions suited for
pipeline transportation. Thus, a final pressure of 75 bar and a temperature of 15 ∘C is defined (IPCC,
2005), assuming the supply of 𝐶𝑂2 is required within the same industrial hub.

4.1.2. Process Modeling

The flowsheet of the simulation is attached in Appendix C.1. The details and assumption used for the
modeling of the 𝐶𝑂2 purification system are provided below:

• 𝐶𝑂2 is expanded from 100 to 22 bar using two turbines and two heaters. The first turbine is defined
with a pressure ratio of 0.385 while the second one delivers the gas to the required pressure. The
heaters were designed to supply the same amount of heat, with the condition of producing a final
gas temperature of 200 ∘C.

• Air is compressed in 2 stages from 1.02 to 22.4 bar. Intercooling between stages is set at 40
∘C to use cooling water as utility, and the second heater is designed to supply air at 110 ∘C, in
accordance with the simulation guidelines from (Ramirez­Ramirez, 2019).
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• The catalytic oxidation (CDP­R1) is modelled as an equilibrium reactor (REquil) at constant condi­
tions of 400 °C and 21.6 bar (Sadighi, Sepehr and Seif, 2018). The oxidation reaction of hydrogen
sulfide is specified with a temperature approach of 0 ∘C and the air inlet is determined to deliver
1.5 mol 𝑂2 per mol of 𝐻2𝑆 (Dalrymple, 2014).

• The absorption tower (CDP­T1) is modeled using a RadFrac column with 4 stages and consider­
ing only sodium sulfite in the aqueous solvent. This is a simplification of the actual dual­alkali FGD
process, which involves the presence of more components, such as 𝐶𝑎𝐶𝑂3 or 𝑁𝑎𝑂𝐻. However,
research indicates 𝑁𝑎2𝑆𝑂3 is the material that plays the major role and the one present in the
larger concentration (VanNess et al., 1979). The rest of the unaccounted compounds are used
in the regeneration steps.

• The first adsorption tower (CDP­AD1) is modeled as a separator block. The water content in
the outlet stream is specified at 10 ppm based on information from the literature review (Heim
& Gupta, 1999; Ikechukwu, 2017). Additionally, a 0.2 bar pressure drop is inputted in the flash
options, according to common operating conditions. On the other hand, the regeneration column
is modeled using a mixer (CDP­AD2) to simulate the water removed from the hot recycle stream
(RS­CO2­2). These assumptions are used to estimate the mass and energy balances. However,
for the economic evaluation, the equipment is inputted as an adsorption system.

• The distillation tower is modeled as a RadFrac column. But first, the DSTWU option is used to
determine preliminary results. The calculation is conducted specifying 𝑁2 as light key component
with a recovery in the distillate of 99.99%. While 𝐶𝑂2 is specified as heavy key component with a
recovery of 0.1% in the distillate. The results find that the column has 12 stages, a partial­Vapor
condenser, kettler reboiler, a distillate to feed ratio of 0.05, and a reflux ratio of 22 (consistent with
literature, (Murra, 2014)).

4.2. 𝐶𝑂2 Hydrogenation

4.2.1. Process Design

Figure 4.2 shows the process flow diagram for the 𝐶𝑂2 hydrogenation plant. This design is based on
previous studies by (Kiss et al., 2016; Nyári et al., 2020), who also worked on the design of methanol
production processes from 𝐶𝑂2 hydrogenation. However, while both studies considered an operating
pressure of 50 bar for the methanol reactor, they assumed slightly different temperatures. Nyári et
al., designed the reactor at 230 ∘C, while Kiss et al., used an operating temperature of 250 ∘C. Since
the process model of this work resembles more that of Nyári et al., the temperature and pressure
were defined following their set­up. Moreover, the reaction is supported by a commercially available
Cu/Zn/Al/Zr catalyst. This choice of catalyst is made based on the existing data to simulate the kinetic
model. Furthermore, in addition to the main reactions previously described in equations 1.1, 1.2, and
1.3, the production of Dimethyl Ether is included as by­product:

2𝐶𝐻3𝑂𝐻 ⇒ 𝐶𝐻3𝑂𝐶𝐻3 + 𝐻2 (4.1)

As already highlighted, extremely low levels of impurities are needed for the safe operation of the
catalyst in the methanol reactor. Therefore, carbon dioxide is supplied from the 𝐶𝑂2 purification system
with a purity level above 99.99 wt%, at 13 ∘C and 75 bar. Likewise, 100% pure hydrogen is assumed
to be supplied from a SMR plant and delivered at the 𝐶𝑂2 hydrogenation plant at 30 bar and 80 ∘C.
Then, to achieve the optimum inlet conditions both feedstock streams are compressed (MEOH­C01,
MEOH­C­02) and heated (MEOH­E02, MEOH­E03) before entering the catalytic reactor. In addition,
the stoichiometric ratio (eq. 1.4) is manipulated by adjusting the mass flow of the hydrogen stream.
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After exiting the reactor, the outlet stream is cooled down to 30 ∘C (MEOH­E04) and sent to a flash
drum to separate the denser products (consisting mainly of methanol and water) from the rest of the
unreacted gases. The liquid stream from the unit is expanded to 1.02 bar to remove the majority of
remaining unreacted gases in a second flash drum (MEOH­D02). On the other hand, the gas phase
is compressed to 50 bar (MEOH­C03) and recycled back to mix with the inlet stream. However, be­
fore entering the compressor, 0.25% of this stream is purged to prevent inerts build­up. This value is
higher than the one use by Nyári et al., 2020, because the study did not take into account impurities
in the feedstock. Otherwise, some of the contaminants present in the recycling loop would exceed the
maximum permissible concentrations.

The liquid methanol stream needs further treatment to achieve chemical­grade classification (i.e., 99.9
wt% purity). Thus, water, by­products, and unreacted gases still present are removed in a 2­step
distillation process. From the flash drum, the liquid outlet is heated to 87 ∘C before entering the first
tower. In this unit, 96 wt% pure methanol exits from the top at 67 ∘C, while virtually pure water exits the
bottom at a temperature of 100 ∘C. The top product from the fist tower then enters the second distillation
column. The bottom outlet from this second column, consisting mainly of methanol and some water,
is recycled back to the first unit. While the overhead stream is separated in a partial vapor­liquid
condenser. Thus, the remaining gases are removed in the vapor phase to achieve a liquid methanol
product of 99.9 wt% purity. Finally, the product stream is cooled down to 40 °C, ready to be transported
and used for downstream chemical processes (e.g., production of MTBE or Formaldehyde).

4.2.2. Process Modeling

The Aspen flowsheet for the simulation of the 𝐶𝑂2 hydrogenation process is attached in Appendix C.2.
The details and assumption used in the simulation are provided below:

Table 4.2: Design parameters of the Plug­flow reactor and catalyst (Nyári et al., 2020)

Parameter Value
Number of tubes 810
Length (m) 6
Diameter (m) 0.06
Catalyst Density (𝑘𝑔/𝑚3) 1500
Bed voidage 0.68

• The methanol reactor (MEOH­R01) is modeled as an isothermal RPlug reactor (PFR). The heat
generated from the exothermic reactions is removed using cooling water. However, this heat can
also be used to generate high pressure steam and produce electricity (Szima & Cormos, 2018).
This analysis, nonetheless, was not included in the assessment.

• The LHHW­based kinetic model developed by (Graaf et al., 1988) and adjusted for Aspen imple­
mentation by (Kiss et al., 2016) is used to simulate the interactions in the PFR. This decision is
based on literature research and the reliability of available data. In fact, studies on the chemistry
of the methanol synthesis suggest the Langmuir­Hynshelwood­based (LHHW) model is the best
suited to represent the kinetic mechanism of the reactions (Ott et al., 2012). Moreover, Graaf’s
model has been validated experimentally with the use of a fibrous Cu/Zn/Al/Zr catalyst (Nyári et
al., 2020).

• The design parameters for the reactor and the catalyst are shown in Table 4.2.

• The distillation towers are modelled as RadFrac columns, using the DSTWU option initially to
calculate preliminary inputs. The results from the DSTWU method are used as final values for
the detailed simulation. Accordingly, the first tower has 20 stages, partial­vapor condenser, kettle
reboiler, reflux ratio of 0.4, and a distillate to feed ratio of 0.99. On the other hand, the second
column is designed with 18 stages, partial­vapor­liquid condenser, kettle reboiler, a reflux ratio of
1.1 and a distillate to feed ratio of 0.673.
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4.3. Plastic­to­methanol

4.3.1. Process Design

The process flow diagram of the plastic­to­methanol route can be seen in Figure 4.3. Additionally, a
detailed step by step of the process is given in the paragraphs below.

The plastic­to­methanol route starts with the gasification of the plastic feed­stream in a dual fluidized
bed gasifier (DFBG). The choice of gasifier is based on the characteristics of the technology and the
raw material. Particularly, the high volatile content of plastics, the sticky behavior, and the considerable
amount of TAR formation hinders the application of other conventional technologies. For example, the
low thermal conductivity and the stickiness of the plastic materials impedes the optimum performance of
rotary ovens and rotary kilns. Likewise, updraft and downdraft gasifiers are limited by the lower content
of fixed carbon (Lopez et al., 2018). On the contrary, the DFBG technology has some comparative
advantages that makes it better suited for plastic gasification, such as excellent gas­solid contact,
high heat and mass transfer rates, low temperature operation, and independent syngas production
with low or zero 𝑁2 (He et al., 2012; Lopez et al., 2018). These are achieved by benefiting from
the enhanced heat transfer characteristics of fluidization and by decoupling the gasification process
from the combustion. Therefore, preventing the flue gases from mixing with the product gases and,
consequently, reducing the requirement for downstream separation units.

Furthermore, the gasification process can be be divided in three main steps. The first one is drying (100
­ 200 ∘C), in which the moisture content of the feedstock is evaporated. The second one is pyrolysis
or devolatization. In this step, the volatile components of the fuel are thermally decomposed to form
permanent gases, TARs, unreacted fixed carbon (char) and ash. This step plays a major role in fuels
with larger shares of volatile compounds, such as plastics. The final one is gasification, in which char
and TARs react with the gases produced from pyrolysis at high temperatures (700 ­ 1500 ∘C) to generate
other products (De Jong & Van Ommen, 2014). Moreover, depending on the reactor technology, the
heat needed to drive the endothermic reactions can be produced in different ways. For the case study
assessed in this process model, silica sand is used as inert bed material to transfer heat between the
combustion and gasifying chambers.

Considering the findings from the literature review, the gasification process is conducted at 900 ∘C
and atmospheric pressure (Kannan et al., 2011; Saebea et al., 2020). Operating at this temperature,
a balance between optimum product yield and energy demand is achieved. On the one hand, lower
temperatures increase the production of TARs and reduce the 𝐻2 content in the produce gas. On
the other hand, while higher temperatures promote the degradation of primary TARs, it also boost the
agglomeration of inorganic compounds and the generation of soot (Win et al., 2019), besides the higher
energy requirements. Therefore a mass flow of sand of 25 kg/h per mass flow of dry inlet gas is defined
to maintain a temperature of 900 ∘C in the gasifier (Abdelouahed et al., 2012). Additionally, the plastic
feedstock is assumed to enter the gasification reactor at 15 ∘C and 1.02 bar.

To drive the gasification process, a mixture of air and steam is chosen as gasifying agent. There are
trade­offs to be considered between the different types of materials that serve this purpose (Hantoko et
al., 2019). For instance, air is a common alternative due to its low cost. However, the produce syngas
suffers from low hydrogen contents, which is detrimental for the synthesis of methanol. Oxygen en­
hances the heating value of the gasification product, but at the expense of higher energy requirements
for the air separation unit. Steam, on the other hand, is a good alternative to increase the amount of
hydrogen in the syngas. Then, by using a mixture of air/steam, the inlet ratio to fuel can be adjusted to
produce a syngas with the optimum composition for methanol production. Thus, eliminating the need
of adding a reverse water gas shift reactor or additional hydrogen supply.

Considering the previous, the steam to fuel ratio (𝐻2𝑂/carbon) is defined at 1.31 and it is mixed with
air at a ratio of 4.6:1.0. In addition, the mixture is preheated to 570 ∘C using the available heat from
the flue gases exiting the combustion chamber (PTC­E01). This heat exchange drops the flue gas
temperature to 200 ∘C, which is suitable for stack operation according to the simulation guidelines from
(Ramirez­Ramirez, 2019).
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The silica, unreacted char, and ash are separated from the gas products through a cyclone (PTC­CS01)
and sent to the combustion chamber where carbon is combusted with excess air. The heat generated
is then transported by the silica sand to maintain the 900 ∘C needed for the gasification. However, the
unreacted char is not enough to satisfy the heat requirement, and therefore, additional fuel is supplied.
Another alternative is to separate a fraction of the feedstock and burn it in the combustion chamber.
However, this translated into a 40% increase in demand for plastics, with no benefit of reducing emis­
sions. Therefore, the fuel requirement is met by introducing natural gas into the combustion reactor.
Subsequently, the products from the combustion are sent to a second cyclone (PTC­CS02) where flue
gases are separated from the hot sand. The bed material is then recirculated to the gasifier. Whereas
the flue gases, are used to pre­heat the air and natural gas feedstreams (PTC­E02, PTC­E03) before
sending them to a stack.

The main compounds generated in the gasifier are 𝐶𝑂, 𝐶𝑂2, 𝐶𝐻4, 𝐻2, 𝐻2𝑂, and TARs. Furthermore,
gasification often produces varying concentrations of inorganic materials depending on the nature of
the feedstock. However, the sulfur content is assumed to primarily generate 𝐻2𝑆 (Mutlu & Zeng, 2020;
Ramzan et al., 2011), while similarly, nitrogen and halides will predominantly produce 𝑁𝐻3 and 𝐻𝐶𝑙
(Ramzan et al., 2011; Torres et al., 2007). Therefore, the design of the purification units focuses on
these 3 compounds, based on the system proposed by (Krishnamurthy et al., 2015).

First, the raw syngas is treated with two water scrubbers. The first one removes TARs, 𝐻𝐶𝑙, and the
majority of 𝑁𝐻3. Whereas the second one is designed to further reduce the 𝑁𝐻3 concentration below
the maximum limits determined for safe catalyst operation. In the first tower, water enters from the top
at ambient conditions (i.e., 15 ∘C and 1.02 bar), with a ratio of 7𝑚3/ℎ relative to 1000 𝑁𝑚3/ℎ of syngas
(Krishnamurthy et al., 2015). Under these conditions, TARs are cooled down, condensed, and carried
over in the effluent. Additionally, 𝑁𝐻3 and 𝐻𝐶𝑙 are dissolved and removed as ions.

There are other methods to remove these contaminants from gas streams. In particular, TARs can be
treated by hot gas clean­up (HGC) methods, such as thermal cracking at temperatures above 1100
∘C or catalytic cracking using mineral or synthetic­based catalysts. Another technology recently devel­
oped is the OLGA process (acronym for oil­based gas washer in Dutch). This method operates with
two absorption columns and a regeneration unit to separate the TARs from the gas stream using oil as
solvent. The liquid waste can then be burn in the combustion chamber of the gasifier, which reduces
the demand for additional fuel. In addition, this technique offers some advantages such as lower tem­
perature requirements and low operating and catalysis cost (Shahabuddin et al., 2020). Similarly, 𝑁𝐻3
and𝐻𝐶𝑙 can be treated with HGCmethods, including selective catalytic oxidation or the use of sorbents
(Abdoulmoumine et al., 2015). However, because of the fact that the syngas needs to be compressed
and cooled before the methanol synthesis steps, maintaining the hot temperature of the gas stream is
not necessary. Therefore, the main advantage of using HGC techniques is lost. Moreover, the com­
plexity of the system is considerably reduced by combining the treatment of the three impurities into
one unit.

Waste water from the first scrubber leaves from the bottom at 68 ∘C, while the gases exit the top at 27
∘C. The rich waste water is cooled down and sent to further treatment. On the other hand, the syngas
is sent to the second water scrubber to remove the remaining traces of 𝑁𝐻3. In this second unit, the
amount of water is adjusted to achieve a 𝑁𝐻3 content of 0.05 𝑚𝑔/𝑁𝑚3 in the syngas. Afterward, the
outlet gas leaves at 20 ∘C and it is sent to the third cleaning unit.

This final purification step consists of an absorption column using an iron­chelate solution to remove
𝐻2𝑆. The process is a patented technology called LO­CAT, which converts 𝐻2𝑆 into elemental sulfur
at low temperature. This particular technique selectively removes 𝐻2𝑆, converts it into an innocuous
component, and produces no hazardous waste as byproduct. In fact, the iron catalyst is easily and
continuously regenerated with air in a subsequent regeneration unit. A description of this regeneration
process is provided in Appendix B.2.

Based on literature, the inlet ratio is defined as 0.0015 𝑚3/ℎ of solvent per 𝑁𝑚3/ℎ of gas (Kazemi
et al., 2014), for a solvent concentration of 0.2 mol/L (Horikawa et al., 2004). The clean syngas is then
compressed in 4 stages to a pressure of 50 bars, with intercooling and flash units used to remove the
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water between stages. Intercooling is adjusted to mantain a temperature below 160 ∘C at the inlet of
the subsequent compressor (Desai, 2018; Ramirez­Ramirez, 2019). Afterwards, the syngas is mixed
with the recycled products from the methanol reactor, where both streams are preheated to 230 ∘C and
sent to the inlet of the reactor.

The process then follows a similar sequence as in the 𝐶𝑂2 hydrogenation, considering the same kinetic
model applies for the 𝐶𝑂 and 𝐶𝑂2 interactions with 𝐻2 (Ott et al., 2012). Upon exiting the reactor, the
outlet stream is cooled down to 30 ∘C to separate the denser products (methanol, water) from the rest
of the unreacted gases. The gas phase is recycled to mix with the inlet stream, after compression
to 50 bar. From the recycle stream, 0.25 wt% is purged to prevent build­up. On the other hand,
the liquid phase containing mainly methanol is expanded to 1.02 bar to further remove the unreacted
gases. Moreover, two distillation columns are designed to achieve chemical­grade methanol. The raw
product is first heated to 87 °C before entering the first tower. 99.5 wt% pure methanol exits from the
top at 65 ∘C, while water exits from the bottom at 94 ∘C. The top product from the first column then
enters the second distillation unit. The bottom outlet, consisting mainly of methanol and some water,
is recycled back to the first column. While the overhead stream is separated in a partial vapor­liquid
condenser. The remaining gases are removed in the vapor phase to achieve a liquid product > 99.9 wt%
purity. Finally, the methanol is cooled down to 40 °C. Under these conditions, the product is suitable
for transportation to nearby chemical industries for further use in applications such as the production
of MTBE or Formaldehyde.

4.3.2. Process Modeling

To reduce the data load in the simulation, the plastic­to­methanol route is divided in two Aspen flow­
sheets: the gasification and syngas conditioning steps, and the methanol synthesis. The flow­sheets
designed for both stages can be found in Appendix C.3 and C.4. The details and assumption used in
the simulation are provided below:

• The plastic feedstock is defined as a non­conventional component. HCOALGEN and DCOAL­
GEN models are selected for the enthalpy and density of the solids calculation, respectively.

• Because of the heterogenity of the plastics, defined as a non­conventional material, it cannot par­
ticipate in phase or chemical equilibrium calculations without transforming it into its conventional
components. Thus, the plastic stream is decomposed using an RYield reactor (PTC­R04). The
mass yield of 𝐻2𝑂, 𝐴𝑠ℎ, 𝐶, 𝐻2, 𝑁2, 𝐶𝑙2, 𝑆, and 𝑂2 is determined by the Proximate and Ultimate
analysis, and estimated using a calculator block.

• The gasification process is modeled with a thermodynamic approach, using an RGibss block
(PTC­R01). This kinetic­free model is customary in the field of gasification/combustion for the
evaluation of the gas products or the optimization of operating conditions. In this reactor, chem­
ical and phase equilibrium are estimated based on the Gibss free energy minimization method,
taking into account the constraints of the mass balances between the chemical elements. There­
fore, only the chemical species potentially present in the product stream need to be identified to
carry out the simulation. According to the background research, the following compounds are
considered as product: 𝐶, 𝐶𝑂, 𝐶𝑂2, 𝐻2, 𝐶𝐻4, 𝐻2𝑂, 𝐻2𝑆, 𝑁𝐻3, 𝐻𝐶𝑙, 𝐶10𝐻8, 𝐶14𝐻10, 𝐶9𝐻8.

• TARs need to be modeled separately. When using chemical equilibrium, there is no TAR forma­
tion. However, plastics tend to produce significant amounts of TARs and they can be harmful to
downstream processes. To achieve the simulation of these components, part of the feedstock is
separated and sent to a second RYield reactor (PTC­R05). This unit models the production of
TARs, represented in the simulation by Naphtalene, Anthracene, and Indene. The selection of
the components and their mass yield in the final syngas product (70 𝑔/𝑁𝑚3) is based on the work
from (Wilk & Hofbauer, 2013).

• To accurately estimate the size of the gasifier and the heat transfer from the sand, the TAR stream
is mixed with the rest of the unreacted plastic before entering the gasifying reactor.
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• The combustion chamber (PTC­R02) is modeled using an RStoic reactor. No reactions or yields
need to be entered as input to the simulation block. The oxygen requirement is met with a surplus
of air of 1.05.

• The specifications for sizing the cyclones are based on literature, (de Paula et al., 2020; Miskam,
2006).

• The three absorption columns (PTC­T01, PTC­T02, PTC­T03) are modeled using a RadFrac
block with 3 operating stages. Raw syngas enters from the bottom while the solvent enters from
the top. The chemical interactions that remove the 𝐻𝐶𝑙, 𝑁𝐻3, and 𝐻2𝑆 are simulated by using
ELECNRTL as the property method and specifying the chemical reactions.

• The methanol reactor (PTC­R03) is modeled as an isothermal RPlug reactor (PFR). The heat
generated from the exothermic reactions can be used to generate high pressure steam (Szima &
Cormos, 2018), however, it is not included for the evaluation of this model.

• The LHHW­kinetics developed by (Graaf et al., 1988) and adjusted for Aspen implementation by
(Kiss et al., 2016) is used. Moreover, the model has been validated experimentally with the use
of a fibrous Cu/Zn/Al/Zr catalyst (Nyári et al., 2020).

• The distillation towers are modelled as RadFrac columns, using the DSTWU option initially to
calculate preliminary inputs. The results from the DSTWU method are used as final values for
the detailed simulation. Accordingly, the first tower has 20 stages, partial­vapor condenser, kettle
reboiler, reflux ratio of 0.4, and a distillate to feed ratio of 0.99. The second column is designed
with 18 stages, partial­vapor­liquid condenser, kettle reboiler, a reflux ratio of 1.1 and a distillate
to feed ratio of 0.673.



5
Pedigree Analysis

Chapter 5 gives an overview of the qualitative uncertainty evaluation. First, the topic of uncertainty is
introduced in section 5.1. Then, the layout and results of the Pedigree Analysis are described in section
5.2.

5.1. Background on Process Model Uncertainty
Understanding the uncertainty of a process model is essential to correctly interpret and use its results.
Historically, research in the modeling of chemical processes has focused more on the quantifiable
dimensions of uncertainty. While the uncertainty behind qualitative aspects, such as the knowledge
base, is rarely identified (Spek et al., 2016). Because the outcomes of the model are usually used
as inputs in other studies, this gap may affect the reliability of future research or introduce biases in
the decisions of policy­makers. Figure 5.1 shows some examples of inputs required for the modeling
procedure that have underlying uncertainties and affect the model results. Thus, assessment of the
model uncertainty improves the decision­making process of users by understanding the quality and
limitations of the model.

A combination of quantitative and qualitative uncertainty assessment methods is the best approach
to obtain a holistic view of the quality of a process model (Spek et al., 2016). Quantitative evaluation
techniques are the most used in the modeling of industrial processes. Some examples include error
propagation, sensitivity analysis, or data validation. They are based on strict and structured mathemat­
ical principles to directly demonstrate the robustness and precision of the results of a process model.
However, these methods alone are limited to the quantifiable aspects of the modeling procedure. They
do not provide information, for example, on the quality of the knowledge base used in the design of
the process model. Qualitative assessment techniques can supplement these limitations to provide a
more robust description of the uncertainties in the model. Examples of such methods are peer review,
quality assurance, or pedigree analysis.

The uncertainties in this study are assessed by means of sensitivity analysis and pedigree analysis.
Sensitivity analysis is used to identify the inputs in a model that contribute the greatest uncertainty to an
outcome of interest (Risbey et al., 2004). It is a commonly used tool for evaluating quantifiable aspects
of uncertainty. However, it does not provide any insight into the parts of the modeling process outside
the quantifiable scope. The sensitivity analysis is thus complemented with a pedigree analysis. This
evaluation approach is meant to qualitatively assess the strength of the knowledge base of data or
models (Spek et al., 2017). Furthermore, to minimize subjectivity in the evaluation and give a structure
to the qualitative assessment, pedigree matrices are used.

Details and results from the pedigree analysis are provided in section 5.2, while the outcomes of the
sensitivity analysis are described in Chapter 7.
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Figure 5.1: Examples of inputs in a process model with underlying uncertainty

5.2. Pedigree Analysis
Pedigree analysis is implemented in two stages of the modeling procedure: to the state of the art in
the literature and to the simulation. Figure 5.2 shows the steps evaluated and the components chosen
for evaluation. On the one hand, the pedigree analysis of the literature review includes the knowledge
base in the composition and conditions of the feed streams, the design parameters, and how this
information is used to build a coherent flow diagram of the processes. On the other hand, four key
areas are selected for the second pedigree analysis to determine the quality of the simulation. First,
the line ups of the flow­sheets and the corresponding representation of the PFDs in the Aspen Plus
environment. Second, the choice of property method. Third, the description of chemical interactions
and kinetics, and finally, themodeling of the unit operations. A description of each component evaluated
is provided in Appendix A.1

5.2.1. Pedigree Workshops

Assessment of the model by independent experts is a key feature in Pedigree Analysis (Spek et al.,
2017). Therefore, four members of the Energy and Industry group from the Energy Systems and
Services Department of the Technical University of Delft are selected to participate in two Pedigree
workshops. All of them with backgrounds in techno­economic assessments and modeling of industrial
processes. Moreover, to divide the work load, the evaluation is conducted in two days. The first
workshop deals with the assessment of the 𝐶𝑂2 purification system. While the second one is focused
on the 𝐶𝑂2 hydrogenation to methanol process and the plastic­to­methanol route.

To facilitate the expert’s assessment, an information package was provided before each workshop. The
dossier was composed of: i) an overview of the process model, including references to literature and
explanations on the choice of technologies; ii) a description of the flow diagram with the composition
of feed streams, details of the chemistry involved in the process, and conditions of unit operations and
intermediate streams; iii) the Aspen flowsheet. Together with details of the strategy followed to design
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Figure 5.2: Stages in the modeling procedure in which Pedigree Analysis was conducted and the components
evaluated.

the simulation according to the process described in the flow diagram; iv) every input and assumptions
made to conduct the simulation; v) two pedigreematrices for each processmodel to evaluate separately
the uncertainty in the data of the state of the art and the simulation.

The experts are required to individually assess each model using the information dossier. The eval­
uations are held using pedigree matrices to minimize subjectivity and structure the outcomes of the
assessment. Tables 5.1 and 5.2 provide the details of the pedigree matrices used for the state of the
art and for the simulations, respectively. The criteria is selected based on the work from (Spek et al.,
2016), because it aligned with the assessment of data uncertainty from this study. The column head­
ings represent the pedigree criteria, the row headings indicate the strength of the criteria, and in each
box there is a brief description to help with the evaluation. The definitions of the pedigree criteria can
be found in Appendix A.2.

The workshops are used to discuss the scores and clarify doubts about the modeling procedure, with
emphasis on the points with the greatest variability among the experts. To improve this exercise, the
experts are asked to submit their evaluations before the start of the workshops. This way, the results
could be collected and averaged into an overall score beforehand, and the reviewers are already famil­
iar with the process model and the evaluation procedure. After the discussion, the reviewers are asked
to re­evaluate the state of the art and the simulation with the same pedigree matrices. The results of
the discussion and the pedigree evaluation are used to improve the model. Furthermore, the averaged
scores are highlighted in colours for visual aid. Depending on the evaluation, the scores are shaded
according to the following categorization: red for a score between 0 ­ 0.5; orange for a score between
0.6 ­ 1.5; yellow for a score between 1.6 ­ 2.5; light green for a score between 2.6 ­ 3.5; and dark green
for a score between 3.6 ­ 4. Where the scale indicates low to high uncertainty from 4 to 0.

In addition to the averaged scores, the variability in the responses is determined using the Interquartile
Range (IQR). This is a measurement of statistical variability between the first and third quartile range
of data, and it is used to steer the discussion during the workshops. Therefore, to provide a deeper
understanding of the results, the variability of the scores is included in a separate column in the pedigree
matrices.
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Table 5.1: Pedigree matrix for the assessment of data uncertainty in the State of the Art. Based on Spek et al.,
2016.

Table 5.2: Pedigree matrix for the assessment of data uncertainty in the Simulations. Based on Spek et al., 2016.

It is important to highlight two key aspects of the pedigree evaluation. First, consensus is not sought
from the reviewers. Although the role of the modeler is to clarify doubts during the workshops, there is
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still room for individual interpretations of the evaluation criteria. This is allowed, since the main objective
of the exercise is to find the aspects of greatest uncertainty and improve the process models. Second,
the goal of the pedigree assessment is not to eliminate the uncertainty, but to understand the sources
of it and the implications over the quality of the process model and its results.

5.2.2. Results from Pedigree workshops

𝐶𝑂2 purification system

Tables 5.3 and 5.4 show the consolidated matrices for the state of the art and the simulation of the
𝐶𝑂2 purification system. The results show good agreement between the experts, with only four scores
having an IQR above 0.5 between the two matrices.

Table 5.3: Pedigree scores for the data uncertainty in the State of the Art of the 𝐶𝑂2 purification system. Median
values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the uncertainty level

Table 5.4: Pedigree scores for the data uncertainty in the Simulation components of the 𝐶𝑂2 purification system.
Median values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the uncertainty
level

The evaluation of the uncertainty in the state of the art indicates a high confidence in the composition
and conditions of the feed streams. It means the experts agree that there is large empirical data
available and an established theory supporting it. The methodological rigour is also scored high with
absolute agreement, signifying the use of reliable methods to estimate the characteristic of the captured
𝐶𝑂2. The only exception is the proxy, which has the same score for the three components. The proxy
evaluation shows a majority of the experts founds the information to come from good measures of
the actual values, giving it a score of 3. However, it was point out that the source of information for
the components can also be considered as ”well correlated data”, which has a lower score of 2. This
suggest there is still uncertainty associated to the proximity of the data used in the process.

The assessment of the design parameters is slightly lower, which highlights the fact that even though
the 𝐶𝑂2 purification system operates with mature technologies, there is still no established best practice
in the field. More data from laboratory and industry is needed to reduce the uncertainty levels.

On the other hand, the information used to build the flow diagram is scored more favorably, but it also
shows greater variability in theoretical understanding and methodological rigour. This is explained by
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the fact that some experts find that the information used for the design of the process comes from
reliable methods in an accepted theory framework, thus scoring 3 or 4. While others find it to be limited
in consensus, giving it a lower score of 2.

The pedigree scores for the simulation components of the 𝐶𝑂2 purification system reflect a high evalua­
tion for the skills & time and theoretical understanding criteria. However, it shows mixed evaluations for
the methodological rigour. While there is high certainty in the available data to decide the best property
method, there is less confidence for the rest of the components. This variation comes from the fact
that there is no consensus in the field for some of the methods used in the simulation. Particularly,
the adsorption towers from the TSA system are not supported in the Aspen Plus environment. Thus,
simplifications and assumptions have to be made. Which translates into higher levels of uncertainty.

𝐶𝑂2 hydrogenation to methanol

The Pedigree assessments of the 𝐶𝑂2 hydrogenation to methanol process is depicted in tables 5.5 and
5.6.

Table 5.5: Pedigree scores for the data uncertainty in the State of the Art of the 𝐶𝑂2 hydrogenation process.
Median values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the uncertainty
level

Table 5.6: Pedigree scores for the data uncertainty in the Simulation components of the 𝐶𝑂2 hydrogenation pro­
cess. Median values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the
uncertainty level

Table 5.5 shows the reviewers agree there is a well established theory for the 𝐶𝑂2 hydrogenation
process. Indeed, there is extensive literature on the subject that is used as base point for the design of
the process model. However, they score lower in the criteria of empirical basis. This is explained by two
factors. On the one hand, for the feed streams, the 𝐶𝑂2 and 𝐻2 conditions are determined by modeled
data. Even though the experts find that the theory and methods used to calculate this conditions are
reliable (expressed with scores between 3 ­ 4), the definition of the criteria suggests a score of 2 for any
input data without experimental or field measurement. On the other hand, for the design parameters
and the flow diagram, the experts take into consideration the cases of commercial application, such as
the George Olah Renewable Methanol Plant. The conclusion is that although limited, there are already
some historical data used to corroborate the inputs to the model.

The scores in the simulation also indicate high confidence in the theoretical understanding and the
methods used to represent the process. The variability in the property method shows subjectivity is
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always present in the evaluation of qualitative aspects. Nonetheless, it is worth noticing the spread
occurs in the low end of the uncertainty range (between 3 and 4).

The criteria of skills and time is another topic of debate that emerged during the workshops. The
scoring definition leaves some room for the interpretation of what ”good experience” means. It is also
debatable whether only the experience of the modeler of this study should be considered. For instance,
some experts argued that the assumptions and input parameters chosen for the simulation are based on
earlier studies by more experienced professionals. As mentioned previously, no consensus is required,
so the scores fluctuate. Although, the minimum value given to the uncertainty in the expertise of the
modeler is 2.5.

Plastic­to­methanol

The last process model assessed in the second Pedigree workshop is the plastic­to­methanol. Table
5.7 shows the scores to the State of the Art and table 5.8 depicts the score to the simulation environ­
ment. From the tables, the variability in the results is immediately highlighted. Unlike the other process
models, the plastic­to­methanol route has less agreement between the expert evaluations.

Table 5.7: Pedigree scores for the data uncertainty in the State of the Art of the plastic to methanol process.
Median values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the uncertainty
level

Table 5.8: Pedigree scores for the data uncertainty in the Simulation components of the plastic to methanol
process. Median values range from 0 (high uncertainty) to 4 (low uncertainty). Colours are used to highlight the
uncertainty level

The results from the State of the Art in the data used to determine the characteristics of the feed
streams shows the larger spread. This is explained by the fact that the plastic composition had to be
assumed. The theory and the methods used to calculate this composition is regarded as reliable by the
majority of the panel. However, the score is lower for proximity and empirical base. The reason behind
this variation is the source for the ultimate and proximate analysis used to determine the properties of
the plastics. Although TNO’s Phyllis database can be considered a highly reliable source, with data
gathered from experimental research, it lacks replicability from other sources. Thus, it is not sufficient
to unanimously classify the uncertainty in the assumption as ”low”. (i.e., a score ≥3).

Overall, there is high confidence in the methods used in the literature to choose the design parame­
ters and build the flow diagram. The experts also score high in the theoretical understanding criteria.
The consensus is that the process of gasification and methanol production from syngas is already an
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established theory. However, the source of uncertainty is found to be in the proximity of the data and
the empirical basis. Similar to the feed streams, the design parameters are related to the assumption
made for the plastics composition. Therefore, the same discrepancies arise in the reliability of the data.
In the case of the flow diagram, the uncertainty is associated to the design of the gasification process.
Despite there is high confidence in the theoretical understanding and rigor in the methods used by the
modeler, there is no data available with the same plastic composition as in this study.

Table 5.8 shows there is confidence in the quality of the theory used for the simulation. It also indicates
low uncertainty in the experience of the modeler. The lower scores (and variability) are present in the
methodological rigor, particularly for the property method and the unit operations. The discussion on the
reliability of the property method is focused in the distillation columns for the methanol synthesis. In this
regard, NRTL is used as property package, following the recommendations of (Kiss et al., 2016; Nyári
et al., 2020). However, it is pointed out during the workshop that because of the streams composition,
NRTL with Redlich­Kwong equation of state is better suited to simulate the behaviour of the gases. This
remark is considered to improve the models, and thus the property method is updated. Nonetheless,
the score reflects the uncertainty from the base case.

The uncertainty in the data used to simulate the unit operations comes from the fact that there are
several choices to simulate the gasification process. They depend on the scope of the study and the
level of expertise of the modeler. Thus, there is no best alternative in the discipline. Each modeler then
gave this criteria a score of 2 or 3, depending on their own experience and interpretation of the scoring
scale.

Improvements to the Process Models

Besides assessing the strength of the data in the state of the art and the simulations, the outcomes
of the pedigree workshops are used to improve the process models. This is accomplished from the
discussion and suggestions of the experts. The list of improvements is summarized in table 5.9:
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Table 5.9: Improvements made to the process models

Improvement Suggested during the Work­
shops Implementation to the Process Model

The visualization of the PFDs can be enhanced
in two ways: i) remove the temperature and
pressure indicators from the intermediate flow
streams; and ii) add arrows to indicate the direc­
tion of the flows

Both suggestions are taken into account. Only
the conditions of the raw materials and the
product stream are shown in the PFDs and ar­
rows are included for better understanding

Add a description of the regeneration units from
the absorption columns operating with sodium
sulfite and iron­chelate solutions. Even though
it is not included in the scope of the assessment

The description of the regeneration process for
both solution is included in Appendix B

Use the conditions of the regeneration units to
determine whether additional steps are needed
for the inlet of the solvents to the absorption
columns

A pump is included to supply the sodium sulfite
solution at the required operating pressure to
the absorption column in the 𝐶𝑂2 purification
plant

If two separate plants are considered in the 𝐶𝑂2
hydrogenation route, then storage or supply con­
ditions for the 𝐶𝑂2 are required at the end of the
𝐶𝑂2 purification system

Research in the field suggest that the most ef­
ficient means of 𝐶𝑂2 transportation is through
pipeline (Onyebuchi et al., 2018). Addition­
ally, since both plants are assumed to be in the
same industrial hub, pressure drop can be con­
sidered as minimum. Therefore, two heat ex­
changers and a compressor are added to sat­
isfy the conditions for the pipeline supply

Air compressor should operate with a maximum
outlet temperature of 110 ∘C

The condition of the outlet from the air com­
pressor of the 𝐶𝑂2 purification system is ad­
justed accordingly

Include intermediate storage for the non­
condensable gases emitted from the top of
the cryogenic distillation column of the 𝐶𝑂2
purification system

This step is addressed in the discussion, how­
ever, it is concluded that no extra units are re­
quired for the scope of this evaluation

The temperature of the methanol produced can
be increased from 30 to 40 ∘C. This does not
cause a negative impact in the transportation or
subsequent use in further chemical processes

The final temperature of the product is adjusted
accordingly, improving the utility consumption
in the last heat exchanger.

The property method in the distillation columns
should be changed from NRTL to NRTL­RK to
account for non­ideality

The first choice of property method is based on
literature (Kiss et al., 2016). However, this was
improved considering the suggestion from the
experts.

Change the simulation of the combustion reactor
in the gasification and syngas conditioning flow­
sheet, from an isothermal to an adiabatic design

The simulation is updated considering the com­
ments from the experts
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Results

Chapter 6 provides the results from the simulations and KPI calculations. First, the mass and energy
balances are detailed in section 6.1. Second, with the results from the mass and energy balances, the
technical KPIs are calculated and presented in section 6.2. Third, section 6.3 provides the outcomes
from the estimation of the economic KPIs, and finally, the results of the environmental KPIs are given
in section 6.4.

6.1. Mass and Energy Balances

The mass and energy balances are important to demonstrate the reliability of the calculations in a
complex, multi­component chemical process. They represent the application of the mass and energy
conservation axioms (Cerro et al., 2001), i.e., the rate of mass/energy entering the system must be
equal to the rate of mass/energy exiting the system.

Table 6.1: Mass balance of the different case studies.
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Moreover, mass and energy balances are the basis to calculate the technical, environmental, and
economic KPIs. The interaction between reacting species and the energy exchanges in the unit opera­
tions will determine raw materials consumption, composition of products, size of unit operations, utility
requirements, etc. Therefore, accurate mass and energy balances are key to the techno­economic
evaluation.

Tables 6.1 and 6.2 provide a summary of the mass and energy balances from the two case studies.
The calculations are made in Aspen Plus, according to the flow­sheets detailed in Chapter 4.

These preliminary results already provide useful insights into the characteristics of each manufacturing
process. Table 6.1 shows the mass flow in the plastic­to­methanol route is considerably higher than
the one from the 𝐶𝑂2 hydrogenation process. This difference is mainly attributed to the feedstock
requirements for the Syngas purification steps, which is given by the inlet streams of 𝐻2𝑂 and Fe­
EDTA solution. In effect, the scrubbers are designed for volumetric flows of 4 ­ 7𝑚3/ℎ of water relative
to 1000 𝑁𝑚3/ℎ of syngas (Krishnamurthy et al., 2015). Consequently, the generation of liquid and gas
waste streams is around 33 times higher for the plastic­to­methanol route.

Table 6.2: Energy balance of the different case studies.

In the 𝐶𝑂2 hydrogenation route, the majority of the outlet streams are in the liquid state. Moreover, 72%
of this liquid outlet is 99.99 wt% pure 𝐻2𝑂 from the first distillation column of the methanol synthesis
process. Therefore, it can readily be used as process water. Additionally, only 43% of the gas outlet
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streams are emitted in the purification plant. Therefore, the 𝐶𝑂2 purification system plays a minor role
in the generation of wastes. On the contrary, outlet streams in the plastic­to­methanol process are pri­
marily associated with wastes generated in the gasification and syngas purification steps. Particularly,
the liquid wastes from the 3 absorption columns account for 88% of all the outlet streams. While the
rest is almost entirely generated as flue gases in the combustion chamber.

The results from table 6.2 show a similar trend. With higher energy exchanges in the plastic­to­methanol
process between the inlet and outlet streams. This is explained by the higher energy content that
results from the larger mass flow of raw materials and wastes. Furthermore, the cooling requirement
is increased in the plastic­to­methanol route, while the hot utility demand decreases. These variations
are also influenced by the operating conditions of the respective purification units. The details of the
different mass and energy interactions between the technologies is provided in the following sections.

6.2. Results from Technical KPIs

Figure 6.1: Mass demand of individual inputs in 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻

Tables 6.3 and 6.4 summarize the mass demand and the specific utility consumption for the different
technologies. Concerning Table 6.3, mass demand of the key elements for metanol production (𝐻2,
𝐶𝑂2, plastics) favors the plastic­to­methanol route. Showing a lower demand of plastics per kg of MeOH
than the equivalent of 𝐶𝑂2 and 𝐻2 for the 𝐶𝑂2 hydrogenation route. This is contrasted, nonetheless, by
the higher need of process water ­required by the absorption towers of the syngas purification steps­
and the demand for other materials. The latter includes Fe­EDTA solution, and natural gas used in
the gasification process. Moreover, carbon consumption is included to provide a common base of
comparison. This metric refers to the carbon content in the 𝐶𝑂2 and the plastic feedstocks at the start
of both processes. These differences in carbon consumption and other feedstock are more noticeable
in Figure 6.1.

On the other hand, table 6.4 shows the difference in energy consumption from both technologies.
However, a deeper analysis is needed to understand the sources of this utility demand. Therefore, the
influence of the purification steps is analyzed by breaking down the utilities between the raw material
purification units and the methanol synthesis. The results are shown in Figure 6.2.
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Table 6.3: Mass demand of individual inputs

Units 𝐶𝑂2 hydrogenation Plastic­to­MeOH
𝐶𝑂2 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 1.479 ­
𝐻2 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 0.203 ­
Plastic usage 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 ­ 0.827
Carbon consump­
tion 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 0.404 0.603

𝐻2𝑂 (as feedstock) 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 ­ 24.988
Other feedstock 𝑘𝑔/𝑘𝑔𝑀𝑒𝑂𝐻 0.230 7.586

Table 6.4: Utility demand of the technologies

Utility Units 𝐶𝑂2 hydrogenation Plastic­to­MeOH
Electricity 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 0.11 0.41
Hot 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 1.92 0.96
Cooling 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 3.19 2.54

The higher electricity demand in the plastic­to­methanol process is given by the compressor train
needed to increase the pressure of the syngas. The 𝐶𝑂2 hydrogenation route benefits from acquir­
ing raw materials at higher pressures. On the contrary, plastic gasification and syngas purification
stages operate at atmospheric conditions. In this sense, the 4­stage compressor accounts for 90% of
the whole electricity demand of the process. Moreover, the turbines in the 𝐶𝑂2 purification system are
able to supply 92 % of the electricity requirements.

Figure 6.2: Utility demand distribution between the purification steps and the methanol synthesis

Furthermore, Figure 6.2 indicates the majority of hot and cool utility demand comes from the methanol
synthesis. However, this consumption varies depending on the technologies, despite the fact that
the unit operations and the conditions of the methanol reactor are the same. These variations can be
explained by the compositions of the inlet and outlet streams to the methanol reactor. On the one hand,
the heat of reaction from the 𝐶𝑂 and 𝐻2 present in the syngas is higher than the heat generated in the
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hydrogenation of 𝐶𝑂2 (eq: 1.1 and 1.3). Thus, the methanol reactor requires around 62% more cooling
utility in the plastic­to­methanol route. On the other hand, the 𝐶𝑂2 hydrogenation process produces
large amounts of water (around 13 wt% of the reactor outlet). This increases the heat flow required to
change the temperature in the product stream. Therefore, almost twice as much energy is needed in
the following heat exchangers to reach the required operating conditions. In addition, the first distillation
tower needs to separate a larger water flow, which increases the energy consumption of the reboiler.
On the contrary, the plastic­to­methanol route accumulate other materials, such as methane and argon,
which are more easily separated in the second distillation step.

These interactions are better depicted in Figure 6.3. As stated before, the hot utility consumption in the
distillation columns is reduced in the plastic­to­methanol route, because of the lower water content. On
the other hand, the methanol reactor produces higher amounts of heat, which is removed with cooling
water for the base case of this study. Therefore, its share in the overall cooling utility consumption
increases with respect to the 𝐶𝑂2 hydrogenation route. It is important to highlight that no heat integration
is considered within the scope of this research study. This is an important aspect of the assessment to
take into consideration when comparing the different types of utility requirements. For instance, while
in this case the larger heat generation from the methanol reactor translates into more costs associated
with utility consumption, this heat source could also be used to generate steam and power steam
turbines to produce electricity.

Figure 6.3: Hot and cooling utility demand by unit operations in the methanol synthesis step

Figure 6.4 depicts the results for the reactor and overall conversion efficiencies. The figure shows
there is better reactor conversion efficiencies for the syngas, owing to the higher reaction rate from the
hydrogenation of 𝐶𝑂 compared to the hydrogenation of 𝐶𝑂2 (Elsernagawy et al., 2020). Likewise, the
50% decrease in hydrogen efficiency and the production of water as byproduct (1.1) negatively affects
the reactor conversions in the 𝐶𝑂2 hydrogenation routes.

Nonetheless, the carbon losses in the plastic­to­methanol route are considerably higher than in the 𝐶𝑂2
hydrogenation routes. This is translated into lower overall carbon conversions which can be appreciated
in Figure 6.4. The losses are attributed to the gasification and syngas cleaning steps. Particularly, the
formation of TARs during gasification consumes 25% of the carbon content in the plastic, accounting
for roughly 70% of the efficiency loss in the overall carbon conversion. The rest comes mainly from
the waste gases of the methanol conditioning units (i.e., the gas removed from the flash separator
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before the distillation columns and the distillation columns). On the contrary, the 𝐶𝑂2 lost in the 𝐶𝑂2
purification system amounts to roughly 0.3%. Therefore, the process can achieve a higher overall
conversion efficiency of 93%.

Figure 6.4: Comparison between overall and reactor conversion efficiencies.

6.3. Results from Economic KPIs

Table 6.5: Economic KPIs

Units 𝐶𝑂2 hydrogenation Plastic­to­Methanol
CAPEX M€ 41.79 56.13
VCP M€/yr 73.69 70.24
FCP M€/yr 14.39 7.86
Revenues M€/yr 90.21 90.20
NPV M€ ­54.79 9.11
LCOMeOH €/𝑘𝑔𝑀𝑒𝑂𝐻 0.45 0.40

A comparison of the economic KPIs is provided in table 6.5. The results indicate only the plastic­to­
methanol route is economically feasible from an investor’s point of view, with a positive NPV after the
lifetime of the plant. Moreover, the LCOMeOH from 𝐶𝑂2 hydrogenation route exceeds the market cost
for methanol production, estimated at 0.40 €/𝑘𝑔𝑀𝑒𝑂𝐻. The assumptions used for the calculation of the
economic KPIs and the yearly cash flows are provided in Appendix D.

The breakdown of the equipment’s total installation costs and the OPEX are shown in Figures 6.5 and
6.7, respectively. From Figure 6.5, the influence of the compressors becomes evident. With a share
of 40% of the total equipment cost in the 𝐶𝑂2 hydrogenation route and 60% in the plastic­to­methanol
pathway. This larger contribution was already explained due to the extra compression needs in the
syngas conditioning steps. Similarly, because of the conditions of the 𝐶𝑂2 hydrogenation route, more
energy is required from the heat exchangers and the distillation columns. Particularly, the composition
of the outlet stream from the methanol reactor influences the energy demand from the subsequent unit
operations. This is more noticeable when comparing the share of these equipment in Figures 6.5a and
6.5b. On the other hand, the contribution of the methanol reactor is found to be less than 2% for the
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𝐶𝑂2 hydrogenation technology and below 1% for the plastic­to­methanol route. These results agree
with findings from the literature (Pérez­Fortes et al., 2016).

(a) Breakdown of CAPEX costs for the 𝐶𝑂2
hydrogenation route

(b) Breakdown of CAPEX costs for the
plastic­to­methanol route

Figure 6.5: Breakdown of CAPEX costs

To understand the main sources affecting the economic feasibility of the projects, the contribution of
CAPEX and OPEX to the LCOMeOH is detailed in Figure 6.6. The results show operating costs rep­
resent the larger contribution to the economic performance of the technologies. Furthermore, table
6.5 indicates that VCP are the bulk of the OPEX, accounting for 84% and 90% of the total value for
the 𝐶𝑂2 hydrogenation and the plastic­to­methanol processes, respectively. These costs are further
breakdown in Figure 6.7, which depicts that the majority of the VCP are associated to the consumption
of raw materials.

Figure 6.6: Contribution of CAPEX and OPEX to the LCOMeOH of the different technologies.
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(a) Breakdown of OPEX costs for the 𝐶𝑂2 hydrogenation route
(b) Breakdown of OPEX costs for the plastic­to­methanol

route

Figure 6.7: Breakdown of OPEX costs. VCP are shown with a pattern fill in the upper half. FCP are shown with
a solid fill in the lower half.

6.4. Results from Environmental KPIs
Figure 6.8 shows the carbon footprint for the different case studies. The results are compared with
the environmental performance of the CCU­MeOH plant simulated by Pérez­Fortes et al., 2016 and a
conventional methanol synthesis process. However, there are limitations in this comparison that need
to be taken into account. First, the carbon footprint is measured within the boundaries of the system.
This means that no 𝐶𝑂2 emissions are allocated to the production and sourcing of the raw materials.
Nor to the application and end of life treatment of the methanol. Second, the bio­plastic content in
the plastic wastes is not considered. Likewise, the emissions avoided for using the MSW share for
methanol production instead of land­filling or energy generation are not included in the assessment.

Figure 6.8: Carbon footprint of the technologies compared to two reference cases.

The carbon footprint for the 𝐶𝑂2 hydrogenation under the aforementioned conditions is negative, which
indicates the process consumes more 𝐶𝑂2 than it emits. However, it is worth noting that a conven­
tional steam methane reforming plant without carbon capture produces approximately 9.28 𝑘𝑔𝐶𝑂2 /𝑘𝑔𝐻2
(NREL, 2018). Furthermore, the plastic­to­methanol route generates more 𝐶𝑂2 than the natural gas
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based process. The main source is related to the direct emissions, similar to the conventional reference
case. The reason for this higher emissions rate is the production of flue gases during the gasification
step, which includes 𝐶𝑂2 and 𝐶𝐻4. Thus, to include the contribution of methane to the direct emissions,
a GWP of 32 is used (Environmental Protection Agency, 2021).

The energy yield of the technologies and two references from (Nyári et al., 2020; Szima & Cormos,
2018) are depicted in Figure 6.9. In order to compare the results under the same basis, the purification
units are excluded from the calculations. The results show that the values from this study are within
the range from other techno­economic assessments. Moreover, the spread between the two reference
studies can be explained by the different scopes of their evaluations. For instance, the lower value of
Szima & Cormos is influenced by the on­site production of hydrogen from a water electrolysis unit. On
the contrary, the higher value from the work of Nyári et al. comes from the implementation of a complete
heat exchange integration network, resulting in zero demand for hot utility and reduced requirement for
cooling. This exercise is outside the scope of the research. However, it provides some useful insight
into potential improvements and the limits of the process model.

The plastic­to­methanol yield is affected by TARs production during gasification. In fact, the higher
contribution to the inlet energy of both technologies comes from the lower heating value of the raw
materials. Therefore, because more plastics are needed to account for the carbon losses, the process
becomes less energy efficient.

Figure 6.9: Energy yield ratio of the different case studies and two reference cases.
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Sensitivity Analysis

Chapter 7 presents the results from a sensitivity analysis on the economic and environmental per­
formance of the technologies in section 7.1. Afterward, section 7.2 evaluates the influence of using
alternative hydrogen sources on the economic performance of the 𝐶𝑂2 hydrogenation route.

7.1. Sensitivity analysis on key input parameters
A sensitivity analysis is conducted for the economic and environmental models of the case studies.
The choice of parameters is based on the results from Chapter 6. Thus, inputs belonging to the areas
with the larger impacts are selected. The prices for the major feedstock, electricity, and methanol are
chosen for the economic assessment. The effect of varying these inputs on the NPV of the projects
is assessed to find scenarios of economic feasibility. Moreover, the potential for GHG emissions re­
duction is analyzed by measuring the influence of varying the carbon intensity of the electricity and
the consumption of hot utility in the carbon footprint. A summary of the parameters included in the
sensitivity analysis is provided in table 7.1.

Table 7.1: Input parameters used in the sensitivity analysis.

Input parameter Units Base value % of change
NPV
𝐶𝑂2 cost €/kg 0.025 ±50%
Green 𝐻2 cost €/kg 4.1 ±50%
Grey 𝐻2 cost €/kg 1.09 ±50%
MeOH selling price €/kg 0.41 ±50%
Electrolyser’s energy re­
quirement kWh/kg 50 ±50%

Carbon Footprint
Carbon intensity of electricity 𝑘𝑔𝐶𝑂2/𝑘𝑊ℎ 0.390 ±50%
Hot utility consumption 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 100% ±50%

Figure 7.1 shows the results for the 𝐶𝑂2 hydrogenation case study. Production of hydrogen through
steam methane reforming is a mature technology. There are several commercial plants in operation
and it is the main source of hydrogen worldwide. Therefore, there is little uncertainty in the process or
price of grey 𝐻2. Instead, the sensitivity analysis focused on the price of 𝐶𝑂2, MeOH, and electricity.
The results show a high influence from the methanol price. Depending on the direction of the variation,
methanol price can increase or decrease the NPV of the project by 217%. Fluctuations in the price
of 𝐶𝑂2 and electricity also influence the feasibility of the plant, but to a lesser extent. Additionally, the
effect of the carbon intensity and the hot utility demand is shown in Figure 7.1b.

54
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(a) Economic parameters (b) Environmental parameters

Figure 7.1: Sensitivity analysis on economic and environmental parameters for the 𝐶𝑂2 hydrogenation route

The sensitivity analysis conducted on the plastic­to­methanol route shows a high influence from the
measured parameters (Figure 7.2). In fact, a 50% change on the price of electricity or plastic wastes
can reduce or increase the NPV by 137% and 142%, respectively. The influence is even higher for the
price of methanol, with variations of ±1023% on the NPV of the plant. This volatility suggests high levels
of uncertainty in the economic performance, which is relevant for future project evaluations. Moreover,
Figure 7.2b indicates neither parameter has a high influence on the carbon footprint. This agrees with
the findings from section 6.4, which indicate the majority of the 𝐶𝑂2 emissions in the plastic­to­methanol
route stem directly from the process.

(a) Economic parameters (b) Environmental parameters

Figure 7.2: Sensitivity analysis on economic and environmental parameters for the plastic­to­methanol route

Furthermore, break­even values are estimated for the cost of 𝐶𝑂2 and the price of methanol on the
𝐶𝑂2 hydrogenation route. The results, shown in table 7.2 indicate that the process requires a neutral
or negative cost of 𝐶𝑂2 to be financially viable. This means that the plant would have to be paid to
consume the 𝐶𝑂2 and transform it into a valuable product. Additionally, a methanol price of 0.45 €/kg is
found to be sufficient for the project to have a neutral NPV. This value is within the range of the market
price for methanol over the last 3 years (Institute, 2021). Moreover, these findings are in agreement
with other techno­economic studies on methanol production plants using 𝐶𝑂2 hydrogenation process
(Nyári et al., 2020; Pérez­Fortes et al., 2016).

Table 7.2: Break­even values

Units 𝐶𝑂2 hydrogenation
𝐶𝑂2 cost €/kg ­0.0001

MeOH selling price €/kg 0.45
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7.2. Alternative Hydrogen Supply for the 𝐶𝑂2 Hydrogenation Route
In addition to the sensitivity analysis, two alternative cases of hydrogen supply are compared with the
base case for 𝐶𝑂2 hydrogenation. The goal is to assess the economic impact of: i) producing the
hydrogen with an on­site water electrolyser; or ii) acquiring green 𝐻2 from a third party supplier.

7.2.1. Background on Water Electrolysis

There are different technologies used for the electrolysis of water. The main component is the electrol­
ysis cell, where the dissociation of water takes place. These are connected in series with the addition
of insulating materials, mechanical support, and end plates to form a stack, which is the core element
of the system, or balance of plant (BoP). The BoP includes additional equipment such as the cooling
system, compressor, transformer, water treatment, output gas purification, and re­circulation. In the
cell, the fundamental mechanism is based on two electrodes divided by an electrolyte. The latter is the
responsible for allowing the flow of ions from one electrode to the other, while electrons flow through
the outer circuit. Depending on the technology, these ions and the choice of electrolyte varies. Which
in turn, provides different physico­chemical and electro­chemical characteristics to the system (IRENA,
2020). A schematic representation of the different types of electrolysis cells and their main reactions
is shown in Figure 7.3.

Experts agree there is no single technology that outperforms the rest in every dimension (O. Schmidt
et al., 2017). The share in the future market for water electrolysers will be based on technological
breakthroughs and better fits depending on the final application. However, AEC and PEM electrolysis
are mature technologies with commercial applications today. While SOEC and AEM are still in the
research and demonstration stages (IRENA, 2020; O. Schmidt et al., 2017). Therefore, AEM and
PEM technologies are better suited for the techno­economic assessments of medium­term large­scale
projects.

Alkaline electrolysis is chosen for the evaluation of this research. While PEM technology has faster
dynamic response, studies have found both Alkaline and Solid Oxide electrolysers can be successfully
operated in combination with flexible energy sources, such as wind or solar (O. Schmidt et al., 2017).
In fact, the most limiting factor in the flexibility of the system comes from the BoP, not the design of
the stack. This has been proven by using AEC for primary control reserve in Germany, demonstrating
the technology can also be used for fast response application (IRENA, 2020). PEM electrolysers also
have smaller footprint, which is something to consider. However, the advantage is almost completely
diluted in large scale applications. On the contrary, because of the fact that the technologies are still
developing, PEM electrolysis has a higher cost, which is not justified in cases where the benefits cannot
be exploited.

Furthermore, depending on the technology, hydrogen can be produced at different conditions. This be­
comes particularly relevant for applications where higher temperatures or pressures are required, such
as in methanol synthesis. Notwithstanding the fact that PEM electrolysis is easier to pressurize, AEC
are also commercially available for high pressure operations. However, there are trade­offs between
using electrolysis at high pressure and operating the electrochemical device at atmospheric conditions
with a subsequent compressing stage. These include higher costs for different materials and designs
of the electrolyser system versus adding a compressor to the investment and operating costs of the
plant. For applications below 100 bar, research suggest it is more energy efficient to operate with a
pressurized electrolysis unit. The main reason is related to the high pressure ratios of this region, as
Figure 7.4 shows. Moreover, the experience from commercial units indicate that this configuration has
a minimum effect on the overall cost and electricity consumption of the BoP (IRENA, 2020).

With the technology defined, economic assumptions are made for the cost calculations. For the oper­
ating costs, the latest values from IRENA’s report are used to estimate energy efficiency, lifetime of the
stack and CAPEX cost. These CAPEX cost are subject to economies of scales. However, research
suggest the benefits of larger scales are lost beyond nominal powers of 100 MW (Zauner et al., 2019).
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(a) Alkaline (AEC) (b) Proton Exchange Membrane (PEM)

(c) Anion Exchange Membrane (AEM) (d) Solid Oxide (SOEC)

Figure 7.3: Types of water electrolysis technologies. Sourced from (IRENA, 2020)

Therefore, considering the production of hydrogen requires an electrolyzer of 278 MW for a capacity
factor of 91.3, a linear estimation is made based on the values reported in (IRENA, 2020).

Table 7.3 gives a summary of the main characteristics used for the production of hydrogen with alkaline
electrolysis.
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Figure 7.4: Energy losses from mechanical compression of hydrogen, based on percentage of hydrogen LHV.
Sourced from (IRENA, 2020)

Table 7.3: Specifications for the alkaline electrolyser. Based on Armijo, 2019; IRENA, 2020; Nel Hydrogen, 2019;
Sánchez et al., 2020

Component Units Value
Operating temperature ∘C 80
Operating pressure bar 30
Load factor % 91.3
𝐻2 purity % 99.99
Electricity Consumption of the
Stack 𝑘𝑊ℎ/𝑘𝑔𝐻2 47

Electricity Consumption of the
BoP 𝑘𝑊ℎ/𝑘𝑔𝐻2 50

Water consumption 𝑙/𝑁𝑚3 0.9
Lifetime (stack) hours 60000
Stack replacement cost % of CAPEX (Stack) 40
CAPEX (stack) USD/kW 270
CAPEX (BoP) USD/kW 500

7.2.2. Comparison between different hydrogen sources

Figure 7.5 shows the economic performance of sourcing the hydrogen from 3 different alternatives.
The results highlight the influence of the electrolyser. Indeed, the technology is still in development
and thus suffers from high operating costs. The assessment indicates that with an electricity cost of
0.088 €/kWh, the high energy consumption is enough to produce methanol at a levelized cost of 1.36
€/kg. On the other hand, sourcing green hydrogen from a third party supplier improves the performance,
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but it is still far from market prices. However, the rapid learning curve from hydrogen technology and
expected growth in manufacturing capacity, might make this alternative feasible in the short to medium
term.

Figure 7.5: Financial indicators of the 𝐶𝑂2 hydrogenation route under different scenarios of hydrogen supply



8
Discussion

Chapter 8 presents a discussion on the results from Chapters 5, 6, and 7 to assess process bottlenecks
and trade­offs between the different technologies. The results are also compared with findings from
previous techno­economic studies and the benchmark.

Table 8.1 gives a summary of key performance indicators for every case study, two references, and
a conventional methanol production plant. The values indicate comparative advantages from some
technologies over others depending on the metric. Therefore, trade­offs can be identified.

Table 8.1: Comparative table with key performance indicators

Parameter Units 𝐶𝑂2 hydrogena­
tion Plastic­to­MeOH (Nyári et al., 2020) (Pérez­Fortes et

al., 2016)
Conventional
plant

𝐶𝑂/𝐶𝑂2 reactor
conversion % 42.4 65.4 50.5 21.7 15 ­ 53

Overall carbon
conversion % 92.4 62.3 n.a n.a. 72%

Electricity con­
sumption 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 0.14 0.41 0.18 0.17 0.15

Hot utility con­
sumption 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 0.65 0.06 ­ 0.44 2.26

Cool utility con­
sumption 𝑘𝑊ℎ/𝑘𝑔𝑀𝑒𝑂𝐻 1.86 1.63 0.81 0.86 3.94

LCOMeOH €/𝑘𝑔𝑀𝑒𝑂𝐻 0.45 0.40 0.70 0.75 n.a.
Carbon footprint 𝑘𝑔𝐶𝑂2/𝑘𝑔𝑀𝑒𝑂𝐻 ­1.21 1.21 n.a ­1.23 0.77

From an economic perspective, the assessment shows a clear comparative advantage of the plastic­
to­methanol route over the 𝐶𝑂2 hydrogenation. Higher costs of raw material and utility consumption
makes the 𝐶𝑂2 hydrogenation project economically unfeasible. The plastic­to­methanol, on the other
hand, benefits from requiring only plastics as main feedstock, i.e., no hydrogen is added to the process.
However, when the carbon emissions are taken into consideration, the results show this route has the
highest environmental impact. In fact, its carbon footprint is above the conventional process. This,
however, is not considering the 𝐶𝑂2 emissions avoided for using waste plastics to produce added
value materials. Nor does it take into account the bio­pastic content in the feedstock. Nonetheless, the
results from the specific input demand found that the wastes generated in the gasification process and
the syngas cleaning steps are considerable. Including a large presence of TARs, waste water, and flue
gases from the combustion chamber.

Therefore, the environmental footprint of the plastic­to­methanol route is themain limitation in the overall
performance of the technology. In particular, there are three conditions from the process that could be
improved. The first one is the generation of TARs. Previous assessment of methanol production from
waste have been focused on biomass. However, TAR yields can be up to 2 orders of magnitude higher
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when considering plastics as the main feedstock (Wilk & Hofbauer, 2013). One option is to remove
them from the produced syngas, usually by absorption processes or by reducing the temperature and
condensing them into an aqueous stream. Nonetheless, this route should include post­treatment units
for a more detailed assessment. Especially considering that an important share of the carbon in the
feestock is present in these compounds. For instance, they could be separated and recycled back to
the combustion chamber of the gasifier. Thus, reducing the need for additional fuel. Another alternative
is to eliminate them in the gasification process. The use of active bed materials, such as olivine, has
proven to reduce the amount of generated TARs (Berdugo Vilches et al., 2016). However, not to the
extend required by the catalyst in chemical processing. Another interesting option is to use a mix of
plastics and biomass. In fact, some studies have found the the interaction between the gasification
products from mixed plastics with biomass can decrease TAR formation (Weiland et al., 2021). This
could be an opportunity to reduce the mass demand of the process, the generation of wastes, and still
promote circularity in waste management systems. Moreover, the overall cost of the process could
be reduced depending on the mix of raw materials. However, more research is needed to determine
ratios, compatibility between types of plastics and biomass wastes, content of the produced syngas,
and optimum operating conditions.

The second condition is the flue gases generated in the combustion chamber. Unless another high
temperature technology is used to heat the plastics to 900 ∘celsius, waste gases from the gasification
will be the main bottleneck for the environmental performance of the plastic­to­methanol route. The
results from the simulation estimate a production of 𝐶𝑂2 equal to 40% of the demand for the 𝐶𝑂2 hy­
drogenation step. This of course, using natural gas as additional fuel to the unreacted char. Therefore,
there is a great opportunity for process integration and re­utilization of waste streams. Adding a 𝐶𝑂2
recovery unit could not only reduce the carbon emissions from the process, but it might also improve the
financial feasibility of the project. This could be achieved considering the captured 𝐶𝑂2 as an additional
carbon source for the methanol production.

The third condition is the 𝐶𝐻4 content in the syngas. Contrary to the 𝐶𝑂2 hydrogenation pathway,
methane is not removed in the plastic­to­methanol process. Even though the concentration is low (1%
of the syngas mass flow), the re­circulation during methanol synthesis ends up accumulating a large
amount of gas. In fact, 𝐶𝐻4 accounts for 55% of the mass fraction of the outlet to the methanol reactor.
This in turn translates into oversized equipment and utility consumption, in addition to be a potential
source of GHG emissions. Although methane does not pose a threat to the catalyst, it can reduce the
partial pressure of reactants and consequently, the efficiency of the process. Overall, it has an impact
in the economic performance of the technology. Therefore, adding a separation unit could improve
the financial conditions of the project and make it even more attractive. One alternative is to use a
similar process to the one used in the 𝐶𝑂2 purification system. This would require the addition of a TSA
system and a cryogenic distillation column, which could remove the majority of the 𝐶𝐻4 and Ar. The
added cost would then have to be weighted against the reduction in CAPEX and OPEX from smaller
unit operations and the reduction in methane emissions. Additionally, a carbon captured unit would
have to be included to separate the 𝐶𝑂2 from the flue gases and return it to the methanol synthesis
step. In this way, eliminating the highest source for carbon emissions. Furthermore, the design of
the methanol synthesis was based on previous research on 𝐶𝑂2 hydrogenation. Naturally, operating
conditions of heat exchangers and the distillation columns were adjusted to the inlet conditions of the
syngas. However, there was no in depth analysis to optimize the process through variations in the
layout.

Despite the better economic performance of the plastic­to­methanol route, the sensitivity analysis from
Chapter 7 shows a large dependence to the variations in the market price of methanol. This uncer­
tainty needs to be considered when deciding future investments. Especially, taking into account that
the results from the Pedigree workshop also assigned medium levels of confidence to some of the pa­
rameters used as input to the process model (Chapter 5), which represent the basis for the calculations
of the economic assessment. In this sense, the results show more confidence in the estimations of the
economic performance for the 𝐶𝑂2 hydrogenation cases. Although the sensitivity analysis also showed
high uncertainty with respect to the methanol price for this alternative route.

Table 8.1 also indicates a gap between the LCOMeOH calculated in this research with the ones found in
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literature. This can be explained by the design of the process and the differences in the raw materials.
Therefore, even though items such as fixed capital costs are higher for the 𝐶𝑂2 hydrogenation route,
the LCOMeOH is lower. In effect, two separate plants are considered for this case study, one for the
𝐶𝑂2 Purification System and one for the 𝐶𝑂2 hydrogenation. Therefore, doubling the amount of labour
for half the production output. However, both reference studies used green hydrogen as feedstock,
with a cost 3 to 4 times higher than the one used for the supply of grey hydrogen. This ultimately plays
a larger role in the economic performance, as it was previously demonstrated in section 6.3.

To understand the options for cost reduction, the influence of the purification steps in the levelized cost
of methanol is measured and depicted in Figure 8.1. The results show the share from the purification
units increase as the costs from the raw materials decline. This becomes relevant when comparing
the technical and environmental advantages of the technologies to make an investment decision. For
instance, addressing the costs from the purification systems may help to achieve the financial feasibility
of both technologies. This highlights the relevance of the purification steps to the performance of the
technologies. Nonetheless, the higher cost in the purification steps of the Plastic­to­Methanol route is
influenced by two factors. First, the raw material is completely sourced during this stage of the process.
Conversely, the hydrogen in the 𝐶𝑂2 hydrogenation route is supplied during the methanol synthesis.
Second, this share includes the 4­stage compressor needed to pressurize the syngas from atmospheric
pressure to 50 bars.

Figure 8.1: Contribution of the 𝐶𝑂2 Purification System to the levelized cost of MeOH

Another difference with the values reported from literature is the consumption of 𝐻2 and 𝐶𝑂2 (here re­
ported as carbon consumption). This directly relates to the impurity levels included in this research and
their effect on the process design. For example, Nyári et al., 2020 recycled 99.9 wt% of the unreacted
gases separated from the outlet of the methanol reactor. However, using the same specification for the
simulations in this study increased the nitrogen concentration above the limit of 0.1 𝑚𝑔/𝑁𝑚3. Thus,
0.25 wt% was defined as purge instead. Likewise, the presence of other compounds changes the con­
ditions from the distillation columns. Because of the higher content of unreacted gas materials, a larger
fraction has to be separated in the liquid­vapor condenser of the second distillation column. Otherwise,
the final product doesn’t reach the purity specification of 99.9 wt%. Therefore, more methanol leaves
the process as waste. Additionally, the property method in the simulation was improved to account for
non­ideal interactions. This modification reduced the amount of methanol recovered from the unit oper­
ations. All these findings highlight the relevance of the 𝐶𝑂2 purification system to the techno­economic
assessment, which ultimately impacts the performance of technologies in all dimensions.
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The utility consumption is found to play an important role, with the majority of the demand coming from
the methanol synthesis process. In this case, there is a similar opportunity for both technologies to
increase their energy efficiency, and consequently, their economic performance. The findings from
previous techno­economic evaluations suggest that the hot utility requirements could be completely
covered by the available heat from the process. Moreover, Szima & Cormos used the excess heat from
the methanol reactor to produce steam and generate electricity, covering the entire non­cooling utility
demand of the plant (Szima & Cormos, 2018). In this scenario, the plastic­to­methanol route is better
positioned. On the one hand, the reaction between carbon monoxide and hydrogen generates almost
twice as much heat than the hydrogenation of 𝐶𝑂2. Also, the absence of water in the outlet stream
of the reactor creates better conditions for heat exchange. On the other hand, the only utility demand
from the gasification and syngas conditioning process comes from the compressor train, which requires
a minimum amount of cooling water. Therefore, potentially all the hot utility demand could be met by
generating low pressure steam on­site. The excess heat could be used to power steam turbines and
produce electricity to supply the demand from the overall process. In comparison, the 𝐶𝑂2 Purification
System is responsible for about 20% of the low pressure steam demand. But more importantly, it
requires 2.5 MW of high temperature heat for the catalytic oxidation unit and consumes 5.3 MW of
refrigerant in the cryogenic distillation. Together, they account for 66% of the utility demand (besides
electricity) from the 𝐶𝑂2 Purification System, which could not be sourced from a better heat integration
design. Nonetheless, there is a potential of reduction in utility consumption for both processes, that
becomes more evident when compared with the references. Optimizing the layout for heat integration
would improve the environmental and economic performance of the two case studies. Which in turn,
could make the 𝐶𝑂2 hydrogenation process feasible, even under a scenario sourced with green or blue
𝐻2.

The results from the alternative hydrogen sources showed that the electrolysis unit reduces the finan­
cial performance considerably. The economic assessment concluded a levelized cost methanol of 1.36
€/kg is achieved in the case of on­site hydrogen production. Moreover, the results are obtained as­
suming an operating load of 8000 hr/yr (i.e., 91.3% capacity factor) and a fixed electricity price of 0.088
€/kWh. Lower levelized cost of electricity could be assumed considering the use of renewable sources.
However, the economic benefits would be offset by lower capacity factor. Other wise, storage alterna­
tives would have to be included in the economic evaluation. Furthermore, the power consumption from
the electrolysis unit would require more than a third of the capacity from the largest offshore wind farm
in the Netherlands (Statista, 2021). Nonetheless, it is worth noting there is a large uncertainty behind
this assumptions, and thus, on­site hydrogen production from electrolysis might be a viable alternative
in geographical locations with access to cheap, continous, renewable electricity.

The second case study analyzed the alternative for methanol production using renewable hydrogen
sourced from outside the plant. Again, the results highlight the cost of hydrogen as the main bottleneck
for the project to achieve financial feasibility. Considering the same operating conditions as for the
base case, the results suggest that even with a green hydrogen price of 1.1 €/kg, the project would
still not be feasible. Thus, reducing the hydrogen price is paramount, but not enough to achieve mar­
ket competitiveness. Consequently, cost reductions from other steps of the process also need to be
addressed.

Finally, there are potential incentives which could benefit the economic performance of both technolo­
gies. For instance, no incentives to the use of captured 𝐶𝑂2 or plastics wastes were included in the
evaluations. However, this could prove difficult to quantify. Because, depending on the final application
of the produced methanol, different accounting methods are considered. Based on whether or not the
consumed carbon is permanently stored. Therefore, the added benefit of producing methanol for fuel
consumption or to replace fossil fuel based plastics might differ. Another potential incentive relates
to energy security, particularly in the Netherlands. In the framework of searching for energy indepen­
dence, renewable alternatives for methanol production offer a pathway for domestic production. This
type of government guidelines have been already implemented and proved successful in driving up
production of alternative fuels.



9
Conclusions and Future Works

The purpose of this research was to comparatively assess the competitiveness of two alternative, re­
newable routes for methanol production through the use of techno­economic and environmental key
performance indicators. To do so, two manufacturing technologies were selected and purification steps
were included based on the conditions of the raw materials. The two process considered for the as­
sessment were:

1. 𝐶𝑂2 hydrogenation
2. Plastic­to­methanol

The trade­offs between the technologies were weighted against each other, compared with references
from literature, and to a conventional steam methane reforming plant. Additionally, opportunities for
improvement in technical, economic, and environmental performance were discussed.

(a) Comparison of the NPV between the two technologies (b) Comparison of the conversion efficiencies between the
two technologies

Figure 9.1: Comparative assessment of two renewable methanol production routes

The assessment showed neither technology outperforms the others in every metric. From an economic
perspective, the assessment indicates the plastic­to­methanol stands as the best alternative. In fact,
it is the only case study with a positive NPV over a 25 lifetime period (Figure 9.1a). Moreover, the
technology showed the best reactor conversion rates when using the same stoichiometric inlet ratio.
Highlighting the importance of the different reaction kinetics. However, when expanding the comparison
to the overall carbon conversion, the results suggest the 𝐶𝑂2 hydrogenation as the best alternative
(Figure 9.1b). The study showed this variation was caused by higher wastes during the gasification
and syngas conditioning steps.

Moreover, the impact from the lower system efficiency in the plastic­to­methanol route was evidenced
in the environmental KPIs. Contrary to the economic evaluation, the plastic­to­methanol pathway un­
derperformed in this dimension. Particularly, due to the high emissions of flue gases during combustion
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and the generation of TARs from the gasifier. Nonetheless, it was noted that the assessment was lim­
ited by not considering the intake of bioplastic nor the emissions avoided. Likewise, in the evaluation
of the 𝐶𝑂2 hydrogenation route, the carbon content of the raw materials was not taken into account.

The comparative assessment between the different sources of 𝐻2 showed using an on­site electrolyser
is still not a viable alternative. The only condition in which this might perform better is in the presence
of constant and cheap renewable electricity. But this would also have to come by the hand of lower
CAPEX. On the other hand, the high cost of green 𝐻2 is the main bottlenecks for financial feasibility of
the second alternative. Nonetheless, the environmental performance could be improved by changing
the source of hydrogen to renewable options.

The results also highlighted the comparative advantage of the reaction between𝐻2 and 𝐶𝑂, versus 𝐶𝑂2.
Even though the study found large amounts of 𝐶𝐻4 and 𝐴𝑟 get trapped in the plastic­to­methanol route,
both 𝐻2 and carbon conversions in the reactor outperformed the 𝐶𝑂2 hydrogenation technologies.

Furthermore, the main finding from this study is the influence of the purification steps. On the one
hand, the assessment showed that the 𝐶𝑂2 purification system impacts 33 % of the LCOMeOH in the
𝐶𝑂2 hydrogenation route. Moreover, it did not had a great effect on the technical or environmental
performance. In fact, 5% of the inlet 𝐶𝑂2 is accounted to be loss during the purification units. On the
other hand, the purification needs from the plastic­to­methanol process played a major role in the lower
environmental performance of the technology. With the majority of the wastes associated to the flue
gases.

These findings underscore the relevance of including the purification steps in the techno­economic and
environmental evaluations of converting 𝐶𝑂2 or plastic wastes to methanol.

Finally, this study designed two processes based on the main technologies, but it did not optimize
the layout or the energy consumption of the unit operations. With this in consideration, the following
recommendations for future works are made:

• A comparison of the results with other techno­economic studies on 𝐶𝑂2 hydrogenation showed
there is room for improvement with respect to the utility consumption. The energy integration
of the processes was out of the scope of the thesis project, however, the findings highlight the
necessity to explore alternatives for cost reductions. Moreover, there is a great source of medium
temperature heat from the methanol reactor that can be used for steam generation.

• The plastic­to­methanol route could benefit from adding one more purification step. Because of
the characteristics of the methanol synthesis process, it was found that the accumulation of 𝐶𝐻4
in the recycling loop was significant. While it does not harm the catalyst, it does increase the
investment and operational costs of the plant. Removing it before the inlet to the reactor could
improve the financial performance of the technology.

• Now that the influence of the 𝐶𝑂2 purification system is highlighted, there is a need to find alterna­
tive ways of treatment and process integration. Furthermore, analysis of the overall implications
of the purification steps should be included. This means studying the impacts and costs of re­
generation units and/or waste treatments.

• In addition, there are immediate actions that could prove beneficial for both technologies. The first
one is to include the use of by­products from both processes. These could mean, for example,
to explore other treatments that add value to the generated TAR compounds. Similarly, the off­
gases from the methanol synthesis could be burn in a furnace to produce steam. Or alternatively,
the use of on­site electrolysis with the added value of selling the by­product oxygen.

• Finally, the environmental assessment of both routes needs to be improved by conducting a LCA
with a larger scope. That includes the carbon content from the supply of raw materials and the
final application of the product.
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A
Pedigree Analysis

The definition of the components chosen for the Pedigree assessment and the description of the Pedi­
gree criteria1, covered in section 5.2, are provided here.

A.1. Components evaluated

State of the Art

• Feed streams: The category refers to the level of understanding of the composition and con­
ditions of feed streams used in the model. The score should reflect the quality and reliability of
the information used to determine the characteristics of the feedstock. More details about the
references and assumptions were provided in the attached files sent to the experts.

• Design parameters: This category represents the conditions and characteristics of unit oper­
ations and intermediate streams (e.g., temperature, pressure, number of stages in a distillation
column, mixing or recycling ratios, etc.). The score should reflect the strength of the data used to
choose the process’s design parameters. Information on the references and assumptions were
provided in the attached files.

• Flow diagram: This section refers to the information used to build a coherent process design.
How reliable is the data used for deciding which unit operations are the best suited? which tech­
nologies to use? what should be the set­up? are the different stages of the process properly
interconnected? etc. Scoring should be based on the strength or weakness of the flow diagram
design to achieve the goal of the model. Additional information relevant to the scoring was pro­
vided in the attached files.

Simulation

• Process line­ups: The process line­ups category refers to the alignment between the flow di­
agram and the Aspen flow­sheet. The scoring should reflect whether the data gather from lit­
erature (feed compositions, process conditions, design of the flow diagram) is well interpreted
and translated into the Aspen simulation environment. More information on the references and
assumptions used for this section was shared with the experts on the attached files.

• Property method: The property method is a key parameter for the simulation. Choosing the
wrong property package can considerably alter the accuracy of the model or prevent the software
from performing the simulation. For this section, the score is meant to reflect the correctness of

1The description of the Pedigree criteria is taken from Spek et al., 2016
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the property method(es) used in the process model. Information on decisions, references, and
assumptions were provided in the attached files.

• Chemistry/Kinetics: This category refers to how well are the chemical interactions from the
process represented in the simulation. Scoring should reflect the level of understanding and
the strength of the information and assumptions used to simulate the chemical reactions and/or
kinetics of the process. Relevant information for the evaluation was shared in the attached files.

• Unit operations: This category is meant to assess the modeling of process steps (equipments).
The goal is to score on the accuracy of the modeling inputs based on the available data from the
literature and the experience of the experts. All the information regarding the inputs, assumptions,
and references was provided in the documents shared with the experts.

A.2. Pedigree Criteria
• Proxy: Sometimes it is not possible to represent directly the thing we are interested in by a pa­
rameter so some form of proxy measure is used. Proxy refers to how good or close a measure
of the quantity that we model is to the actual quantity we represent. Think of first order approxi­
mations, over simplifications, idealisations, gaps in aggregation levels, differences in definitions,
non representativeness, and incompleteness issues. If the parameter were an exact measure of
the quantity, it would score four on proxy. If the parameter in the model is not clearly related to
the phenomenon it represents, the score would be zero.

• Empirical basis: Empirical basis typically refers to the degree to which direct observations, mea­
surements and statistics are used to estimate the parameter. When the parameter is based upon
good quality observational data, the pedigree score will be high. Sometimes directly observed
data are not available and the parameter is estimated based on partial measurements or cal­
culated from other quantities. Parameters determined by such indirect methods have a weaker
empirical basis and will generally score lower than those based on direct observations.

• Theoretical understanding: The parameter will have some basis in theoretical understanding of
the phenomenon it represents. If our theoretical understanding of some mechanism is very high,
wemay well be able to make reliable estimates for the parameters that represent that mechanism,
even if the empirical basis is weak. On the other hand a strong empirical basis may not be suffi­
cient to estimate future values of parameters if our theoretical understanding of the mechanisms
involved is absent. In that case extrapolation from past data is not warranted. This criterion aims
to measure the extent and partiality of the theoretical understanding that was used to generate
the numeral of that parameter. Parameters based on well­established theory will score high on
this metric, while parameters whose theoretical basis has the status of speculation will score low.

• Methodological rigour: Some method will be used to collect, check, and revise the data used
for making parameter estimates. Methodological quality refers to the norms for methodological
rigour in this process applied by peers in the relevant disciplines. Well­established and respected
methods for measuring and processing the data would score high on this metric, while untested
or unreliable methods would tend to score lower.

• Skills & time availability: This metric refers to the amount of resources that are available to
construct a process model. It includes the skill, and the amount of resources involved in the
modelling exercise, as well as the time that was available to construct the model, or to learn
more about the simulated technology. The best results, with least uncertainty, is expected when a
group of very skilled scientists is working on themodel, and when they have ample time to educate
themselves in the technology of interest. In the other extreme, one inexperienced modeller has to
do the modelling work, without time to appropriately study the details of a technology. In between
the extremes are cases where there are skilled resources available, but time is limited, or where
the resource is somewhat less experienced, but is given time to fully familiarize him/herself with
the knowledge base of the technology.



B
Regeneration Units

B.1. Dual­alkali process
The dual­alkali process is a widely used desulfurisation method. Themain chemical interactions involve
sodium sulfite and sodium dioxide to form bisulfite. The latter is removed in the rich solvent stream and
can be regenerated using calcium hydroxide. Moreover, research has shown that sodium sulfite is also
suitable to simultaneously remove 𝑁𝑂2. The product, 𝑁𝑎2𝑆𝑂4 can then be discarded using the same
regeneration and filtration process designed for the dual­alkali technology.

Figure B.1: Schematic of an absorption and regeneration process for a dual­alkali process. Sourced from
(Bezuidenhout et al., 2012)

The overall process is comprised of 3 steps: absorption, regeneration, and filtration. In the absorption
process, 𝑆𝑂2 and 𝑁𝑂2 are removed as 𝑁𝑎𝐻𝑆𝑂3 and 𝑁𝑎2𝑆𝑂4. The rich solvent is bled continuously to a
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lime reactor where sodium sulfite is regenerated. During this step, part of the sodium salts is lost with
the filter cake. Thus, solvent losses are made up from a make­up tank. The make up is usually done
using soda ash, which reacts with 𝑁𝑎𝐻𝑆𝑂3 to form 𝑁𝑎2𝑆𝑂3.

The regeneration system consists of a lime reactor, a thickener, and a surge tank. In the lime reactor,
the sodium bisulfite present in the rich solvent stream reacts with hydrated lime to form sodium sulfite
and calcium sulfite. The product is a slurry consisting of solid salts (𝐶𝑎𝐶𝑂3, 𝑁𝑎2𝑁𝑂3) suspended in
an aqueous solution of sodium sulfite that flows to a thickener tank. In here, the solid particles settle
and are sent to the filtration system. On the other hand, regenerated sodium sulfite overflows and is
recycled back to the absorber column.

Finally, the filtration system is responsible to remove, dewater, and store the precipitated solids. Con­
centrated slurry from the thickener tank is pumped to a rotary vacuum filter where a final cake consisting
of about 55% solids is obtained.

Figure B.1 shows a representation of a typical scrubbing system with the regeneration and filtration
steps included.

B.2. LO­CAT process
LO­CAT is a commercially available technology used to remove 𝐻2𝑆. The system provides significant
advantages, such as 99% to 100% single stage removal efficiency, the ability to process a variety of
gas streams, low temperature requirements, and minimum to non environmental footprint. To achieve
all of this, the method is based on a proprietary liquid solvent composed of an iron­chelate (Fe­EDTA)
catalyst.

Figure B.2: Schematic representation of the LO­CAT technology. Sourced from (MERICHEM, n.d.)

Figure B.2 shows the unit operation and process streams from a typical LO­CAT process. The main
reaction occurs in the absorption column, where 𝐻2𝑆 is converted to 𝑆, by means of an iron­based
catalyst. The 𝐹𝑒3+ ions are used as reagent (i.e., electron donor and acceptor) and as a catalyst,
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by accelerating the overall reaction. On the other hand, the EDTA does not participate in process
chemistry. Its function is to prevent the iron ions from precipitating in the aqueous solution.

Subsequently, regeneration takes place in a second unit by injecting air into the rich solution. In this
step, oxygen present in the air reacts with the ferrous ions to regenerate the ferric elements according
to reaction B.1. Additionally, a filter is used to remove a sulfur ”cake”, while the regenerated solution is
recycled back to the absorption column.

𝑂2(𝑎𝑞) + 4𝐹𝑒2+ + 2𝐻2𝑂 ⇒ 4𝐹𝑒3+ + 4𝑂𝐻− (B.1)



C
Aspen Flowsheets
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Figure C.5: Matlab code for the alkaline water electrolyser



D
Economic Evaluation

Assumptions for economic calculations
The assumptions and values used in the assessment are stated in the followings:

• The intial CAPEX is divided in 3 years prior to the start of the plant. 30% is allocated on the first
year, 60% on the second year, and 10% on the third year.

• No revenues are considered for the first 2 years. The methanol production in years 3 and 4 is
equal to 30% and 70% of the total capacity (8000 hours per year). This affects the revenues and
VCP.

• Base year of total installed costs is 2014. These costs are updated to 2019 values using the
Chemical Engineering Plant Cost Index.

• The capacity factor of the plants is considered as 91.3% (i.e., 8000 h per year).

• The catalyst is assumed to last for 3 years (Nyári et al., 2020).

• The raw material cost for the Fe­EDTA scrubbing unit is estimated at 300 US$ per ton of sulfur
removed (Gülşah Sönmez, 2017).

• For the scrubber in the 𝐶𝑂2 Purification System, 𝐶𝑎𝐶𝑂3 consumption is considered assuming an
adjacent regeneration unit. The demand is estimated using a factor of 0.045 and 2 kmol of 𝐶𝑎𝐶𝑂3
per kmol of 𝑆𝑂2 and 𝑁𝑂2 removed, simultaneously. This represent a worst case scenario for the
regeneration of 𝑁𝑎2𝑆𝑂3 from 𝑁𝑎2𝑆𝑂4 (i.e., all the 𝑁𝑎2𝑆𝑂4 is removed from the system, without
recycling any regenerated 𝑁𝑎2𝑆𝑂3 to the absorption column). The factors were determined using
data from (Bezuidenhout et al., 2012).

• 3 shifts of 5 operators are considered to operate the plastic­to­methanol plant, the 𝐶𝑂2 hydro­
genation plant, and the 𝐶𝑂2 purification system (Pérez­Fortes et al., 2016).

• No cost associated to the disposal of waste streams, nor revenues by selling of by products.

• 25 years of lifetime was assumed for all the plants (Nyári et al., 2020)
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Prices of raw material, utilities, and produced methanol

Table D.1: Prices of raw materials, utilities, and product

Raw Material Price (eur/kg) Reference

𝐶𝑂2 0.025 Cost of 𝐶𝑂2 European emissions al­
lowance (MarketInsider, 2021)

Green 𝐻2 4.10 (Nyári et al., 2020)
Grey 𝐻2 1.09 (NREL, 2018)
Plastic waste 0.066 (Gradus et al., 2017)
Natural gas 1.01 (Global Petrol Prices, 2021)
𝐶𝑎𝐶𝑂3 47.17 (Merck, 2021)
𝐻2𝑂 0.001 Assumed price of 1 𝑒𝑢𝑟/𝑚3
Product Price (eur/kg) Reference

MeOH 0.41 (Methanex, 2021)

Utility
Price
(eur/kWh) Reference

Electricity 0.088 (Statista, 2021)
Low pressure steam 0.006 Aspen Plus
High pressure steam 0.009 Aspen Plus
High temperature needs 0.015 Aspen Plus
Cooling water 0.001 Aspen Plus
Chilling water 0.001 Aspen Plus
Refrigerant 0.001 Aspen Plus

Total Installation Cost
The total installation cost, used as input to calculate the results in Section 2.3.2, are obtain from the
Aspen Economic Analyzer tool. These include PEC, piping, insulation, civil works, site preparation,
and engineering costs associated with the ISBL.

Plastic Gasification and Syngas Conditioning

Table D.2: Total installation cost of equipment for the Plastic Gasification and Syngas Conditioning process
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Methanol Synthesis in the Plastic­to­Methanol Route

Table D.3: Total installation cost of equipment for the Methanol Synthesis process

𝐶𝑂2 Purification System

Table D.4: Total installation cost of equipment for the 𝐶𝑂2 Purification System
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𝐶𝑂2 Hydrogenation

Table D.5: Total installation cost of equipment for the 𝐶𝑂2 Hydrogenation process
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Cash Flows
Table D.6 shows the details for the yearly cash flows used to calculate the economic KPIs in Section
2.3.2.

Table D.6: Yearly cash flows
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