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ABSTRACT
In this brief, we present the preliminary design of a wearable system
able to detect and haptically display head motions of conversation
participants. The aim of the system is to allow for remote commu-
nication to not have to rely on visual social cues. To demonstrate
the design principles of the system, we recorded data from a single
participant during a remote walking conversation using Zoom.
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1 INTRODUCTION
It has been said that sitting is ‘the new smoking’ [2], and, indeed,
there is evidence for detrimental effects on health as a result of sit-
ting for extended periods of time [31]. This is particularly worrying
because in the European Union 39% of people who are employed
carry out their work while seated [7]. Conversely, there is ample
evidence that low-impact physical activity, such as walking, has pos-
itive effects on physical and mental well-being [10, 17, 21, 30]. Thus,
supporting office workers to be more active could have benefits for
their health and well-being.

An important part of daily office work revolves around social
communication with co-workers, either one-on-one or in larger
meetings [18]. Technology offers the opportunity for remote meet-
ings that afford audio-visual communication [11], but that do tie
someone to their desk to use video call applications. Moreover,
video call interactions can be especially exhausting, a phenome-
non described as ‘Zoom fatigue’ [33], due to "excessive amounts of
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Figure 1: A user wearing the device.

close-up eye gaze, cognitive load, increased self-evaluation from
staring at video of oneself, and constraints on physical mobility"
[3, p.1]. Solutions to Zoom fatigue necessitate reverting back to
non-visual means of remote communication during which social
cues, such as head gestures, are unavailable.

While some examples of remote meeting tools where partici-
pants can go outside to walk exist [1], these lack support for the
communication of important social cues, such as facial expressions
and head gestures (e.g., nodding and shaking the head), that are
present in face-to-face communication. During typical social in-
teractions, 65% of the information exchanged is nonverbal, and
72% of nonverbal communication is visual [16, 25]. Head nodding
and shaking are particularly prevalent non-verbal cues in social
interactions [4]. These head gestures do not only signal affirma-
tion or disagreement (for a discussion of cultural variations see
[15]), but also serve as an important bodily backchannel during
conversation to provide feedback to a speaker [14, 28, 32]. This can
be to signal that the speaker’s turn is still in process, as well as
can show affiliation with the speaker’s stance by the listener [28].
Other research indicates that the amplitude of the head gesture
also serves a communicative purpose. For example, head nods with
high motion amplitude seem to indicate a prior utterance as news,
while low motion amplitude nods merely indicate receipt of the
prior utterance [32].

With the importance of head gestures in social interactions in
mind, in order to create better remote communication tools that
allow people to be active (e.g., by walking outside), new ways to
communicate non-verbal cues, such as head gestures, need to be
investigated. Here, we present the first design of a system that
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Nodding identified. Shaking identified.

Figure 2: Recorded head gesture data. On the left side of each
plot the angular velocity is reported, while on the right side
the "yes"/"no" motion is identified with green/red color. The
angular roll and yawhead velocities are reported in blue and
red, respectively.

detects head motions of dyadic conversation participants and pro-
vides haptic feedback as a communicative social cue in a remote
conversation.

2 RELATEDWORK
There are several works that attempt to augment audio communi-
cation with haptic feedback through the integration of some form
of tactile input (e.g., force-sensitive resistors) into mobile phones
to produce vibrotactile output (or squeeze-type output [5]) during
phone conversations [6, 12, 23]. Interactions with such systems
show that participants use them to add emphasis to speech, use
them as a signal in conversational turn-taking, engage in mimicry
of haptic signals [6], as well as use these systems for persuasive,
playful, and attention-getting interactions [23], not to mention the
communication of affect and emotions [5, 29]. In the domain of aug-
mentative and alternative communication devices [26] there have
been several explorations of systems that use haptic feedback to
provide blind, visually impaired [25], and people with deafblindness
[22], with haptic feedback of social cues, including facial expres-
sions [34], proxemics [19], eye contact [24], and head nodding
[20, 25]. In the latter case, head nodding was either not automati-
cally detected [25] or the haptic signal was binary [20].

3 SYSTEM OVERVIEW AND
DEMONSTRATION

The system (see Figure 1) has three key characteristics: first, continu-
ous measurement of head gestures. Second, discrimination between
head nodding and shaking. Last, providing dynamic haptic feed-
back of head nodding and shaking. With dynamic haptic feedback
we mean that the amplitude of the vibrations is directly related to
the amplitude of the relevant head gesture. The system includes
two vibration motors (Precision Microdrives Model No. 310-103)
that can be placed bilaterally on the body (e.g., on the shoulders).
Nodding activates both motors simultaneously in a rhythmic fash-
ion, while shaking activates the motors in an alternating pattern.
The haptic channel is particularly suitable to convey information
in everyday environments where visual and auditory information
might be disruptive, since the sense of touch is distributed, proximal,
bidirectional, and private [13].

Head gestures are detected with an IMU (Inertial Measurement
Unit (Invesense MPU6050) and a microcontroller (Teensy 3.2)) both
of which are embedded in a pair of eyeglasses for easy wearability.
An RN-42 Bluetooth antenna and a custom communication pro-
tocol allow the microcontroller to communicate wirelessly with a
smartphone. The microcontroller collects the IMU data, handles
data exchange with an application running on the smartphone, and
controls activation of the motors. To enable remote communication
of head gestures in dyadic conversation, the detected motions are
transmitted through a dedicated server via the Internet. This way,
head gestures of one person can be felt as haptic feedback by a
remotely located second person.

To demonstrate the functioning of the system, we recorded data
from a single participant during a remote walking conversation
using Zoom. The person wearing the system walked outside and
was interviewed for approximately five minutes by an interviewer.
The interview consisted of three parts: introduction and small talk,
instructions (i.e., a recipe), and discussion (i.e., a survival scenario).
Audio and video recordings of the conversation, as well as the
recorded head gesture data, are available as supplementary mate-
rials. Figure 2 visualizes the recorded head gesture data. It can be
observed how the system can distinguish between nodding and
shaking of the head at different amplitudes during a conversation.

4 DISCUSSION AND CONCLUSIONS
We presented the first design of a wearable system that enables the
communication of head gestures through dynamic haptic feedback
during a remote dyadic walking conversation.

A demonstration of the system’s capabilities to detect head ges-
tures illustrated how the device can distinguish between head nod-
ding and shaking (though some noise of general head motions is
still present), can provide detailed information about gesture am-
plitudes (see [32] for the importance of head gesture amplitude),
and can provide insights into the timing of head gestures during
conversations [9, 28, 32].

Planned future work involves making improvements to the phys-
ical form and hardware of the system. We are currently considering
different wearable form factors aside from eyeglasses, such as wire-
less earphones. We are also investigating different actuator types,
such as voice coils, for more refined haptic feedback and are exper-
imenting with the placement of the actuators on the user’s body.
Finally, we are exploring ways in which the system could be used by
more than two users through haptic frequency modulation and the
placement of multiple actuators to represent multiple conversation
partners.

In addition to improvements to the system, we have planned
several studies to investigate the use and impact of the system dur-
ing remote conversations. First, we aim to investigate how feeling
dynamic haptic feedback from a conversation partner’s head ges-
tures influences conversation dynamics [28, 32] and interpersonal
synchrony [8, 9]. Second, we are interested in whether haptic head
gestures in non-visual remote communication can contribute to
consensus building during discussions. To this end, we plan to con-
duct studies where participants both wear the system and engage
in a discussion to see whether the addition of haptic head gesture
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feedback improves consensus building, for example, through im-
proved conversation dynamics (e.g., being able to build on each
other’s social cues). Finally, we aim to explore how being physically
active during remote audio-haptic communication, can impact cre-
ativity (see [27]). We will explore how haptic head gestures can
contribute to enhancing creativity by allowing for the communi-
cation of non-verbal cues in audio-haptic remote communication
settings.
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