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Preface
This work is a master thesis written in affiliation with Computer Graphics and Visualization group at Delft
University of Technology. The work aims to facilitate the use of relighting in common applications by
simplifying the acquisition process, required to perform it. We introduce a novel, low­cost acquisition
technique that can be performed at home. Furthermore, We describe a novel interpolation method
to mitigate acquisition imperfections. Finally, we provide a proof­of­concept for dynamic relighting by
applying facial movement to static relit images.
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1
Introduction

With the world becoming a global village, long distances are cut short using various online commu­
nication and streaming platforms and solutions. Especially video conferencing has recently gain in
popularity and, therefore, developers have been busy trying to improve their software and deliver more
features to outrun their competitors. One such feature that is often used is virtual backgrounds. It
allows a user to change the background of their camera feed and replace it with a new, virtual one,
be it a picture or a video. However, this is achieved using masking, by detecting the contour around
the user’s head and body, cropping them out and compositing them on top of the new background.
This undermines user experience as the physical lighting on the user remains unchanged and causes
a mismatch compared to the new, virtual background, as seen in Figure 1.1. While this is just one of
many use­cases, our work aims at narrowing this gap.

Figure 1.1: Left: Original image. Right: Lighting mismatch between the background and the subject from the left image that has
been composited onto the new background.

Modifying the illumination of an image or video after its acquisition is known as relighting. In this
work, we specifically focus on relighting human faces. In order to infer the appearance of a face under
given arbitrary lighting conditions, we need to predict the light transport function, or how environment
light reflects off of the face. There are two main trends for performing relighting: image­based and
learning­based. The former relies on sampling the light transport function by capturing the appear­
ance of the face under various view and/or light directions [1, 10, 18, 27, 55]. With enough samples
it is possible to reconstruct a 3D face model and interpolate the sampled reflectance information to
simulate novel lighting conditions. High­end devices, such as Light Stages, use many cameras and
hundreds of light sources in a dome­like structure. These custom­made devices serve as benchmarks
but target professional users, such as the movie industry, and not the general public. Learning­based
approaches [31, 34, 38, 43, 49, 54, 58] are a recent alternative for tackling portrait relighting and have
gained popularity. Nevertheless, many methods require training data from Light Stage­like devices and
do not easily generalize. The other methods rely on pre­processing large datasets of facial images for
training but produce results that lack the visual richness of natural portraits.

We propose a method that considerably lowers the requirements of image­based approaches. We

1



2 1. Introduction

target bringing such acquisition methods to the masses by relying only on a smartphone flash, a camera
(possible another smartphone) and a reflecting sphere. The acquisition process is manually performed
by moving the flashing smartphone around the subject, and lasts no longer than one minute. The rest
of the process requires minimal user intervention. Our method produces light reflectance information
per pixel that can be used for relighting. Furthermore, we demonstrate how our method can be applied
for real­time relighting applications, such as video streaming.

Outline The remainder of this work is organised as follows. In Chapter 2 we explain core concepts
related to light transport, reflectance, and perception, as well as some technicalities for concepts ref­
erenced throughout the work. Then, existing research in the field as well as state­of­the art is detailed
in Chapter 3.

Chapter 4 details the acquisition technique used for relighting, starting with the initial inspiration for
relighting itself in Section 4.1. While we eventually deviate from the described relighting method, we
inherit some concepts of its image­capture acquisition technique, along with image alignment problems.
Mitigation attempts thereof are detailed in Section 4.2. While some are more and some less successful,
all findings contribute to introducing a novel acquisition method in Section 4.3.

Next, Chapter 5 provides an overview of the creation and refinements of reflectance maps, which
are constructed from the captured data and used for relighting. First, their structure and construction are
outlined in Section 5.1. Then, Section 5.2 describes how samples that are missing are estimated. As
this process yields many artefacts, refinements that account for shadows and varying light intensity are
accounted for in Sections 5.3 and 5.4, respectively. Additional adjustments are introduced in Section 5.5
and, finally, an extension of reflectance maps beyond the existing samples is given in Section 5.6.

The constructed reflectance maps are used for relighting and this process is described in Chapter 6.
Section 6.1 describes how this is done for static images. Next, optimisations that make the process
run in real­time are described in Section 6.2. To extend relighting to a dynamic setting and perform it
on videos, Section 6.3 describes a proof­of­concept approach for achieving this.

We present and analyse relighting results in Chapter 7 and list limitation in Chapter 8. Finally, we
conclude with a brief summary and list potential future directions in Chapter 9.



2
Background

In this chapter, we cover core concepts that will be the basis of research in the remained of the thesis.
We first summarise concepts related to light transport and human perception that lay foundation for
understanding relighting in Section 2.1. Then, in Section 2.2 we distinguish linear and gamma space
that affect our relighting computations. We proceed to define coordinate spaces that we use as well as
conversions between them in Section 2.3. Finally, Section 2.4 details how environment illumination is
described using environment maps, which are used to define the lighting of relit images.

2.1. Light Transport and Reflectance Functions
To understand relighting, we first have a look at human sight, perception, and light traversal. People
perceive the world around us as receptors in our eyes react to light (photons), emitted from a light
source, that bounced from surrounding objects and into our eyes. In computer graphics, such a traver­
sal of light in a scene is described using a light transport function. We are specifically interested in
how different materials reflect light, which is described with a reflectance function, as this is what af­
fects their appearance. In simple case for opaque surfaces, this can be captured with a bidirectional
reflectance distribution function (BRDF). In traditional implementations, the function consists of two
isotropic components, namely diffuse and specular, depicted in Figures 2.1a and 2.1b, respectively.
The former, diffuse, measures how incoming light scatters homogeneously in all directions, whereas
the latter, specular, measures intensity of light as it reflects from the surface in the direction of incoming
light reflected over the normal of the surface. A reflectance function that is solely based on the diffuse
component is called Lambertian.

(a) Diffuse reflection. (b) Specular reflection. (c) Subsurface scattering. (d) Foreshortening.

Figure 2.1: Figures 2.1a, 2.1b, and 2.1c represent different reflection and scattering effects. Figure 2.1d represents foreshort­
ening where surface patch 𝑥 appears smaller (as large as 𝑑) from the perspective of light direction l. Here, 𝑑 = 𝑥 cos𝛼.

The BRDFmodel is an approximation and is incomplete for complex real­world materials, especially
for human skin. While human skin does reflect some light directly off of itself, which can be considered
a specular reflection, a lot of light is refracted inside the skin and then re­emitted in different directions.
If this happens close to the surface of the skin, we can approximate it as a diffuse reflectance, some­
times also referred to shallow scattering in the case of skin. However, human skin consists of several
layers of biological tissue, which allow the light to traverse further into the skin and travel for a certain
distance before being re­emitted [2, 19, 39]. This effect is known as subsurface scattering and is de­
picted in Figure 2.1c. As an extension to BRDF, it forms bidirectional scattering­surface reflectance
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4 2. Background

distribution function or BSSRDF [28]. This phenomenon drastically affects the appearance of skin. It
mostly manifests in red tones that can be most easily be observed where a light shines through a thin
layer of body tissue such as ears or fingers. Another case can be observed where a shadow is cast
over a patch of skin. Light from the lit area can traverse through the skin and be emitted in the shadow
area, causing the part of the shadow region close to the shadow boundary to appear somewhat red.
While these effects may sound marginal, people are very perceptive of even the smallest inaccuracies
in appearance of faces, making this effect an important consideration especially applications such as
the movie or game industry.

Regardless of the reflectance function used, appearance of a surface is still subject to the amount
of incoming light (i.e. the number of photons that hit the surface). This is primarily dependent on the
orientation of the surface in relation to the light source, measured by the angle between the surface’s
normal and a vector from the surface toward the light source. A greater angle causes a patch of
the surface to appear smaller as seen from the perspective of the light source. This effect is known
as foreshortening and affects light intensity on the surface. In other words, for greater angles, the
same amount of light is spread over a larger area of a surface, which means that an individual patch
of the surface receives a smaller amount of light, making it appear darker. This effect is depicted in
Figure 2.1d. The factor that describes the loss of light intensity is the cosine of the measured angle.

2.2. Gamma Correction
Relighting requires many light computations to be performed, however, these cannot always be directly
performed on images that we capture with a camera. Light is additive, thus, combining light emitted from
multiple source is as simple as summing the individual contributions. However, human perception of
light is logarithmic; we are better at distinguishing different shades of darker colours than brighter. Thus,
there is a discrepancy between a linear scale on a physical and perceptual level. Most modern images
use 8­bit colours and therefore only have 256 distinct levels for each of the RGB channels. If these
values were encoded in (physically) linear space, the perceived difference between two darkest levels
would be great, yet the brightest levels would barely be distinguishable. To overcome this issue, colours
are encoded using a perceptually linear scale. We say that images are encoded in gamma space.
When displaying these images, a digital monitor would then convert the colours using a logarithmic
mapping from gamma space back to linear space, such that they would be perceived correctly by the
end user. The conversion between gamma and linear space is called gamma correction. In its simplest
form, the conversion is computed as 𝑐𝐿 = 𝑐𝛾𝐺 or, conversely, 𝑐𝐺 = 𝑐𝛾

−1
𝐿 , where 𝑐𝐿 and 𝑐𝐺 are the same

colour in linear and gamma space, respectively, and 𝛾 = 2.2 is the gamma correction factor. As this is
a non­linear operation, we cannot simply add values in gamma space to combine light source as we
would in linear space. We first need to convert images to linear space, then perform any computations,
and then convert them back to gamma space. We perform this operation any time we deal with light
computations. However, some image formats, such as EXR and HDR, already store images in linear
space. When using these formats, no conversion to or from linear space is needed.

2.3. Coordinate Spaces
Typical applications in computer graphics operate in Euclidean 3D space, however, the orientation
of the space often varies in different use­cases and applications. To avoid ambiguity, we give clear
definitions of coordinate spaces that we use and detail conversions between them. Our Euclidean 3D
space is defined such that the 𝑋 axis increases rightward, 𝑌 upward, and 𝑍 toward the camera. This
orientation is used consistently throughout this work.

The direction of any vector in this 3D space, anchored at the origin, can be expressed using spher­
ical coordinates (𝜃, 𝜙), also referred to as longitude and latitude, respectively. Here, 𝜃 ∈ [−𝜋, 𝜋] repre­
sents rotation round the 𝑌 axis, according to the right­hand rule, from −𝑋 toward +𝑋, with the extremes
aligned toward the negative 𝑍 axis. 𝜙 represents the polar angle or inclination from the 𝑋𝑍 plane,
where negative values face in the direction of negative 𝑌 axis, and positive toward positive 𝑌. A graph­
ical visualisation of the coordinate system can be seen in Figure 2.2 The coordinates only represent
direction, no radius or distance is given. If distance is assume to be one, however, then the vector can
be thought of as pointing from the origin to a unique point on the unit sphere with the direction defined
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Figure 2.2: 3D coordinate space with 𝑋, 𝑌, and 𝑍 axes. A di­
rection vector (yellow) can be represented using its latitudinal
(red) and longitudinal (blue) coordinates.

Figure 2.3: Example environment maps. Top two rows rep­
resent examples of high­resolution real­world environment
maps. The bottom row represents two low­resolution envi­
ronment maps representing a single small light source that
illuminate a scene from in front (bottom left image) and from
the viewer’s left (bottom right image).

by (𝜃, 𝜙). Conversion from a unit vector v = (𝑥, 𝑦, 𝑧) to spherical coordinates is computed as

𝜙 = arcsin𝑦
𝜃 = arctan2(𝑥, 𝑧),

where arctan2(𝑦, 𝑥) is a 2D function that returns the angle 𝛿 ∈ [−𝜋, 𝜋] of the line through point (𝑥, 𝑦).
Conversely, spherical coordinates can be converted to a 3D unit vector using

𝑋 = sin𝜃 cos𝜙
𝑌 = sin𝜙
𝑍 = cos𝜃 cos𝜙.

2.4. Environment Maps
Our relighting process involves evaluating a set of reflectance function to compute the appearance of
relit face. However, reflectance functions do not describe the incoming light, which is given in form of
environment maps.

Environment maps are high­dynamic­range images of size 𝑤 × ℎ (in our case 64 × 32). Each
pixel of an environment map represents light that illuminates a scene from a certain direction or small
area. The environment map can be thought of as a texture for a 3D sphere at an infinite distance
from the origin. The colours mapped from the environment map to the sphere then shine light onto
the scene, illuminating it. Each point on the map therefore also represents a point on the sphere.
Thus, environment maps can be represented in two coordinate systems. The first is using its image­
space coordinate system, represented as (𝑥, 𝑦) where 𝑥, 𝑦 ∈ [0, 1] and 𝑥 increases horizontally and
𝑦 vertically, and the origin in the top­left corner. These image­space coordinates can be mapped to
spherical coordinates (𝜃, 𝜙), which we have already defined. The conversion to spherical coordinates
is computed as

𝜃 = 2𝜋(𝑥 − 0.5)
𝜙 = 𝜋(0.5 − 𝑦).

Similarly, polar coordinates can be converted back to image­space coordinate system as

𝑥 = 𝜃
2𝜋 + 0.5

𝑦 = 0.5 − 𝜙𝜋 .

Example environment maps can be seen in Figure 2.3.





3
Related Work

Skin’s appearance and reflection properties are a vital consideration for any artificial representation of
skin and have, therefore, been studied extensively. Skin reflectance was found to vary significantly
from individual to individual and is subject not only to exceptional skin conditions like albinism, but
also to regular variations in biologically conditioned factors. Examples include levels of melanin and
hemoglobin [2, 29], age, moisture (water content), environment humidity, time of day, skin treatment
prior to observation [25], sweat, blood flow [19, 55], emotion [29], sun exposure, genetics, health,
substance use [22], and even external factors such as skin stretch [25, 37] and make­up. In general,
however, skin was found to exhibit highly anisotropic specular and scattering components that change
based on the incidence angle of incoming light, with angles perpendicular to the surface exhibiting more
scattering and angles parallel to the surface exhibitingmore specularity [25]. Subsurface scattering also
received a lot of attention as it greatly changes the perceived colour of the skin [19, 51, 55]. Researches
managed to capture and reproduce the effects listed above using custom rendering methods. However,
they relied on measurements conducted with lasers [25], polarised light filters [10, 20, 42], or other
custom in vivo techniques with specialised equipment [29, 55], all of which are not suitable for a simple
setup that we aim for. These measurements also revealed that skin appearance varies for different
parts of the face [55], which makes generalising skin’s reflection function even more difficult and would
require complex models to accurately estimate.

Some relighting methods have adapted to these problems by employing so­called one­light­at­a­
time (OLAT) approaches [10, 17, 26, 27, 55]. These image­based techniques sample the light transport
function by recording a subject’s face in a carefully controlled lighting environment. The function can
then be used to perform relighting.

Debevec et al. [10] proposed the first Light Stage to extract reflectance fields for face in an OLAT
manner. Two fixed cameras and a light source attached to a gantry that rotates around the subject’s face
are used for capture. Moreover, polarising filters separate diffuse and specular components. Figure 3.1
(left and center) shows this setup. A reflectance function is inferred per pixel to perform relighting.
Newer Light Stage versions involve more cameras and a larger number of fixed light sources in a dome­
like structure, allowing for increasingly denser and precise capturing of human faces [9]. Such dome­
based setups are commonly used in the entertainment industry and can be extended to performance
capture [40] and the full human body [11].

Lighter versions of the Light Stage lower the setup requirements by focusing on diffuse and specular
maps instead of reflectance fields. Single­shot, or quasi­instantaneous, methods are particularly attrac­
tive since they avoid the issues of head movement [15, 16, 20, 21, 32, 41]. Nevertheless, such systems
still require several cameras and special lighting, such as polarised illumination patterns. However, we
aim at a wide­spread use of face appearance capture, mostly relying only on common devices, such
as a pair of smartphones.

Reflectance fields, even when acquired with such domes, are considered sparse for many applica­
tions and require interpolation [14]. Recently, multi­view OLAT data has been used as training sets for
many machine learning­based approaches to increase the lighting resolution [50, 57]. Xu et al.’s deep
neural network for relighting requires only five images with different light directions as input [56]. Yet,
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8 3. Related Work

Figure 3.1: Left and center: Light stage gantry and acquisition timelapse of the Light Stage used by Debevec et al. [10]. Right:
Light Stage used by Meka et al. [34].

their training is based on renderings with pre­defined BRDFs, which cannot capture the complexity and
broad variation of human faces.

Using a neural­network trained with Light Stage data, Meka et al. [34] proposed a method that only
requires two images per subject, but these two images need to be acquired under special gradient
lights obtained via Light Stages as seein in Figure 3.1, right. Other methods use such data to train
a network that accepts a single portrait as input [31, 38, 49, 54]. Nevertheless, apart from requiring
challenging data for training, these networks have issues when extrapolating data.

To lower training­data requirements, one can fit a 3D mesh to single portraits to synthesise data [43,
58] or perform relighting between two portraits [46]. Nevertheless, such methods cannot generalise
illumination conditions and mostly rely on a simple Lambertian model for the face, which cannot match
the quality of directly sampling the light­transport function.

Light Stages have also been used for digitalisation of cultural artefacts [26], although alternative ap­
proaches with a simpler setup have gained much attention later. Namely, Reflectance Transformation
Imaging (RTI) [35], which internally uses Polynomial Texture Maps (PTM) [33]. This is another OLAT
method that uses a fixed camera to record several images of an object, each illuminated from a differ­
ent direction. RTI provides a framework for viewing the scanned objects while changing illumination
conditions, enhancing specular highlights, visualising normal maps, and more. While this method was
designed for capturing static objects, it served as an initial inspiration for exploring options of using it
to capture human faces instead.



4
Acquisition Method

Face relighting requires full representation of the reflectance function, which changes across the face [55]
and differs for each individual. To capture this, we need an efficient acquisition method that allows us
to record the this function. We take inspiration from Reflectance Transformation Imaging (RTI) [35] and
investigate the capabilities of the approach in Section 4.1. While RTI­like acquisition of capturing faces
is simple and efficient, it exhibits many artefacts. Most notably, misalignment between the captured
images due to head movements during capture. While we eventually deviate from RTI and base our
capture and relighting method around Light Stages [10], we still face the same issues that occurred
during RTI. Thus, we first describe several tentative solution to misalignment in Section 4.2. Because
not all of the listed methods are suitable for the problem at hand, we learn how to adjust the acquisition
setup to overcome the issue. The final version of the acquisition setup is described in Section 4.3,
along with methods to extract useful data from the captured footage.

4.1. Reflectance Transformation Imaging
RTI offers a simple relighting technique that operates on reflectance function of objected inferred from
data, capturing during a simple acquisition technique using a single camera, a portable light source,
and a reflective sphere. While normally used for static objects, we wish to use RTI’s simple acquisition
technique and adapt it for human faces. Thus, in this section, we explore the applicability of this method.

In its original form, RTI uses Polynomial Texture Maps (PTM) [33] to compute an approximate re­
flectance function based on multiple images of a selected artefact. Capturing is done using a profes­
sional camera. Each of the captured images is recorded under different lighting conditions generated
by a flash or other similar light source with directional light oriented towards the object. The light source
is moved at a constant distance around the object as pictures are being taken. A reflective sphere is
added to the scene and exhibits a specular highlight of the light source. Highlight’s location on the
sphere in the captured images is used to compute the direction of incoming light. A detailed process,
as well as the software for performing RTI is provided by Cultural Heritage Imaging (CHI)1.

Contrary to the original approach, we use this method to capture human faces at home. We ask
our subject to sit still in front of a plain­coloured background, preferably matte black. It was found
that a headrest helped our subject keep their head still. We use a smartphone camera instead of a
professional camera and a directional table lamp instead of a camera flash. The smartphone is fixed in a
holder made of cardboard since a tripod was not available. For the reflective sphere, CHI recommends
to use a black porcelain sphere, however, for simplicity, we use red Christmas tree ornaments which
can be easily purchased. The process is done in a darkened room with window shades down, although
the roomwas not completely dark. Apart from the subject, at least one other person needs to be present
to move the light source and remotely trigger the camera shutter as the light source is being moved
around. The acquisition process takes up to a few minutes.

Afterwards, we remove images that are not usable. This may happen if the light source is too
far to the side and casts dark shadow over half of the face. The remaining images are fed to the RTI
software to produce results. Our first observation is that auto­stabilisation, auto­focus, white­balancing,
1http://culturalheritageimaging.org/Technologies/RTI/
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10 4. Acquisition Method

automatic exposure adjustments, and similar settings introduce undesirable shaking and unpredictable
changes in colour; therefore, they should be disabled, if possible. This is especially pronounced for
front­facing cameras, which may, on some smartphones, produce pictures of prohibitively low quality,
especially in dark environments. Furthermore, taking pictures with the default camera app significantly
increases the quality of images as opposed to grabbing an active frame from the live video feed. Sec­
ond, we captured several datasets with different amount of ambient illumination. It was found that RTI
reconstructs the same amount of detail regardless of whether there is a small amount of ambient il­
lumination present. In such a case, however, the inclination of normals in the normal map was less
pronounced (i.e. the normal maps were flatter).

Self­shadowing effects (e.g. when a nose casts a shadow over a cheek) affected the estimated
normals and caused seams on smooth surfaces. Furthermore, normals in concave areas, most notably
around ears, failed to be estimated correctly due to the lack of light illuminating the inside of ears when
the light source was on the other side of the head. These artefacts happen because RTI expects
a convex object where normals can be reliably estimated based on the captured colours and light
directions. Faces, however, are not convex and contain many concavities. We tested the RTI software
against the ground truth with renders of a ray­traced 3D head model. Indeed, the software failed to
reconstruct concave areas as seen in Figure 4.1. It also reproduced great level of detail, down to the
level of skin pores. Unfortunately, this was not the case for captured images, where normals appeared
blurry, significantly decreasing their quality.

Figure 4.1: RTI input files and results. Each row represents a dataset with different features (top to bottom): little ambient
illumination, ambient illumination, synthetic renders. The first four columns represent example input image with light source
in front, to viewer’s right, left, and top­right, respectively. The last three images represent constructed normal maps, example
relighting with light source to the bottom­right, and specular enhancements for light source top­right. Notice how normal maps
in the first row produce stronger normals as opposed to the second. The image in the third row fourth column represents ground
truth normal maps for the synthetic case. Additionally, right­facing normals in the right ear (viewer’s left) cannot be reproduced.

While RTI provided a good initial insight into relighting using image­based approaches, its primary
drawback are twofold. First, it suffers from misalignment artefacts and, second, it cannot be used
for relighting under arbitrary environmental lighting. Thus, we eventually decided to opt for a more
elaborate approach similar to Debevec et al. [10], that uses a spatially­varying encoding of reflectance
functions for each pixel of the face, which is further explained in Chapter 5. This approach allows
us to perform relighting under arbitrary illumination. However, it is also an image­based technique
and, therefore, requires images of faces under varying illumination, just like RTI. Thus, the problem of
misaligned images still persists. In the following section, Section 4.3.3, we analyse various methods for
stabilisation to overcome this. While not all the described methods perform stabilisation successfully,
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we learn how to refine the acquisition method in a way, that allows us to stabilise images after all. The
new acquisition method is our novel contribution and is described in Section 4.3. It is a hybrid approach
that is imitates the aforementioned Light Stage, but with the simplicity of an RTI­like setup.

4.2. Alignment of Images
Subjects that we capture in our acquisition process cannot always stay completely still, causing mis­
alignment and decreased quality. Even thoughwe use a headrest, small movements cannot be avoided.
Figure 4.2 visualises these misalignment issues and potential improvement. To help keep head move­
ments minimal, research in face capture techniques clearly shows a trend in decreasing the acquisition
time, going from few minutes in early face capture stages to a few seconds [15, 16, 20, 21, 32, 41]
or even a single­shot capture for very detailed face models [3]. On the other hand, some researchers
state that their subjects had no problems staying still for a few minutes [10]. However, the resolution
of their captured images seems forgivingly small, making it difficult to notice small head movements at
all. This also relates to our acquisition technique. A short capture with 9 images was able to produce
much better results in terms of alignment than a dataset with 36 images that took longer to capture.
Unfortunately, 9 images are not sufficient to accurately capture lighting details over the whole face, and
minor head motion was present nonetheless. Thus, alignment of images remains an issue that cannot
be completely solved by our acquisition method alone. Instead, we explore options for aligning source
images as a post­processing step.

Figure 4.2: The image on the left represents the average of unaligned captured images. The right image represents the average
of the same images after (manual) alignment. Notice how blur artifacts are much less pronounced in the right image.

4.2.1. Dense Optical Flow
The first attempt at stabilising was to use dense optical flow [12]. Dense optical flow tracks the move­
ment of pixels across several frames of a video by comparing their local neighbourhoods. We deem
the images that we capture to be close to a video as the face is mostly still, only the lighting changes.
To minimise the error of tracking movement across several frames, we designate one frame, that is
lit from in front, as an anchor frame. We then compute dense optical flow to every other frame, as
if they were consecutive frames of a video. The result is a movement vector for each pixel of each
frame (apart from the anchor frame, which we are trying to align other frames to), which can be seen
in Figure 4.3a. Unfortunately, lighting differences appear to be too significant for dense optical flow to
perform well enough to be used for stabilisation.

We identify several issues. By definition, optical flow assumes that pixel intensities of a moving part
do no change. In our case, however, movement is detected because specular highlights, especially
on the hair, move as a result of illumination changes and not head movements. Similarly, shadows
caused by self­shadowing effects are also tracked as theymove over the caused because of illumination
changes. Furthermore, if a whole area of the face is in shadow and pixel intensities in that area change
drastically, it makes tracking almost impossible. Even though we expected these problems to occur, it
seems that they are more significant than expected. Thus, we conclude that dense optical flow is not
an appropriate tool for stabilisation.
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(a) Visualisation of movement in
dense optical flow.

(b) Best tracking location for tem­
plate matching.

(c) Good features to track with
and without a mask.

(d) Feature tracking using sparse
optical flow.

Figure 4.3: Different stabilisation techniques. Figure 4.3a shows pixels of a face moved according to dense optical flow estima­
tions, leaving behind empty space coloured black. Figure 4.3b shows which areas of the face are easiest to track using template
matching. Figure 4.3c displays how masking affects detection of good features to track. Figure 4.3d shows tracking using sparse
optical flow. The red indicators failed to track, yellow indicators are outliers, and green indicators were used for rigid registration.

4.2.2. Rigid Registration
The next approach was to track a handful of points on the face and use their movement to compute
stabilisation. To track these points, we could add fiducial makers onto the face during capture, but
for simplicity and to keep the footage clean, we did not wish to do so. Instead, we tracked selected
facial landmarks (i.e. distinguishable points on the face) in post­processing, that is, we detect those
landmarks in each individual image separately. As a result, we obtain a set of facial landmarks, each
with a slightly different location on each image.

The points that we track give enough information to align the images to one another. We choose to
approximate head movement using image­space translation and rotation combination. In other words,
we assume one image can be aligned to another by simply translating and rotating it by a certain
amount. We always align two images at a time. Let 𝒫 = {p1,p2, ...,p𝑛} and 𝒬 = {q1,q2, ...,q𝑛}, where
p𝑖 ,q𝑖 ∈ ℝ2 be the two sets of points for two images we are trying to align. We wish to find a rotation
matrix 𝑅 and translation vector t, such that the transformed points of 𝒫, computed as p′𝑖 = 𝑅p𝑖 + t,
would be as close to their counterparts in 𝒬. We formalise this disparity as a least squares error whose
minimisation yields our best solution:

(𝑅, 𝑡) = argmin
𝑅,t

𝑛

∑
𝑖=1
||(𝑅p𝑖 + t) − q𝑖||2.

We obtain the results if we equate its derivative to zero and solve for 𝑅 and t. This well­known problem
is called rigid registration; the reader is referred to other sources for implementation details [48].

This approach can operate on any set of at least three points for the images. How we obtain the
points is subject to another method. In the following section, we test the accuracy of the method by
manually selecting and tracking points. We test an automated tracking method in Section 4.2.4 and
an automated point detection method in Section 4.2.5, until finally finding a suitable solution for both
problems in Section 4.2.6.

4.2.3. Manual Alignment
We can use rigid registration using manually identified and placed landmarks over every frame. We call
this approach manual alignment. Eventually, we wish to automate this process, however, this method
is sufficient to validate the accuracy of rigid registration.

To test the approach against ground truth, we take an image, and rotate and translate it by a set
amount. Then, we perform manual alignment on the original image and the transformed image and see
if the ground truth and estimated transformations match. Our results over several iterations show that,
for a source image with resolution of 1591 × 1846 pixels, the average errors over 10 iterations did not
exceed 2.5 pixels for translation and 0.5∘ rotation. The error is deemed very low, especially considering
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that the resolution of the images was high and even small facial landmarks were spanning over multiple
pixels, which made it difficult to locate their position precisely. During the experiment, regardless of the
resolution of the image, the landmarks were always chosen with a per­pixel accuracy. We did not
observe significant improvements or decline in accuracy for a higher number of facial landmarks used.

Furthermore, we tested the method on datasets that we captured for the initial RTI tests. All images
were aligned to a selected anchor frame, with frontal illumination. Points that we were unable to locate
due to shadows or other lighting effects were skipped in the process. We performed visual inspection
by comparing an average of original images with what of aligned images. The latter was observed to be
significantly less blurry, which implies that images were no longer misaligned. This validation method
has proven to be very effective and is therefore used when no ground truth is available. Results of this
method can be observed in Figure 4.2.

4.2.4. Template Matching
While using rigid transformation using manually located points performs well, we wish to use an auto­
mated system for performing the alignment. Thus, we aim to find a method that could track the same
points selected on a so­called anchor frame across the remaining frames. We first resort template
matching as implemented by OpenCV [5].

In general, template matching is used to find the location of an image part in the target image that it
was taken from. The image part of size 𝑠×𝑠 is called template and is compared to patches of the target
image until a best match is found. We estimate that this method is robust enough to allow searching
for the template location in an image that is not the same, but similar to the target image. Thus, if our
template is a patch from around a selected facial landmark in the anchor frame, then we can find the
location of that landmark in other frames as well. Performing this operation for all facial landmarks, we
obtain two sets of points, one for each image, which can be used to perform rigid registration.

We used OpenCV’s implementation of template matching using TM_CCOEFF_NORMED similarity
measure, defined as

similarity =
∑𝑖(𝑇𝑖𝐼𝑖)

√∑𝑇2𝑖 ∑ 𝐼2𝑖
,

where 𝑇𝑖 represents a pixel in a template and 𝐼𝑖 its matching pixel in the patch of the target image.
The template matching algorithm does not take rotation into account, but as we are only comparing
small patches, the expected rotation is estimated to be small and negligible within these patches. After
the points are tracked, rigid registrationmay still yield a noticeable amount of rotation, which is desirable.

Since our footage contains strong shadows that can make certain areas of the images almost com­
pletely black, template matching is likely to fail in such cases. For example, two images where the
light source is on the left and the right will be difficult to align because of dark shadows on different
sides of the face. For this reason, we only align images with similar lighting conditions. The images
are manually arranged in a tree, such that the root node had most frontal lighting and the leaf nodes
had least frontal lighting. The leaf nodes were separated such that only images with similar lighting
conditions were siblings of some node with slightly more frontal lighting. When performing pairwise
alignment, rigid registration was limited to facial landmarks that did not lie in shadows on any of the
two contributing images. Alignment was propagated throughout the tree. Each child node was aligned
to its parent, and the image represented by the child node was transformed accordingly. The process
recursively repeated until all nodes were aligned.

As template matching compares a neighbourhood around a selected point in an image, we suspect
that points with no notable facial features around them, e.g. a point on the forehead, would be difficult
to track. To validate this, we perform a brute­force tests. We take an image of a face, transform it by
a small amount and perform template matching between then for every pixel2. This gives us a set of
new points on the transformed image, which we compare with the ground truth. We use the normalised
distance between the estimated transformed points and actual transformed points to visualise the error.
Figure 4.3b shows this visualisation, which confirms our hypothesis that only points around noticeable
facial features are good for tracking.
2In practice, due to high resolution of the image, we only processed pixels in every 𝑛th row and 𝑛th column to avoid excessive
processing, yet still obtain reasonable results.
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This guides us to manually select points that we use for aligning images in our dataset, which are
also visualised in Figure 4.3b. Using these initial points, we run our algorithm for several template
sizes 𝑠 ∈ {16, 24, 32, 48, 64}. Unfortunately, the results were, upon visual inspection by averaging,
more blurry than the original ones. This means that stabilisation failed and facial landmarks were not
successfully tracked. As with dense optical flow, there was a significant change in lighting that affected
the appearance of selected facial landmarks to such an extent that tracking template matching was not
possible, even though we already limited ourselves to comparing images with similar lighting conditions.

4.2.5. Detecting Facial Landmarks
Instead of choosing facial landmarksmanually, we employ an automated system for detecting them. We
resort to machine learning frameworks as they may be able to predict location of facial landmarks that
are hidden due to shadowing effects [6, 23, 24, 30]. Due to its accessibility, we opt for using approach
suggested by Bulat and Tzimiropoulos [6]. The authors already provide pre­trained models, which are
simple to use. The algorithm returns, for a given image, a set of facial landmarks around the eyes,
eyebrows, nose, mouth, and a path from the ears, along the jaw toward the chin. The algorithm can
capture these landmarks from a single RGB image where a face is present under any orientation. Even
if the face is facing sideways, the algorithm is capable of estimating the landmarks on the occluded side
of the face, which can be useful for detecting faces where half of the face is in dark shadow.

We ran the algorithm on one of our datasets with almost no ambient illumination. Unfortunately, the
algorithm performed failed to detect facial landmarks for all images. These results were once again
subject to the effects of hard lighting effects. While the algorithm was trained on images that included
shadows, they never were as strong as in our case, causing the algorithm to fail where parts of faces
were almost completely black.

We test the method on another dataset, captured with a noticeable amount of ambient illumination,
where all facial features were still clearly recognisable, even if in shadow. However, even for this
dataset, the consistency of estimations of facial features was not coherent. This was most prominent
for landmarks that stretch from the chin towards ears. This was no surprise given that the texture
on the chin is homogeneous and therefore makes it difficult to determine exact position of landmarks,
especially if the appearance of the chin varies due to changing lighting conditions. In conclusion, it
seems that the algorithm is simply not accurate enough for fine alignment of images. Examples of
failed alignment for this dataset can also be seen in Figure 4.4.

Figure 4.4: Results of detecting facial landmarks. The first two images represent failure to detect facial landmarks for a dataset
with little ambient illumination. The following two images represent correctly, but inaccurately estimated facial landmarks. Note
how points at the sides of the faces do not match with the actual contour of the face. The last, rightmost image shows misalign­
ment of facial landmarks from the preceding two images.

Other researches who used this framework also stumbled across the same issue [58] and therefore
used a more exact version of landmark detection by Kazemi and Sullivan [30]. Although future work
should explore using this option for facial landmark detection with shadows, we eventually resorted to
using sparse optical flow.

4.2.6. Sparse Optical Flow
Current approaches this far proved not to be working for alignment of images with different lighting
conditions as lighting varied too much from one frames to another. To overcome this, we record a video
of the face while the light source is being moved around. We estimate that having many frames with
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small and gradual light changes between consecutive frames will make alignment easier as opposed
to capturing only individual images with great changes in lighting.

Tracking To provide useful tracking data to rigid registration, we used sparse optical flow [4]. This
method takes a set of points in a frame and tracks their movement to another frame. The method
expects the movement of tracked points to be minimal, however, we use a pyramidal implementation.
This means that tracking is first executed on down­scaled version of the images and then again at the
original resolution. We use three pyramidal levels in total. This allows the movement to be somewhat
bigger, which is useful since we want the algorithm to work on high­resolution images as well, where
even small facial features may be spanning over several pixels.

The points to track are detected automatically using a corner­detection algorithm [45], which yields
good features to track. These features are placed where the gradient of an image changes significantly,
which happens in what we perceive as corners or borders. Consequently, homogeneously textured
areas are avoided, which is consistent with our observations in template matching. A mask is used to
restrict feature detection only on the face itself. The effects of this can be seen in Figure 4.3c. Points
are mostly placed around the eyes, nose, and mouth. To automate the creation of such a mask, we
use a face detection algorithm [52] which gives a bounding box of the given face. A mask is generated
such that a circle is inscribed into the bounding box and scaled down by a factor of 0.6, such that it
covers the aforementioned facial features.

Suppose we have a video of 𝑛 frames, where 𝐹𝑖 is the 𝑖th frame. Face and points to track are only
computed on the first frame of a video, giving a set of points 𝑃0. For all the following frames, sparse
optical flow is used to track the features from frame 𝐹𝑖 to its following frame 𝐹𝑖+1. In other words, given
a set of points 𝑃𝑖, running sparse optical flow yields a set of tracked points 𝑃𝑖+1. These two sets can be
used to perform rigid registration and obtain a transformation 𝑇, which is a combination of rotation and
translation. Sparse optical flow may fail to track all the points correctly. Those that failed to be tracked
are not used for rigid registration. Instead, they are transformed according to 𝑇 to obtain their expected
location in frame 𝐹𝑖+1, which is then becomes a part of the set 𝑃𝑖+1, that can, in turn, be used to perform
tracking on the following frame 𝐹𝑖+2.

Removing Outliers Often times, sparse optical flow does not fail completely, but may track points to
an invalid location that is far off of where it should be. Such outliers contribute equally to computing
rigid transformations as any other point, negatively affecting our stabilisation algorithm. We detect and
remove these using RANSAC [13]. This operation is applied after sparse optical flow detects new
points 𝑃𝑖+1. It is an iterative process; first, it only selects three random pairs of matching points from 𝑃𝑖
and 𝑃𝑖+1 and uses them to compute a rigid transformation 𝑇′. Then, for each remaining pair of points
𝑝𝑃𝑖 ∈ 𝑃𝑖 and 𝑝𝑃𝑖+1 ∈ 𝑃𝑖+1, an error value is computed as ||𝑇′𝑝𝑃𝑖 − 𝑝𝑃𝑖+1 ||. If the error value is below a
threshold, the pair of points is added to a set 𝑆 along with the three initial pairs used to compute 𝑇′.
The pairs of points in 𝑆 are used to compute a better rigid transformation 𝑇∗. An error measure of 𝑇∗ is
computed as a mean squared error (MSE) of the pairs of points in 𝑆:

MSE = 1
|𝑆| ∑

(𝑝𝑃𝑖 ,𝑝𝑃𝑖+1 )∈𝑆
||𝑇∗𝑝𝑃𝑖 − 𝑝𝑃𝑖+1 ||2.

If MSE is below a set threshold, then the model 𝑇∗ is returned as the best fitting model. Otherwise, the
processes is repeated by sampling three new random pairs of points. After a set number of iterations,
the model with the lowest error is returned. Each iteration increases our confidence in finding the most
suitable transformation. We only require 13 iterations to obtain the best model with a 99.5% confidence
assuming at most 30% of the points are outliers3. When a model is obtained, pairs of points that are
not in 𝑆 are considered outliers. These are treated the same as points that failed to track. An example
visualisation is depicted in Figure 4.3d.

Stabilisation of Recordings The algorithm was tested on a video, where a light source was moving
slowly around the face. To enhance visibility and improve the tracking, we take a footagewith a sufficient
degree of ambient illumination for facial features to be clearly visible, even if in shadow. The moving
3The reader is referred to the original paper for details about this statistical analysis [13]
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light source caused self­occlusions and cast shadows which moved over the face as the light source
was moved. Unfortunately, tracking points that came in contact with such a shadow were often tracked
along with it instead of being fixed at a landmark, rendering stabilisation impossible.

Considering all the previous results, we conclude that our method is not suitable enough for tracking
of points under changing illumination. Therefore, we research the possibilities of changing the capture
method such that tracking and stabilisation would be performed under constant illumination. This is
further discussed in Section 4.3.1. To facilitate such stabilisation, we test our tracking algorithm on a
video with constant illumination.

The algorithm performed well for a video captured with a webcam under constant illumination. The
video features a subject moving their head left, right, up, and down at an approximately constant dis­
tance away from the camera, while also rotating the face around the axis of the line between the
subject’s head and the camera. The algorithm executed successfully for a 1920 × 1080 video and
equally well for the resolution of 640×480. Most tracking points were distributed at expected locations
around eyes, nose, eyebrows, and mouth and tracked correctly. Then, for each frame, the acquired
rigid transformation was inverted and applied to the same frame to stabilised it in respect to the first
frame, where the faction landmarks were first detected. If tracking worked correctly, the face should
no longer move in the stabilised video.

This, indeed, was the case after performing a qualitative assessment. Best results were achieved
when the subject was looking directly at the camera when moving their head around the space. If the
subject did not look directly at the camera, this would result in transformation of the head in 3D space
that could not be fully captured by an image­space rotation when projected to the perspective of the
camera. Moreover, although outside of the scope of our application, this method—with a surprising
degree of accuracy—also managed to track and stabilise faces with glasses, moving the head closer
to or away from the camera, and overcome problems such as blinking or partial occlusions of the face.

For another test, we captured a video of a subject sitting still, to see how we can stabilise smaller
head movements. This acquisition method resembled that used for RTI, except there was no light used
so that lighting was consistent throughout the recording. Since estimated head movements are small
in such a setting, we require a high­resolution footage of at least 1080𝑥1920 to capture them. The
algorithm managed to successfully track facial features in this footage as well, successfully stabilising
it. We verified this by averaging frames of both the original and the stabilised footage, and we observed
that the latter was noticeably less blurry.

Accuracy A qualitative analysis indicated that the algorithm performs well when video frames are
consistent. The analysis was conducted on an image sequence created by taking a single image of a
face, sized 1920×1080, and duplicating it 85 times. Each frame following the first was translated by up
to 6 pixels in any direction and rotated by up to 2∘ in respect to the previous frame. We then applied our
stabilisation algorithm. Three error metrics were computed for each frame. The first two measure the
distance between the ground truth and estimated translations vectors and rotation angles. The third
encapsulates both transformations at once by measuring the average distance between tracked points
in the current frame and tracked points detected in the first frame but transformed with the ground
truth transformation of the current frame. After conducting the test, we observed that the rotation error
stayed below 0.1∘ at all times, translation error did not exceed 0.3 pixels, and the point distance error
metric reach at most 3 pixels. Unfortunately, the algorithm performed sub­optimally for translation and
rotations of greater magnitude4. Nevertheless, our subjects always attempt to remain still during the
acquisition period, therefore, stabilisation for large facial movements is irrelevant.

4.3. Face Capture
To perform relighting, we require a set of images where faces are illuminated from different directions.
However, our acquisition process suffers from misalignment, which can only be improved if illumination
is constant. As described in the previous sections, traditional tracking and stabilization methods fail
under illumination changes.

To address this issue, we present a novel acquisition approach, where we capture a video in which
our subject is exposed to a flashing light. This allows us to capture frames with alternately illuminated

4One could study the effects of increasing the number of pyramidal levels of the tracking algorithm to improve this, if need be.
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face as well as with constant lighting conditions. The former can be used for relighting, while the latter
are used for stabilisation.

We detail this acquisition process in Section 4.3.1, and describe how to separate frames that illu­
minate faces and those where lighting is constant in Section 4.3.2. The application of the stabilisation
algorithm is discussed in Section 4.3.3, whereas Section 4.3.4 explains how to obtain the direction
of the flashing light. Finally, Section 4.3.5 elaborates on an unsuccessful attempt to remove indirect
illumination from the capture frames.

4.3.1. Acquisition Setup
Our setup consists of a camera, which can be an everyday smartphone, mounted on a tripod or any
other holder (a simple version can be made of cardboard). The camera is directed at a subject, who
should sit as still as possible, ideally leaning on a headrest to minimise head movement. A reflective
sphere for detecting light direction should be stably mounted in the background. The sphere could be
a simple round and reflective object found at home, such as a piece of garden decor or Christmas tree
bulb ornament. An example setup is demonstrated in Figure 4.5.

Figure 4.5: Left: Schematic acquisition setup. A camera captures the subject’s face a flashing light source is manually moved
around the subject. A simple reflective sphere is placed near the subject to retrieve the light direction from the images. Right:
Studio acquisition setup. We placed two reflecting spheres for testing purposes, but we only require one.

Any automatic enhancement by the camera, such as auto­stabilisation, auto­exposure correction
or similar should be disabled, if possible. This will allow for capturing raw footage, without any unpre­
dictable and undesirable adjustments. The reflective sphere should be in the camera view, but it should
not occlude the face. Furthermore, the sphere should not cast shadows on the face when we add a
light source and the face should not cast shadows on the sphere. We find that positioning the sphere
to the side of the face or below it normally works well.

During the acquisition, the subject is illuminated by a light source, flashing at a frequency of 5 Hz.
This light source can be another smartphone with a flashlight5. The acquisition should be held in a
dark environment such that illuminations by the light source are clearly visible on the face. On the
other hand, the environment should not be completely dark, as we will use footage without an extra
light source for stabilisation; therefore, all facial features should still be clearly visible without it.

We obtain illumination data by recording the subject at 30 FPS while using a flashing light source.
The light source should be moved around the subject in a way, that uniformly samples as many points in
the hemisphere in front of the subject. The light source should be at a constant as possible distance from
the head, but always facing toward the subject. In our experience, repeated up­and­down movements
while gradually moving from the left of the subject to the right worked well. We kept the light source
about one meter away from the face. The acquisition process need not be long, one minute is more
than sufficient. The result of this process is a video of the subject’s face, which is, in some frames,
illuminated, and in the others, not.

5We used application Strobe Light by Brandon Stecklein from Google Play Store.
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4.3.2. Bright/Dark Frame Extraction
As we record at 30 FPS and flash at 5 Hz, each flash spans over approximately six frames, three of
which are where it illuminates the scene and three where it is turned off. However, the camera shutter
and the flashing light are not synchronised, therefore, not all frames are completely lit or dark. For
the same reason, we cannot simply take every third frame and consider it the brightest or the darkest.
Instead, we present a robust method of extracting the brightest frames where the face is illuminated,
called bright frames, and the darkest frames where it is not, called dark frames.

The idea of the method is to compute average brightness of each frame and then find local minima,
which are the dark frames, and local maxima, which are the bright frames. Thus, we find the minima
by applying a sliding window of three frames. If the middle frame’s brightness is minimal, we classify
that frame as a dark frame. We find bright frames in a similar manner.

Due to errors in capturing, the directional flashing light may not always be facing toward the face.
As this decreases the quality of our dataset, we wish to exclude these frames. We estimate that in such
a scenario, the brightness of the bright frame will be comparably low to all others. We therefore include
an amplitude check and discard any frames where the amplitude in brightness between the preceding
and the following bright or dark frame is below a certain threshold.

We expect the average distance between consecutive bright and dark frames to be around three
frames (i.e. every third frame is either bright or dark). Since the brightness may fluctuate, we account
for a margin of two extra frames, one for the error of the bright frame, and one for the dark frame. But if
two consecutive bright and dark frames are more than five frames apart, this indicates and outlier due
to an acquisition error. Hence, we remove both frames.

With these steps, we can robustly extract bright and dark frames as shown in Figures 4.6 and 4.7.
We do, however, observe several drawbacks in the process. First, the average brightness of dark
frames is inconsistent and fluctuates. This is presumably due to automatic exposure or brightness
adjustments of smartphone cameras that cannot be always turned off. This variation has not proven
to be significant and does not affect stabilisation, which we discuss in the following section. Thus,
we do not consider this issue further. Second, we note that the brightness of bright frames may vary
too, but this is expected as different parts of faces are highlighted for different illumination directions.
Regardless, we can still argue that the brightnessmay not be consistent because the personmoving the
light source may not have always held it at the same distance away from the face, resulting in artefacts
due to light fall­off. Because we cannot rely on the average brightness of the frame in this case, this
issue would require a more sophisticated solution such as adjusting the brightness of the frame based
on perceived brightness of a control object placed in the scene. This did not yield significant artefacts
when relighting and therefore remains a point for future research.
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Figure 4.6: Brightness of a subset of captured frames. Approximately every third frame was classified as either bright or dark.
Several frames were filtered out due to an invalid amplitude or period.

We also experimented with recording at different frame rates and flashing frequencies. If the flash
frequency is higher than one sixth of the recording frame rate (as in our case), then the captured
frames are somewhere in between bright and dark, and if we extract them using the same algorithm,
the brightness of the extracted bright and dark frames is inconsistent. We could flash at a lower rate
than presented here, but this would not improve the results and would increase acquisition time, which
is undesirable. Finally, we do not recommend recording at 60 FPS, which some smartphones are
capable of, because, due to a dark environment, the camera cannot capture enough light to produce
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Figure 4.7: A sequence of extracted bright and dark frames with the frame numbers above. Note how the spacing between them
is not constant.

images of sufficient quality.

4.3.3. Stabilisation of Bright and Dark Frames
With the extracted dark frames, it is simple to run the stabilisation algorithm since lighting conditions
are stable enough. However, we eventually require bright frames to be stabilised as well. To achieve
this, for every bright frame, we simply take the transformations of two neighbouring dark frames and
interpolate between them. The interpolation takes into account the spacing between these frames, that
is, the number of non­bright and non­dark frames between the three selected frames. The computed
transformation is then applied to bright frames in order to stabilise them.

To test the accuracy of stabilisation ran on every sixth frame, we employed the following test. We
recorded a video of a face with consistent lighting conditions and ran the stabilisation algorithm for
every frame. Then, we only kept every sixth frame, and ran the stabilisation again. We computed
translation and rotation errors for every sixth frame between the two methods. Translation error stayed
below 1.2 pixels and rotation error never exceeded 0.35∘ for a 540×960 video. With this, we deem the
approach suitable. The interpolation of in­between frames could be problematic if translation or rotation
would rapidly change direction, but since our subjects try to stay still, the error there is assumed to be
negligible.

4.3.4. Light Direction Extraction
Our relighting approach, fully described in Chapters 5 and 6, requires direction of incoming light to be
known for each bright frame. This direction is computed with the help of the reflective sphere used
during acquisition. It exhibits specular highlight where the light from the flash source bounces off of it
and into the camera.

We ask the user to locate the sphere in one of the captured frames. We obtain its radius 𝑟, measured
in pixels, and its center point 𝑂. We assume the sphere is fixed in place so that its location and radius
can be reused throughout the captured video. If this is not the case (e.g. due to automatic camera
stabilisation which causes the footage to move), then the footage needs to be stabilised in respect to
the sphere. This can be done using external software or the sphere’s location needs to be corrected
manually for every frame. Note that this process needs to be executed before stabilisation is applied.

The highlight on the sphere can span over several pixels. As our data is not in high dynamic range
and subject to hardware imperfections, we cannot simply take the location of the brightest pixel and
consider it the location of the highlight. Instead, we apply thresholding over 0.85 over all RGB channels
to obtain a set of pixels within the bounds of the sphere that the highlight consists of. An average of
the pixels’ location is computed, weighted by their individual brightness computed as the average of
the RGB channels. The result is considered to be the highlight location in image­space. Figure 4.8
shows an example visualisation. It is important that the sphere does not reflect any bright objects in
the environment other than the flashing light source, as this could affect the method.

Our method of computing the incident light direction is similar to that of Mudge et al. [36]. We first
normalise the highlight location 𝐻 to a [−1, 1] range for both X and Y axis, relative to the center of the
sphere and its radius. We then compute a normalised 3D vector v = (𝑥, 𝑦, 𝑧) that describes the light
direction:
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Figure 4.8: Highlights are detected in reflective spheres to exact incidence light direction. The leftmost image shows an example
of a captured sphere. Center image shows thresholding applied (pixels in green) and highlight center (red cross). The rightmost
image is a visualisation of all sampled light directions in the dataset.

𝑝 = arctan2𝐻
𝑞 = 2arcsin |𝐻|
𝑧 = cos 𝑞
𝑥 = cos𝑝 ∗ sin 𝑞
𝑦 = sin𝑝 ∗ sin 𝑞.

The computed vector can be converted into any representation of choice, as described in Chapter 2.
This process can reliably extract light direction from images of a reflective sphere, however, the

method is not without issues. First, based on a test with a synthetically rendered sphere, the average
error of the method is around four degrees and it mostly depends on how accurately the user estimates
the location of the sphere. Fortunately, the sphere is only estimated once, thus, the error, if present,
is consistent for all the extracted highlights. Second, the method assumes that the light source and
camera are far away and that the incident light angle does not change for different points in a frame.
This is not entirely correct, but cannot be accounted for with the current acquisition setup. For future
work, one could study the usage of two reflective spheres, calibrated to the scene, and using the
disparity between the extracted light directions to compute 3D location of the light source. Yet another
problem is that highlights at the side of the reflective sphere are processed using a 2D image­space
averaging technique, whereas, due to the curvature of the sphere and projection of the camera, the
extracted angle may not be correct. However, this error would get more prominent for highlights at the
edges of the sphere, but as our sampling is limited to the frontal hemisphere, highlights always have a
more central position; thus, we estimate this to be negligible.

4.3.5. Ambient Subtraction
Ambient illumination and the intensity of the flashing light are uncontrolled in our method. To improve
the results, we wish to subtract ambient illumination from our bright frames. Because ambient lighting
is captured in dark frames, this operation appears to be as simple as subtracting a dark frame from
a bright frame6. This works well for synthetic, rendered cases. For captured images, however, this
method does not work. It results in a blue faces, visualised in Figure 4.9. The reason for this is that the
camera performs adjustments that generally improve image quality, such as automatic white­balancing
and exposure correction. However, these adjustments tinker with the balance of colours, which are
then no longer calibrated across all our frames. This is especially prominent since we use a flashing
light, which forces the camera to adjust to new lighting conditions every few frames. The effects of
this can be observed in the aforementioned finding of how average brightness of the dark frames is
not consistent; the drop in brightness of a dark frame is correlated to the average brightness of the
preceding bright frame.

This issue could be mitigated using more sophisticated hardware, but we limit ourselves to a low­
cost setup that can be performed at home. We also attempted to solve this in post­processing. We
attached a white piece of paper to the scene with the subject. Before subtraction, we scale each of
the RGB channels of an image, such that the average colour of the paper is a shade of gray. This
correction is performed for both the dark and the bright frames involved in the subtraction. While this
6Subtraction is done in linear space.
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Figure 4.9: The difference between a bright (far left) and a dark (center left) frame does not approximate well the contributions
of direct/indirect illumination due to uncontrollable self­adjustments of the smartphone camera under rapid illumination variation
(center right), even with simple colour adjustments (far right).

did improve the results slightly, as seen in Figure 4.9, it did not solve the problem. We recognise that
this is a very simple method, that would need to be improved in order to function sufficiently well. Due
to time limitations, we resort to simplicity and use the extracted bright frames as they are.





5
Constructing Reflectance Maps

The extracted and stabilised bright frames provide sufficient data to capture our subject’s appearance,
however, it needs to be restructured before it can be used for relighting. To obtain a useful data structure
that encodes reflectance information of individual points on the face, we rely on so­called reflectance
maps. This chapter explains in detail what information reflectance maps hold and how they are con­
structed.

5.1. Construction
Authors of the first Light Stage already used reflectance maps to encode the reflectance functions for
different points on the face that they captured [10]. Our approach is similar, except that, instead of a
rotating gantry, we manually move the (flashing) light source around to sample reflectance information
of the face. Thus, we also opt for usage of reflectance maps.

We implement them as 32­bit floating­point RGB images of size 64 × 32 that share the same co­
ordinate space as environment maps. One reflectance map is constructed for every point on the face
and captures light reflectance information for that specific point. Each point in a reflectance map is
associated with a light direction and describes the colour of reflected light in the viewing direction if a
white light source was present at the associated light direction.

We populate reflectance maps with colours sampled from the stabilised bright frames. Each pixel
in these frames represents a point on the face, which, in turn, is represented by one of the reflectance
maps. In total, we have as many reflectance maps as is the resolution of bright frames, one for each
pixel. In practice, we crop and resize the these frames to 256 × 256 or 150 × 200 pixels, primarily to
limit memory consumption. Furthermore, each such frame represent the appearance of the face under
some known and extracted light direction, which—if mapped to the coordinate space of reflectance
maps—falls within a certain associated pixel. Therefore, each pixel in a captured frame can be mapped
to a linked reflectance map’s pixel of the associated light direction. With this mapping, we transfer pixel
colours from captured frames to reflectance maps, which results in sparsely sampled reflectance maps.
A conceptual visualisation of this process can be seen in Figure 5.1.

Just as our captured bright frames, our reflectance maps, too, capture not only the BRDF of the
face, but also all effects of indirect illumination such as ambient illumination, self­shadowing, subsurface
scattering and global illumination effects [10]. These can be clearly observed for a synthetic, render
model with dense sampling, seen in Figure 5.1.

While dense sampling our reflectancemaps would be ideal, we normally only have 150­200 sampled
light directions due to limitations of the acquisition process. To overcome this, we interpolate the colours
of our samples to approximate a dense sampling. This process is described in Section 5.2, but yields
many artefacts with shadows, which we address in Section 5.3. Further improvements to interpolated
colours are described in Sections 5.4 and 5.5, while Section 5.6 lists methods of extrapolating existing
colours to extend the sampled region.

23
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Figure 5.1: Schematic representation of reflectance map construction. Three reflectance maps (middle row) represent each a
point on the face (top): cheek (left, red), temple (center, orange), and ear (right, ochre). Note the white specular reflections on
the temple and subsurface scattering on the ear. Colours in reflectance maps are sampled from captured bright frames (bottom
row). For clarity of visualisation, only two frames are highlighted: purple (second from left) with light source on viewer’s left and
blue (third from left), with light source on viewer’s right. For the same reason, only sampled points from the left (red) reflectance
map are linked to the two captured frames.

5.2. Interpolation
To estimate missing samples in the reflectance maps, we resort to a Delaunay triangulation of the
sampled light directions, performed in image­space. This yields a set of triangles with sampled colours
at their vertices. Since we do not capture lights direction from behind the face, we do not have to worry
about triangles wrapping around the map’s borders. Using barycentric interpolation, we can colour
non­sampled pixels within the triangles.

To mitigate the difference between linear edges in image­space and projected edges in equirect­
angular projection, we use Spherical Barycentric Interpolation [7]. With this approach, vertices of the
triangles, defined by light directions, are connected via the shortest path on their unit sphere. Similarly,
barycentric coordinates are now calculated using areas of the sphere’s surface rather than areas of a
2D image­space triangles. The improvement of this method over linear image­space interpolation is
shown in Figure 5.2.

Figure 5.2: Comparison of reflectance map interpolation methods for a synthetic case with grid­like sampling (left to right): trian­
gulation, linear barycentric interpolation, spherical barycentric interpolation. Notice how the latter exhibits smoother transitions.
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We also considered interpolatingmissing samples using the Poisson equation, however, themethod
performs only in image­space. Hence, it lacks spherical adjustments that we found to improve image
quality.

5.3. Visibility Maps
Pure barycentric interpolation exhibits visible artefacts in form of ghost shadows [56] when used for
relighting. On images relit with a points light source, we would expect the shadow to be clear, with
a distinct border between the shadowed and lit areas. Instead, we observe multiple such borders
of different intensities. This happens when interpolating the colours of two samples in a reflectance
map, one dark, sampled in shadow, and one bright, sampled under direct illumination (lit). The pixels
between them follow gradient mid­tones, as if the shadow slowly faded away, whereas they should
exhibit a hard boundary between the lit and shadowed areas instead.

The idea to solve this issue is to not use such a linear gradient but, instead, identify a point between
the two pixels where the lighting changes, i.e. a point where the surface point is no longer visible from
the light source. Thus, instead of a gradient, we formulate a step function, with two colours, the one
of the lit pixel and the one of the pixel in shadow. This allows us to define precise shadow boundaries
and avoid ghost shadows. In the rest of the section, we discuss technical implementation details of the
approach.

To obtain light directions, for which specific surface points are no longer occluded by the light source,
we fit a 3D model to the face [23, 24] and compute a visibility map for each reflectance map. Visibility
maps are greyscale images that share the same size and coordinate system as reflectance maps. They
contain a one if the light directions corresponding to the pixel are completely visible, a zero if they are
blocked, and in­between values for partial visibility. As the 3D model does not span over the entire
face, this approach can be used only on parts of the face which the model covers. For the rest, we
fall back to using plain spherical barycentric interpolation. To avoid visible seams caused by the two
different approaches, we smooth the contributions of the 3D model around the edges.

Visibility maps allows us to improve the interpolation when one or two of the triangle vertices are not
visible. To simplify, we first consider a binary visibility map ­ one can imagine thresholding the values
with 0.5. Without loss of generality, we consider that 𝑣0 represents the direction of a non visible light
source while lights at 𝑣1 and 𝑣2 are visible. For every pixel inside the triangle that represents a non
visible light direction we use the value of 𝑣0, while visible directions interpolate between 𝑣1 and 𝑣2
using spherical barycentric coordinates. This process is depicted in Figure 5.3, left.

Figure 5.3: Using visibility to interpolate inside a triangles. Visible, not visible, and partial visible directions are marked as white,
dark gray, and intermediate gray values, respectively. Left: Reflectance map with five visible light directions (blue vertices) and
five invisible (red vertices). The yellow triangle uses regular interpolation. For the red triangle, white pixels will mostly rely on
blue vertices, while gray pixels rely on the red vertex. Right: In practice, we use a smoothed visibility map and generalize this
interpolation scheme.

This approach assumes that the 3D model perfectly matches the face. However, since it is just an
approximate model, we expect some light directions to be wrongly classified. Considering Figure 5.3,
left, if direction 𝑣0 was wrongly classified as being visible, the red triangle would be interpolated ignoring
the visibility map and lose the sharp transition. If a neighboring reflectance map would classify the
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samples correctly, this issue would be accentuated.
To mitigate this problem, we smooth the original non­binary visibility map with a 3 × 3 box filter.

Further, we propose an interpolation between both interpolation modes: not using the visibility map
(regular barycentric interpolation) and taking the visibility map into account as described above. If all
vertex visibilities are the same, we just use regular interpolation, while a large difference of visibility on
the vertices implies that we resort to the visibility map. Specifically, we use the difference between the
minimum and maximum as interpolation weight between the two methods. Please note that working
with the difference means that in some cases there might not be any vertex with a visibility below
0.5. Instead, we always assume that the minimum value indicates being in shadow, the maximum
lit. The visibility­map colour is computed for both cases where the third vertex is classified as lit and in
shadow, and interpolated based on the relative distance between itself and theminimum andmaximum.
Figure 5.3 illustrates this concept, and Figure 5.4 shows an example of a real reflectance map and the
visibility maps.

Smoothing the visibility map leads to a smoother interpolation but also prevents some sharp shad­
ows from being detected. Nevertheless, since we cannot fully solve the misclassifications with an
approximated 3D model there remains a trade­off.

Figure 5.4: Comparison of visibility maps. Left: sampled light directions. Center: sharp visibility map. Right: smoothed visibility
map. The outline colour of samples corresponds with the corresponding values in visibility maps.

5.4. Light Adaptation
The current interpolation method currently does not respect lighting changes when interpolating colours
within a triangle. To improve on this, we adjust the brightness of the colour within interpolated triangle
vertices according to the angle of incoming light.

More specifically, we first use the 3D model to estimate surface normals. Since the model does not
span over the whole captured face, we smooth the contribution of the model on the borders to avoid
any visible seams. Then, as each pixel in reflectance maps represents incoming light direction, we can
compute the cosine of the angle between the normal and each light direction. This so­called cosine
factor corresponds with the percentage of the amount of light received by a patch of surface due to
foreshortening. To account for this effect, we adjust the interpolation within reflectance maps by com­
pensating for this factor. That is, we divide vertex colours by the corresponding cosine contributions,
interpolate, and then multiply by the cosine factor of the interpolated position.

We do assume that the direct illumination is dominant. This also holds for ambient light, since the
natural solution of subtracting the dark from the bright frame was not successful.

The previous solution requires a refinement for when any of the cosine factors is negative (or
clamped to zero), i.e. the light direction is behind the surface. Here, the correction would be meaning­
less. Nevertheless, it does not mean that the captured colour is necessarily black, as indirect illumina­
tion is recorded as well. Such local occlusions are important to handle because realistic skin appear­
ance requires capturing subsurface scattering effects. Nevertheless, if we use a similar approach as
described for the visibility map, we could obtain negative values and even cause discontinuity artefacts.
Instead, we distinguish three separate cases. First, if all three vertices have a negative cosine factor,
we just perform interpolation as described before. The second case covers two vertices with negative
cosine factor. The third will be one negative cosine factor. As these cases are complex, we start with
the intuition.

The idea is to use the value at the vertex with negative cosine factor to approximate the indirect
contribution at the other vertices. Specifically, we remove the indirect illumination, perform the cosine
correction for the direct illumination, and then add back the indirect component that is slowly faded out
towards the two lit vertices. To simplify, let us consider a 1D case of interpolating between vertex 𝑣0
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with only indirect illumination and 𝑣1 that has both direct and indirect contributions. We use the colour at
𝑣0 as an approximation of the indirect component at 𝑣1. Hence the contribution of the direct component
to a point 𝑝 becomes:

𝑐dir = (𝑐1 −𝑤0𝑐0)
𝛿𝑝
𝛿1
+𝑤0𝑐0, (5.1)

where 𝑐𝑖,𝑤𝑖 and 𝛿𝑖 are, respectively, the colour, barycentric weight, and cosine factor at vertex 𝑖. Finally,
we can compute the colour at point 𝑝 as 𝑐𝑝 = 𝑤1𝑐dir +𝑤0𝑐0.

We can now extend this idea to 2D to interpolate inside the triangles. If two vertices have negative
cosine factors, say 𝑣0 and 𝑣1, we can first interpolate their indirect contributions as 𝑐ind = (𝑤0𝑐0+𝑤1𝑐1)
and their combined weight as 𝑤ind = 𝑤0 + 𝑤1. The contribution of the direct illumination can then be
defined similarly to Eq. 5.1, with 𝑐𝑝 computed as before:

𝑐dir = (𝑐2 −𝑤ind𝑐ind)
𝛿𝑝
𝛿2
+𝑤ind𝑐ind. (5.2)

For the final case of 𝑣0 and 𝑣1 having a positive cosine factor, we first interpolate between 𝑣1 and
𝑣2 and compute 𝑐𝑝 = (𝑤1 +𝑤2)𝑐dir + 𝑐0𝑤0, where the direct contribution 𝑐dir is given by:

𝑐dir = [
𝑤1(𝑐1 −𝑤0𝑐0)

𝛿1
+ 𝑤2(𝑐2 −𝑤0𝑐0)𝛿2

]
𝛿𝑝

𝑤1 +𝑤2
+𝑤0𝑐0. (5.3)

Visually, light adaptation helps brighten or darken reflectance maps to make them appear smoother
andmore believable. This is especially helpful in areas where visibility maps change and a single colour
is stretched over a larger area. Figure 5.5 shows these effects and compares described interpolation
methods with ground truth data for a synthetic example.

Figure 5.5: Comparison of reflectancemap construction methods for a synthetic case. Top row (left to right): spherical barycentric
interpolation, added sharp visibility maps, added light adaptation. Bottom row (left to right): visualisation of cosine weights,
visibility map, ground truth.

5.5. Adjustments
We apply gamma correction and all calculations are done in linear sRGB space. Similar to Debevec
et al. [10] we normalise reflectance maps after they are computed. Normalisation accounts for the fact
that in an equirectangular projection, pixels at the poles represent smaller areas. We multiply the pixel
intensity by the sine of its corresponding latitudinal coordinate, such that values at the poles are close
to zero, whereas the values at the equator remain mostly unchanged.

5.6. Extending Sampled Area
As the current sampled area is limited to the frontal hemisphere, we investigated methods that would
extrapolate reflectance information outside of the sampled region. To do so, we describe several at­
tempts of adding additional samples to our interpolation.
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The intuition behind the first approach was to stretch the sampled colours in lit region (according to
visibility maps) to fill the rest of the region. We attempted to achieve this by adding additional synthetic
black samples around the lit region. These points would be included in the triangulation and interpola­
tion using visibility­maps, which would cause the colours of the lit vertices to fill most of the lit region.
More specifically, the points were added to reflectance maps, on locations which the corresponding
visibility maps indicated to be in shadow, yet still next to lit areas. If the sampled region already cov­
ered a shadowed area where new points would be added to, then these points would just be added
a constant distance away from the sampled region instead. To allow interpolating over the whole lit
region if it stretches along a border, we also add points outside the reflectance map. As the number
and location of extra points depends on visibility maps, triangulation also needed to be performed for
each reflectance map individually.

When tested, this method performed poorly, causing threefold errors. First, triangulation varies
per reflectance map, diminishing consistency across neighbouring reflectance maps, which resulted in
visible seams. Second, some triangles connected only the added black points, rendering their contribu­
tion void. Third, some undesired triangles appeared in shadow areas, stretching the effects of sampled
colours inconsistently over it.

To mitigate the effects of inconsistent triangulation, we add triangles solely based on the sampled
points. More precisely, to obtain the newly added points, we move the points on the convex hull of the
sampled region by a set distance away from the center of the sampled region. Since the extra points
are no longer limited to the shadow region, we instead only limit their placement within the lit region.
Thus, when moving the points away from the center, we only do so for as long as they are still within
the lit region.

This method performed well for individual reflectance map, however, it was limited to the areas of
the face which visibility maps could be computed for. This caused visual seams when relighting.

Due to all limitations, the final approach consisted of forcing a linear interpolation of colour within
triangles consisting of extra black points. The extra points were added at a set distance around the
sampled region just as in the previous method, but without limiting them to lit regions. This method
produced results without seams, and its results can be seen in Figure 5.6. However, this is only an
approximation of reflectance beyond the sampled region, which can be useful for catching some light
from side angles. On the other hand, the effects of the approximated regions can be observed in
terms of static highlights that fade away instead of moving along with the light. Future research should
investigate possibilities of improving the 3D model to capture the whole face and enhancing reflectance
estimations beyond the sampled region.

Figure 5.6: Top left: triangulated light source samples (green) with extra points (yellow). Other images: reflectance maps for
different points on the face (right). Reflectance maps (displayed here in linear space) were created using spherical barycentric
interpolation, a smoothed shadow boundary, light adaptation, and normalisation.
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Relighting

With a reflectance map per pixel, we can easily perform relighting on static images. After describing this
method in Section 6.1, we list optimisation steps to make the algorithm run in real­time in Section 6.2.
Finally, we describe a proof of concept for relighting non­static footage using a reenactment approach
in Section 6.3.

6.1. Relighting of Static Images
We combine environment maps with reflectance maps and by doing so convolve incoming light by our
reflection function to obtain a relit image. For ease of computation and to avoid aliasing artefacts [10],
environment maps should be of the same size as reflectance maps. Each pixel of an environment map
describes incoming light from a specific direction, whereas each pixel of a reflectance map represents
light reflected from a point on the face, assuming incoming white light from the associated direction.
Thus, by multiplying the two, we obtain the colour of the reflected environment. Since light is additive,
we can perform this operation for every pixel of environment and reflectance maps, and sum their
contributions to obtain the colour of environmental light reflected from all directions of a point on the
face. This process can be written as

𝑂(𝑟, 𝑒) =∑
𝑙∈ℒ
𝑟𝑙𝑒𝑙 , (6.1)

where 𝑂(𝑟) represents the total reflected light for reflectance map 𝑟 and environment map 𝑒, ℒ a set of
pixels for reflectance and environmentmaps, and 𝑟𝑙 and 𝑒𝑙 the sampled pixel therein. Since we have one
reflectance map for each point (pixel) of the face, we can repeat this process for every reflectance map
to compute the appearance of the entire face under novel illumination given by the environment map.
This is the relighting equation and is the core method of producing images under novel illumination.

6.2. Optimisations
To make relighting run faster, we formulate Equation 6.1 as a matrix multiplication problem, to which
well­known optimisations can be applied. Suppose first, that our captured frames are of size 𝑤𝑓 × ℎ𝑓
with 𝑠𝑓 pixels in total, and our reflectance and environment maps are of size 𝑤𝑚 ×ℎ𝑚 with a total of 𝑠𝑚
pixels. In our tests, described below, 𝑤𝑓 × ℎ𝑓 = 150 × 200 and 𝑤𝑚 × ℎ𝑚 = 64 × 32.

In short, relighting consists of multiplying each reflectance map with an environment map while
summing individual results to obtain the output image. The convolution of reflectance and environment
maps can be simplified to a dot product between two vectors of size 𝑠𝑚, where each contains all pixels
of the respective reflectance or environment map, flattened to a one­dimensional array. The order of the
pixels within the array is not relevant, but needs to be consistent over all reflectance and environment
maps. Stacking vectors of each reflectance map together, we formulate a matrix 𝐴 of size 𝑠𝑓 × 𝑠𝑚,
where each row represents a single, flattened reflectance map. The environment map is made into a
single­column matrix 𝐵 of size 𝑠𝑚 × 1. Multiplying 𝐴 and 𝐵 yields a matrix of size 𝑠𝑓 × 1, where every
row represents a relit pixel of the output image, arranged in the same order as reflectance maps in 𝐴.

29
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This formulation separates reflectance data from incoming illumination, which makes relighting for
novel illuminations as simple as substituting 𝐵 and recomputing 𝐴 × 𝐵. This is especially useful for
making animations where the reflectance data does not change, but environment lighting does.

We perform a benchmark test for three different implementations of relighting. The first is a paral­
lelised but naive CPU implementation where we loop through all pixels of each reflectance map and
perform the computation. The second and third approaches use the matrix multiplication method on the
CPU and the GPU, respectively. For optimised CPU­based matrix­multiplication implementation, we
use OpenCV library [5]. The library also supports CUDA for GPU execution. All tests were averaged
over 10 iterations, performed on a 8­core Intel i7­6700HQ 2.60GHz CPU and NVIDIA GeForce GTX
950M GPU with latest CUDA drivers. Results are summarised in Table 6.1. We observe that the GPU
implementation runs in real­time and achieves a speed­up of about 32 times compared to the naive
CPU implementation and 3 times compared to the optimised CPU implementation. Since we used a
commodity GPU, we estimate that the latest GPU hardware would run even faster, and, due to having
more memory, allow for higher resolution images to be used as well.

implementation runtime [ms] runtime [FPS]
naive CPU 1,486.80 0.87
matrix multiplication CPU 161.12 8.55
matrix multiplication GPU 33.57 27.82

Table 6.1: Benchmark test for different implementations of relighting.

Nevertheless, we expected the GPU implementation to perform much faster than it did Compared
to the optimised CPU implementation. While we assumed the bottleneck lies in the transfer of mem­
ory between the CPU and the GPU, we performed an additional test to validate our hypothesis. We
measured the time of 100 iterations of multiplying two 32­bit floating­point matrices of size 1000×1000
in three different scenarios. In the first, the operation is performed on the CPU. In the second, the
operation is performed on the GPU, but the memory of one matrix is uploaded to the GPU before each
iteration and downloaded to machine memory (i.e. RAM) after each operation. The third operation is
also performed on the GPU, but memory is reused over all iterations, such that no memory transfer is
present.

The results, seen in Table 6.2, show that memory transfer causes a slow­down by three times.
This means that reflectance maps should be cached in the GPU for maximum performance, so that
only environment maps and relit images need to be transferred. It should be noted, however, that
performance increments in the two tests are not comparable because of difference matrix sizes and
because the first test required computation for three separate channels. We also observed that when
we perform any GPU computations for the first time, there is a several­second delay, presumably due
to initialisation of GPU kernels. Thus, the first iteration was ignored in the above tests.

implementation runtime [ms]
CPU 130,754
GPU with continuous memory upload 3,162
GPU with cached memory 1,001

Table 6.2: Memory transfer bottleneck benchmark results.

6.3. Dynamic Relighting using Reenactments
Utilising the GPU, we are able to relight static images with any environment lighting in real­time. To
extend applications and allow dynamic relighting, with animated facial movements, we resort to using
a reenactment approach [47]. Reenactments take a driving video of one’s face and transfer head and
facial movements to a target image of another face, such that the appearance of the target face does
not change, but its movement mimics the face in the driving video. This machine­learning approach can
not only transfer head movement and rotation in 3D space, but also details such as facial deformations
due to different expressions or closing and opening eyes and mouth. With this method, we are able to
perform relighting on a static image, and then add artificial facial movement on top. The source of this
artificial movement is a recorded video, or even a live camera feed for more capable computers.
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Because reenactments are a post­processing image­based technique, head rotation does not change
the lighting on the head; instead, it warps it, as if the lighting was drawn onto the texture of the face. In
other words, lighting for a relit image is computed for a static pose, therefore, it no longer matches the
expected lighting after the head is rotated using reenactments. This mismatch is fairly noticeable and
undermines the quality of relighting.

To solve this issue, we apply an inverse rotation to the light source when performing relighting,
such that after head rotation with reenactments, the lighting is oriented as we would expect it to be. To
achieve this, we need an estimation of head rotation before it is actually applied using reenactments. As
this rotation comes from a driving video, we run a learning­based gaze estimation technique [23, 24] to
obtain head rotation around 𝑋, 𝑌, and 𝑍 axes. This rotation is inverted and applied to the environment
map used to perform relighting. Afterwards, reenactments are applied on the relit image using the
same driving video, such that the estimated gaze and transformation of the head by reenactments
match. This makes lighting on the head consistent with its 3D rotation, as seen in Figure 6.1.

Figure 6.1: Reenactment results for relit images with gaze estimation. Driving source images are on the left and the following
columns represents results for different environment maps. Notice how specular highlights in the third and shadows in the fourth
column change as the head is rotated. The first row also exhibits reenactment artefacts above the ear.

Rotation of an environment map in 3D space is not as simple as a regular 2D rotation, thus, we detail
the technical steps to perform it. Such a 3D rotation of an environment map is analogous to rotating
the sphere that the environment map maps onto with spherical coordinates, and projecting the rotated
texture back to a new environment map. While rotation around the 𝑌 axis corresponds with a simple
translation along the 𝑥 axis in image­space of environment maps, rotations around 𝑋 and 𝑍 axes are
more complex. To perform this, we create a new environmentmap ̂𝐼, where each pixel 𝑝 is sampled from
the original map 𝐼. The sampling is done such that ̂𝐼[𝑝] = 𝐼[𝑓(𝑝)], where 𝑓(𝑝) represents a mapping
that accounts for the desired rotation. 𝑓(𝑝) is computed by converting image­space coordinates of 𝑝
to a normalised 3D vector in 𝑋𝑌𝑍 space, and then utilising quaternions1 to rotate the vector. Then, the
resulting vector is converted back to image­space coordinates. This sampling is done for the center
point of each pixel of ̂𝐼, which is sufficient, however, additional samples per pixel can be used to improve
quality even further. To produce smooth results, we did not sample the nearest pixel in 𝐼. Instead, we
interpolated contributions of the four pixels neighbouring the sampled point, which is known as bilinear
interpolation.

1For details about quaternions, the reader is referred to supplementary material [44].
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The described reenactments approach can, on capable personal computers, add dynamic move­
ments to relit images at interactive rates. Unfortunately, the change in the shape of the face due to
facial deformations cannot be accounted for by simply rotating the environment map. Instead, future
work should investigate using per­frame estimated 3D models for approximating these details. Ad­
ditionally, the reenactments approach has trouble estimating the appearance of the face for greater
rotation angles where parts of the face were not visible in static images. Thus, future work should also
research application of the latest state­of­the­art reenactment approaches [53] to relighting.
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Results

We have introduced a relighting technique for relighting static images, extended with a reenactment
approach for dynamic footage. In this chapter, we look at results of this method. We first inspect
relighting results for captured faces and as well as a synthetic case. The latter allows us to validate our
relighting results against ground truth. Next, we compare our approach to a learning­based relighting
method [58]. Finally, we summarise the suitability of dynamic relighting using reenactments.

Relighting of Captured Faces We have captured several faces with the setup illustrated in Fig­
ure 4.5, multiple in a studio and two that were captured independently, at home. Figure 7.1 illustrates
results for relighting with different environment maps. Upon visual inspection, our conclusions are as
follows.

• Our method achieves believable results for relighting faces and can also capture hair and facial
hair. Relighting may, however, fail for strong light sources coming from aside or from behind the
face as these areas cannot be sampled.

• While most cases yield smooth results, some seams can be visible. These are artefacts caused
by inaccurate 3D models and a trade­off between a sharp or blurred visibility maps.

• Our method performs well for people with different skin tones.

Variations in Sampled Light Directions As the flashing light source during acquisition is moved
manually, we cannot guarantee uniform sampling. Nevertheless, our method is robust to different
sampling patterns and densities. Figure 7.2 shows sampled light directions for three different acquisi­
tions.

Comparison with Ground Truth To validate the accuracy of our interpolation method, we use a
synthetic face model as the ground truth. More precisely, we ray­traced a 3D face model with sup­
port for subsurface scattering and global illumination using Blender [8]. For constructing ground truth
reflectance maps, we rendered 2048 frames, one for each pixel of the reflectance maps. To imitate
real­world acquisition, we sampled a subset of several rendered frames, selected based on samples
recorded in one such acquisition. For the same reason, we used the approximate 3D model instead of
the ground truth that was used for rendering. Comparison of ground truth and interpolated reflectance
maps can be seen in Figure 7.3, and the relighting results are portrayed in Figure 7.4. While the relit
faces appear believable, we notice two major artefacts. First, as sampled region only spans over a
part of the frontal hemisphere, we cannot capture lighting effects from aside or from behind the face.
Second, our 3D model is approximate and, consequently, visibility maps are inaccurate. This results in
smoothed shadows cast by facial features, primarily the nose, which are sometimes shaped incorrectly.

To quantify the differences between interpolated reflectance maps and the ground truth, we create
error heat maps. We introduce an error measure of two reflectance maps, computed by averaging
squared distances between colours of all respective pixels in RGB space. As the contribution of pixels
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in reflectance maps fades toward the poles, we computed a weighted average instead, with the sine of
a pixels’ latitudinal coordinate as the weight, similar to how this was done in Section 5.5. We formalize
the equation as

error(𝑟, 𝑟̂) =
∑𝑙∈ℒ sin(lat(𝑙))[(𝑟𝑅𝑙 − 𝑟̂𝑅𝑙 )2 + (𝑟𝐺𝑙 − 𝑟̂𝐺𝑙 )2 + (𝑟𝐵𝑙 − 𝑟̂𝐵𝑙 )2]

∑𝑙∈ℒ sin(lat(𝑙))

where 𝑟 and 𝑟̂ are the two reflectance maps, ℒ the set of all pixels in reflectance maps, lat(𝑙) the
latitudinal coordinate of pixel 𝑙, and 𝑟⋅𝑙 one of RGB values of the colour of pixel 𝑙 in 𝑟. A heat map
is obtained by computing this error for every pixel of the face with an interpolated and ground truth
reflectance maps.

We first validate our interpolation without extra points that would extend the sampled region as
described in Section 5.6. Figure 7.5a shows the associated heat map where we clearly see that most
errors appear at the side of the face. This is expected as our sampling only covers a part of the frontal
hemisphere, whereas the points are capable of reflecting light from aside and from the back hemisphere
as well.

Next, we limited our error computation within reflectance maps only to pixels that are contained in
the convex hull of the sampled points. This approach allows us to focus not on which areas we have or
have not sampled, but on which sampled areas are interpolated incorrectly. Results are visualised in
Figure 7.5b. We observe three regions where most errors occur. One is on the forehead, where inter­
polation is suboptimal as normals and visibility maps are no longer available due to the shortcomings
of the 3D model, which does not span over the whole face. Second is on dorsal of the nose, which
exhibits notable subsurface scattering effects for non­frontal lighting. While our method distinguished
between lit and shadowed areas, it was not designed to replicate heavy subsurface scattering effects
in the shadowed areas. Finally, we notice bright seams on both sides of the nose, caused by the in­
accurate 3D model, which, in turn, causes shadows cast by the nose to be incorrectly estimated. This
complies with the errors observed previously in Figure 7.4.

Finally, we present another case aimed at understanding how artificially extending the sampled
region by adding extra synthetic samples helps capture the light from beyond the sampled region. To
visualise this, we created heat maps by comparing reflectance maps interpolated with and without
extra points to the ground truth. The results are captured in Figure 7.5c. We observed that errors for
interpolation with extra points are slightly lower and, thus, this method is somewhat effective. However,
as the intensity of the extended sampled region fades out toward the edges, we still fall short of capturing
light from aside and from behind the face in its full intensity. This explains why sides of the face still
exhibit significant error.

Comparison with Other Methods We also compare our results with those from a learning­based
method [58]. Since their work uses a Spherical Harmonics illumination model, we have converted
environment maps to this representation. To have comparable results we then converted Spherical
Harmonics representation back to an environment maps to account for the loss of high­frequencies.
Figure 7.6 shows some comparisons between the twomethods. Even though their method can produce
stronger directional light, our method produces more natural relighting results with much less artefacts.
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Figure 7.1: Left column shows a capture bright frame. The other columns show relighting results with the respective environment
maps on top. The last two rows show independent acquisitions.
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Figure 7.2: Light­direction sampling for three different acquisitions, including a frame and extracted normal map.

Figure 7.3: Comparison of interpolated reflectance maps versus the ground truth. The first row represents interpolated re­
flectance maps, the bottom row represents the ground truth. The columns represent (left to right): triangulation (green) with
extra points (yellow) and reflectance maps for a point on the left (viewer’s right) cheek, nose, right (viewer’s left) temple. We
cannot capture the specular highlight on the temple as it is outside of the sampled region.
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Figure 7.4: Comparison of interpolated relighting results versus the ground truth. Each column represents relighting under a
different environment map. The first row contains environment maps used, the middle row depicts interpolated relighting results,
and the last row represents the ground truth. Notice how the top of the head is darker in interpolated results, especially in the
leftmost column, as we cannot capture light that is outside of the sampled region. For the same reason, we fail to reproduce
subsurface scattering on ears and specular highlight on the side as can easily be observed in the third column. Additionally,
observe that shadow cast by the nose are sometimes soft or inaccurate, especially in the second and fourth column.

(a) Error heat map for sampled
points, interpolated without extra
points, computed over full area of
reflectance maps.

(b) Error heat map for sampled
points, interpolated without ex­
tra points, computed only for
the sampled area of reflectance
maps.

(c) Error heat maps for sampled points, interpolated with (right)
and without (left) extra points, computed over full area of re­
flectance maps. To allow comparison, normalisation was com­
puted jointly for both heat maps and not individually.

Figure 7.5: Heat maps measure error of interpolated reflectance map versus the ground truth. White areas represent greater
error, black areas represent no error. For the purpose of visualisation, heat maps were normalised to range [0, 1]. Figures 7.5a,
7.5b, and 7.5c were normalised separately and therefore cannot be compared to one another directly.
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Figure 7.6: Odd rows (from left to right): Original environment map, its SH representation, SH representation reconverted into
an environment map. Even rows (from left to right): Input frame from our capture session, frame relit using Zhou et al. [58] using
the SH environmental light representation, and the subject relit with our method using the reconverted environment map.
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Limitations

The results and comparisons described in the previous chapter demonstrate suitability of our relighting
method. However, the method still suffers from several limitations that we list hereunder.

Acquisition Setup Without synchronization between the flashing light source and the camera in our
acquisition setup, we need to consider a margin to ensure at least one dark frame without residual
flash light. This imposes a limit on the flash frequency and, thus, acquisition time. Nevertheless, the
current acquisition time of approximately one minute was not considered an issue by the subjects. A
faster flash frequency and higher camera framerate could be used but this goes against our goal of
acquisition simplicity. Our acquisition also includes a reflectance sphere, which is not something that
is found in every home. However, we successfully tested our system with cheap stainless steel garden
decoration spheres and Christmas balls that can easily be purchased.

Skin Reflectance While our captured frames record all aspects of a reflectance function, including
indirect lighting due to subsurface scattering, we cannot accurately interpolate individual components.
Light adjustments take foreshortening into account, but currently use a simplified model which does
not differentiate between diffuse, specular, and indirect lighting conditions. Additionally, interpolation
using visibility maps may reproduce sharp shadows with a good 3D model, but does not account for
subsurface scattering that is present around the borders of the shadows. Moreover, certain parts of the
face with much different reflections functions, such as eyes, if open, may require different interpolation
methods [10].

Sampling Our setup make acquiring images from the back hemisphere challenging. While the actual
back of the head is usually not interesting for relighting, we miss scattering effects on the ears and the
side of the face. To compensate, we approximate these by artificially extending the sampled region by
adding additional synthetic points. While this allows to reproduce some additional light from aside, it is
not physically­based and fails to capture the reflectance function correctly.

Unstable Lighting Conditions Since we need some amount of ambient light to use dark frames for
tracking, we cannot reproduce strong directional lighting. On the other hand, requiring a very dark
environment for acquisition also makes its usage less attractive for general users. Again, given the
trade­off, we opt for the easiest acquisition scenario.

In an attempt to mitigate these effects, we resorted to subtracting dark frames from bright ones.
However, the method is not currently sufficient to counter limited hardware capability and perform the
subtraction successfully.

Moreover, as the flashing light source is moved around manually, we can expect the distance be­
tween the light source and the face to slightly fluctuate. This may cause lighting on the face to vary
in intensity due to light fall­off. Our method does not currently address this issue. A possible solution
would be to include a matte object in the scene and adjust the brightness of capture frames according
to the perceived brightness of the object. Another solution would be to use two reflective spheres,
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positioned apart from one another, which would allow to compute not only direction but also distance
to the light source due to disparity in highlights’ locations. This remains an endeavour for future work.

3D Model Interpolation with visibility maps and light adaptation rely on the 3D model. The current
method is still very approximate and does not reconstruct the whole face. As can be noted from the
result, this causes seams to be visibility in some relit images. Nevertheless, we were able to produce
convincing relighting results with our extremely simplified acquisition method.

Local Lighting Our relighting method can simulate any global illumination as given by environment
maps, but falls short of estimating local lighting such as a light beam shone on one part of the face.
While we could approximate this using different environment maps for the highlighted part of the face,
this would not capture indirection illumination reflected from the highlighted region. For example, a
light beam shone onto a cheek would cause the light to bounce to the side of the nose, but the method
could not capture this. While there do exist image­based methods for approximating some of the global
illumination effects such as subsurface scattering, they require a more advanced acquisition setup [51],
which is contradictory to our goal of simplicity.

Hardware Limitations Although our relighting method runs in real­time on commodity GPU devices,
it is still bound by hardware capabilities, especially in terms of GPU memory. Because we have one
reflectance map for each pixel of the face, the amount of stored data raises quickly with increasing sizes
of environment maps and captured frame. Even a simple crop to the sampled area of reflectance maps
would increase capacity significantly, but this may not be sufficient for high­quality captures. Thus, the
method would benefit from further compression or upsampling of relit image.
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Conclusions

We have presented an end­to­end method for relighting faces under novel illumination. Our contribu­
tions are threefold. First, we present a novel acquisition method with a single camera, a flashing light
source, and a reflective sphere. The setup imitates and offers benefits of Light Stages, yet, due to
its simplicity, can be performed using accessible tools. This allows to capture face reflectance infor­
mation at home, offering a trade­off between inaccessible professional equipment and learning­based
approaches that operate with lower quality but no additional equipment.

Second, we introduce a novel technique for reflectance maps, interpolated via sparse samples.
While existing techniques provide interpolationmethods suitable for objects [14], ourmethod focuses on
interpolating samples for faces by considering shadow positions, light adaptation due to foreshortening,
and sphericity. While the method could benefit from a better 3D model, it does not depend on any
particular algorithm. Thus, when better alternatives become available, they can easily be used.

Our final contribution is a proof­of­concept for real­time dynamic relighting using reenactment ap­
proaches. This shows potential applications for communication and conferencing platforms as well
as mobile applications that rely on capturing facial footage and compositing it on top of virtual back­
grounds or even placing it in entire virtual environments. Our approach could help these applications
match lighting in the recordings with that of the virtual counterpart.

Future research could investigate possibilities of extracting a 3D face model only from the captured
images. While methods that require few samples of faces with varying illumination exist [18], the results
exhibit artefacts and could benefit from multiple samples, known light direction, and the difference
between direction and indirect illumination.

Another potential improvement is to find a robust calibration method to further mitigate camera im­
perfections. With this, we differentiate between direct and indirect lighting captured in bright and dark
frames, allowing us to subtract the two to gain more contrasting images and improve light adaptation,
which would, in turn, improve overall the quality of relighting. One could also research if this differentia­
tion could allow capturing of subsurface scattering effects around self­cast shadows, which could then
be used to approximate subsurface scattering effects on interpolated samples.

It would also be interesting to investigate further simplifications of the acquisition technique. For ex­
ample, with additional improvements of the stabilisation method, one could ask a subject to hold their
smartphone in a fixed position in front of them while turning around and recording changes in illumina­
tion on their face. Combined with the estimated light direction obtained via the smartphone’s gyroscope,
this could provide useful information for relighting with an even shorter and simpler acquisition.
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