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a b s t r a c t 

Motion control in absence of human involvement is difficult to realize for autonomous vessels because 

there usually exist environmental disturbances and unmeasurable states at the same time. A discrete- 

time model predictive control (MPC) approach based on a state-compensation extended state observer 

(SCESO) is proposed to achieve more precise control performance with state estimations and disturbance 

rejections simultaneously. The main idea is that lumped disturbances encompassing nonlinear dynamics 

and external disturbances are handled as two parts, unlike the standard extended state observer (ESO). 

Particularly, the nonlinear terms are compensated by estimated states and the external disturbances are 

considered as extended states and attenuated by the traditional ESO strategy. Assuming that the lumped 

disturbances are constant over the prediction horizon, the prediction model is linearized to save com- 

putational time since after linearization the online MPC optimization problems are solved as quadratic 

programming problems instead of nonlinear programming problems. The convergence of the proposed 

SCESO estimation errors to zero is proved even when the disturbances keep variable. Two case studies 

involving a numerical example and ship heading control have been conducted to verify the effectiveness 

of the proposed control method. 

© 2017 European Control Association. Published by Elsevier Ltd. All rights reserved. 
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. Introduction 

In a real system, there usually exist external disturbances, non-

inear dynamics, and unmeasurable states that bring challenges to

he controller design for such a system [6,19,41,42] . Autonomous

essels have been encountering these challenges in motion control,

.g., path following or trajectory tracking [20,45] , because wind,

urrent or waves always exist and heading acceleration is hardly

easured directly [26] . To obtain reliable performance, a controller

eeds to reject the effect of disturbances and use as precise as

ossible state information. Observers are often utilized to esti-

ate states or disturbances that are unknown. For the estimation

f states, state observers, e.g., Luenberger observers [43] , Kalman

lter-based estimators [35] , and sliding observers [31] , have been

sed widely. For the estimation of disturbances, disturbance ob-

ervers (DOB) have been developed and applied in industry [5,41] .

 review of DOB-based control (DOBC) methods can be found in

6] . Generally, states and disturbances need to be estimated at

he same time. Unknown input observers (UIO) [4,15] , and ex-
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ended state observers (ESO) [13,14] , can deal with state and dis-

urbance estimation problems simultaneously [15] . UIO has been

sed widely in fault diagnosis and isolation [4,27,28,37] . ESO was

rst proposed for active disturbance rejection control by Han [13] .

fter that, ESO has been used and discussed widely with appli-

ations of active disturbance rejection control [11,30,32,33] . ESO is

ctually the same as UIO if the assumptions of disturbances for UIO

nd ESO are consistent [6] . 

Different from most existing observers, the ESO adds another

tate to a system instead of reducing the system order [38] and

equires the least amount of system information [46] . ESO-based

ontrol has also been applied as composite control combined with

eedback and disturbance compensation [19] , predictive functional

ontrol [21] , and sliding mode control [39] . Moreover, the ESO it-

elf has been improved both in the aspects of practical applications

nd theories. A linear ESO method was presented to simplify the

mplementation of ESO for engineers in [9] . For a rigorous proof

f the ESO convergence, a high gain approach was used to elim-

nate the influence of uncertainties for nonlinear extended state

bservers [12] . Furthermore, an extended high-gain state observer

as proposed to deal with a class of nonlinear uncertain systems

n which known nonlinear terms were used in the observer de-

ign [8] . A generalized ESO was represented to deal with a system
rved. 
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model that did not satisfy the standard chain form [19] . However,

there are some defects for ESO. For instance, the ESO estimated

errors cannot be guaranteed to converge to zero unless under the

assumptions that the disturbances are constant [19] . Generally, the

errors can only be guaranteed to be within the vicinity of zero

with bounded disturbances [9,12] . 

Model predictive control (MPC) is an important advanced con-

trol method in industrial areas due to its optimized control perfor-

mance and the ability of considering various kinds of constraints

explicitly [22,42] . An MPC based controller relies on state measur-

ing, disturbance estimating and an accurate prediction model [47] .

DOB based MPC methods have been developed and proved to be

effective by compensating the effect of unknown disturbances and

uncertainties recently [18,40–42,47] . Considering that the ESO is

a combination of DOB and state observer, it is reasonable to uti-

lize the ESO to estimate unmeasurable or costly-measured states

and unknown disturbances at the same time for a MPC based con-

troller. A simplified MPC method, i.e., predictive functional control

(PFC), is employed with the ESO for speed control of permanent

magnet synchronous motor servo system [21] . One deficiency of

the proposed method in [21] is that the ESO based feedforward

control law is designed separately and is not taken into account

in the receding optimization process of PFC. Another deficiency is

that there is no strict proof of the convergence of ESO estima-

tion errors [41] . Note that MPC is usually implemented as a digital

control because an analog circuit hardly deals with online linear

programming, quadratic programming, or nonlinear programming

problems [36] . For the digital control, system and observer mod-

els should be discretized and the control input should be updated

during the sampling interval [7] . 

In this article, an improved ESO based MPC approach for a

discrete-time prediction model is proposed to achieve more precise

control performance while estimating states and rejecting distur-

bances. The main idea is that lumped disturbances encompassing

nonlinear dynamics and external disturbances are handled sepa-

rately, which is different from the standard ESO. In this method,

the nonlinear terms are compensated by estimated states, and ex-

ternal disturbances are considered as extended states and esti-

mated by the proposed ESO. The lumped disturbances are consid-

ered constant in the prediction horizon, which makes a nonlinear

programming problem become a quadratic programming problem.

The external disturbances consist of high order polynomials as in

[17] . Different from the proof in [19] , the convergence of the pro-

posed ESO is proved when the disturbances keep variable. A nu-

merical example is conducted to prove the advancement of the

proposed method compared with the previous method in [19] , and

the proposed method is applied for the vessel heading control in

presence of disturbances and unknown states in comparison with

PID (proportional-integral-derivative) method. 

The remainder of this article is organized as follows. Gen-

eralized ESO is introduced in Section 2 . In Section 3 , an im-

proved ESO based on the generalized ESO, i.e., state-compensation

ESO (SCESO), is proposed with continuous-time and discrete-

time forms. In Section 4 and 5 , an SCESO based MPC scheme

is elaborated on and relevant stability is analyzed. Then, a nu-

merical example and a ship heading control case are studied

in Section 6 . Conclusions and future research are presented in

Section 7 . 

2. Generalized extended state observer 

An n th order SISO (single-input-single-output) standard uncer-

tain integral chain system for a standard ESO design is denoted as

follows [10,14] : 
 

 

 

 

 

 

 

 

 

 

 

 

 

˙ x 1 = x 2 

˙ x 2 = x 3 
. . . 

˙ x n = f d (x 1 , . . . , x n , d(t) , t) + bu 

y = x 1 , 

(1)

here x 1 , . . . , x n are the states, u is the control input, d ( t ) is the

xternal disturbance, y is the output, b is the system parameter,

nd f d ( x 1 , . . . , x n , d ( t ) , t ) is the lumped disturbances containing ex-

ernal disturbances and sources of mismatch between the linear

odel and the real nonlinear system dynamics. 

However, a different system, for instance second-order system

2) , is not consistent with the standard integral chain form as (1) ,

nd the channel of lumped disturbances is also different from the

hannel of input in system (2) [19] . 

˙ x 1 = x 1 − 2 x 2 + f (x 1 , x 2 , d(t ) , t ) 

˙ x 2 = x 1 + x 2 + u 

(2)

Considering that systems not satisfying standard ESO systems,

ike system (2) , can not be dealt with by normal ESO methods, a

ew system form for a generalized ESO is proposed in [19] : 

˙ x = Ax + B u + D f d ( x , d ( t ) , t ) 

y = Cx , 
(3)

here x ∈ R 

n ×1 is the state vector, u ∈ R is the control input, y ∈
 is the output and f d ( x , d ( t ) , t ) ∈ R is the lumped disturbances.

 ∈ R 

n ×n , B ∈ R 

n ×1 , C ∈ R 

1 ×n and D ∈ R 

n ×1 are state matrix, input

atrix, output matrix and disturbance matrix, respectively. 

In order to estimate the states and disturbances for system

3) at the same time, the generalized ESO is utilized. 

Define an extended state x n +1 = f d ( x , d ( t ) , t ) , then system (3) is

ewritten as: 

˙ x̄ = Ā ̄x + B̄ u + Eh ( t ) 

y = C̄ ̄x , 
(4)

here x̄ = [ x 1 , . . . , x n +1 ] 
T 
, h ( t ) is the derivative of x n +1 , i.e., h ( t ) =

˙  n +1 . The system matrices Ā , B̄ , C̄ and E are denoted as follows: 

¯
 = 

[
A n ×n D n ×1 

0 n ×n 0 1 ×1 

]
, B̄ = 

[
B n ×1 

0 1 ×1 

]
, 

¯
 = [ C 1 ×n , 0 1 ×1 ] , E = 

[
0 n ×1 

1 1 ×1 

]
. 

or system (4) , the generalized ESO is designed as follows: 
 

˙ ˆ x̄ = Ā ̂

 x̄ + B̄ u + L(y − ˆ y ) 

ˆ y = C̄ ̂  x̄ , 
(5)

here ˆ x̄ = [ ̂ x 1 , . . . , ̂  x n +1 ] 
T is the estimation of x̄ , and L is the ob-

erver gain with dimension n + 1 to be designed. 

Define the observer estimation errors, or observer errors, as e =
¯
 − ˆ x̄ . Combining (4) and (5) , the observer errors e are given by: 

˙ 
 = A e e + Eh ( t ) , (6)

here A e = Ā − L ̄C . 

The bounded stability of the generalized ESO is summarized in

he following lemma. 

emma 1 [10] . Assuming that A e is a Hurwitz matrix with a suitable

 and lumped disturbances f d ( x , d ( t ), t ) are differentiable on t , then

he observer errors e are bounded for any bounded h ( t ) . Moreover,

he boundary of e satisfies ‖ e ‖ 2 = 2 ‖ P h ( t ) ‖ 2 , where P is the unique

olution of the Lyapunov equation A 

T 
e P + PA e = −I with I being an

dentity matrix. 
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Fig. 1. The SCESO schema. 
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However, to guarantee the observer errors e → 0 when t → ∞ ,

ssumptions must be satisfied using the composite control strategy

19] . The lemma for guaranteeing e → 0 when t → ∞ is as follows:

emma 2 [19] . Suppose that f d ( x , d ( t ), t ) equaling f ( d ( t ), t ), is

ounded, differentiable on t , and has a constant value at the steady

tate, which means lim 

t→∞ 

˙ f ( d ( t ) , t ) = 0 and lim 

t→∞ 

f ( d ( t ) , t ) = c where

 is a constant. Then e → 0 and y → 0 when t → ∞ are guaranteed

f A e and A m 

= A + BK x are Hurwitz matrices and CA 

−1 
m 

B is invertible

ith the composite control law as u = K x ̂  x + K d ̂  x n +1 , where K x is the

eedback control gain and K d is the disturbance compensation gain. 

. State-compensation extended state observer 

For Lemma 2 , the assumptions are not always satisfied if the

umped disturbances contain a nonlinear term w ( x ) , i.e., f d ( x ,

 ( t ), t ) � = f ( d ( t ), t ), or if lumped disturbances are not constant

t the steady state, or if there exist constraints on system in-

uts. To handle systems where the assumptions for Lemma 2 are

ot satisfied, in this section, an improved generalized ESO, i.e.,

tate-compensation extend state observer (SCESO), is proposed. A

ontinuous-time SCESO is developed firstly, then a discrete-time

CESO is proposed by the zero-order hold (ZOH). 

.1. Continuous-time observer 

It is assumed that f d ( x , d ( t ) , t ) = w ( x ) + d ( t ) . For the nonlinear

erm w ( x ) , the function express y n = w ( x ) is known, but the value

f w ( x ) is unknown because x cannot be obtained directly. The ex-

ernal disturbances d ( t ) are supposed to be with higher order [17] ,

hich are given by: 

 ( t ) = 

q ∑ 

i =0 

d i t 
i , (7) 

here q is the order of d ( t ), d i is the system parameter. 

Based on Lemma 1 , the bounded stability of e can be obtained

f there are Hurwitz matrix A e and bounded h ( t ). To attenuate the

bserver errors e , f d ( x , d ( t ), t ) should be estimated accurately. Con-

idering that d ( q +1 ) ( t ) = 0 and w ( x ) can be estimated by updated

tate estimation 

ˆ x , an observer is designed to deal with w ( x ) and

 ( t ) separately. That is, w ( x ) is compensated by w 

(
ˆ x 
)

as in [8] , and

 ( t ) is attenuated with extended states. The schema of the SCESO

s shown in Fig. 1 . In Fig. 1 , x e = [ x n +1 , . . . , x n + q +1 ] 
T is the extended

tate vector, and L ∈ R 

n ×1 and L e ∈ R 

(q +1) ×1 are observer gains. The

bjective of the controller is to achieve x → x o with the least en-

rgy consumption considering the constraints, where x o is the ob-

ective and stable states. The SCESO is to provide the information

f states and disturbances for the controller. 
For system (3) , the SCESO is designed as follows: 
 

˙ ˆ x f = A f ̂  x f + B f u + D f w̄ 

(
ˆ x f 

)
+ L f 

(
y − ˆ y 

)
ˆ y = C f ̂  x f , 

(8) 

here the new states are redefined as x f = [ x T , x T e ] 
T , w̄ 

(
ˆ x f 

)
=

 

(
ˆ x 
)
, and x n +1 = d ( t ) , x n +2 = 

˙ d ( t ) , . . . , x n + q +1 = d (q ) ( t ) . The

CESO matrices are shown as follows: 

 f = 

[ 

A n ×n D n ×1 0 n ×q 

0 q ×n 0 q ×1 I q ×q 

0 1 ×n 0 1 ×1 0 1 ×q 

] 

, B f = 

[
B 

0 (q +1) ×1 

]
, 

 f = 

[
C 1 ×n 0 1 ×(q +1) 

]
, D f = 

[
D n ×1 

0 (q +1) ×1 

]
. 

he observer gain L f = [ L T , L T e ] 
T = [ β1 , . . . , βn + q +1 ] 

T . 

Then system (3) can be transformed as follows: 

˙ x f = A f x f + B f u + D f w̄ (x f ) 

y = C f x f . 
(9) 

he observer errors e f = x f − ˆ x f are obtained based on (9) and (8) ,

hich are given by: 

˙ 
 f = (A f − L f C f ) e f + D f ( w̄ (x f ) − w̄ ( ̂  x f )) (10) 

emark 1. Assuming that ‖ ̄w (x f ) ‖ 2 and ‖ ̄w ( ̂  x f ) ‖ 2 are bounded,

hen ‖ ̄w (x f ) − w̄ ( ̂  x f ) ‖ 2 � ‖ ̄w (x f ) ‖ 2 + ‖ ̄w ( ̂  x f ) ‖ 2 is also bounded.

herefore, with Lemma 1 , it is obtained that e f ≤ e 0 is bounded

here e 0 is a positive constant if (A f − L f C f ) is a Hurwitz matrix. 

emma 3 [44] . Define that Co(a , b) = { λa + (1 − λ) b, 0 � λ � 1 } is

he convex hull of { a , b } . Assuming that w̄ (X ) is differentiable on

o(x f , ̂  x f ) , where X has the same dimension as x f and ˆ x f , then there

xists a constant vector z ∈ Co(x f , ̂  x f ) , z � = x f , z � = 

ˆ x f , such that: 

¯
 (x f ) − w̄ ( ̂  x f ) = H(z) e f , (11) 

here H(z) = [ ∂ ̄w (X ) 
∂X 1 

, . . . , 
∂ ̄w (X ) 

∂X i 
, . . . , 

∂ ̄w (X ) 
∂X n + q +1 

] | X= z , X =
 X 1 , X 2 , . . . , X n + q +1 ] 

T . 

Combining (10) and Lemma 3 , it is obtained that: 

˙ 
 f = [ A f − L f C f + D f H(z)] e f . (12) 

o realize e f → 0 when t → ∞ , one solution is to design a con-

tant Hurwitz matrix [ A f − L f C f + D f H(z)] . Considering that MPC

ethod can optimize a cost function such that ˆ x converges to an

quilibrium point and has advantages of dealing with system con-

traints [22] , it is reasonable to combine SCESO and MPC to realize

he control objective when there exist disturbances, unmeasurable

tates and constraints in the system. 
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3.2. Discrete-time observer 

For MPC, an online optimization problem with constraints

needs to be solved by a digital computer [24] . Therefore, a con-

tinuous prediction model needs to be discretized [2,29] . 

A continuous-time model is usually discretized by the ZOH as-

sumption in practice [23] . Therefore, model (3) is first discretized

as: {
x (k + 1) = A c x (k ) + B c u (k ) + D c f d (x (k ) , d(k ) , T s ) 

y (k ) = C c x (k ) , 
(13)

where T s is the sampling time and k is a discrete time step stand-

ing for time instant kT s . A c , B c , C c and D c are discrete-time system

matrices. 

SCESO (8) is also discretized with ZOH as follows: ⎧ ⎨ 

⎩ 

ˆ x f (k + 1) = A f c ̂  x f (k ) + B f c u (k ) + D f c w̄ ( ̂  x f (k )) 

+ L f c (y (k ) − ˆ y (k )) 

ˆ y (k ) = C f c ̂  x f (k ) , 

(14)

where L f c = [ βc1 , βc2 , . . . , βc(n + q +1) ] 
T , A fc , B fc , C fc and D fc are

discrete-time system matrices. Accordingly, system (9) can be

transformed as follows: {
x f (k + 1) = A f c x f (k ) + B f c u (k ) + D f c w̄ (x f (k )) 

y (k ) = C f c x f (k ) . 
(15)

4. SCESO based model predictive control 

MPC is used to design a controller to optimize the tracking per-

formance considering system constraints. The prediction model is

based on the nominal dynamics that are updated by the SCESO

observer (8) . Without loss of generality, the control objective is to

achieve x → x o where x o is the objective and stable state vector.

Therefore, the cost function J ( k ) at instant time k is defined as fol-

lows: 

J(k ) = 

N P ∑ 

i =1 

{‖ ̃

 x (k + i ) − x o ‖ 

2 
Q + ‖ ̃

 u (k + i − 1) ‖ 

2 
R 

}
, (16)

where Q ≥ 0 and R > 0 are the weighting matrix and parameter,

respectively, and N P is the length of the prediction horizon. ˜ x (k + i )

and ˜ u (k + i − 1) are predictive system states at time k + i and input

at time time k + i − 1 , respectively. 

The optimization problem is to minimize the cost function J ( k )

online subject to system constraints as follows: 

˜ u 

∗(k ) = argmin 

˜ u (k ) 

J(k ) , (17)

subject to 

˜ x (k + i ) = A c ̃  x (k + i − 1) + B c ̃  u (k + i − 1) 

+ D c f d ( ̂  x (k ) , ˆ d (k ) , T s ) 

f d ( ̂  x (k ) , ˆ d (k ) , T s ) = w ( ̂  x (k )) + 

ˆ d (k ) 

ˆ d (k ) = 

ˆ x n +1 (k ) , ˜ x (k ) = 

ˆ x (k ) , ˜ u (k − 1) = u (k − 1) 

ˆ x f (k ) = [ ̂  x (k ) T , ̂  x n +1 (k ) , . . . , ̂  x n + q +1 (k )] T 

x min � 

˜ x ( k + i ) � x max 

u min � 

˜ u (k + i − 1) � u max 

�u min � � ˜ u (k + i − 1) � �u max 

� ˜ u (k + i − 1) = 

˜ u (k + i − 1) − ˜ u (k + i − 2) 

i = 1 , 2 , . . . , N P , 

where ˜ u 

∗(k ) = [ ̃  u ∗(k ) , . . . , ̃  u ∗(k + N P − 1)] T is the optimal input se-

quence. ˜ u (k ) = [ ̃  u (k ) , . . . , ̃  u (k + N P − 1)] T is the independent argu-

ment of J ( k ), ˆ x f (k ) is estimated by the proposed SCESO (14) , u (k −
) is measured at time k − 1 , x min and x max are system state con-

traints, and u min , u max , �u min and �u max are system input con-

traints. 

Based on MPC and the proposed observer strategy, a proposed

bserver based control algorithm is summarized in Algorithm 1 . 

lgorithm 1 Proposed observer based control algorithm. 

1: Set k = 0 , and initialize system states ˆ x f (0) and input u (0) ; 

2: while The control process is not ended do 

3: Solve problem (17) online with known 

ˆ x f (k ) to obtain the

optimal input sequence ˜ u 

∗( k ) ; 
4: Apply the first element of ˜ u 

∗( k ) , i.e., ˜ u ∗( k ) , to system dynam-

ics; 

5: Measure the current state y (k + 1) at the time k + 1 ; 

6: Estimate ˆ x f (k + 1) based on u (k ) , ˆ x f (k ) and y (k + 1) by the

proposed SCESO (14); 

7: k = k + 1 . 

8: end while 

. Stability analysis for observer 

ssumption 1. a) The order of external disturbances in (7) , i.e., q ,

s known; b) f d ( x , d ( t ), t ) is differentiable on t ; c) ‖ ̄w (x f )(k ) ‖ 2 and

 ̄w ( ̂  x f )(k ) ‖ 2 are bounded. 

ssumption 2. The i th eigenvalue λi (i = 1 , . . . , n + q + 1) of A 

e 
f c 

atisfies | λi | < 1 where A 

e 
f c 

= A f c − L f c C f c . 

heorem 1. If the Assumptions 1 and 2 are satisfied, the observer

rror e f ( k ) of SCESO is bounded, where e f (k ) = x f (k ) − ˆ x f (k ) . 

roof. Based on (15) and (14) , e f is obtained: 

 f (k + 1) = A 

e 
f c e f (k ) + �w̄ (k ) , (18)

here �w̄ (k ) = D f c [ ̄w (x f (k )) − w̄ ( ̂  x f (k ))] . With | λi | < 1, let a Lya-

unov function set as V (e f (k )) = e f (k ) T Pe f (k ) , where P is the

nique solution of Lyapunov equation [ A 

e 
f c 

] T PA 

e 
f c 

− P = −Q , P >

 and Q > 0 are both symmetric matrices [16] . Combining (15) ,

hen 

V (e f (k )) = V (e f (k )) − V (e f (k − 1)) (19)

= − [ e f (k − 1)] T Qe f (k − 1) 

+ 2[�w̄ (k − 1)] T PA 

e 
f c e f (k − 1) 

+ [�w̄ (k − 1)] T P �w̄ (k − 1) 

= − ‖ M(k − 1) − N(k − 1) ‖ 

2 
2 

+ ‖ N(k − 1) ‖ 

2 
2 + ‖ W (k − 1) ‖ 

2 
2 , 

here M(k − 1) = [ e f (k − 1)] T Q 

1 
2 , N(k − 1) = [�w̄ (k −

)] T PA 

e 
f c 

Q 

− 1 
2 and W (k − 1) = [�w̄ (k − 1)] T P 

1 
2 . 

From Assumption 1 , ‖ ̄w (x f )(k ) ‖ 2 and ‖ ̄w ( ̂  x f )(k ) ‖ 2 
re bounded, then ‖ �w̄ (k − 1) ‖ 2 � ‖ D f c ‖ 2 (‖ ̄w (x f )(k ) ‖ 2 +
 ̄w ( ̂  x f )(k ) ‖ 2 ) is also bounded. Therefore, ‖ N(k − 1) ‖ 2 

2 
+ ‖ W (k −

) ‖ 2 
2 

is bounded since: 

 N(k − 1) ‖ 

2 
2 + ‖ W (k − 1) ‖ 

2 
2 

� ‖ P Q 

− 1 
2 ‖ 

2 
2 ‖ 

�w̄ ( k − 1 ) ‖ 

2 
2 + ‖ P 

1 
2 ‖ 

2 
2 ‖ 

�w̄ ( k − 1 ) ‖ 

2 
2 

� (‖ P Q 

− 1 
2 ‖ 

2 
2 + ‖ P 

1 
2 ‖ 

2 
2 ) ‖ D f c ‖ 

2 
2 

(‖ ̄w (x f )(k ) ‖ 2 + 

∥∥w̄ ( ̂  x f )(k ) 
∥∥

2 

)2 
. 

To make �V ( e f ( k )) < 0, it should be satisfied with (19) that: 

 

M ( k − 1 ) − N ( k − 1 ) ‖ 

2 
2 > ‖ 

N ( k − 1 ) ‖ 

2 
2 + ‖ 

W ( k − 1 ) ‖ 

2 
2 . (20)
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o  
onsidering that: 

 

M ( k − 1 ) − N ( k − 1 ) ‖ 2 � ‖ M ( k − 1 ) ‖ 2 − ‖ N ( k − 1 ) ‖ 2 , 

f: 

 M ( k − 1 ) ‖ 2 > ‖ N ( k − 1 ) ‖ 2 + ( ‖ 

N ( k − 1 ) ‖ 

2 
2 + ‖ 

W ( k − 1 ) ‖ 

2 
2 ) 

1 
2 , 

(21) 

hen (20) is satisfied. 

For Q = I, �V ( e f ( k )) < 0 if 

 e f (k − 1) ‖ 2 > ‖ [�w̄ (k − 1)] T PA 

e 
f c ‖ 2 

+ {‖ [�w̄ (k − 1)] T PA 

e 
f c ‖ 

2 
2 + ‖ [�w̄ (k − 1)] T P 

1 
2 ‖ 

2 
2 } 1 2 . (22) 

t can be obtained that ‖ e f (k − 1) ‖ 2 decreases since �V ( e f ( k )) < 0

or ‖ e f (k − 1) ‖ 2 that satisfies (22) . Hence e f ( k ) is bounded. �

Derived from Lemma 3 , a lemma for the discrete-time system

s as follows: 

emma 4 [44] . Assuming that w̄ (X ) is differentiable on

o(x f (k ) , ̂  x f (k )) , where X has the same dimension as x f and

ˆ 
 f , then there exists a constant vector z(k ) ∈ Co(x f (k ) , ̂  x f (k )) , z ( k )

 x f ( k ), z(k ) � = 

ˆ x f (k ) , such that: 

¯
 (x f (k )) − w̄ ( ̂  x f (k )) = H(z) e f (k ) , (23) 

here H(z(k )) = [ ∂ ̄w (X ) 
∂X 1 

, . . . , 
∂ ̄w (X ) 

∂X i 
, . . . , 

∂ ̄w (X ) 
∂X n + q +1 

] | X= z(k ) , X =
 X 1 , X 2 , . . . , X n + q +1 ] 

T . 

ssumption 3. a) The estimation 

ˆ x satisfies that lim 

k →∞ 

ˆ x (k ) → x o 

nd lim 

k →∞ 

x (k ) → x s with Algorithm 1 , where x o and x s are both

onstant vectors; b) the i th eigenvalue λg 
i 
(i = 1 , . . . , n + q + 1) of

 

g 

f c 
satisfies | λg 

i 
| < 1 where A 

g 

f c 
= A 

e 
f c 

+ D f c H(z(k − 1)) when k →
 . 

emark 2. According to Theorem 1 , e f (k ) = x f (k ) − ˆ x f (k ) is

ounded. It also means that e (k ) = x (k ) − ˆ x (k ) is bounded. Mean-

hile, when lim 

k →∞ 

ˆ x (k ) → x o , x (k ) = e (k ) + x o is bounded. There-

ore, it is reasonable to assume that z(k ) ∈ Co(x f (k ) , ̂  x f (k )) is a

eighborhood of [ x T o , 0 
T ] T , such that L fc can be designed to make

he i th eigenvalue λg 
i 
(i = 1 , . . . , n + q + 1) of A 

g 

f c 
satisfy | λg 

i 
| < 1 . 

heorem 2. Suppose that Assumptions 1 , 2 and–3 are satisfied, then

he observer errors lim 

k →∞ 

e f (k ) → 0 and the system states lim 

k →∞ 

x (k ) →
 o . 

roof. Combining (18) and Lemma 4 , e f ( k ) is denoted as follows: 

 f (k ) = [ A 

e 
f c + D f c H ( z ( k − 1) ) ] e f ( k − 1 ) . (24) 

ccording to Assumption 3 , when k → ∞ , lim 

k →∞ 

ˆ x (k ) → x o and

lim 

 →∞ 

x (k ) → x s . 

Define H 1 = [ ∂w (x ) 
∂x 1 

, . . . , 
∂w (x ) 
∂x i 

, . . . , 
∂w (x ) 
∂x n 

] | x = z 1 (k −1) with z 1 (k −
) ∈ Co(x (k − 1) , ̂  x (k − 1)) , and considering that w̄ (X ) = w (x ) , it is

btained that: 

 f c H(z(k −1)) = 

[
D c 

0 

][
∂ w̄ ( X ) 

∂X 1 

, . . . , 
∂ w̄ ( X ) 

∂X i 

, . . . , 
∂ w̄ ( X ) 

∂X n + q +1 

]∣∣∣∣
X= z ( k −1 ) 

= 

[
D c 

0 

][
∂w (x ) 

∂x 1 
, . . . , 

∂w (x ) 

∂x i 
, . . . , 

∂w (x ) 

∂x n 
, 0 q +1 

]∣∣∣∣
x = z 1 (k −

= 

[
D c H 1 0 n ×(q +1) 

0 (q +1) ×n 0 (q +1) ×(q +1) 

]
ccording to Assumption 3 , it can be obtained that lim 

k →∞ 

ˆ x (k ) → x o

nd lim 

k →∞ 

x (k ) → x s . Based on it, lim 

k →∞ 

z 1 (k − 1) = Co(x o , x s ) is a con-
tant vector, and lim 

k →∞ 

D c H 1 is also a constant vector. It can be de-

uced that lim 

k →∞ 

D f c H ( z ( k − 1 ) ) → A z where A z is a constant ma-

rix, and A 

g 

f c 
= A 

e 
f c 

+ A z is a constant matrix. 

Considering that all eigenvalues of A 

g 

f c 
have magnitudes less

han 1 according to Assumption 3 , system (24) is asymp-

otically stable, i.e., lim 

k →∞ 

e f ( k ) → 0 [3] . Based on e f ( k ) = x f −
ˆ 
 f , lim 

k →∞ 

e f ( k ) → 0 and lim 

k →∞ 

ˆ x ( k ) → x 0 , it can be obtained that

lim 

 →∞ 

x ( k ) → x 0 , i.e., x s = x 0 . �

In summary, the observer errors of the proposed SCESO can be

uaranteed to be bounded if Assumption 1 and 2 are satisfied, and

he observer errors will not converge to 0 asymptotically unless

PC controller satisfies lim 

k →∞ 

ˆ x ( k ) → x o and lim 

k →∞ 

x ( k ) → x s . 

. Case study 

To verify the effectiveness of the proposed SCESO approach,

imulation experiments are conducted. Firstly, a numerical exam-

le in [19] is presented and the control performance with the pro-

osed method is compared with the control performance with the

ethod proposed in [19] , then an application of the proposed con-

rol and observer strategy to ship heading control is presented. 

.1. Case 1: Numerical example 

.1.1. Setup 

A second-order uncertain nonlinear system is considered as

19] : 
 

 

 

˙ x 1 = x 2 + e x 1 + d 

˙ x 2 = −2 x 1 − x 2 + u 

y = x 1 , 

(25) 

o be consistent with system (3) , the system matrices are set

s A = [ 0 1 
−2 −1 

] , B = [0 , 1] T , C = [1 , 0] , D = [1 , 0] T and f d (x , d(t) , t) =
 

x 1 + d. 

The initial states of system (25) are x (0) = [1 , 0] T . The external

isturbance d = 3 acts on the system at t = 6 s. The control objec-

ive is to let the setpoint of the output y be 0 while rejecting the

nfluence of disturbances. According to Theorem 2 , the observer

ain is chosen as L f c = [0 . 30 , −0 . 17 , 0 . 41] T such that the eigenval-

es of A 

e 
f c 

and A 

g 

f c 
are [0.94, 0.94, 0.77] T and [0.90, 0.90, 0.90] T ,

espectively. For the MPC controller, the objective states should be

et as [ x 1 o , x 2 o ] 
T = [0 , 0] T . The MPC parameters are set as: N P = 20 ,

 = diag [100 , 0 . 1] , R = 0 . 1 for (16) , and the sample time for dis-

retization and control T s = 0 . 05 s. The constraint of input u is lim-

ted to [ −30 , 30] . 

.1.2. Results 

The real states, estimated states and observer errors of state x 1 ,

 2 and lumped disturbances f d ( x , d ( t ), t ) are shown in 2–4 . The

nput u is shown in Fig. 5 . To guarantee the conformity of observer

rror definition with that in [19] , the definition of observer errors e

hanges to −e named negative observer errors in Figs. 2–4,7 . Note

hat the definition of lumped disturbances in Fig. 4 is consistent

ith that in [19] . From the simulation results, it is observed that

ll observer errors e converge to 0 after t = 9 . 0 s in Figs. 2–4 , and

he output y (i.e., x 1 ) can keep the objective value 0 stably with

 = −4 . 0 in Fig. 5 . 

To be compared with the results with generalized extended

tate observer based control (GESOBC) in [19] , the comparison

f output y is shown in Fig. 6 . From this figure, it is obvi-

us that system output y converges to the objective value 0
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Fig. 2. The real and estimated values of state x 1 . 

Fig. 3. The real and estimated values of state x 2 . 

Fig. 4. The real and estimated values of lumped disturbances. 

 

 

 

 

 

 

 

 

 

 

Fig. 5. The input u values during simulation. 

Fig. 6. The real and estimated values of output y by SCESO based MPC and GESOBC. 
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faster with the SCESO based MPC than with the GESOBC. The

integral performance index for the integral of absolute error

is usually used for evaluating the performance of a controller

[34] . The integral of absolute error index is denoted as 
∫ ∞ 

0 | e ( t ) | dt

where e ( t ) is the tracking error until t . A similar index is in-

troduced for a discrete-time system, i.e., the summation of ab-

solute error, which is defined as summation of absolute error ( t d ) =∑ ( 1+ t d /T s ) 
k =1 

| e ( k ) | T s , for evaluating the control performance until

t d . The summation of absolute error(12s) = 0 . 2605 for the GESOBC.

By contrast, The summation of absolute error(12 s) = 0 . 1192 for the

SCESO based MPC. These results also mean that the proposed
CESO based MPC method can deal with the mismatched distur-

ances like in system (25) . 

From the numerical calculation, it is found that the eigenval-

es of A 

e 
f c 

and A 

g 

f c 
has an influence on the convergence of the

tate estimation and control performance. For the sake of simpli-

cation, it is assumed that the eigenvalue absolute array of A 

g 

f c 
is

et as [ λa , . . . , λa ] 1 ×(n + q +1) with 0 < λa < 1. The real state and ob-

erver error of x 1 are shown in Fig. 7 with λa = { 0 . 7 , 0 . 8 , 0 . 9 , 0 . 95 } .
n general, if a larger λa is used in the system, the observer er-

or variance is smaller while the convergence speed of the state

s slower. For instance, the x 1 observer error does not approach to

 even after t = 8 s with λa = 0 . 95 . In contrast, if a smaller λa is

sed, the observer error variance is bigger, which can generate in-

ppropriate control inputs to the system and result in poor control

erformance, such as when λa = 0 . 70 . Taking into account these

spects, λa = 0 . 90 is selected in this simulation. 

.2. Case 2: Ship heading control 

Autonomous vessels have received much attention recently. One

hallenge for autonomous vessels is to track a preplanned path

ith unknown states under the disturbances of current, wind

nd waves [1,20,25,45] . In practice, the preplanned path is usually

racked by adjusting the heading with the assumption of constant

essel speed. To this end, a nonlinear SISO model, a second-order

omoto model, can be used as the motion control model. 
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Fig. 7. The real value and estimation value of state x 1 with different λa (blue solid 

line: real value, red dotted line: estimation value). 
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.2.1. Setup 

In this model, the state is defined as x = [ x 1 , x 2 , x 3 , x 4 ] 
T 
, where

 1 , x 2 , x 3 , and x 4 are the heading, heading rate, heading acceler-

tion and real rudder angle, respectively. The input is the rudder

rder u . The output is the heading y = x 1 that can be measured by

ensors directly. The state-space equations of second-order Nomoto

odel are shown as follows: 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

˙ x 1 = x 2 

˙ x 2 = x 3 

˙ x 3 = g ( x , u ) + d ( t ) 

˙ x 4 = 

1 

T C 
( u − x 4 ) 

y = x 1 , 

(26) 

here K , T 1 , T 2 , T 3 , T C and α are system parameters, and g(x , u ) =
1 

T 1 T 2 
[ −x 2 − αx 3 

2 
− ( T 1 + T 2 ) x 3 + 

K ( T C −T 3 ) 
T C 

x 4 + 

K T 3 
T C 

u ] . In the form of

3) , f d ( x , d ( t ) , t ) = d ( t ) − αx 3 
2 

T 1 T 2 
, A , B , C and D are denoted as fol-

ows: 

 = 

⎡ 

⎢ ⎢ ⎣ 

0 1 0 0 

0 0 1 0 

0 − 1 
T 1 T 2 

− T 1 + T 2 
T 1 T 2 

K ( T C −T 3 ) 
T 1 T 2 T C 

0 0 0 − 1 
T C 

⎤ 

⎥ ⎥ ⎦ 

, 

 = 

⎡ 

⎢ ⎣ 

0 

0 

KT 3 
T 1 T 2 T C 

1 
T C 

⎤ 

⎥ ⎦ 

, C = 

[
1 0 0 0 

]
, D = 

⎡ 

⎢ ⎣ 

0 

0 

1 

0 

⎤ 

⎥ ⎦ 

. 

he control objective is to make the heading approach the

redefined heading. The model and simulation parameters are

et as: K = 0 . 5900 , T = 0 . 9526 , T = 0 . 0247 , T = 0 . 2215 , α =
1 2 3 
 . 0 0 01 , T C = 0 . 10 0 0 , and d ( t ) = −1 . 237 − −0 . 1 t − 0 . 2 t 2 with q = 2 .

o guarantee the convergence of the discrete SCESO, the observer

ain is chosen as L f c = [1 . 7 , 95 . 0 , 3 . 3 × 10 3 , 822 . 0 , 2 . 3 × 10 5 , 3 . 0 ×
0 6 , 2 . 8 × 10 7 ] T such that the eigenvalue magnitudes of A 

e 
f c 

and

 

g 

f c 
are both [0.75, 0.73, 0.73, 0.69, 0.69, 0.65, 0.65] T satisfying

ssumptions 2 and 3 . The MPC parameters are set as: N P = 20 , Q =
iag [10 5 , 10 2 , 10 2 , 10 2 ] , R = 1 for (16) , and the sample time for dis-

retization and control T s = 0 . 1 s. The objective output, i.e., objec-

ive heading, is ψ o = 20 ◦, and the objective states x o are set as [20,

, 0, 0] T accordingly. The constraints for system states and input is

et as −30 ◦ � ˜ x 4 ( k + i ) � 30 ◦, −30 ◦ � ˜ u ( k + i − 1 ) � 30 ◦, −20 ◦ · T s �
˜ u ( k + i − 1 ) � 20 ◦ · T s ( −20 ◦/s � ˙ u ( t ) � 20 ◦/s ) . The initial states of

he real dynamics and observer are both x ( 0 ) = [ 0 , 0 , 0 , 0 ] 
T . 

.2.2. Results 

The real, estimated value and observer error of states and the

ystem input during the simulation are shown in Fig. 8 . 

From Fig. 8 , it can be observed that the heading of vessel ap-

roaches the objective value, i.e., 20 ° and keeps constant after time

 = 6 s, and the estimated values of heading rate and heading ac-

eleration all converge to 0 . It shows that the simulation results

atisfy the Assumption 3 . The observer errors of all states converge

o 0 after t = 5 s even though the magnitude of external distur-

ances grows. 

To verify the advance of this proposed method, a PID controller

s applied to realize the same control objective with the same con-

traints as this is the most commonly used industry controller.

fter tuning, the coefficients for the proportional, integral, and

erivative terms are set as K p = 4 , K i = 1 and K d = 2 , respectively.

enerally, it is difficult to tune the PID parameters to obtain good

erformance because the steady-state error is hardly corrected by

dding an integral term while the disturbances are always chang-

ng. The comparison of the control performance of PID and pro-

osed method is shown in Figs. 9 and 10 . 

From Fig. 9 , it can be observed that the proposed con-

roller tracks the objective heading after t = 6 s while the

ID controller tracks the objective heading after t = 16 s with

 small tracking error. The summation of absolute error ( 20 s ) =
1 . 1621 for the proposed controller is much smaller than the 

ummation of absolute error ( 20 s ) = 87 . 5993 for the PID controller.

rom Fig. 10 , the inputs with the proposed controller are smaller

han inputs with the PID controller, which means that the pro-

osed controller takes less energy. 

. Conclusions and future research 

Considering that unmeasurable states and external disturbances

sually exist in dynamic systems, it is difficult to control these sys-

ems without the information of system states and external dis-

urbances, especially in the presence of system nonlinearities. To

cquire accurate state information and attenuate the effect of dis-

urbances is important to improve control performance. A state-

ompensation extended state observer based model predictive con-

rol method is proposed to obtain better control performance. The

umped disturbances encompassing external disturbances and ne-

lecting system nonlinear terms are handled separately. The ex-

ernal disturbances are attenuated by extending states and system

onlinear terms are compensated by the estimated states simul-

aneously. The simulation experimental results show that the pro-

osed method has the advantages of improving the tracking preci-

ion and speeding up the tracking error convergence. The stability

f state-compensation extended state observer is analyzed theoret-

cally and verified by numerical data. The path following control of

utonomous vessels in the presence of wind, current and waves

ould be solved with the proposed control method when certain

tates are unknown or with large measurement errors. 
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Fig. 8. The real, estimated value and observer error of states and input value. 

Fig. 9. The heading of proposed and PID controller. 

 

 

Fig. 10. The input value. 

[  

e

A control system with time delay, i.e., nonminimum-phase de-

lay system, could have significant impact on control performance
47] . Therefore, future work will consider applying the improved

xtended state observer in the nonminimum-phase delay system. 
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