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FOREWORD

This volume contains the proceedings of the fourteenth European Annual Conference on Human Decision
Making and Manual Control; for short the European Annual Manual or EAM. This time the EAM was held at the
Delft University of Technology at Delft, The Netherfands, from July 14-16, 1895. This volume contains the full

manuscripts of the papers as presented at the meeting.

in 1981 the first EAM was held. The idea was not new, at that moment the NASA -University Annual Conference
on Manual Control, the Annual Manual, was already more than 15 years the yearly meeting for PhD students
working in the field of Man-Machine Systems in the USA. The essence of the conference was to create an
opportunity for young researchers to discuss their work in an early stage of their project. So the conference
intends to be a platform to discuss in an informal way the projects rather than to present the results of an almost
finished project. With this purpose in mind, it was appreciated to see that some of the leading staff in Man-
Machine System research were also participating, and, in this way, stimulating and starting the discussions. The
major difference between the conference in the USA and Europe is that the Annual Manual was just focussed on

Manuat Control, whereas the EAM also covers Supervisory Control research.

Since 1981 a series of conferences have been held in eight European countries, namely:

1981: The Netherlands, Delft, Delft University of Technology

1982: Federal Republic of Germany, Bonn, Forschungsinstitut fir Anthropotechnik

1983: Denmark, Roskilde, Risg National Laboratories

1984: The Netherlands, Soesterberg, Institute for Perception TNO

1985; Federal Republic of Germany, Berlin, Technical University of Berlin

1986: United Kingdom, Wales, Cardiff, University of Wales, Institute of Science and Technology
1987. -

1988. France, Paris, Electricité de France

1989; Denmark, Lyngby, Technical University of Denmark

1990: Italy, Ispra, CEC Joint Research Centre

1991. Belgium, Lieges, University of Lieges

1992: France, Valenciennes, University of Valenciennes

1993: Germany, Kassel, University of Kassel

1994: Finland, Espoo, Technical Research Centre of Finland

1995. The Netherlands, Delft, Delft University of Technology

The intention is to continue the series; the next EAM is planned for 1996 in one of the southern countries of

Europe.

Henk G. Stassen
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Simulation System for Behavior of an Operating Group
(SYBORG)

-Development of an Individual Operator Behavior Model-
- K.Takano*, K.Sasou & S.Yoshimura

Human Factors Research Center,
Central Research Institute of Electric Power Industry (CRIEPI)
2-11-1, Iwatokita, Komae-shi, Tokyo 201, Japan
takano@komae.denken.or.jp

Abstract

This paper describes the structure and mechanism of an individual operator behavior model
developed, that is a major part of the Team behavior model, named SYBORG. This model has been
developed on close contacts with experienced Nuclear Power Plant Operators, using the BWR
training simulator. The results obtained from in-depth analysis of experimental chronology of
operator's protocols and activities suggested that the existence of a mental model that becomes the
kernel of operators' cognitive behavior in coping with an abnormal event. This mental model makes
it possible for operators to help intentions formation of utterances and operations by means of
advising possible causes, and further of envisioning the near-future scenario of plant dynamics. It
was also suggested that both 12 kinds of knowledge categories in the long term memory and sensory
information in the short term memory would be necessary to create the mental model in the working
memory. Thus, a knowledge base, that was categorized into parameters KB, parameter parameters
KB and event parameters KB etc., was prepared by experienced operators. For simulating operator's
dynamic behaviors, it is also necessary to describe the operator's dynamic cognitive processes based
on the created mental model used as a kernel. Therefore, the object modeling techniques (OMT) were
adopted to translate the running processes of the mental model into computer programming.
Simulated sequences of utterances and operations including thinking processes shown a reasonable
agreement with events obtained in the experiment.

1.Introduction

In system that requires higher reliability and safety such as a nuclear power plant, it has been widely
accepted that the basic principle for evaluating human-machine system is to consider that both humans
(operators) and the machinery system (plant) should be regarded as a whole in evaluating the dynamic
behavior (McRuer, Graham, Kredel and Reisener 1965). As a series of studies on the probabilistic
risk analysis (PRA), it was implied that most important and difficult estimation was to identify human
reliability and that the human reliability assessment must be necessary to estimate the reliability of an
overall plant system. There are two ways how to evaluate system dynamics in which humans play a
major role in control-loop: One is an approach to conduct experiments using plant simulator with
cooperation of experienced operators, another is to develop a comprehensive simulator including both
plant dynamics and human behavior. Because the experimental studies afford us only limited case-
study results comparing to the resources required in the experiments, the Central Research Institute of
Electric Power Industry (CRIEPI) has been making efforts to develop the Simulation System for the
Behavior of an Operating Group, named SYBORG for several years (Sasou, et al 1993, Takano, et al
1994, Takano et al 1995).

*present address: c/o Professor J.T. Reason, Department of Psychology, University of Manchester
Oxford Road, Manchester, M13 9PL. UK. Email: takano@fs3.psy.man.ac.uk
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The purposes of the applications of the SYBORG are:

1) To find possible paths to severe/large-scale accidents induced by a combination of

machinery's functional failure and human inappropriate actions;
2) To design an adaptive interface for operators aiming at improving total reliabilities;
3) To develop an advanced intelligence operator support system on the way to the semi/full
automatic control;

4) To propose more effective manners for upgrading cooperation within a team.
While many approaches, that are comparatively new originated at a few decades ago, are identified to
simulate the human cognitive behavior, these are roughly classified into two categories (Cacciabue,
1994), these are micro cognition and macro cognition. Macro cognition modeling would be further
divided into three categories, these are conceptual, deterministic and Al modeling.
Regarding micro cognitive modeling, Cacciabue (1994) mentioned that it is meant the detailed
theoretical accounts of how cognition takes place in human mind. This modeling approach has been
basically conducted in experimental psychology and medical research in brain mechanism. Basic and
detailed theoretical modeling was studied individually such as on recognition, thinking and memories
along the human information processing, however it would be difficult to connect these each other.
Macro modeling, in which human behavior in realistic tasks under actual working environments is
tried to be explained and simulated (Cacciabue, 1994), made simplification on all cognitive process in
order to describe a dynamic human behavior. The most simple and traditional theory was SR
(Stimulus-Reaction) or SOR (Stimulus-Organization-Reaction) theory in the field of experimental
psychology. Recently, in conceptual macro modeling, Card (1983) proposed a precursor model in
which human information processing was divided into sensory processor, cognitive processor and
motor processor. This model, that a required time consumption of each processor was determined
based on experiments and on experiences, becomes a archetype at starting modeling. As next
conceptual model, SL/SRK model, in which there are three level in human actions, skill, rule and
knowledge, was proposed by Rasmussen (1983). This categorization also became a basis in
understanding human behavior. As to the framework of the total information processing model,
Baron's model (Baron, 1982) for nuclear power plant operator and Wickens model (Wickens, 1984)
is nominated as important models because of introducing conceptions of the mental model and
working memory, additionally the Wickens model suggested the existence of a limited attention
resource. Each suggested the basic structure of human cognition and information processing
mechanism interacting with external environments. Most recent conceptual model is COCOM
(Contextual Control Model), proposed by Hollnagel (1993), implies that it is important to consider
the effect of context, which should be influenced by external situations, for determining the control
level of human actions. These conceptual and theoretical approaches cover a whole human mental
activities, unfortunately it would be difficult to directly be extended to practical simulation models.
As to the deterministic models which was based on discrete simulation language such as SimScript
and SAINT/micro SAINT, representative methodologies were the Human Operator Simulation,
HOS, for radar monitoring tasks (Wherry, 1976), MAPPS for nuclear plant maintenance personnel
(Siegel, Barttler, Wolf, Knee and Haars, 1984) and OPPS (Kozinskay, 1984) for nuclear plant
operators. Huang (1991) developed a computer code using SimScript to simulate a team behavior in
nuclear power plant based on plant simulator training experiments. This simulation suggested us the
possibility of team behavior modeling. However, these models could only simulate the procedure
based behaviors according to prescribed network, that is usually need a lot of time to describe by
detail experimental observations. Knowledge is not explicitly defined but on the prescribed network
as a task sequences, necessary time consumption and branch rule and furthermore these model cannot
deal with unexpected knowledge base behavior.
At last, as the most recently developed model and principal approaches in simulating human cognitive
behavior, the Al model would be referred. These approaches have been conducted in the field of
nuclear power operators. The earliest approach in this area was conducted by Woods (1987), named
Cognitive Environment Simulation, CES. This was the first attempt to realize the total human
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information processing in realistic environments by means of Artificial Intelligence,
EAGOL/CADUCES for the use of medical diagnosis. The features are to divide cognitive behavior
into three major activities, one is monitoring and analyzing the plant dynamics, second is building
explanation for off-normal plant situation, and the last is managing the response for correcting
abnormalities. ~Another feature is explicitly to define knowledge base that includes rules of
identifying abnormalities, plant parameters vs. responses relationship, and parameters vs. parameters
relationship. Cacciabue (1991) also developed the Cognitive Simulation Model, COSIMO, in which
observed deviations in the plant transmitted to a blackboard as a cue and similarity matching is
executed to identify abnommalities using fuzzy theory. If similarity matching is fail, frequency
gambling would be applied to solve a conflict. Another model is the Cognitive and Action Modeling
of an Erring Operator, CAMEO, developed by Fujita (1993). Common features to these models
based on Al architecture is that basis is put on diagnosis, that is deduced from information about plant
parameters acquired by monitoring, to identify what kind of event has happened. As results by
diagnosis, it is possible to select a suitable set of operations. While these Al models are considered
as up-to-date techniques, it is necessary to examine the similarities with the information processing
process of real human operators because these has deficiencies in the respects of the contextual
control and of behavior against unexpected/unfamiliar situations.
Reviews on recent approaches on human operator modeling suggested us following findings to be
improved. Especially, because Al approaches has much possibilities and prosperity to simulate
human cognitive behavior, it should be necessary to examine if it is true that the common mechanism
emphasized on diagnosis would be robust in any situations observed at plant.
1) The previously proposed operator's model cannot deal with dynamic plant behavior, because
researcher intended to make applications to static probabilistic risk assessment;.
2) Due to our observation on simulator experiments, diagnosis is only a part of human
information processing strategies (Takano, et al 1994). Depending on the situations and
context, the control level should be changed (Hollnagel, 1993);

3) Most of the previously developed simulation model only could deal with a few design based
events because of less consideration with a universal mental model that real operators frame
up in their mind based on their experience; .

4) In spite of the importance of team behavior, every model excluded communication and group
dynamics excepting Huang' model (1991).

Based on above consideration, this individual operator behavior model developed satisfies following
necessities in order to simulate more realistically and universally. The development of the present
individual model shall makes it possible to construct the team behavior model: SYBORG by
connecting each individual models with HHI and also connecting them via HMI with "plant model".

1) To connect the operator model to dynamic plant simulator;

2) To adopt the universal mental model that was obtained by in depth analysis of simulator
experiments with cooperation of experienced operators (Takano, Sasou and Yoshimura,
1994,1995);

3) To have a function of communicating with the other operators;

4) To have a function of action and movement for taking the available time into consideration.

2. Structure and functions of an individual operator model

2.1 Structure

Because the final aim of this studies is to develop the team behavior model: SYBORG, this individual
model should have functions in order to be able to behave as an individual in a team. Thus, in
designing the structure of an individual model, interactions with human as well as with external
environments should be taken into consideration. This concept, of course, leads to the necessities of
model's capabilities of verbal communications and even necessities of introduction of the group
dynamics as interactions between individual models. Our envisaged block diagram is shown in
Fig.1, which consist of plant model (dynamic simulator), Human-Machine Interface model (HMI:
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Team Behavior Model

Operator Behavior M
(Leader)

Operator Behavior M
(follower: Reactor Op.)

M Operator Behavior M M
(Follower: Turbine Op.)

—~ 2
—

z HZP»CT
v

HMI: Man-Machine Interface
HHI : Human-Human Interface
M : Model
Fig.1 Block diagram of the total system named SYBORG: Simulation
System for Behavior of the Operating Group

control panel), three individual operator models and Human-Human Interface model (HHI). Here,
the HHI plays a role of handling communications and group dynamics between each operator. In this
paper, so we do not intend to mention details about the HHI as to treat it as a black box with defining
explicit functions. Details were explained in the other author's paper (Sasou, et al 1994). The HHI
model includes functions of the role assignment within a team, the management of communications,
the disagreement solution between members.

Both on the above mentioned speculations and on conceptual models proposed by Wickens (1984)
and Baron (1982), the block diagram presenting the structure of an individual model has driven as
shown in Fig.2, which consisted of an attention micro model, a short term memory: STM, a thinking

micro model, a working memory (mediate term memory: MTM), a long term memory: LTM, an
action micro model and an utterance micro model.

Inf : Individual Operator Behavior Modet——
ormation I
from Transmitting
HHI ———>t to
HMI ——> ATIN THINKING || ACTION MM > HMI
T & MM MM \
> UTTERANCE MM >  HHI
ST™ MTM(Working Memory)
LT™M

Notes: HMI:Human-Machine Interface, HHI:Human-Human Interface
MM:Micro Model, ATTN:Attention, STM:Short Term Memory
MTM: Mediate Term Memory, LTM:Long Term Memory

Fig. 2 Block diagram of an Individual Operator Behavior Model and Information flow
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2.2 Functions
The functions of each substitutes are described below including the fundamental consideration for
getting the detailed design of this individual operator behavior model.
2.2.1 Attention Micro Model
This part is for introducing information inputted into the individual operator model. In the present
work, two kinds of information were defined: one is information on HMI through visual organs
(Panel Information: annunciator indications, indicator readings, and status of switches and ramps),
second is information on utterance from other operators through auditory organs.(Utterance
Information). This micro model executes screening whether information transmitted from external
environments could successfully inputted into the model or not. The screening criteria was already
reported in the previous paper (Takano, 1994). Ciriteria for utterance information were defined by the
volume of utterance and sender's position and that for Panel Information is the kinds of indicator
(each indicator has an affordance level for attracting attention), scope of visual field and operator's
arousal and workload varying according to the circumstance. Actual screening can be realized using
neural networks of back-propagation type calculation.

2.2.2 Short Term Memory
Information through the attention micro model is temporary accumulated here in order to smoothly
transmit information between the attention micro model and thinking micro model, for instance, in
cases when plural information would be inputted simultaneously or when the other part of the model
would be working at the time. Accumulated information would be decayed with the time constant

T, ,=10 seconds and STM has a limited capacity up to seven records. These value are really

preliminary and should be modified with reference to experimental studies.

2.2.3 Thinking Micro Model

This micro model is the most important part in the whole model. Through situation understanding
and causal reasoning based on both information introduced through the attention micro model and
“knowledge base in LTM, this leads to the determination of how to encounter the situation for making
plant status steady and finally controls executing procedure. Main frame concerning how to proceed
thinking is closely related to the running process of the Mental Model explained simply below. The
concept and creating process has already proposed by authors (Takano,et.al 1994 and 1995)
including how to construct the mental model using Knowledge base in LTM. To recapitulate the
concept and basic principle of this mental model:

1) An annunciator indication makes the operator aware of a deviation of the plant operating
condition from normal range i.e. the occurrence of an abnormal event.

2) If a simple countermeasure occurs to the operator's mind, the countermeasure is applied
reflexively by the operator as "Immediate Reaction” (e.g. starting up the standby pump in the
case of a pump trip).

3) After the Immediate Reaction, he proceeds to envisioning the near-future scenario of plant
evolution, and at the same time to seeking the cause of the abnormal event. The near-future
scenario serves the operator in choosing the Key Parameter (KP) that which he
considers to exert the strongest influence on the plant operating condition affected by the
particular abnormal event, and to which he will concentrate his attention in monitoring the
evolution of plant behavior.

4) The operator adopts Emergency Countermeasures to seek preventing the Key Parameter from
further deterioration or if possible, to restore steady condition. The specific Emergency
Countermeasure to be adopted would depend on the extent of deviation from normal range
marked by the Key Parameter.

5) Upon identifying the cause of annunciator indication, the operator seeks and applies a Causal
Remedy with the aim of eliminating the cause and restoring normal plant operating status.

The foregoing structure of a universal mental model! is schematized in Fig. 3. The occurrence of an
event, which would be noticed as a first annunciator indication to operators, imparts its effect on one
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Fig.3 Pattern of universal mental model formed in an experienced operator's mind upon
noting the first occurring annunciator indication

or more plant operating parameters. Such consequently affected operating parameters are termed Co-
Parameters. Among the Co-parameters, the operator will choose a Key Parameter, which he
considers to influence the most sensitively the plant operating condition affected by the particular
abnormal event, and to which he will concentrate his attention in monitoring the evolution of plant
behavior. The operator will next envision the near-future evolution scenario of the Key Parameter.
The scenario would also incorporate the time factor and include foreseen annunciator indications and
interlock actions. Considering this time factor, the operator will determine for the Key Parameter a
Landmark Value at which he will apply Emergency Measures. Interlock actions set off by
logical circuits to cause component tripping or reactor scramming will also influence one or
more plant operating parameters. )

The mental model, that is to be created in Working Memory (Mediate Term Memory: MTM)
according to the situation, denotes the envision of near-future scenario of plant dynamic evolution and
also points out the list of possible causes which could cause the present situation. The merits of this
mental model proposed are (1) even applicable to events that have not been envisaged yet and (2)
enable to combine dynamically elements of knowledge, thinking processes and behaviors. By means
of this mental model, thinking process can be regulated and intentions of action and utterances can be
also formed. Intention formation process will be mentioned hereafter.

2.2.4 Working Memory (Mediate Term Memory: MTM)

This is a part where information acquired through sensory organs and information retrieved from
LTM is arranged in order to make operator's intentions formation. The Working Memory consists of
largely 2 parts illustrated in Fig.4, one is a capacity for mental model and another is for pages. That
page, which is created corresponding to each plant parameters defined in the mental model, stores the
records of evolution of plant parameters, annunciator indications, utterances by other operators, and
operation performed. The combination of the mental model and corresponding pages is defined as an
Index. Thus, the single index would be formed in MTM when an encountering event involves single
cause, however, plural indexes would be formed when the event induced by plural causes

simultaneously. The mental model in MTM can be revised if important information would be
introduced here.

2.2.5 Long Term Memory (LTM)

Authors already proposed the structure and contents of knowledge base involved in the Long Term
Memory (Takano, Saso, Yoshimura 1995). In that paper, knowledge base contains 13 elements
including plant static configurations, plant parameters specifications, plant dynamics and three-leveled
countermeasures' procedure etc. Also LTM contains the HMI location data (%, y and z coordination
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2.2.5 Long Term Memory (LTM)

Authors already proposed the structure and contents of knowledge base involved in the Long Term
Memory (Takano, Saso, Yoshimura 1995) illustrated in Fig.5. In the Figure, the structure of the
LTM is drawn as a union of the elements of KB, and each KB is corresponding to the substance of
the object model expression of mental model that was shown in Fig.3, yet the object model originated
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Fig.5 Structure of the operator's mental model and interrelationships existing between individual
elements of knowledge base (KB) and the object model expression of the mental model
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Table 1 Substances of individual elements of knowledge base involved in the formation of a mental

model in the operator's mind

Knowledge Base (KB)

Substance of KB

Common KB

Individual KB

Parameter KB

Event KB

Parameter - Parameter Relationship KB

Event - Parameter Relationship KB

Interlock KB

Landmark Value KB

Parameter priority KB

Cause KB

Immediate Reaction KB

Emergency Measure KB

Cause Identifying KB

Causal Remedy KB

KBs commonly shared by all operators
KBs differing from operator to operator

Details of each individual parameter, including
annunciator settings and normal operating ranges

All events that are subject to annunciator
indication

Principal co-parameters influenced by a
parameter that exceeds prescribed threshold

Principal parameters influenced by the occurrence
of an event

Event brought about by interlock action of logical
circuit (component trip, reactor trip)

Value of Key Parameter set by operator for
applying Emergency Measure

Graduated list of parameters, for selecting the
Key Parameter (that which influences most
sensitively the plant operating condition)

List of possible causes to be considered by
operator upon noting annunciator indication

Allopathic remedial measure to be envisaged by
operator, based on his experience, immediately *
upon noting an annunciator indication

Measures to be envisaged by operator in order to
prevent further deterioration of Key Parameter

Procedure for determining the cause as it was, by
investigating relevant information or field
observations

Procedure for eliminating the cause, or its effect
on plant operating condition
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at the Object Modeling Techniques will be explained later. As described in Table 1, the LTM
involves 13 elements of knowledge base (KB); these are specifications of plant parameters (parameter
KB and interlock KB), plant dynamics related (event KB, parameter-parameter relationship KB,
event-parameters relationship KB and interlock KB) and three-leveled countermeasures’ procedure
etc. Beside this structure, LTM also contains the HMI location data (x, y and z coordination is
represented for annunciators, indicators and operation knobs/lumps), available menu of actions and
utterances.

2.2.6 Action Micro Model

Intentions formed in the thinking micro model can be classified into two categories, one is for actions
(action intention), another is for utterances (utterance intention). This Action Micro Model realizes
the action intention into execution. Actions involves, of course, a procedural operation and further
walking and body movements that are reaching hand, reading indicators and switching on/off etc. It
is also possible to calculate the standard time required for actions by using prescribed time table for
various motions based on the modified Method Time Measurement (Nagasaka, 1994). Then, this
estimation makes it enable to evaluate the workload due to operator's actions. At last, actions also
includes "reading indicators" and "hearing utterances from others" in the simulation.

2.2.7 Utterance Micro Model

The utterance micro model have realized the intention formed by thinking micro model. The kinds of
utterance is classified into 12 categories and defined based on the experiments that was conducted by
authors using full-scope nuclear power plant simulator (Sasou, Nagasaka & Yukimachi, 1993). For
each utterance category, some typical sentences were defined and stored in utterance data base. It is
also possible to calculate the required time for speaking sentence retrieved from database.

3. Design of Simulation Model for an Individual Operator

3.1 Design Tool for Programming a Dynamic System

Flowchart as the traditional designing tool is not fully suitable for describing complicate time
dependency between processes such as human information processing. Because both suspending
information processing on the way of thinking and parallel processing will be anticipated in the
simulation, it is difficult to validate whether developed flowcharts could satisfactory describe the
dynamic functions involved and could represent contextual relationships or not.

Therefore, authors adopted the Object Modeling Techniques (OMT) for describing this dynamic
simulation code. This method utilizes both a procedural hierarchy and a data hierarchy synthesized
by introducing a conception of a class, as were used to be treated separately. Applying the OMT,
three type of drawing should be prepared: one is the Object Model representing the static structure of
a whole model describing interrelationship with among defined classes, second is Dynamic Model
representing dynamic behavior in each class including interactions between classes using states
transition chart and the last is the Functional Model representing data transfer and data processing
within and between classes. As the OMT offers above mentioned three kinds of visual drawing
results, not only understanding and modifying those but also transferring into program is comparably
easy.

3.2 Object Model ,
As shown in Fig. 1, SYBORG contains three operators. To draw this object model for an individual
operator, interface and interaction with HMI and HHI should be taken into consideration. Thus,
instead of designing only a single operator, it had better to design a whole simulation model for
SYBORG so as to grasp the whole frame to be developed even limiting to determine necessary
classes in an individual operator model. In order to develop the object model, each model and micro
models shown in Fig.2 were re-evaluated and divided into classes so that each class could have a
simple function for realizing the running process of proposed mental model. Figure 6 shows
developed object model, in which each rectangle indicates "class". In Table 2, brief explanation was
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Fig.6 Described object model of overall structure of the SYBORG based on Object Modeling
Techniques (OMT)

described for each class appeared in the object model. The class "operator” comresponds to operator
team simulation model including three operators: a leader and two followers. Around operator class
"HHI" and "HMI" is defined as a interface and connected to operator with a line representing
"relationship”. The class "plant" indicates the plant simulator connected to the HMI for displaying
simulation results and reflecting operator's actions via a table of updating plant parameters indications
and operation outputs. The HHI consists of three classes, that is really in operators or in among
operators, those are the Utterance management, the Disagreement solution and Task allocation.
These classes were defined for regulating team behavior, so called the group dynamics. As to the
detail contents of these, Sasou, et.al (1994) mentioned in the other report, therefore herein we denote
only functional aspect which closely relates to designing an individual operator model. The class
operator is a "super-class” consisted of a leader "sub-class" and two follower "sub-classes"; one is a
turbine operator and the other is a reactor operator. "Part of class" belonging to a class leader is the
same as those of follower excepting class "action". Parts of class belonging to individuals are the
Short Term Memory, Long Term Memory, Thinking, Attention, Utterance and Action. However,
because the same label attached to a class does not always mean the same contents, classification is
made between leader and follower with (L) for leader and (F) for follower. Each class is
corresponding to already defined micro model in Fig. 2, for example a class "thinking" is coping with
thinking micro model etc. Out of further analysis of the simulator experiments, the class "thinking"
was divided into two "part of class"; one is Skill based reaction and another is Knowledge based
processing. This skill based reaction plays a part in controlling prescribed cataloged behaviors such
as distributing the inputted utterances to suitable class required or instantaneous reactions i.e.:.
walking in front of indicator and reading it when annunciator flickering and making a reply to talker.
The knowledge based processing, which is a running mechanism of author's proposing mental
model, is further divided into three "parts of class”. These are "Situation understanding", "Working
memory (Mediate term memory: MTM)" and "Correspondence”. Context made in the knowledge
based processing is as following: (1) Creation of the mental model by information inputted and
information retrieved from LTM; (2) Building a strategic goal based on the mental model; (3)
Envisaging operation depending on the Key Parameter. Dynamic behavior of these are described
later.
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Table 2 Brief Explanation of each class defined in the object model shown in Fig.6

Name of class

Brief Explanation and Definition of the Class

Plant Calculating plant dynamics including transient caused by malfunctions
On the board, displaying each value of plant parameters according to the
MMI . o . \ . .
calculation made by the plant and receiving/sending operators' manipulations
Operator Super class defined as a union consists of one leader and two followers
HHI Managing the human - human interactions between a leader and followers
Utterance Indicating the person to be transmitted the utterance and calculating the loudness
Management  of the utterance made by an operator
Disagreement  Determining/Coordinating each operator's opinion of correspondence if it being
Solution different between a leader and a follower in charge of the correspondence
. Distributing tasks to be done between operators by taking task priority,
Task Allocation individual roles and the number of tasks to correspond to
Leader The operator to supervise comprehensive correspondence and to work the HHI
suitably
The operator to make actions based on his own basis from observations or
Follower .
decision made by the HHI
Action Realizing an activated intention of making an action or a series of actions
formed by his own thinking class to be implemented
STM Temporarily storing information received via attention class
Necessary knowledge to create the mental model shown in Fig.3 including 13
L™ . R
categories of knowledge bases shown in Fig.5
Receiving auditory and visual information, including utterances, annunciator
Attention indications, panel indicators and switches/lamps within limited attention
capacity varying according to workload and arousal level
Thinking Forming intentions of utterances and actions for dynamic behavior
Utterance Realizing an activated intention of making an utterance formed by his own
thinking class to be spoken
Monitoring whether there is information in STM or not. If there is information,
Skill Based classifying it into defined categories and transmitting it to proper class and
Reaction forming intentions of squared and prescribed reactions like as a confirmation of
ANN occurred or Indicator ordered
Creating a mental model in the MTM and forming intentions of utterances and
Knowledge Based . . . . . a1 .
Processin actions according to the information processing route described in dynamic
& models (see Section 3.3) which was based on the mental model
MTM As a working memory with the structure shown in Fig.4, noting the mental
model envisaged and information relating to plant dynamics introduced
Situati Understanding the situation by framing up the mental model that enable
1tuation e . . . .
Understandin envisioning/reasoning plant dynamics, and managing the MIM refreshments,
& and defining the task priority using conceptions of Index and Key-parameter
Correspondence Finding out suitable countermeasures and controlling a procedure until any

effects will be seen
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3.3 Dynamic Model

According to the instruction of the OMT, dynamic models should be developed for each ultimate
underlying classes in the object model shown in Fig.6. The classes to be drawn the dynamic model
are "Attention", "Skill based reaction", "Situation understanding", "Correspondence", "Utterance",
"Action", "Short term memory" and "MTM". As to LTM, so it is static as not necessary to make a
dynamic model. Dynamics and information transmission inside these class and between classes is
not independent rather than closely related each other. Then, it is necessary to investigate the
interaction and information flow between classes, even inside a class for a specific class like as
"Correspondence". By revealing these interactions, dynamic models of each class could be detailed.
Therefore, at first, overall information flow will be revealed. Following it, because information flow
relating to the knowledge based processing are somewhat complicate, slightly detailed diagram will
be shown by closing up inside a "Thinking class”.

3.3.1 Overall information flow of SYBORG

At first stage of this designing, it is the most important to assign the roles of each class. To assign
the roles and functions, the relationships and information flow between each class that builds up the
individual operator behavior model. Figure 7 shows the overall information flow diagram including
the other activities between each class defined in Fig.6. In the SYBORG, we assumed that there are
no interactions between two followers: they are a reactor operator and turbine operator, for simplicity.
In facts, the simulator experiments conducted by authors implied less interactions between followers
than those between a leader and followers. As shown in Fig.7, only interactions between a leader
and follower could be seen because of the above reason. This figure shows that all information
introduced into an individual behavior model is via "Attention" and prompt and squared reaction will
be made by "Skill based reaction (SBR)" which includes such actions as making a reply, distributing
information introduced into the proper class that requested it, reading the indicator on request and also
reading the annunciator indication activated etc. Following this, information that has possibilities to
change plant situations will transfer to "Knowledge based processing (KBP)" in order to frame up
and refresh the mental model related, and in succession, the Key-parameter to be concentrated should -
be chosen to notice it to "Task assignment”. Information to be transmitted to the task assignment also
accompanies the index and its priority because it is possible to define plural indexes of which a single
mental model could be existed. Plural indexes mean the case that there occur multi-malfunctions in
the plant. Priority means the highest emergency to be corresponded among indexes created (see
Fig.4). The mechanism of the task assignment is involved in HHI, by which each operator would be
noticed

FOLLOWERS : i .
Panel informa: Actbn informatfon
ANN
Adion
Watch —| Watch, Operate N .
Ope rWat:h jnformaion LEADER
_)Em wedgeba Skilbasal Atention Aeation Skil based nowbdge bxs:JL
s ANN ANN it
% o Uteance information Uterance information | Reply edti ) a
S E _g Panel nf ormation Agree provalml 5 E
x & 5 8 Reply, Repart, Declare Req uest uest a g
E ”‘E & Reply, R equest Finish, Answer, Proposal ] g
£l Utterance Approval, Directio Applicaion Utterance aQ B E
Agree Compktion -
Reply, Report, Declare Reply, R
N Suini ly, R equest, Apree
Compkton, Ifmthg HHI Approval Direction
Answer, Appliation Utierance |
mazagement
Proposal Pro posal
Disagreement [
L__liton |
Index, Key-parameter, Priority . Index, Key-parameter, Priority
Task assignment

Fig.7 Diagram of the overall information flow between classes defined in SYBORG
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the index to be implemented, the assignment rules is depending on the group characteristic,
prescribed roles of each operator, the number of indexes created and its priorities. In this paper, the
simplest pattern of task assignment was adopted for further studies. Therefore, SYBORG would
correspond to the index of the highest priority.

Utterances are originated from both the skill based reaction (SBR) and the knowledge based
processing (KBP), as usual, every utterance excepting a proposal shall be transmitted to the
"Utterance management" to determine volume and the person to be transmitted. Regarding to
proposal, it should be transferred to the "Disagreement solution" to determine suitable and
coordinated correspondence among group. Definitions and contents of terms appeared in Fig.7 are
denoted in Table 3 below. Because, in Fig.7, the class knowledge based processing was presented
as a aggregation class for simplicity, further explanation will be made in following session
concerning sub classes of knowledge based processing.

Here, we make some example of information flow for easy understanding; once ANN has occurred,
itis to be transmitted via HMI to Attention for both leader and followers. The follower in charge of
confirming ANN will form an intention to make an action in SBR. The intention will be realized by
the Action to read the content of ANN. The content of ANN re-entered into Attention and transmit
via SBR into KBP to form the mental model. After framing up the mental model in both leader and
follower, correspondence will be continued by KBP based on the mental model

Table 3 Definition and contents of terms appeared in Fig.7
TERM CONTENTS AND DEFINITION

Status and reading of indicators, controls and lamps displayed on the HMI

Panel information - 4 and readings of ANN signboards

ANN A flickered annunciator indication

Operate Making an action to switches and controller on the HMI board

Watch Reading indicators on the HMI board

Declare Announcement of applying an immediate reaction to seek approval from the
leader

Agree _Approval to the follower to the declare above

Completion Announcement of the completion of the immediate reaction

Announcement to indicate implementation of each step of an Emergency
measure procedure from Leader to Follower

Announcement of a follower to seek approval from leader to implement a step
of an Emergency measure procedure

Direction

Application

Approval Approval from leader to the application made by follower

Finish Anmnouncement of finishing a step of an Emergency measure procedure
Request Asking a suitable follower to watch and tell me the indication reading
Answer Answer against the request

Report Announcement to notice indication reading and ANN occurrence

Announcement of proposing the most suitable Emergency measure to seek
Proposal . . .
decision from the disagreement solution in HHI
Reply Announcement against every utterance heard or accepted

Assumed announcement originated by the disagreement solution as a result of
Decision being coordinated among the leader and the proposer to notice him the
decision against the proposal made by the follower
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3.3.2 Information flow inside a knowledge based processing

Overall information flow has been explained, however, it is not still clear how to run the knowledge
based processing. Thus, we denote further about the information flow inside a class "Knowledge
based processing". Figure 8 shows the processes after the skill based reaction; an important
information, like as the panel data (ANN), the report from the other operator, or the answer against a
query will be introduced to subclass "Situation understanding” to frame up or to revise the mental
model in MTM. If the situation recognized previously has changed, a new or revised index, which
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Fig.8 Schematic diagram of information flow inside the Knowledge Based Processing

includes both the mental model and pages, is transferred to "Task assignment” with index priority. In
the task assignment, it is determined who is suitable to make a correspondence with it according to
each operator's role sharing, busyness and task's priority. The result of assignment is noticed to the
class "Correspondence” of a person who treats the subject directory and a leader at the same time. In
the correspondence, as a first step, an emergency measure or cause identifying measure is to be
proposed after necessary confirmations of the plant situations to the "Disagreement solution".
Proposal made will be discussed in the disagreement solution by seeing whether proposal made by
the leader was same as or not. Decision, which will be made in taking considerations of the group
dynamics, is also noticed to the procedure implementation part. After implementation, monitoring
should be continued to see whether it is effective or not. If no effect, bringing back to the previous
part to find out an alternative measure, or if it was effective, the fact is transferred to the situation
understanding and task assignment in order to delete the index.

3.3.3 An example of dynamic model "Situation understanding"”

Dynamic models should be developed for all classes defined in Fig.6 excepting LTM. Because LTM
has no dynamic part so that it is Read Only Memory (ROM). This dynamic model expresses the
running process of the mental model including when and how to make actions and utterances. Of
course, this model should describe the cognitive processes obtained as the results of simulator
experimental protocol. Dynamic model, as shown in Fig.9, contains finite states inside, and it
denotes transitions between states, branch criteria and contents of treatment under rules of the object
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Fig.9 The dynamic model of the "Situation understanding" based on the object modeling techniques,

(OMT)

techniques, that has proposed by Rumbaugh et.al (1991). In this paper, only a dynamic model of the
class "Situation understanding" is to be shown in convenience. It is common for leader and
followers. The processing route is as following:

1) After received ANN information, if it is a quite new ANN in no relation with the existed key
parameter, a new index including a mental model is created in MTM. However If it is the
ANN related to the already existed key parameter, revision of the mental model will be made.

2) Confirming the end of immediate reaction, observation of relevant parameters is conducted by
himself or is obtained as an answer to his query. Those observation results shall be stored as
historical information into pages defined in MTM.

3) The key-parameter shall be chosen among parameters in the mental model by taking importance
/ emergence into considerations. Importance and Emergence is regarded as a priority.

4) Information concerning an index which has the key-parameter of the highest - priority is
transferred to "Task assignment” in HHI. Assigned jobs per each operator is noticed to
"Correspondence" of each operator respectably.

5) Each operator executes necessary cause identification procedures or emergency measures after
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observing preliminary plant condition. Cause identification and emergency measures can be
progressed in parallel.

6)- Continuously monitoring the trend of the key-parameter, if operator identifies an effect
anticipated, the effectiveness will be sent to MTM and task assignment to finish the job. If not
effective, operator tries to find alternative measures and makes execution.

Above mentioned is an example of dynamic models already developed, each dynamic model should
be developed for each class respectably to simulate operator's dynamic behavior even including
mental processes.

3.4 Functional model

Above mentioned object model determined overall structure of our simulation model and clarified
functional boundaries between each class. Next Dynamic model developed could describe the
dynamic behavior of each class and could reveal the running process of the mental model that had
been obtained in depth analysis of simulator experiment. However, there is indeed another important
portion, that is how to create the mental model from knowledge base stored in LTM. The structure
about knowledge base was already presented in author's previous paper in detail (Takano, et.al
1995). Thus, in this paper, a brief but essential explanation will be made.

Describing the information flow and concrete data processing within or between MTM and LTM
could be realized by making a "Functional model”. It can be also reveal the creating process of the
mental model using knowledge base in LTM. Figure 5 shows the generalized format of the mental
model described by OMT in relation with elements of knowledge base in LTM. We could identify 13
elements of knowledge base (KB) in LTM, that is explained in Table 1, in order to create the mental
model. The mental model created in MTM concemning to a specified event, that is the "Condenser
Hot Well water level LOW", is shown in Fig.10. And concrete description of the substances of
major four representative elements of KB is also shown in Table 4. Detail descriptions of substances
of KB could be obtained by close discussion with experienced operators.

CW Recyding serflof 3 [‘Condenser Hotwall "‘éﬁ’&"&im evel still
Walve stuck open e witer level "LOW.-. 't ing, THEN I
W EOW" (100cm) - ° ecreasing, ower
d ~ S | ouputpowerby PLR punmp Anminciator
'I-f:k;é;ue‘f:;l:d A ' | Annunciator R evel EM: IF water level still
IR: Open CW EM: IF water level decreasing, W""’g“'u;d‘"::h"}"’ decreases, THEN
N J wput, N scram reactor
CWP or FWP Supply Valve 1,;*;? IR pump b Nomal kvel=7. 5m)
fanctionaly Condenser Hot Well ALCWEs + RWPs Reactor water |
impaied water level (Adopted as KP: ‘tipped Tevel VLOW
FTWC Vaive Nomal level=117cm) {6.7sm)
funcionally . Feedwater fow
impaired (Adopted as CP: Feedwater presswre
NOTES: Normal level 3283 (Adopted as CP:
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Redrculaion
SWP: Scawater Pump

Fig.10 Mental model formed in operator's mind upon noting annunciator indication of
"Condenser Hot Well water level LOW"

Necessary components to create the mental model shown in Fig.10 are both all elements of KB
described in Table 1 and creation procedure itself. Then, we made the procedure to create the mental
model of possible malfunctions occurred in the plant by the Functional model of OMT.

The creating process of the mental model is stored in MTM, then, every kinds of the mental model
due to the malfunction could be formed instantaneously when the first ANN has occurred in the plant
only by interacting with LTM. Creation process is shown in Fig.11, which was described under rule
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of OMT. This model has indicated every processes from initial intake of the first indication of ANN
until final creation of the specified mental model even up to the revision of it in relation with each
element of KB.
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Fig.11 Functional model describing the process creating the specified mental model using each
element of KB stored in LTM

4. Simulation results and comparison with experiments
4.1 Development of the simulation code
In this section, programming manner -and accompanying condition is described according to the
above mentioned design. At first, the hardware environments are to be explained, following to that,
software environments will briefly commented.
4.1.1 Hardware Environments
Total system contained of two of EWSs (Sun spark 10 equipped with enriched main memory and
hard disk) and three personal computers (PC-9801) corresponding to three operators each other,
shown in Fig.12. All computers are connected to a common bath through a LAN. Left hand side
EWSs is for calculating the plant transient phenomena and right hand side of EWSs is for simulating
human behavior. It looks like to be able to simulate a team behavior, however, HHI built in the
system was the simplest one that allow no consideration about group dynamics in this stage. Thus,
exactly speaking, it is for simulating an individual operator behavior.Each PC, equipped with the
voice composer, is available to announce utterances from each operator.
4.1.2 Software environments

Programming had been developed on C*% language for OMT based modeling, with using C
language as a connection each other. For displaying of simulation results, the DATA VIEW package
software was utilized. Furthermore, SYABELINBOO (speaking kids) was also adopted as a voice
composer for three PCs. To develop the programming concerning the functional model, we adopted
the finite state machine as a convenient tool. Additionally, we didn't adopt any knowledge
engineering tool such as NexpertObject or GII because the inference engine of this simulation is the
mental model mechanism and knowledge base was arranged specifically shown in Fig.5 and Table 4.
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Fig.11 System configuration of SYBORG with two EWSs and three PCs

4.1.3 Simulation program developed

The program for the object model had been developed using C++ by directory converting the object
model drawn in Fig.6. Recently, a convenient tool named OMTOOL was supplied commercially,
this made it possible to translate the figure into concrete program. It implied that development of the
program for the object model is quite easy and modification necessary in near future is also
conveniently available.Next, the dynamic model was translated into program by using the finite state
machine. For the describing program efficiently any library registered in C++ was applied. Also the
functional model was translated to program using the same language, however, the description of KB
was made by C language, connection was made also using C language. Event time sequenced was
managed by originally developed code similar to the SimScript for operating this simulation code.

4.2 Simulation result

Simulation was conducted on the system shown in Fig.11. However, because it is necessary to
validate this system whether it could present correct and similar human behavior or not, then the
simplified plant system was introduced (Fig.12). This plant system was also used for manned
experiment with the same malfunctions adopted in the simulation. The results of the manned
experiment will be introduced later. This simplified plant simulator was developed by modifying a
representative BWR plant (Saso, et.al 1994). This simulator made it possible to simulate the
transient of 15 kinds of malfunctions and of their combination anyway. Simulation has been made
for every malfunctions, then, we could got results of human behavior including utterances/actions
against plant behavior. Fig.13 shows one of their result describing time-sequential protocols and
events realized in the simulation due to a failure-open of the Condenser Water Recycling Valve. As
shown in this figure, operators have noticed the occurrence of an off-normal condition at plant by the
ANN indication. At the moment they have framed up their mind the mental model shown Fig.10,
hereinafter the processes were progressed by the OMT model, that was described above in chapter 3,
according to the mental model. Water Recycling Valve stuck open, in which case the initial indication
on simulator display was "Condenser Hot Well Water Level LOW". They would envision the near-
future scenario of plant dynamics evolution in terms of the Condenser Hot Well Water Level, which
the operators would choose as a Key Parameter: If this Water Level falls to "LOW-LOW", the
interlock logic would trip all CWPs and FWPs; this should rapidly lower the reactor water level,
which upon marking "LOW-LOW", the interlock logic would scram the reactor. Based on the
foregoing mental model, the operator would first open the CW Supply Valve as a Immediate reaction
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Fig.12 Schematic diagram of the simplified plant simulator developed

to maintain the hot well water level. Following this operation, the operators would envision
proceeding first to monitor related plant parameters such as CWP/FWP flow rates, and then the
statuses of FWP and CW recycling Valves, to seek the cause of the annunciator indication. Upon
finding the CW Recycling Valve stuck open to be the cause, they would proceed immediately on the
Causal Remedy of closing the valve by manual operation. If the Key Parameter happens to drop
rapidly before the operator can identify the cause, the Emergency Measure to be adopted would be to
decrease output power by lowering PLR pump speed. The simulator indicated that the foregoing
Immediate Reaction and Causal Remedy would suffice to restore to normal state the Key parameter—
—i.e. Condensate Water Level and then the Immediate Reaction, which was to open the CW
Supply Valve, should be canceled, and the Valve should be reset.

Simulation result shows only interactions between the plant and operators and between operators.
We could also obtain the internal processing trails in operator's mind as a typical output of the EWSs,
but no introduction was made in this paper because it was quite too much to show them. However, it
has been confirmed that data obtained conceming to the internal processes showed a reasonable
agreement with our design mentioned above in chapter three, especially with the dynamic model on
OMT.

4.3 Manned experiments for verification of this simulation model

2 teams of well trained students aged 19-25 years old, to whom our staffs made 100 hour training
including the basics of plant dynamics and real operational practices using simulator, and one team of
experts who had experiences as operators in real NPP. Each team contains of 3 operators. Under
circumstances seen in Fig.14 with the control panel, experiments against each malfunction had been
conducted for verifying this operator behavior model. In each unit of this experiments, the time
sequential operators' protocol and actions were recorded to a VCR tape and an audio tape, of course,
operations and plant behavior was accumulated in the hard disk of EWSs. After experiments, any
utterances and actions made by operators and any ANNs appeared at the control panel in experiments
were written down to papers by reviewing all records.

4.4 Comparison between the experiments and simulation
Comparison was made between experiments and simulations in two ways. One is the comparison of
the events, that involved the records of ANNSs and every levels of operations, Next is comparison of
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utterances obtained by both experiments and simulations. Objective malfunctions were; (1) a
functional impairment of Seawater Pump (SWP) ; (2) a leakage at the pipe behind the Condensate
Water Pump (CWP) ; (3) a sudden increasing of Seawater temperature. All conditions both in
experiments and simulation were quite the same. And no information concerning which kind of
malfunction would be subjected was presented to testees before starting experiments.

4.4.1 Comparison of events obtained

In this session, comparison was made of interactions between the plant and operators excluding
utterances between operators. Figure 15(1)-(3) shows the results of this comparison regarding to
interactions (events) occurred in both experiments and simulations. The horizontal axis means the
sequential number of events from the beginning, as usual, first number represents the occurrence of
ANN. This sequential number does not include utterances between operators. If there was the same
ANN or operation observed both in the experiment and simulation, the same sequential number was
afforded in turn. Nevertheless, there are no same ANN or operation respectably, then the
corresponding mark was presented as a vacancy.  Vertical line means the time recorded in seconds
from the start point of experiments, but the time of first sequential number has no meaning because it
was previously set by experimental staff at random. In figure 15 (1), No.4 operation by students,
that was a operation to stop the CWP A, is quite isolated than the other data. It was a operation
against the standard rule, a kind of human error of out of sequence. Also, in the figure (3), there
were a lot of defects in the experts record. This is inching operations of degrading the reactor power
by decreasing the speed of PLR pump. These operations were duplicated over and over. Then, it
means that the experts team could control the plant not to decrease the reactor power than others.
Excepting these point, simulation result located among experimental results made by students or
experts. It was interesting that consequences to the plant at last were similar in every cases. This
implied that simulation was going well regarding to the interactions between plant and operators.
4.4.2 Comparison of utterances obtained

As one of the most unique features of our simulation, utterances between operators could be
available. In this simulation, the simplest HHI mechanism was envisaged because of focusing on the
individual operator behavior. The comparison can be made, however, between experiments and
simulations. Fig.16 shows a typical example of this comparison applied to the above mentioned
malfunction (2), a leakage at pipe behind a CWP. This figure shows the beginning part of the
simulation. Classification of utterances should be made both in experiments and simulations and it
was marked following to the sentence expressing content of an utterance. Every utterances could be
classified into some categories defined in Table 3 even in the experiments. Each corresponding
utterance was connected with a bar with arrow. Center column is the results of simulation, right hand
side is by students team, and left hand side shows utterances made by expert, respectably. The
utterances made by simulation was more than experiments because real human combine two or three
utterances together at the same time. And at the last of Fig.16, the timing of an application "Shall I
open a CW supply valve" is out of order. This is why the immediate action could be done after the
ANN of Hot Well water level high in the simulation. However, human operator could do this before
ANN because they have already detected the lowering of the level of the Hot Well. This point should
be modified, but this modification will be more essential relating to the structure of the mental model.
Then, it will be taken into accounts at the second stage in near future. Excepting these points, more
or less, every important conversations were satisfactory simulated even compared to those of the
experts team. To compare these mathematically each other will be severely difficult, it should depend
on qualitative comparison. We cannot show the other case-studies in this paper, however, most of
them had got the similar history of utterances. Generally speaking, the number of utterances
observed in the experiments were less than those observed in simulation. It means that real humans
made a rational conversation to minimize frequency by merging any kinds of utterances whenever it
was possible. Furthermore, through the whole results, histories of utterances made by simulation
were closer to those of experts team rather than students because students made abbreviation any
necessary conversations when it had been already trivial. On the contrary, experts must have
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reported everything even if it is trivial for reconfirmation. Above mentioned simulation results looks
like satisfactory for us even including utterances.

5. Conclusion

It has been 3 years from starting this project, at first, authors made wide spreading survey on human
modeling. We found that there had been less information about human modeling in process control
(Sasou et.al 1991); one of them were only on tracking performance, another on the inching operation
expressing human behavior as a transformation function, and the others on the task networks.

However we could found that some comprehensive approaches were made by COSIMO (Cassibue,
1991) and CES (Wo0ds,1987), and these were a basis for this study, furthermore the conceptions
proposed by Hollnagel (1993), Wickens (1984) and Baron (1982) suggested us the new frame of
human modeling. This is why we started this work to aim the modeling of a team behavior as the
more general human modeling, which is able to deal with every kinds of malfunctions occurred in
NPPs. Description in this paper is a part of this study as a first step because of less consideration
about HHI mechanism and of simplified plant simulator. We have been conducting further research
to develop more precise HHI mechanism by introducing the group dynamics and improving plant
characteristic by introducing a full scope simulator. Even more, we have been making effort to
introduce human error mechanism in this model in order to overcome prescribed purpose and to
improve human characteristics by considering human emotion and reactions under stressful situation.
The SYBORG described here are as the first step of our continuous efforts, however, we enabled this
individual to have a function of speaking and hearing for communications. And our model could treat
with general problems, that is functional impairment occurred in plant as a malfunction, by
discovering the mechanism of the mental model as a so called inference engine. The most remarkable
advance is creation process of the mental model in relation with knowledge base and its running
process designed by OMT. Relatively programming of OMT based design was said to be easy, so it
is easy for not only designing but also modifying Above mentioned results obtained probably shows
reasonable coincidence with experiments. It implies that, in near future, a full scope simulation
including precise plant simulator and human behavior models would be available for various purpose.
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Abstract. In future aircraft, conventional displays might be replaced with perspective displays,
which show the future planned trajectory in a synthetic three-dimensional world. The manner in
which the flight information is presented strongly influences the pilot’s ability to control the aircraft
along the desired trajectory. A research project has been initiated to understand and mathematically
model the manual control behaviour of a pilot who maintains the reference trajectory by using a
perspective flight-path display. The primary issues of obtaining such a model wiil be discussed and,
based on a theoretical analysis of the main characteristics of the pilot’s guidance task, modelling

solutions will be postulated in the paper.

Keywords, Manual control, perspective flight-path displays, human operator modelling.

1. INTRODUCTION

The use of fast and reliable graphics computers in
the cockpit enables the designer to dramatically
change existing display formats. One possibility
is the introduction of the third dimension into the
primary flight display. The resulting perspective
display format would present a spatial analog of
the out-of-the-windshield visual scene. The dis-
play can be further augmented with a number of
synthetic display elements, which are designed to
help the pilot in performing his control or monitor-
ing task. For instance, it is possible to include the
future desired trajectory in the perspective scene,
resulting in a tunnel-in-the-sky display (Figure 1).

Fig. 1. Tunnel-in-the-sky display.

The application of a perspective display has con-
siderable impact on the pilot’s manual control
task. In a conventional cockpit, the pilot men-
tally reconstructs the aircraft’s spatial and tem-
poral situation from a number of two-dimensional,
planar displays. With a perspective flight-path
display, the guidance and short-term navigation
information is presented in a spatial, pictorial for-
mat, allowing the pilot to directly update his men-
tal representation.

At the Delft University of Technology, a research
project has been initiated to understand and, ulti-
mately, mathematically model the manual control
behaviour of a pilot controlling his aircraft along
a reference trajectory using a three-dimensional,
perspective flight-path display. Modelling the
pilot’s control behaviour involves analyzing his
short-term planning behaviour, his utilization of
future control-oriented information (preview) and
his information processing characteristics. The
model should be able to account for changes in
pilot control behaviour and performance due to
different display design parameters and additional
display features, such as flight-path vectors or
flight-path predictors.

Some important issues of obtaining such a model
will be discussed in detail in this paper. Based on
a literature survey as well as a theoretical analy-
sis of the main characteristics of the pilot’s gnid-
ance task, possible modelling solutions will be pro-
posed.
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2. PERSPECTIVE FLIGHT-PATH DISPLAYS
2.1. The concept

It has been hypothesized since the early
1950’s that a pictorial, three-dimensional, true-
perspective display, showing a direct contact ana-
log of the through-the-windshield visual scene
could be the optimal way of presentation. In the
last decade a remarkable increase in research con-
cerning the possible implementation of all kinds of
three-dimensional, perspective displays. In many
experimental studies it has been shown that pre-
senting the guidance information by means of a
perspective primary flight display can improve
the information transfer from machine to man to
a large extent (Wilckens 1971, Grunwald et al.
1981, Wickens et al. 1990, Theunissen and Mul-
der 1994, 1995).

Numerous experimental programs indicated that
combining command guidance, by means of a spa-
tial reference such as a tunnel, with a forward-
looking true-perspective flight display can yield
performance on MLS! (curved, steep) landing ap-
proaches superior to that achieved with conven-
tional flight displays (Grunwald et al. 1981). The
integration of command guidance in a perspective
. display shows the pilot the desired flight-path as
a function of time and position. This enables him
to anticipate to the changes in the reference tra-
jectory, to conduct flexible manoeuvres, and to
maintain his situational awareness. In the case
of such a display, the task of the pilot consists of
controlling the aircraft through the virtual three-
dimensional tunnel, a typical aircraft guidance
task (Figure 2).

\ /-
Fins

]

Fig. 2. Aircraft guidance through a virtual tunnel.

An important design advantage of synthetic,
three-dimensional displays is that one may en-
hance pilot’s control performance by including
abstract, computer-generated display features,

1 MLS: Microwave Landing System

which are not available in the usual out-of-the-

windshield visual scene. For instance, by incorpo-

rating flight-path command information together

with flight-path prediction information, one can .
determine or manipulate the task to be executed

to a considerable extent (Grunwald and Merhav

1978, Theunissen 1993).

3. MODELLING PILOT CONTROL
BEHAVIOUR WITH SPATIAL
INSTRUMENTS

3.1. Literature survey

A perspective flight-path display has considerable
impact on the pilot’s manual control task. In-
stead of mentally computing the relative flight-
path position information from two separated, or-
thogonal, planar displays (Primary Flight Display
(PFD) and Navigation Display (ND)), this infor-
mation is presented in an integrated manner in a
single three-dimensional display. Since the pilot’s
control behaviour stems from the mental construc-
tion and utilization of his internal representation
of the control task, it can be expected that pre-
senting the aircraft’s guidance information differ-
ently will have a major effect on his control be-
haviour (Haskell and Wickens 1993).

In 1993 a research project was started to exam-
ine and mathematically model the manual control
behaviour of a pilot maintaining the reference tra-
jectory using a perspective display. Starting point
in the project was a literature survey, published
in (Mulder 1994), some of the results of which are
discussed here.

3.2. Consequences of a spatial display format

3.2.1. Effects on modelling. First of all, pre-
senting the guidance information by means of a
perspective display has important consequences
for the attempts to model the operator as a con-
troller and information processor. Instead of read-
ing off a number of discrete instruments, the op-
erator is now confronted with a synthetic three-
dimensional world. The different elements of in-
formation that are important for controlling the
aircraft can now be perceived directly from the
display screen. Further, the effects of his control
actions are presented in the same, spatial, format,
allowing the operator to close several, possibly
spatial, feedback loops.

The functional information must be perceived
from this display. By providing the operator with
a pictorial analog of the outside visual world, en-
hanced with additional synthetic position infor-

- mation, the information is presented in a way hu-

mans are used to in daily life. Since man is very
experienced and therefore highly proficient at pro-
cessing these moving three-dimensional scenes, it
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can be expected that the information necessary for
guiding and manoeuvring the aircraft along the
trajectory, can be perceived in a single observa-
tion. In other words, the information is presented
in a manner that is highly compatible with the
pilot’s internal representation of his task.
Identifying the exact sources of information is a
difficult problem. In a normal visual scene, many
potential cues are available to the operator to con-
struct a mental picture of his locomotion through
the environment. According to Gibson (Gibson
1950), it is the optic array of light that contains
important features or cues that are directly con-
trolled during visually guided locomotion. In the
ecological paradigm of perception as an active pro-
cess, the observer controls some optical invariants
in the optic array to perform a given task.

3.2.2. Empirical approach. A mathematical ap-
proach to describe the behaviour of an operator
who observes a spatial display is difficult, if not
impossible. Therefore, most of the research con-
ducted to evaluate the pilot’s performance with
spatial instruments is of empirical nature (Haskell
and Wickens 1993): The operator has to perform
a simple, often one-dimensional, control task in
which a virtual vehicle with highly simplified dy-
namics must be controlled by using an extremely
simplified spatial display. The effects of vary-
ing some display characteristics on the operator’s
overt control behaviour is then examined. These
empirical efforts can give meaningful insight into
the relation between the presented cue(s) and the
functionality or importance of this cue for the op-
erator’s control task. Nonetheless, these efforts
often cause contradictory results and do not lead
to an understanding of the relationships between
what has been presented and the resulting con-
trol actions of the operator. Moreover, the results
from such an empirical investigation cannot be ex-
trapolated to a different display-control situation.

3.2.3. Modelling approach. A mathematical
model can provide a systematic tool to investi-
gate some of the information-processing charac-
teristics of the operator. In mathematically mod-
elling the operator using spatial instruments, the
main question of interest is the way in which the
operator extracts the control-oriented information
from the visual scene. In other words, when con-
fronted with a spatial display, what elements in
this visual scene does the operator use in comput-
ing his control signal and what elements does he
use to decide whether or not and when to initiate
the control signal?

This is exactly the question which is addressed
by Grunwald (Grunwald and Merhav 1976, 1978),
possibly the first who attempted to model the phe-
nomenon of what he called the visual field control
task. According to Grunwald, for controlling a

vehicle using a spatial display, it is essential that
the control-oriented information to be perceived
from the visual field is obtained from a consider-
able forward view of the control situation ahead.
The operator mentally computes the future path
of the vehicle, and by comparing the actual future
path with the desired trajectory, a control action
will be decided upon. Grunwald’s work empha-
sizes the importance of the availability of trajec-
tory preview information in a spatial display.

3.3. Automobile driving?

The pilot’s task of controlling an aircraft along

. a space-constrained trajectory has several signif-

icant similarities with the more common control
task of automobile driving (Mulder 1994, Theunis-
sen and Mulder 1994, 1995). The primary resem-
blances that have considerable impact on the op-
erator’s control behaviour are:

o the preview of the trajectory ahead, allowing
anticipatory control, -

o the boundary control nature of the task,
which can result in distinctly different con-
trol strategies from the compensatory error-
minimization task,

o the estimation of the control-oriented infor-
mation from the outside out-of-the-window
visual scene.

Because of these striking resemblances between
the car driving task and the aircraft flight-path
control task with a perspective display, it is pos-
tulated that the pilot adopts a control behaviour
that is comparable to that of an automobile driver.
Since the pilot’s control behaviour is linked to
his information-processing characteristics, it is ex-
pected that a perspective flight-path display al-
lows him to use, in the least, visual cues compa-
rable to the cues in the automobile driving task.

3.4. Automobile driver models

In the last decades a truly remarkable amount
of driver models has been developed. Validated
driver models exist for various driving tasks such
as the lane-change manoeuvre and the obstacle-
avoidance manoeuvre. Here, our primary interest
goes to the driver models for driving on straight
roads and the curved lane tracking task.

As mentioned above, the main question in mod-
elling the driver’s control behaviour is the identifi-
cation of the perceptual feedbacks that are estab-
lished in a car driving task. Obviously, the percep-
tual cues are a function of the vehicle motions rel-
ative to the environment. The functionality and
usefulness of visual cues are usually validated in
the following ways:

o by considering the guidance and control re-
quirements of the man-vehicle system (sys-
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tem controllability), e.g. (McRuer 1977),

¢ by determining the availability and function-
ality of the visual cues in the visual field (sys-
tem observability), e.g. (Gordon 1966),

e by conducting eye-movement experimental
studies, which could lead to an identification
of the most utilized visual cues, e.g. (Gordon
1966, Kondo and Ajimine 1968).

The control-theoretical analysis is commonly con-
ducted in the frequency domain using mult:-
loop extensions of the classical cross-over-model
modelling methodology (McRuer et al. 1977).
Throughout the years the investigations have
pointed in the direction of multi-level models,
in which the operator’s control behaviour is de-
scribed by several, more or less independent, and
strongly task-related submodels (Reid 1983).

3.4.1. Effect of trajectory preview.  Central in
most driver-modelling attempts is the notion of
duality of information presented to the driver by
the forward view of the road (Wierwille 1967,
Donges 1978). First of all, the visual field of the
driver provides information on the instantaneous
and future course of the road, so that the driver
can extrapolate not only the present but also the
future course of the driver-vehicle’s forcing func-
tion. The information on the forcing function is
utilized by the driver for vehicle guidance along
the desired path. Secondly, static and dynamic vi-
sual cues in the visual field contain information on
the instantaneous deviations between the vehicle’s
actual path and its desired path. The driver uti-
lizes the corresponding instantaneous visual cues
to stabilize vehicle motion with respect to the forc-
ing function.

As a result, the driver is generally modelled on
two levels of control. The higher level represents
the utilization of the previewed future reference
trajectory, resulting in a feedforward anticipatory
control activity. The lower level is assumed to
represent the continuous control of vehicle posi-
tion and heading, resulting in a feedback compen-
satory control activity.

3.4.2. Curve-negotiation.  An experienced car
driver has a proficient internal representation with
respect to the vehicle handling qualities and the
disturbances acting on the vehicle, but also in
terms of perceived changes in the future trajec-
tory. This enables the driver to anticipate the
oncoming changes by initiating an open-loop con-
trol action some time before the actual event
occurs. This is reflected in the eye-movement
studies of Kondo (Kondo and Ajimine 1968) and
Shinar (Shinar et al. 1977), who found that a
driver exhibits anticipatory lateral eye movements
some time before the change in trajectory actually
started. Consequently, Shinar postulated that, in

what he called the curve-negotiation process, the
driver estimates from the road ahead of the vehi-
cle the trajectory changes in terms of curvature
and roadway characteristics. Based on this infor-
mation and the actual state of the vehicle, the
operator uses his internal representation to com-
pute an anticipatory control action. The quality of
this control action is, besides the experience of the
driver, dependent on the accuracy of the perceived
out-of-the-window information and the transfor-
mation of this information into terms compatible
to the driver’s internal representation.

3.4.3. Some modelling aspects. The division
of the driver control action in anticipatory and
compensatory control actions has become a well-
established theoretical hypothesis. The way in
which the two control modes are modelled, how-
ever, shows many alternative viewpoints, espe-
cially for the anticipatory control. This is a result
of the relatively many potential ways in which one
can model the use of the future trajectory infor-
mation. Does the driver fixate at a single point
ahead of the road, does he look at a fixed angle
into a roadway curve, or does the driver use a
continuous span of future errors? Further, does
he act on perceived changes in future position, or
heading, or road curvature?

In general, using a one-point looking distance ap-
proximation of the effect of the previewed road
ahead can lead to satisfactory results (McRuer et
al. 1977, MacAdam 1981, Guo and Fancher 1983).
The modelling attempts of Grunwald (Grunwald
and Merhav 1976), however, showed that it takes
at least a two-point looking distance model to
model the ‘operators’ control behaviour properly.
This is confirmed by the work of Hess (Hess 1981,
Hess and Modjtahedzadeh 1989) and others, who
attributed this fact to the estimation of the trend
in the forcing function, which is impossible with a
single-point looking model. Yet, it is the trend
that makes the preview worthwhile, since this
trend allows an inversion of the low-frequency sys-
tem dynamics, resulting in a ’perfect’ feedforward
control (Hess 1981).

Concerning the perceptual cue which is used in an-
ticipatory control in curved lane tracking, almost
all modelling attempts consider the road curva-
ture as the primary variable of interest (McRuer
et al. 1977, Donges 1978, Reid 1983).

3.5. The two-level driver model of Donges

One of the automobile driver models will be de-
scribed here to illustrate some of the modelling
issues discussed above, but also because it will be
used later to show the validity of the optimal con-
trol modelling methodology postulated in the next
section.

Donges (Donges 1978) proposed a two-level model
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Fig. 3. A two-level model of driver steering behaviour
{Donges 1978).

of driver steering behaviour. Although the multi-
level modelling methodology was not new, Donges
was the first who experimentally validated the
multi-level model structure and identified (in the
time domain) the principle driver model parame-
ters.

As mentioned above, the driver’s main task in
steering a vehicle is to extrapolate from the vi-
sual field the vehicle’s desired path and the vehicle
actual motions relative to this desired path. Con-
sequently, the driver model of Donges is defined
to consist of two levels (Figure 3):

1. the guidance level, involving the perception
of the instantaneous and future course of
the driver-vehicle’s forcing function, i.e. the
roadway ahead. The curvature of the road
is considered to be the most suitable quan-
tity for the sensory expression of the forcing
function. The driver responds to this change
in curvature by an open-loop, anticipatory
steering wheel action. )

2. the stabilization level, in which all déviations
from the forcing function are compensated for
in a closed-loop control mode. Here, the es-
sential information quantities are:

e the curvature error, i.e. thé discrepancy
between the curvatures of the desired and
actual path (proportional to the lateral ac-
celeration),

o the path angle error, i.e. the discrepancy
between the tangents of the desired path
and the actual path (proportional to the
lateral velocity),

o the lateral position error.
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Fig. 4. Time histories of steering wheel angles of
driver, driver model and driver model compo-
nents (Donges 1978).

An important result of the experimental valida-
tion is that the driver maintains a constant curve-
entrance anticipation time of approximately 1.1
second, independent of the vehicle’s velocity. The
anticipatory control acts on the oncoming curva-
ture change by means of a first order lag response,
with a negative dead time. The model time sim-
ulations show a clear depiction of the basic driver
steering behaviour, as is illustrated in Figure 4.
Especially the division of the control actions in
the anticipatory (feedforward) and compensatory
(feedback) level is very illustrative.

4. TOWARDS A CONTROL-THEORETIC
MODEL

In this section, the goal of the present research is
defined. A methodology for modelling pilot con-
trol behaviour with a perspective flight-path dis-
play will be chosen. Based on a theoretical analy-
sis of the pilot’s guidance task, modelling solutions
are postulated.

4.1. Research goal

The research focuses on modelling the character-
istic elements of pilot control behaviour for a con-
troller who uses spatial instruments. To model
these elements properly, a model structure should
be chosen that has the potential of incorporating
the main characteristics of the operator’s control
behaviour. Instead of developing a model that can
account for the human factor in any manual con-
trol situation, it should be able to examine our
particular research interests:
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o the information-processing characteristics of
the pilot with perspective displays,

o the utilization of trajectory preview informa-
tion,

¢ the effects of changing primary design vari-
ables of the perspective flight-path display
(e.g. field-of-view, tunnel size, amount of tra-
jectory preview),

o the effects of edditional display symbology,
such as flight-path vectors and flight-path
predictors.

A perspective flight-path display can lead to a
number of different control strategies (Theunis-
sen and Mulder 1994, 1995), dependent on the
task description. Although this flexibility is of-
ten stated as one of the virtues of a perspective
display, the task considered here will be the con-
tinuous tracking task: Fly the reference trajectory
as accurate as possible, in spite of atmospheric
disturbances acting on the aircraft.

4.2. Choosing a modelling methodology

The first step towards a mathematical formulation
of the operator’s behaviour with a spatial display
is the development of a control-theoretical model
structure. When the basic model structure has
been developed, the different parts must be vali-
dated experimentally.

4.2.1. The classical methods. The attempt to use
describing function models to describe the man-
- ner in which observers translate the visual infor-
mation of the outside world to appropriate control
actions, is called here the clessical approach. Gen-
erally, this approach lacks the possibilities to deal
with some man-machine interactions in a concep-
tual manner. Especially the perceptual and mo-
tor limitations, which are important in the man-
ual control context discussed here, can be dealt
with only in an indirect manner. Although it is
obvious that humans can not make extremely ac-
curate observations concerning the vehicle’s state,
the classical approach does not incorporate this
fact within the model structure. Observations
concerning the state of the controlled system are
usually stated to be directly observable from the
outside visual world, without making any assump-
tions concerning the identification of usable cues
or perceptual strategies. The states are perceived,
in one way or another. The effects of the percep-
tual limitations of the operator are generally ac-
counted for by increasing his remnant spectrum,
decreasing his gain, or increasing his effective time
delay.

With our research goals in mind it is clear that
the classic approach lacks a conceptual structure
to deal with the perceptual characteristics of the
operator. Classical control theory can be used,
however, to obtain a basic understanding of the

elementary characteristics of the closed-loop sys-
tem, and provide a control-theoretical basis for
further research.

4.2.2. The optimal control methodology. Mathe-
matically modelling a pilot operating with a spa-
tial display format is commonly conducted using
the well-known Optimal Control Model (OCM,
Kleinman et al. 1970) (e.g. Grunwald and Mer-
hav 1976, 1978, Korn et al. 1981) or a gener-
alized control-theoretic model based on modern
optimal control theory (Wewerinke 1989). Main
reason for this is the superiority -of the optimal
control approach in providing a conceptual basis
for incorporating task-related variables and some
of the perceptual characteristics of the operator,
such as his observation inaccuracies and thresh-
olds, within the manual control framework. Our
attempts to obtain a mathematical pilot model
strongly leans on this fact.

4.3. Determining a modelling approach

As mentioned above, a mathematical model that
can deal with the entire range of pilot control be-
haviour with a perspective display, is not the pri-
mary goal. So let’s consider the pilot’s guidance
task in somewhat more detail.

The reference trajectory to be flown will mainly
consist of straight sections interrupted by lateral
or vertical transitions. Lateral transitions con-
sist of a change in aircraft heading, leading to a
(lateral-horizontal) curved section in the approach
path. Vertical transitions consist of a change
in the aircraft’s flight-path angle (and perhaps
speed), leading to a (vertical) curved section or,
most probably, to an instantaneous change (twist)
in the trajectory.

From a system-theoretical point-of-view, the ref-
erence trajectory to be flown leads to a series of
different system steady-states and transition pe-
riods between these steady-states. This has im-
portant consequences for (modelling) pilot control
behaviour, as was also realized in the automobile
driving research discussed above (McRuer et al.
1977, Reid 1983). Maintaining a certain state of
a system against disturbances leads to a regula-
tion task. The transition between steady-states
of the system, however, is different, both from a
modelling as a perceptual point of view. This dis-
tinction will be discussed below.

4.3.1. Straight sections of the trajectory. If the
reference trajectory is straight, the task of the op-
erator comes close to a conventional continuous
error-minimization task. On a straight section,
in case of no position and angular errors with re-
spect to the trajectory, the tunnel image will be
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Fig. 5. Distortion of symmetric tunnel image due to position (cross-track-error XTE, in [m]) and/or angular

errors (track-angle-error TAE, in [deg]).

symmetric? (Theunissen and Mulder 1994, 1995).
Any deviation from the trajectory will lead to a
distortion of this symmetric condition (Theunis-
sen 1994) (Figure 5). In other words, to mini-
mize the discrepancy between the actual and the
desired trajectory, the operator must maintain a
symmetric tunnel image, a regulating task which
can be described mathematically as the minimiza-
tion of some criterion.

Therefore, it is postulated here that the conven-
tional Optimal Control Model is well-suited to
model pilot’s control behaviour on straight sec-
tions of the trajectory. The control-oriented infor-
mation must then be modelled through the obser-
vation part of the OCM, by means of geometrical
relations (the laws of linear perspective and mo-
tion perspective) between the visual cues of dis-
torted symmetry and the aircraft’s position and
angular errors with respect to the reference tra-
Jjectory.

Note that on straight sections the effect of pre-
view of the trajectory ahead is twofold. First of
all, a sufficient preview allows a better estimate
of the track-angle-error (Theunissen 1994). Sec-
ondly, due to the increasing optic flow, an ex-
tended preview emphasizes the dynamic character
of the task and will probably lead to a better esti-
mate of higher derivatives of the vehicle’s motion
relative to the trajectory (Mulder 1994).

2 Note that this symmetric condition is as well a static
symmetry as a dynemic symmetrical optic flow.

The OCM approach was followed successfully by
Wewerinke (Wewerinke 1989), who modelled the
pilot conducting an approach-to-land task using
an out-of-the-windshield perspective image of the
runway. Another suitable example of this ap-
proach is the work of Blaauw (Blaauw 1984), who
modelled the automobile driver using a compara-
ble outside world observation model.
Experiments to validate the OCM approach on
straight tunnel sections will be conducted at the
end of this year. The experimental set-up will be
simple: the pilot must maintain the trajectory us-
ing only a central tunnel-in-the-sky display and a
side-stick. Thus, no vestibular or peripheral cues
will be available.

4.3.2. Curved sections of the trajectory. A
curved section of the trajectory can form a tran-
sition between two straight sections, for a small
change in aircraft heading, or form a steady-state
curve in itself, i.e. for large changes in aircraft
heading. Tracking a curved trajectory is funda-
mentally different from the following of a straight
section, which was also recognized in the automo-
bile driving research (Gordon 1966, Reid 1983).

Generally, two stages can be identified in tracking
a curve, the curve-anticipation and the curvature-
tracking phase. In the curve-anticipation stage,
the aircraft is still on a straight section imme-
diately preceding the curve. The pilot estimates
the oncoming change in trajectory curvature and,
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based on his internal representation, computes
and initiates an open-loop feedforward control ac-
tion to anticipate the curve. As a result of this
control action, the vehicle will start to develop
the required lateral acceleration to follow the on-
coming curvature.

In the curvature-tracking stage, the aircraft is in
the curve itself and the pilot tries to minimize the
perceived curvature error, heading error and posi-
tion error. While in the curve, an estimate of the
heading error and position error is difficult, due to
the lack of a symmetrical condition (Theunissen
and Mulder 1994, 1995). Further note that when
the tunnel image has a steady-state dynamic con-
dition, the curvature error and heading error are
both zero. This steady-state dynamic condition is
probably the most prominent cue in curvi-linear
motion, a fact which was hypothesized first by
Gordon (Gordon 1966).

The curve-anticipation phase involves the fiming
of the feedforward control action and the esti-
mation of the required amplitude of this control
action. From a information-theoretical point-of-
view (Theunissen and Mulder 1995), an oncom-
ing change in curvature can be perceived from the
tunnel] display, except from very close to that part
of the tunnel that is immediately near the own po-
sition. Previous research (Theunissen and Mulder
1994) has indicated that the pilot is able to extract
temporal cues from the display.

4.3.3. Implications. From the discussion above
it is clear that modelling pilot control behaviour
along, or transitioning to, curved sections is more
difficult than for straight sections of the trajec-
tory. In tracking a constant curve, however, a
steady-state does exist, so, equivalent to the track-
ing of straight sections, it should be possible to
describe the control of this steady-state using the
same, OCM-based, methodology.
Curve-anticipation involves the timing and ampli-
tude estimation of a feedforward control action,
based on the perceived change in the future trajec-
tory to be followed. The next section will discuss
a model, an extension to the OCM, which could
account for this stage of operator behaviour.

5. TOMIZUKA’s PREVIEW MODEL

Of all the operator preview models available in
literature, the preview modelling approach of
Tomizuka (Tomizuka and Whitney 1975, 1976) is
probably the most sophisticated one. Instead of a
preview model that is especially developed for a
specific situation and resulting in satisfactory re-
sults in only that particular application, the model
of Tomizuka is derived in the strict mathematical
framework of optimal control. The resulting op-
erator model is similar to the Optimal Control

Model, but extends its operation to the use of fu-
ture control-oriented information.

5.1. The optimal finite preview problem -

Common feedback control gives in many cases sat-
isfactory performance in tracking command sig-
nals and for compensating disturbances. One
could expect, however, to achieve an even better
performance (in some sense) when the controller
would have some knowledge of the future course
of the command signal and/or disturbances com-
pared to the case when one would have no idea
about the future. This kind of problem, where in-
formation about the future is available, is called
the preview problem (Sheridan 1966).

It is important to know how to utilize the future
information in an optimal fashion. Depending on
the amount of a priori information of the com-
mand signal, the problem can be classified as fol-
lows (Tomizuka and Whitney 1975):

¢ nothing is known of the future course of the
system forcing function. This leads to the
conventional regulator control problem, in
which the controller acts solely on the instan-
taneous discrepancy between actual and de-
sired system output,

o statistical knowledge is known a priori, which
is the problem considered here,

o complete knowledge of the future course of the
forcing function, which is in fact the conven-
tional optimal tracking problem.

To obtain a solution of the optimal preview prob-
lem, the future course of the forcing function is
divided in two segments:

1. the part that the controller can preview, a
part which is defermsnistically given,

2. the part that the controller cannot preview.
Here, the only available a priori information
is statistical in nature.
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Fig. 6. Optimal finite preview problem (Tomizuka
1975).
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Figure 6 illustrates the resulting optimal finite
preview problem. The optimal preview controller
is an optimal tracker which operates on the dis-
crepancy between the actual and the desired plant
output, but with the advantage of previewing a
part of the future command signal trajectory.

5.2. Mathematical model description

In (Tomizuka and Whitney 1975, 1976), the finite
preview control problem is formulated and solved
within the framework of discrete-time stochastic
optimal control theory. The solution, which will
be discussed in very general terms only3, follows
closely the solution of the OCM.

The dynamics of plant P are given by:

ZTp4y = Azp+ Bup + Ewg 1)
e = Cr; (2)
Zk = Ye-dt+ Uk (3)

Furthermore, the dynamics of the command gen-
erator C are given by:

Tapy = Adzd, + Bawg, (4)
Yo, = Cazg, (5)
26,() = Ya_e (E) + va, () (6)

where yq, (£) represents the commanded output
signal at £ time units in the future beyond time k
(0 < 2 < N, ta)'

As mentioned above, the optimal finite preview
(OFP) controller is an optimal tracker which mini-
mizes the error between the plant P output y; and
the output y4, of the command signal generator
C over the control interval of interest k € [0, N].
Following the OCM solution, a cost functional J
is formulated, which combines the effect of the
output error to be minimized as well as a control-
rate input weighing to account for the operator’s
neuromotor dynamics:

U — U 2
J=E{[yk—ya,,]’+g[—’°-K{’°—'—l]} )

where At represents the discretization time.

The OFP problem can now be stated as to find an
optimal control input u:”', based on the available
information (measurements z; and 24, (£)), that
minimizes the cost functional J.

The solution of the OFP problem is very simi-
lar to the solution of the OCM, as is illustrated
in Figure 7. It involves the cascade combination
of an optimal estimator (Kalman filter), an op-
timal least-mean-square predictor and a propor-
tional state feedback. Due to the duality of the
available information, the optimal controller can

3 Note that for ease of reference the nomenclature of
(Tomizuka and Whitney 1975, 1976) is maintained here.

be described as the parallel combination of two
independent channels:

o a feedback controller (Lz), which acts on the
estimated system state. This channel is iden-
tical to the equalization network of the OCM.

o a feedforward controller (L4 and L, ), acting
on the estimated previewed command gener-
ator output interval and command generator
state respectively.
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Fig. 7. Manual preview control model structure
(Tomizuka 1976).

The OFP controller extends the conventional
OCM with the availability to use previewed com-
mand trajectory information. Both models are
able to deal with the main operator perceptual
characteristics, such as observation noise, obser-
vation time delay, motor noise and neuromotor
dynamics, in a conceptual manner.

5.3. Application

Tomizuka applied the optimal finite preview mod-
elling theory to a conventional manual com-
pensatory tracking task with preview (Tomizuka
1976). A one-axis compensatory tracking task was
executed, in which the length of the preview in-
terval was manipulated. As could have been ex-
pected, it was found that the preview drastically
improved the tracking performance compared to
zero-preview tracking.

Tomizuka’s preview model was used to model the
operator’s control behaviour. The model param-
eters were adjusted to the values consistent to
the published experimental data (Kleinman et al.
1970). Compared to the OCM, only the observa-
tion noise(s) vgq, (£) related to the previewed com-
mand signal interval (0 < £ < Nya) posed some
difficulty, since no experimental data exists on
how to choose these noise intensities. The per-
formance of the model was reported to be in close
agreement with experimental data.

In the next section the optimal finite preview
model will be applied in the context of automobile
driving,.
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6. APPLICATION OF TOMIZUKA’s
PREVIEW MODEL TO THE AUTOMOBILE
DRIVING TASK

6.1. Background

It was discussed in section 3 that an automo-
bile driver is generally modelled on two levels of
control: The guidance level and the stabilization
level. In the automobile driver model of Donges
(Donges 1978), the guidance level consists of an
anticipatory feedforward controller acting on the
oncoming changes in the future trajectory curva-
ture. The stabilization level consists of a compen-
satory feedback controller acting on the instanta-
neous deviations from the trajectory.
Considering the structures of Donges’ two-level
model of driver steering behaviour (Figure 3) and
Tomizuka’s preview model (Figure 7), the similar-
ity is evident. In this section, the preview model
will be used to reproduce some of the character-
istics of the Donges model. The optimal control
approach, however, requires the determination of
the perceptual characteristics of the operator, in
terms of observation and motor noise intensities
and the neuromotor dynamics. These model pa-
rameters, however, are not relevant in the classi-
cal approach followed by Donges, so they are not
available here. Therefore, the discussion will be
restricted to the perfect measurement case.

6.2. Model description

The concept of Donges’ model has been inserted
in the OFP operator model structure. The cur-
vature of the trajectory to be followed is taken as
the output of the command signal generator. The
feedforward channel of the OFP model therefore
operates solely on the future trajectory curvature.
The feedback channel operates on the instanta-
neous deviations from the reference trajectory, i.e.
the curvature error, the heading error and the lat-
eral position error.

6.2.1. Vehicle dynamics.  The vehicle dynam-
ics (Donges 1978) represent the highly simplified
lateral dynamics of an automobile. The driver’s
steering wheel angle \,,, (in [rad]) results in a
change in the curvature K; (in [m~1]) of the ve-

hicle:
Ki(t) = ELXu(t — 7F) (8)

where Ey, = 0.049 [m~!rad '] depicts the steady-
state steering sensitivity (independent of vehicle
velocity V ([m/s]) and 7r = 0.2 [sec] is the vehi-
cle’s time delay.

The curvature error K, is defined as the differ-
ence between the actual vehicle curvature K; and
the commanded vehicle curvature K,:

Ka(t) = Ki(t) — K,(t) 9

The following kinematic equations describe the re-
lations between the curvature error K and the
heading angle error ¥ ([rad]) and lateral devia-
tion error ya ([m]) respectively:

400 = val)+ [ VOKa@ (10
sa) = yalto)+ ['V(o)wA(e)de (1)

In other words, the vehicle dynamics can be clas-
sified as a double integrator with a time delay. In

" the following, the velocity of the vehicle V is fixed

at 50 km/h (13.9 m/s).

6.2.2. OFP model parameters. Because the
discussion will be restricted to the perfect mea-
surement case, only four model parameters must
be set. The driver’s time delay 74 is fixed at
0.25 seconds, while the neuromotor lag time con-
stant 7y is varied between 0.1 and 0.3 seconds.
These values correspond well to the published
OCM data (e.g. Kleinman et al. 1970) and
also with the experimentally found time delay re-
ported by Donges, which lied between 0.35 and
0.55 seconds®. The vehicle disturbance noise in-
tensity was set to zero, while the command signal
shaping filter® white noise input intensity was var-
ied to obtain reasonable curvatures.

6.3. Results

8.3.1. Effect of preview. Figure 8 shows the feed-
forward gains L4(£), over a preview interval of 1.5
sec., as a function of the neuromotor lag constant
7n. The shape of the feedforward gains appears
very similar to a well-damped impulse response.
In other words, the OFP feedforward channel can
be seen as what Sheridan classified as an extended
convolution preview controller (Sheridan 1966).

Several remarks can be made. First of all, the
feedforward gains are zero for the time interval
between 0.0 and 0.25 seconds, apparently due to
the operator’s dead time r4. The effect of the neu-
romotor lag time is obvious: When the driver is
willing to initiate fast, high-amplitude control ac-
tions, only the near future is important. In other
words, he does not need much anticipation time.
These fast control actions, however, lead to high
vehicle lateral accelerations which affects the com-
fort of the manoeuvre. To decrease these accelera-
tions, the driver will smoothen his control actions
(decreases the open-loop driver-vehicle cross-over
frequency), and as a result he has to look further

4 Note that the time delay of Donges can be seen as the
sum of the OFP's time delay and neuromotor lag constant.

5 The command shaping filter was a second order low-pass
filter with adjustable bandwidth and a fixed damping of
1.0.
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Fig. 8. Feedforward gains as a function of preview
time.

ahead to maintain the necessary feedforward con-
trol action. In the model this is reflected in an
increasing 7n°.

Donges (Donges 1978) reports an experimentally
found maximum lateral acceleration of approxi-
mately 0.3 g, which corresponds with a neuromo-
tor lag constant between 0.2 and 0.3 seconds. As
can be seen from Figure 8, this means a mini-
mum anticipation time between 1.0 and 1.4 sec-
onds, which corresponds well to the experimen-
tally found value of 1.1 second. Note that this
anticipation time of the OFP controller is indeed
independent of the vehicle’s velocity, which is a
result of the simplified vehicle dynamics.

Car curvature {actual Ki, deswed K3, smor Kd) fm-1

10

Ks, Ki, Kd

-5 6 ; 10
Time s}

Fig. 9. Time histories of commanded curvature, ac-

tual curvature and curvature error for the OFP

controller.

Figure 9 shows some simulation time histories.
The commanded curvature is a block with ampli-
tude of 6 km™!, corresponding to the experiments
of Donges. As can be seen from this figure, the
OFP controller anticipates and follows the com-
manded change in curvature very well. Figure

€ One should keep in mind that it is not the driver's neuro-
motor system that changes, but his bandwidth, a confusion
common when using OCM-based pilot models

Steanng whest angle L. {{deg]) and commanded curvature Ks (fkm-1])

Time (s}

Fig. 10. Time histories of commanded curvature and
control action of the OFP controller.

10 shows the commanded curvature together with
the control action of the OFP model. The fig-
ure clearly illustrates the anticipatory character
of the control action, which is initiated approxi-
mately 1.0 to 1.5 seconds before the actual curva-
ture change occurs.

6.3.2. Comparison to a no-preview contiroller.
Figures 11 and 12 show simulation time histo-
ries for the zero-preview controller together with
the OFP controller. Obviously, the performance
of the preview controller is superior. The zero-
preview controller has no ability to -anticipate
the oncoming trajectory curvature and is there-
fore, contrary to the OFP controller, unable to
mimic the experimentally found driver steering
behaviour.

Y
T

Ks. Ki_p. Ki_0 fm-1)
N [
T T

-5 [+] 5 10
Time {s)

Fig. 11. Time histories of commanded curvature, ac-
tual curvature and curvature error for the
OFP and zero-preview controllers.

6.4. Conclusion

The optimal finite preview operator model has
been used to reproduce some of the characteris-
tic elements of automobile driver behaviour as re-
ported in (Donges 1978). Although the demon-
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Fig. 12. Time histories of commanded curvature and

control action of the OFP and zero-preview

controllers.

stration was restricted to the perfect measure-
ment case, the OFP operator model gave satis-
factory results. Especially the parallel operation
of the anticipatory feedforward and the compen-
satory feedback information-processing channels
shows a strong resemblance to most of the lane-
tracking automobile driver models. An advantage
of the OFP modelling methodology is that it gives
a conceptual insight into what part(s) of the fu-
ture are most relevant to control. It is postulated
that the OFP model could as well reproduce driver
behaviour on lane-change or obstacle-avoidance
tasks, in which the anticipatory channel operates
directly on perceived future commanded vehicle
position instead on trajectory curvature.

7. DISCUSSION/CONCLUSIONS

A research project has been initiated to under-
stand and model the manual control behaviour of
a pilot controlling the aircraft along the reference
trajectory using a perspective flight-path display.
This paper has discussed some important issues
of obtaining such a model.

A literature survey revealed that there exist
strong resemblances between the pilot’s guidance
task with a tunnel-in-the-sky display and the com-
mon task of automobile driving. Based on this
fact and on a theoretical analysis of some elements
of the pilot’s guidance task, possible modelling so-
lutions are suggested.

On straight sections of the trajectory it is postu-
lated that the well-known Optimal Control Model,
enhanced with an adequate observation model can
provide a basis for the modelling efforts. The
OCM approach can give meaningful insight into
the main characteristics of pilot control behaviour
with a perspective display.

Modelling the pilot on tracking curved trajectories
poses more difficulties, since it requires a transi-
tion response instead of a steady-state regulator.

In the automobile driving research this distinc-
tion was also recognized and lead to multi-level
driver models, in which the driver is modelled as
a combination of an anticipatory and a compen- .
satory controller. The anticipatory part acts as a
feedforward controller on some perceived element
(usually the road curvature) of the future trajec-
tory to be followed.

A model has been presented in which the effects
of the previewed trajectory can be incorporated
into the conventional OCM model structure: The
so-called optimal finite preview (OFP) controller,
postulated by Tomizuka (Tomizuka and Whitney
1975, 1976). Because at this time no experimental
results are available, the OFP controller has been
applied to reproduce some of the characteristic el-
ements of driver steering behaviour reported by
Donges (Donges 1978). The OFP model showed
the same properties of the two-level model of
Donges by incorporating the parallel operation of
an anticipatory feedforward and a compensatory
feedback information-processing channel. More-
over, one of the advantages of the OFP modelling
approach is that it gives meaningful insight into
the useability of the future control-oriented infor-
mation. It is postulated here that the OFP con-
troller can be used to model the pilot in following
the transients in the reference trajectory with a
perspective flight-path display.

In the near future, the OCM and OFP models
will be validated in pilot-in-the-loop experiments.
When the basic model structure has been vali-
dated, it should be able to predict the effects of
changing primary display design parameters of the
perspective display as well as the effects of addi-
tional display symbology.
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Abstract. Conventional flight directors are typical command displays, requiring the pilot to apply a
closed-loop compensatory control strategy. In contrast, perspective flightpath display present status
information, and as a result allow a wider variety of control strategies to be applied. This paper
addresses the different control strategies which are possible with perspective flightpath displays, and
discusses two experiments which have been performed to gain more insight into compensatory and

error-neglecting control with perspective flightpath displays.

Keywords. perspective flightpath displays, aircraft guidance, manual control.

1. INTRODUCTION

Navigation can be defined as "to direct the course of
an aircraft”. The guidance task comprises the control
of the aircraft to keep position and velocity errors
within the constraints specified by the navigation
performance  requirements. The conventional
instrument for the guidance task is the flight
director, presenting steering commands.

An alternative guidance display is the perspective
flightpath display. A perspective flightpath display
presents an integrated view of the desired trajectory
specified in the three spatial dimensions on a
two-dimensional display. Due to their spatial nature,
perspective flightpath displays present navigation and
guidance data in a way which is fundamentally
different from conventional planar data formats used
today, which in turn is likely to influence pilot
control strategies. In a study into 2-D and 3-D
displays for aviation, Haskell and Wickens (1993)
report that the way in which a task was performed
differed as a function of the displays employed. The
importance of the fact that different displays can
result in qualitative, strategic differences is stressed
by pointing out that "when making empirical
comparisons between different display types,
researchers must evaluate measures other than
performance on only one type of task; they must go
beyond performance in any case and examine task
performance strategies”.

At Delft University of Technology, research into
perspective  flightpath displays for guidance and
navigation is performed in the context of the Delft
Program for Hybridized Instrumentation and
Navigation Systems (DELPHINS). Figure 1 presents
an example of the DELPHINS Tunnel-in-the-Sky
display.

Fig. 1. DELPHINS Tunnel-in-the-Sky Display

To investigate the different control strategies and the -
influence of several display augmentation concepts

which are possible with perspective flightpath

displays, pilot-in-the-loop studies have been

performed. This paper discusses the resuits obtained

from two pilot-in-the-loop studies in the context of

the specific aspects of the data presentation which

allow the different control strategies to be applied.
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2. GUIDANCE DISPLAYS

Flight director commands are based on a weighted
combination of position and angular errors,
presented in one dimension. As a result of the
integration of multiple parameters into a single
dimension, the pilot is unable to extract information
about the specific errors from the flight director
display. Furthermore, since the error-gains of the
display are determined by the flight director
algorithms, the possible bandwidth the pilot can
apply for scanning and executing the flight director
commands is very limited. Finally, the data which is
required to maintain adequate spatial and
navigational awareness requires the scanning of
several other instruments, while the integration of
this data has to be performed by the pilot. This
process involves mental rotation and scaling
operations, which costs time and may introduce
€rTors.

With a perspective flightpath display, the spatial
presentation of the imaginary flightpath in the
three-dimensional environment can be used to
combine guidance data with the data required for
spatial and navigational awareness, thus alleviating
the pilot from scanning several instruments and
performing the mental integrations of the separately
displayed position and orientation data into a
spatially coherent picture,

With such a display, the pilot is required to fly
through a synthetic tunnel which is a representation
of his desired three-dimensional flight-path.
Perspective flightpath displays have been discussed
since the early fifties, and various concepts for
aircraft guidance have been evaluated in simulation
(Wilckens and Schattenmann, 1568; Grunwald, 1984;
Wickens et al., 1989; Theunissen, 1993), some even
in actual flight (Filarsky and Hoover, 1983;
Theunissen, 1993).

3. TUNNEL-IN-THE-SKY DISPLAYS

Figure 2 presents a line-drawing of the DELPHINS
Tunnel-in-the-Sky display. In this display, the desired
flightpath is indicated by the tunnel. In (Theunissen,
1994) it is illustrated how information about position
and orientation errors can be extracted from the
distortion of the symmetrical shape of the tunnel.
The moving horizon presents attitude, while heading
information is presented on the horizon line.
Altitude, airspeed, and bank are displayed by means
of separate indicators. To avoid distortions between

the perspective presentation of the
three-dimensional  flightpath and the attitude
presentation, the visible pitch attitude range
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Fig. 2. Line drawing of Tunnel-in-the-Sky display symbology

corresponds to the geometric vertical field of view.
To accommodate the fourth dimension, reference
speed is presented by means of a bug on the
speed-tape. The display also provides the possibility
to present integrated speed information by means of
a moving window in the tunnel.

Additional information can be presented to aid the
pilot with the guidance task. This information has
been divided into three levels: Unprocessed status

information, processed status information, and
command information.
3.1 Unprocessed status information

To aid the pilot in maintaining the correct flightpath
angle, a flightpath vector can be presented (Figure
3.

7.( ightpath vector

I

This vector indicates the current direction of the
velocity vector of the aircraft relative to the aircraft
attitude symbol. Because a flightpath vector presents
raw data, it is classified as unprocessed status
information.

Fig. 3. Flightpath vector
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3.2 Processed status information

An airplane is a higher order dynamic system, and
the pilot has to determine his control actions by
predicting the future system state as a result of his
actions. To aid the pilot, a predictor symbol
indicating the future position and bank angle can be
displayed. To resolve the position ambiguity of the
predictor symbol, the cross-section of the tunnel at
the position of the predictor is indicated by a
transparent window (Figure 4). A predictor is
classified as processed status information.

Predicior symbol

Prediclor window

Fig. 4. Flightpath predictor

The size of the tunnel determines the size of the
reference window. Thus, with decreasing tunnel size,
the resolution of the reference increases. The gain of
the position error data, however, is not affected.
Both the predictor reference window and the
predictor move. The task of keeping the predictor in
the center of the reference window is a pursuit
tracking task.

3.3 Command information

Instead of presenting status information to aid the
pilot controlling the aircraft, command information
can be presented, e.g. by means of a flight-director.

4. CONTROL STRATEGIES

Ample research has been performed on human
control behaviour in compensatory tracking tasks
(McRuer et al.,, 1965). Perspective flightpath displays
however, present the pilot with integrated trajectory
preview combined with an indication of the allowed
deviations, and research into pilot control behaviour
when presented with this kind of information is
relatively scarce. In (Mulder, 1994) an extensive

literature review about the modelling of pilot control
behaviour with spatial displays is presented.

With car driving the situation is different. Various
models have been proposed to describe driver
control behaviour in relation with the visual
environment. Since the nature of the control task
(boundary control) and the visual cues are quite
similar for the guidance task with a perspective
flightpath display and car driving, it is expected that
there also is a similarity in control strategies.
Concerning car driving, McRuer et al. (1977) present
an approach in which they distinguish between
compensatory, pursuit and dual mode control
behaviour. With compensatory control, the driver
uses lateral position and heading errors. With
pursuit control the driver takes advantage of the
trajectory preview to initiate an open-loop control
action to follow the desired path, i.e. the driver
applies feedforward control. With dual mode
behaviour, the driver initiates an open-loop control
action which is succeeded by closed-loop
compensatory control.

Gordon (1966) states that "The behaviour involved
in steering an automobile has wusually been
misunderstood. It is less a matter of aligning the car
with the road than it is a matter of keeping the focus
of expansion in the direction one must go". The
velocity field provides information on the speed and
direction of the vehicle’s forward motion. The driver
may become aware of the misalignment of the car by
slewing shifts in direction, and by side-slipping
sidewise movements which exceed the human visual
position and movement thresholds. The driver’s
perceptual response is based upon an integration of
these and other sources of information.

On the basis of human perception theory, it is
difficult to determine which of the combinations of
slew, sideslip, rate, and amplitude the driver
perceives. The driver responds to a total situation,
not to isolated or ranked cues. This indicates the
necessity of determining a single parameter to
describe and predict driver responses. Godthelp
(1984) introduced the so-called Time-to-Line
Crossing concept, which is based on the assumption
that there is a relation between the remaining time
the vehicle under control is within a certain
boundary, and the moment a control action is
initiated. ’

Most of the available vehicle control models are
based on the fundamental assumption that drivers
control their vehicle with permanent visual feedback.
However, as it is commonly accepted, visual feedback
is sometimes interrupted. Godthelp (1984)
investigated the potential role of visually open-loop
strategies and error-neglection in vehicle control. He
assumed that the time available for a driver to
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control his vehicle in an open-loop mode largely
depends on the accuracy of the open-loop generated
steering-wheel action and the time available for
error-neglection.

The control activity indicates the amount of effort
invested in the control task. For continuous
closed-loop control tasks, frequency domain
techniques are very useful for describing control
behaviour. However, for non-continuous control
behaviour encountered during error-neglection and
open-loop control, time domain techniques may be
more appropriate.

5. SIMULATOR EVALUATION

As indicated in the previous section, it is expected
that a similarity in control strategies between car
driving and flying a tunnel-in-the-sky display exists.
To evaluate pilot performance and control behaviour
and obtain suitable values for the design parameters
of the perspective flightpath display, several
experiments have been conducted in the moving-base
flight simulator at Delft University of Technology. In
an experiment performed in 1993, closed-loop
compensatory control was investigated. In 1994,
error-neglecting control strategies were examined.
The simulated aircraft was a twin-engine business jet,
which is also used for the in-flight experiments.

5.1 Experiment 1

In 1993 pilot performance and control behaviour
when flying a Tunnel-in-the-Sky with the addition of
a flightpath vector (FPV) and with a flightpath
position predictor (FPP) for different error gains was
investigated (Theunissen, 1993).

5.1.1. Experimental setup

Five pilots, of whom two student pilots and one
none-pilot, participated in the experiment. The study
consisted of a 3x2 within subject design. Pilots flew
three different tunnels (22.5, 45, and 90 m width), in
two different configurations (FPV, FPP). Each
condition was replicated five times, resulting in a
total of 30 flights for each pilot. The order in which
the tunnels were presented in a certain configuration
was balanced to be able to compensate for possible
learning effects.

Pilots started their flight at an altitude of 1200 ft
about 4 miles away from the runway threshold. The
task of the pilot was to fly the curved approach as
accurate as possible using the Tunnel-in-the-Sky
display, and land the aircraft. Pilots were required to
maintain an airspeed of 120 knots. The airspeed was
indicated by a green bug on the speed-tape. No

additional speed cues were presented in the display.
At the beginning of the flight, the aircraft was
already in the landing configuration, so no aircraft
configuration changes had to be made by the pilot.
Before the experiment started, pilots were briefed on
the display and the approach. After the briefing, the
training sessions started. To reduce the learning
effect, pilots performed eight flights in each display
configuration. The standard deviation of their
horizontal and vertical path error was calculated for
these flights and used as a measure of performance.
If performance still appeared to improve after the
first eight training flights, more training flights were
issued.

5.1.2. Results

Results showed that both in the FPV and the FPP
configuration, tracking accuracy increased linearly
with decreasing tunnel size (Figure 5).

F = Plightpath Vector configuration
P = Predictor configuration
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Fig. 5. Tracking performance and control activity

With the FPV, control activity was linearly related to
error gain, whereas with the FPP no significant
difference in control behaviour was found for the
different tunnel dimensions. Figure 6 shows the
average XTE for the five consecutive segments of the
approach.

E [ B A/ Flight Path Vector
OJ . o A _ - Predictor

Fig. 6. Distribution of XTE
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The second and fourth bar present the results for the
curved sections, and show a decrease in tracking
accuracy. This can partly be contributed to the
increasing difficulty of the control task, and the fact
that it is impossible to perfectly transition from a
straight segment to a circular one. Since in a curve a
FPV presents no adequate lateral guidance cues, this
will also decrease tracking accuracy.

To illustrate the difference between control activity
with the FPV and with the FPP, Figure 7 presents a
cumulative distribution of the aileron deflections.
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Fig. 7. Aileron control activity

As can be seen from this Figure, approximately 20%
of the deflections made in the FPV configuration
exceeds the maximum deflections made in the FPP
configuration. The fact that in the FPP configuration
control activity does not significantly increase with
an increase in position error gain, suggests that in
the presence of an adequate prediction of the future
position and attitude, the pilot does not use the
error information presented by the tunnel, but only
the error presented by the predictor for the control
task. Thus, when the pilot is told to fly as accurate
as possible, he is likely to use the information with
the highest error gain he can process to perform this
task. In case of an additional flight director or
predictor, the pilot will mainly concentrate on the
data presented by this indicator, and control
behaviour will be dominated by closed-loop
compensatory and pursuit control respectively. The
perspective presentation of the flightpath provides
the information which allows the pilot to anticipate
changes in the trajectory. When the task relaxes to
maintaining the position error below the thresholds
indicated by the walls of the tunnel, a shift towards
more open-loop control strategies is possible.

5.2 Experiment 11

In a follow-on study, error-neglecting control
strategies were investigated (Theunissen and Mulder,
1994). The goal of this study was to determine what
causes the pilot to initiate error-corrective actions. It
was hypothesized that the moment an error-
corrective action is initiated is strongly related to the
time remaining before the aircraft crosses one of the
boundaries indicated by the tunnel walls, and that
the pilot uses temporal range information from the
display for his decision to intervene.

5.2.1. Experimental setup

Five subjects, all airline pilots, were instructed to fly
an approach to landing. After several training
sessions, each pilot performed thirty approaches. To
prevent the pilots from becoming accustomed to a
particular approach, six different approaches were
presented in a random order. To prevent them from
applying a dominantly closed-loop compensatory
control strategy, they were explicitly instructed that
the goal was not to fly as accurate as possible, but to
remain inside the tunnel using minimal control
effort. A relatively low error gain was used by
presenting tunnels with a width of 135m.

5.2.2. Data analysis
Data analysis was performed for data relevant to
aircraft control in the lateral-horizontal plane, both
for a first and a second order TWC model. The
assumption for the first order model is that the pilot
does not use a yaw component in his estimate, and
consequently assumes a straight trajectory. This is
comparable to the Time-To-Contact (Lee, 1976) and
Time-To-Passage (Kaiser and Mowafy, 1993) models.
Equation 1 presents the second order model:
r(V4h _xTE)

-1 - 1

c0s " (cos(TAE) )+TAE {®
r r

TWC=

In Equation 1 width represents the tunnel width [m],
XTE the cross-track error {m}], TAE the track-angle
error, V the velocity [m/s] and r the yaw rate
[rad/sec].

For both models, the consistency between the
direction of the control actions and the prediction of
the tunnel intersection (left or right) was analyzed.
When the model predicts an intersection of the left
tunnel wall, and the pilot initiates an error corrective
action to the left, the outcome of the model is
regarded as inconsistent with pilot control behaviour.
At the time a control action was identified as an
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error-corrective control action, all variables of
interest (XTE, TAE and TWC) were recorded.

5.2.3. Results and discussion

Figure 8 and 9 present a distribution of the X7TE and
TAE variables respectively, at the moment an
error-corrective control action was initiated.
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These figures indicate that there exists a large
variation between the magnitudes of these variables
and the number of initiated control actions.
Furthermore, since no minimum threshold can be
established in these distributions, it can be concluded
that no individual guidance variable is solely
responsible for switching from error-neglecting to
error-correcting control, which strengthens the
hypothesis of an integrated parameter.

In the curved segments the first order model
produced completely inconsistent  predictions,
whereas the second order model was Thighly
compatible with the direction of the control actions
performed by the pilot. On the straight sections,

both the first and the second order model predicted
compatible control directions. The results showed
that the TWC estimates of the second order model
yielded a significantly smaller standard deviation as
compared to the first order model. The first order
model often (>50%) produced TWC estimates which
exceeded 20 seconds, and it was concluded that the
pilot does take yaw into account on the straight
segments.

When examining the distribution of the TWC
(Figure 10), it can be seen that no control actions
were made for TWC values smaller than
approximately 4 to 5 seconds.
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Fig. 10. Distribution of TWC

This strengthens the hypothesis that pilots maintain
a certain temporal spacing from the boundaries
represented by the tunnel walls, which they directly
perceive from the display.

A statistical analysis (non-parametric Kolmogorov-
Smirnov), showed that none of the distributions were
from a mnormal population. Furthermore, no
statistically  significant differences were found
between the distributions of control actions related
to preventing crossing the right or left tunnel walls,
allowing both distributions to be combined. As can
be seen from Figure 11, showing box-plots of the
combined distributions, the error-corrective control
actions are initiated for a wide range of individual
guidance variables.

For the TWC variable, however, the ratio between
the standard deviation and the mean remains rather
small, supporting the hypothesis that pilots maintain
a certain temporal spacing from the boundaries
represented by the tunnel walls, which they directly
perceive from the display. The temporal spacing
varies between pilots, and is believed to be
determined by a self-chosen safety margin which, in
turn, is largely determined by the familiarity the pilot
has with the airplane and its handling qualities.
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6. CONCLUSION

The first study illustrates that the size of the
perspective flightpath can be used to help the pilot
obtain a certain required performance. Introduction
of the flightpath predictor can be used to increase
the pilots’ performance, while reducing control
activity. Such a display combines the best properties
of two concepts. It presents integrated trajectory,
position and attitude information which contributes
to the pilots spatial and navigational awareness and
increases his level of confidence, and it presents
processed status information which allows him to
spend less effort to control the system.

The second study illustrates that one of the
advantages of the perspective flightpath display is
that, due to its integrated presentation, pilots do not
have to mentally integrate the values of position and
angular errors and error rates and verify whether the
outcome exceeds a certain threshold, which would be
required for error-neglecting control  with
non-integrated displays. Instead, the ego-referenced
spatial presentation of guidance data allows pilots to
extract temporal range information which enables
them to apply an error-neglecting control strategy.
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1. Introduction

PRISMA consists of set of tools to monitor and analyse process deviations and their conse-
quences on safety, reliability, quality and the environment. Originally developed to manage
human error.in the chemical process industry, it is now being applied also in the steel industry,
energy production and hospitals. The initial focus on safety consequences has been extended to
provide an integral approach to manage all adverse consequences, based on the assumption that
a common set of causal factors is responsible for these various effects.

The main goal is to build quantitative database of process deviations, from which conclusions
may be drawn to suggest optimal countermeasures to the responsible managers. These
countermeasures may be directed not only at prevention of errors and faults, but also at pro-
motion of recovery factors to ensure timely corrective action. As such, PRISMA often uses not
only actual but rare accidents as input, but also (the abundantly available) near misses.

This paper on PRISMA methods and techniques will serve as a common introduction to other
papers by the Eindhoven Safety Management Group, by briefly describing:

— the Causal Tree incident description method;

— the Eindhoven Classification Model of System failure;
— The Classification/Action Matrix to suggest optimal countermeasures.
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2. Causal Tree incident description method
(Van Vuuren and Van der Schaaf, 1995)

Causal trees, derived from fault trees, are very useful to present the critical activities and -
decisions during the development of an incident in a chronological order, and also show how
all the different activities and decisions are logically related to each other. For near misses the
causal trees are divided in two parts: the ‘failure side’ (left side in fig. 1), which gives an over-
view of all the activities that have lead to the failure, and the ‘recovery side’ (right side in fig.
1), which gives an overview of the activities that prevented it from developing into a real
accident. The importance of recovery is discussed by Van der Schaaf (1995).

By using causal trees it becomes clear that there is never one single cause of a near miss, but
that it is always a combination of many technical, organisational and human causes. The ‘root
causes’ of the near miss, which are found at the bottom of the failure side of the causal tree, are
the main products of this first phase of the PRISMA analysis.

Person almost hit
by falling object
_/Xl,ﬁ
\Aod)
Dangerous situation Colleague pushed
caused by falling object him away in time
{ and ) { And)
{ And } 1 And }
Person was standing Crane driver He saw the He was standing
in the restricted area dropped a load falling object next to the person
(o)
=
Load too Load poorly
heavy connected

Fig. 1. Example of a causal tree describing a near miss.

3. Eindhoven Classification Model (ECM) of system failure
(Van der Schaaf, 1992)

3.1. General background, and a model of incident causation

In the past (and present!), discussions on the contributing factors of industrial safety have

always had strong “fashion” aspects. It seems as if every new technology starts out by
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stressing fechnical factors like design and construction specifications, then moves on to
“discovering” the importance of errors by individual human operators and finally switches to
organisational and management aspects as the most important factors. Reason (1991)
describes these historic transitions very clearly for railroad transportation systems by noting
the succession of an “engineering age” to a “human error” period and finally to the “socio-
technical” era. The remarkable thing about a more recent very safety-conscious technology like
nuclear power generation is the fact that according to Reason these very same transitions seem
to be fully recapitulated within its much shorter span: up to the mid-seventies safety measures
in nuclear power plants were primarily directed at minimising the consequences of technical
failures. This industry’s human error concern (inspired by several very clear incidents and
accidents) from 1975 on, first focussed on execution failures (like slips and lapses); after the
Three Mile Island accident in 1979 one suddenly also realised the importance of cognitive
failures or mistakes (like diagnostic errors and the selection of inappropriate recovery
strategies).

In PRISMA an integral approach is followed by assuming that all three types of contributing
factors must be investigated and acted upon. The most important question then becomes: what
is the relative importance of each factor and of the interactions between them?

Technical
failure

i

Hflman operator, d-angc‘arous adequate
failure situation defences?
Organisational developing
failure incident

Fig. 2. A simple model of incident causation.

Figure 2 shows a simple model of the main components involved in incident causation, and
also defines three basic terms: accident, incident, and near miss. Technical and organisational
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failures can initiate the chain of deviations leading to incident causation events both directly, and
indirectly (e.g. by inducing operator failure). Only very seldom is an actually dangerous
situation assumed to follow from such failures. Even if it does, the “built- in” defenses of the
process to be controlled will usually be adequate (e.g. automatic safety systems; standard
procedures for control of deviations, etc.) but not always. In the latter case the potential
incident is allowed to develop further and it is usually up to the flexibility, experience, intuition,
etc. of the human operator to try to recover from this undesired chain of events, and restore the
original situation again, or at least to prevent major injuries, damages, etc. This (human)
recovery phase will have been adequate if the developing potential incident is detected,
diagnosed and corrected accurately and in time; in that case the potential incident is changed
into a “near miss”, that is an occurrence with potentially important safety-related effects which
in the end was prevented from developing into actual consequences. If human recovery was
inadequate (e.g. too late; incorrect; or not even attempted) the potential incident will develop
into an actual “accident” , that is an occurrence with actual adverse consequences (e.g. injuries
(or worse), material damages, environmental pollution, etc.). The term “incident” refers to the
combined set of occurrences of both accidents and near misses.

According to figure 2. the basic causes of incidents (also called “root causes”) are located at
the very beginning of the chain of events, and may be Technical Failures, Organisational
Failures, Human Operator Failures, or (most likely) a combination of these. On the basis of
this assumption we have done several studies on the relative roles of these three groups of
main factors in the last seven years. These studies looked at all kinds of system failures, with
consequences varying from zero to (near-) disaster, in three different chemical plants in the
Netherlands. Using a preliminary version of the PRISMA system failure model applied to the
original in-house incident reports we could classify the main root cause in about 90% of all -
cases, with the following distribution:

— Technical Failure 30%
- Organisational Failure 10%
— Operator Failure 50%
— Unclassifiable 10%

(It is interesting to note that these figures were practically identical for all three companies, in
spite of large (cultural) differences between them. These figures should however not be taken
too literally; e.g. because of likely underreporting of organisational factors this figure will
probably increase if investigated further.)

Nevertheless, the main conclusion must be that all three factors are of importance, with
operator behaviour as the most dominant one. How then should we interpret the abundance nf
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newspaper reports and other sources which proclaim that 90% to 99% of all such incidents are
caused by “human error”? ,

Firstly, it may refer to the use of “human” error in a useless way when “human” refers not
only to the person(s) directly involved in the incident but also to the designers, constructors and
managers who gave the “operator” the tools to be used during task performance; in the end of
course practically any design or management aspect of these “tools” and tasks may be traced
to some human action or decision. At the same time such a definition then becomes useless
because it does not give a single clue as to where and how improvements might be made.
Secondly a reason might be that the incident investigation usually is rather superficial in the
sense that it often looks only at the events directly preceding the observable end components of
a usually long and complex set of real root causes (see figure 1) and their interactions. These
observable end components often consist mainly of human actions (or the lack of them).
Therefore, we propose to define “human” by choosing a certain focus or starting point,
dictated by the goal of the investigation. If one is interested in the behaviour of control room
operators then their task should dictate the classification: “human” error refers to their
behaviour, “organisation” might refer to the procedures they have to follow for instance, and
“technical design” refers to their workplace (e.g. control-room layout) and equipment,etc. One
could equally be interested in the role of the engineers of course, but in that case the engineers
become the human/’operator” component in the analysis; company guidelines for Engineering
and Design Practices are then part of the “organisation” factor, etc.

In short, PRISMA uses a goal-directed classification because then we can fruitfully
distinguish between the three main factors determining industrial safety.

3.2. Classification model of process supervision and control errors
3.2.1. Introduction

In section 3.1 it was argued that human behaviour is amongst the most dominant factors
causing system failures in chemical process control. In this chapter we will present a detailed
classification system of operator errors derived from the Rasmussen SRK model (Rasmussen,
1976). First the “human error” part will be operationalised, taking the process control operator
task as the focal point. Then the other main categories of system failure, Technical and
Organisational Failure, will be added in order to arrive at a complete model of system failure.
An explicit link between classification results and proposed actions will then be presented in
the form of a Classification/Action Matrix. In this way the combination of model + matrix
may become an actual safety management tool.

3.2.2. Classification of human errors in process supervision and control

Rasmussen (1976) has provided the basic model of human error based on three levels of
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behaviour: skill-, rule- and knowledge-based (S-B, R-B, K-B). This SRK model has been
operationalised to describe operator errors in process control tasks by combining it with

characteristic task elements, which as a whole cover the entire spectrum of operator subtasks.

On the basis of our own informal observations and discussions in process control rooms, and
the “classical” literature on operator tasks the following set of elementary operator require-
ments in order to carry out process control tasks correctly, has been identified:

a) firstly, the correct status and dynamics of the system to be controlled must be known to
the operator;

b) also, the (main) goal, or priorities of goals, must be known and understood by the
operator;

c) the operator in question must be qualified (on the basis of training) to do the job, and

d) if applicable, he must obtain a temporary permit for activities where extra risk is involved;

e) the preparation of the job itself starts by informing other operators, if necessary, of the
work to be done (coordination), in view of the potential effects on their tasks;

f) when arriving at the job location the local system status should be checked to comply with
the expected conditions in as far as these would be relevant for the job;

g) the job itself should be planned correctly, i.e. the correct methods should be chosen and
carried out in the correct order;

h) the prescribed tools and information sources for a proper job performance should be
present and used;

i) the execution of the required actions themselves implies successful correct movements;
both controlled, i.e. intended, detailed, movements (e.g. to manipulate tools and request
information), and maintaining the correct body position in order to make the controlled
movements possible.

According to our interpretation of the SRK-model, a and b rely mainly on K-B behaviour; c,
d, e, f and g+h all involve decisions to carry out the job in a certain way (i.e. according to the
rules and procedures) and rely therefore on R-B behaviour; finally, the actual execution aspects
i rely on S-B behaviour.

Figure 3. presents the classification codes, the labels of error categories and a typical example
of each. These classification codes for Human operator behaviour (H) first distinguish between
K-B, R-B and S-B behaviour (K, R and § respectively); at the most detailed level of
classification these combined codes are further subdivided in the order of the elementary
operator requirements mentioned above; the first subcategory of K-B error (“system status™)
is coded as HK1; the second type of K-B error (“goal”) as HK2, etc.
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error code  descriptive label example
HK1 system status - not realising that part of the plant is inoperative
K-B because of maintenance
HK2 goal - aiming at "overspec” production instead of at
"right-on-spec”
HRI license (permanent) - not qualified for a certain task
HR2 permit (temporary) - no permit obtained, although required
R-B HR3 coordination - not informing control-room operator of one's
actions outside in the plant
HR4 checks - not ensuring that system status is as expected
HRS planning - choosing wrong method for correct goal
HR6 equipment/information - using wrong tools/process data
SR { HS1 controlled movement - making typing error on keyboard
HS2 whole-body movement - slipping, tripping, falling

Fig. 3. Subcategories of operator errors, with labels and brief examples.

The practical experiences in process control rooms mentioned earlier clearly point at biases in
describing and classifying incidents: a tendency on the part of safety officers to concentrate on
clearly visible S-B elements of task performance (e.g. pressing the wrong button) rather than
on less obvious R-B errors (e.g. planning), let alone on the mainly cognitive, internal
“activities” involved in K-B behaviour.

Therefore, in using the classification, the following fixed order is proposed (as indicated from
top to bottom in figure 3.) to arrive at the best-fitting error category for causal factors of
accidents and near misses: first K-B errors, then R-B and finally S-B errors. In this way the

above mentioned bias might be counteracted.
3.2.3. Extension to classification of system failure

Human (operator) Error cannot be separated entirely from the Technical and Organisational

context of task performance (see figure 1). At the very least one should know the importance

of Human Behaviour relative to that of the Technical and Organisational factors in

understanding the causes of accidents and near misses. On the basis of our own pilot CCR

studies the following extensions are suggested:

The main category “Technical Factors” is subdivided into

—~ Engineering (TE): wrong design. .

— Construction (TC): correct design which was not followed accurately during the construction
phase.

— Materials (TM): rest category, for those material defects not classifiable under TE or TC.
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The main category of Organisational Factors is subdivided into:

— Operating Procedures (OP): refers to the (inadequate) quality of procedures (completeness,
accuracy, ergonomically correct presentation), not whether they are followed or not!

— Management Priorities (OM): refers to any de facto pressure by top- or middle management
to let production prevail over safety.

Again, just as in the previous paragraph, a fixed order of analysis is advocated: firstly, one has
to make absolutely certain that the technical design etc. of one’s work environment is fully
adequate; only after the technical design has been established as adequate, one may question
whether the organisational context was a causal factor. Finally, when the Technical and
Organisational aspects are found to be in perfect order, we should focus on human behaviour
as a possible failure factor. In this way we hope to counteract the sometimes strong bias within
a company’s culture to start and stop the analysis at the level of the end-user and leave the
technical and organisational context of any mishap unquestioned.

3.2.4. Eindhoven classification model of system failure

Integrating all the above, we arrive at the complete “Eindhoven Classification Model of
System Failure in Process Control tasks” (see figure 4).

The classification model may also be used as a checklist to assist in the stage where all
relevant causal factors should be collected for the investigation of a specific incident. In this
respect it is not unlike generic Fault Trees, like the one used in the MORT system, which
enable investigators not only to present their analysis results in a highly visible way, but also
ensure that a multitude of non-technical factors (“specific job oversights and omissions”,

“management system factors”) are carefully checked for their relevance.
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Organisational
Factor?

Behaviour?

Fig. 4. The complete Eindhoven classification model of system failure.
4. Classification/action matrix

In order to develop an actual tool for safety management it does not suffice to stop at the
analysis stage of failure classification mentioned above. These classification results have to be
translated into proposals for effective preventive and corrective action. To fulfill this purpose a
socalled Preliminary Classification/Action Matrix is proposed bel’oyv (see figure 5.).

Its rows consist of th%fi'nal i%:lassification codes as deyf?iiec;3 in figure 4., while its
columns represent the following ﬁize classes of actions:
— Equipment: redesigning of hardware, software or interface parts of the man-machine

system,;
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— Procedures:

— Information &

Communication

— Training

— Motivation

completing or improving formal and informal procedures for efficient

and safe task performance;

improving (re)training programmes for skills needed;
increasing the level of voluntary obedience to generally accepted rules
by applying principles of positive behaviour modification.

Equipment

Procedures

completing or improving available sources of information

and of communication structures;

Information &

Communication  Training Motivation

TE
TC
(T™)

10) 4
(OM)

HK1
HK2

HR1
HR2
HR3
HR4
HR5
HR6

HS1
HS2

3

3

000000

no!

no!

no!

Fig. 5. Classification/Action Matrix belonging to figure 4.

In the matrix the most preferred action in terms of expected effectiveness for each classification
category is indicated by x . The last column’s “no!’s” refer to particularly ineffective
management actions, which are none the less often encountered in practice.

The entries in figure 5 were determined as follows:

— Technical Failures (TE, TC) point at technical improvements of the equipment; also S-B
errors, because of their “automatic” nature, can best be prevented by changing the work
environment, not by changing the person.

— Inadequate procedures (OP) imply improvements in the area of procedures.

-~ K-B errors (HK1, HK2) should be prevented by investing in operators’ background
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Abstract: Production scheduling is an important factor of the operational performance of production
organisations. However, in practice, scheduling still is a typical human task. Attempts to apply decision
support to the production scheduling task often have failed. In the article, two aspects of this problem
will be dicsussed: the invalidity of the mental model of the designer regarding the production system to
be controlled, and the gap between the mental model of the user and the mental model of the designer.
To solve the first problem, two dimensions will be presented to assess the applicability of a technique in
a certain situation: (1) the extent to which a scheduling technique can adequately model the structure of
the shop floor, and (2) the extent to which the processing part of a technique matches the nervousness
and the goals of the production unit. It will be argued that co-operative design and implementation can
be used to solve the second problem.

1. Introduction

The planning and control of production departments, which is referred to as pro-
duction scheduling, lies at the heart of the performance of a manufacturing organisation.
Due to market demands regarding service, order flow times and flexibility, the need for
adequate scheduling in practice has greatly increased during the last decades. In the same
period, academic research in production scheduling has moved from purely theoretic ex-
ercises to techniques that are aimed at real-world problems. Some of these techniques
have been implemented in standard software [Wortmann et al., 1995]. However, suc-
cessful implementations of scheduling techniques in practice are still very scarce [King,
1976; Graves, 1981; McKay et al., 1988; Rodammer and White, 1988; Buxey, 1989;
McKay et al., 1989]. Moreover, most of the successful implementations have only been
realised in highly controlled industries, i.e., process industry and mass-assembly. There-
fore, in many companies, scheduling is still a typical human task. However, production
scheduling is also a very complex task.

In this paper we will address the problem of applying decision support to produc-
tion scheduling, while avoiding the pitfalls that have held back earlier efforts. Problems
that cause many implementations of scheduling software to fail will be discussed. We will
argue that these problems do not solely stem from problems with techniques themselves,
but also have to be seen in a broader context, i.e., the organisation of production control
decisions. We will argue that specific characteristics of humans are often under-
emphasised when designing and implementing scheduling techniques. Some parts of the
scheduling tasks fit very well with the abilities of human cognition, while other sub-tasks
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pose difficulties. Therefore, a task-allocation decision has to be made based on these
characteristics.

The paper is structured as follows: in Section 2 we will give a description of pro-
duction scheduling. In Section 3 we will give an overview of available scheduling tech-
niques. In Section 4 we will explain why the implementation of techniques in practice
often has failed. In Section 5 we will outline human strengths, weaknesses, and prefer-
ences regarding the scheduling task. In Section 6, possible improvements for scheduling
are given. Lastly, in Section 7, our conclusions are given.

2. The Production Scheduling Task

In this Section, scheduling, and its relation to other production control decisions,
i.e., planning and sequencing are discussed. The relation between these functions is de-
picted in Figure 1. In production planning the amount of required production in a speci-
fied time horizon is determined by the amount of (expected) customers orders. The out-
put of planning consists of material requirements in time. These requirements are passed
to the production departments. A production unit is an outlined part of the production
process, that on short term is autonomous regarding the use of resources [Bertrand er
al., 1990] (note: production unit and shop floor are used as equivalent terms in this pa-
per). The production departments are controlled by production scheduling. Scheduling
focuses on the allocation of finite resources within the production departments to fulfil
the material requirements, and determines for each resource (e.g., machine—capacity),
the points in time when operations are executed, under the following constraints: Finite
capacity resources; precedence relations (i.e., routings); start—dates and due—dates of
jobs. These constraints that are satisfied by scheduling are often not satisfied in the plan-
ning function. ‘

Planning

Scheduling E Scheduling
Sequencing 4 Sequencing o
T\

Figure 1: The relation between scheduling, planning and sequencing

Scheduling should optimise (or at least satisfy) certain goals that are deduced from
organisational objectives, for example: service level; resources utilisation; set up costs;
inventory costs; order flow times. After scheduling, the schedule is transferred to the
production unit.

At each workcenter in a production unit, every time a job is completed, a decision
has to be made which order will be processed next; this decision is referred to as se-
quencing. The existence of an explicit sequencing decision at the shop floor depends on
how scheduling is carried out. Two possible aggregation levels of scheduling exist:
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Resource level. Jobs are scheduled for each resource (workcenter). This type of
scheduling leaves no sequencing decision freedom to the shop floor.

Production Unit level. Jobs are only scheduled for the total production unit. The
operations of the job are not scheduled. This type of scheduling leaves the sequencing
decision to the shop floor.

Creating
e Work-orders ™.

.".

Acce"i:)ting - safety time/stock

Material - throughput time
; - batch size
Beqmrements material availabilit
- workload aoiity,
Planning - capacity finite capacity \
e.g- MRP Y - routings :
< Scheduling
- start- &
Work-orders
< - status of due dates ;
work-orders - constraints
progress < petfformances
- reasons for delay
- destination of
Monitoring work-orders - feasibility
Work-flow

Releasing
Schedule

Figure 2: The scheduling task. The inner layer represents the information required for carrying out the
activities in the outer layer.

In Figure 2, the activities required to carry out the scheduling task are depicted in
the outer layer of the circle, and the information required to carry out these activities is
depicted in the inner layer of the circle. The activities have to be carried out clockwise; if
unforeseen events occur it may be necessary to carry out the activities counter-
clockwise.

3. Techniques

A large amount of scheduling techniques, and information systems based on these
techniques, is available. We will not give an extensive overview this vast field of re-
search, instead, types of techniques that are relevant to our discussion will be mentioned
here. A comprehensive overview of techniques can be found in Morton and Pentico
(1993).
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Priority dispatching rules. Priority dispatching rules are usually based on job char-
acteristics, e.g., processing time or due—date. Some rules also take the status of the total
shop into account, i.e., work-load. An example of a dispatching rule is the Shortest
Processing Time (SPT) rule (i.e., if a job is completed at a work—center, the job with the
shortest processing time in the queue will be processed next). Priority dispatching rules
can be executed by the scheduler or at the shop floor. If the scheduler uses these tech-
niques, the shop floor is simulated by a time-clock, and operations are scheduled accord-
ing to the priority rule. If the operators on the shop floor use these techniques, the deci-
sion about which order to select next from the queue for the workcenter if an order has
been completed is based on the priority rule.

Optimisation techniques. These techniques find an optimal schedule by enumerat-
ing many (possibly all feasible) schedules and choosing the best one according to a spe-
cific performance criteria, e.g., makespan, average order flow time. Examples are:
Branch and bound techniques, mathematical programming.

Bottleneck methods. These techniques make a distinction between bottleneck and |
non-bottleneck resources. The bottle-neck resource is scheduled first to ensure maximal
utilisation. Then the critical non-bottle-neck resources, i.e., resources preceding the bot-
tle-neck, are scheduled to continuously provide the bottle-neck with work. A well-
known example of a bottle-neck technique is Optimised Production Technology (OPT).

Knowledge Based Techniques. Knowledge based techniques model the shop floor
by means of many hard and soft constraints. These rules are often obtained by eliciting
knowledge from (experienced) schedulers. These techniques are usually aimed at gen-
erating feasible schedules [Randhawa and McDowell, 1990].

4. The Gap between Theory and Practice

There often are differences between the mental models of the designer and the user
regarding the production unit to be controlled. This ultimately results in the human
scheduler not using the technique. These differences are depicted in Figure 3. In this
Section we will focus on the problem of matching the mental model of the designer with
the production unit, i.e., match 2 in Figure 3. To achieve an adequate match we will pre-
sent two dimensions of the scheduling task: the model of the production department, and

the processes in the production department (see also the inner and outer layer of Figure
2).

4.1 Model

Techniques rely on a certain model of the production unit to generate a production
schedule, and consists of the machines, tools, personnel, workorders, etc. that are pres-
ent in the unit. However, because of the very complex and dynamic nature of shop
floors, often many assumptions have to be made to enable economically feasible model-
ling. If techniques generate schedules that are based on an invalid model of the shop
floor, these schedules have to be adjusted by humans. However, if the schedule is ad-
justed manually, the performance criterion the schedule was based on will suffer from
these actions, and the reason for using such a technique becomes doubtful. Priority dis-
patching rules suffer less from this problem, because these techniques do not necessarily
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Figure 3: Conceptual model of the research

rely on a model of the shop floor. Instead, they can be executed by operators on the level
of workcenters.

An example of an assumption regarding the structure of the shop is that jobs can-
not be split. However, in practice, jobs often can be split and produced simulta-
neously on two or more machines (and possibly the second machine needs a
longer processing time). In this case (and similar cases), scheduler or the shop
floor workers will probably violate the schedule and split jobs if necessary.

Problems related to the model of the shop floor occur especially with mathematical
scheduling techniques. Although it is theoretically possible to model the shop floor in
great detail, the level of detail has to be paid by the response time of the scheduling
process and the costs of the modelling efforts. Artificial Intelligence (AI) approaches are
only slightly more successful in modelling the shop floor. The strength of Al, i.e., to
model many hard and soft constraints of the shop floor, also comes with weaknesses.
Because these rules are constantly subject to change, the knowledge elicitation and
modelling process will practically never end. Also, because Al systems usually are based
on knowledge elicited from human schedulers, the Al system only duplicates human
performance and cannot create a better schedule than a human scheduler. Moreover, Al
techniques also suffer from long response times if a detailed model of the shop floor is
used.

4.2 Process
4.2.1 Nervousness

Dependent on the type of production unit, many disturbances occur at the shop
floor. Therefore, schedules have to be adjusted frequently. However, some techniques do
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not offer the possibility to manually adjust the schedule. Instead, each time something
relatively small occurs, the technique generates a complete schedule. Techniques that are
only able to completely generate a schedule usually suffer from the final-state problem
[Wortmann et al., 1995]. This means, that a small change in the status of the shop floor
causes major changes in the production schedule.

For example: job X has been scheduled to start at Monday, 10.00 AM. However, the ma-
terial required for job X is not present, so it cannot be started. To keep the schedule up-
to-date, job X has to be rescheduled to a later start-time in the schedule. The schedule
technigue now calculates a new optimal schedule with job X rescheduled. This new opti-
mal schedule is totally different from the “old” schedule.

In many production units, disturbances as in the example happen every few min-
utes. If a schedule generation technique would be used here, the system would generate a
completely new schedule every few minutes. The scheduler and the personnel on the
shop floor will not accept such a nervous behaviour and will eventually reject the con-
stant load of schedules.

A priority dispatching rule can be executed by the humans at the shop floor level
and is thereby much more robust than techniques of the second category, which are exe-
cuted on a higher organisational level. If dispatching rules are used on the shop floor, no
fixed sequence is present, and each time a job is completed at a machine, the shop floor
worker will choose the next order according to the priority dispatching rule. Also, if hu-
mans decide to deviate from dispatching rules this does not have major consequences on
other jobs in the shop. So, dispatching rules enable humans to use their own mental
model of the shop floor.

4.2,2 Criteria

Of the techniques discussed in 3, priority dispatching rules are the most broadly
used in practice. Also, these priority rules often belong to implicit scheduling guidelines
that schedulers already use, unaware of their meaning in production planning and control
theory. However, priority dispatching rules are not very ‘smart’ and they generate
schedules that are far from optimal with respect to a specific performance criterion. Most
of these rules use local information (at the workcenter level), which leads to local optimi-
sation, i.e., insensitive to the overall state of the production unit. Mathematical tech-
niques give the best results if we solely look at the ability to optimise schedules conform
one or a combination of performance criteria. Bottle-neck techniques primarily focus on
the utilisation of bottle-necks, and are not very well suited to optimise schedules conform
other goals. Knowledge based techniques are not in the first place used to optimise
schedules, instead they are able to generate a schedule that is feasible conform to the
many constraints in the knowledge base.

5. Human Factors
In the previous Section, problems related to the match between scheduling tech-

niques and the production unit to be controlled were discussed. We assumed that the
mental model of the scheduler adequately matches the production unit. However, there
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are some aspects within production scheduling that pose cognitive problems to the hu-
man scheduler. These problems will be discussed below.

5.1 Limited cognitive abilities

Short-term Memory. The short term memory of humans applies to the amount of
information that a human can pay attention to simultaneously. A human can have ap-
proximately seven ‘chunks’ of information in his or her short term memory [Anderson,
1990]. One information chunk can apply to one or a coherent set of task elements. To
manage all task elements in the scheduling task, the task should be regarded on a certain
level of aggregation to conform to the limited capacity of short term memory. A high
aggregation level would be to look at all jobs simultaneously and not discriminate be-
tween groups or individual work orders. A low level of aggregation would be to look at
each task element separately, for example each job. It will be clear that the first option is
not suited for manipulating the jobs in the schedule. The last option violates the short-
term memory constraint. However, no in-between levels of decomposition are available.
When constructing a schedule, one has to take into account that an action regarding one
job influences most other jobs. However, the human scheduler is forced to decompose
the task anyway. This results in sub-optimising parts of the schedule subsequently, and
the human is therefore not able to optimise the schedule towards some performance cri-
terion.

Long-term Memory. The long term memory of humans is, contrarily to the short
term memory, not limited regarding capacity. Limitations of long-term memory lie in our
restricted ability to recollect information [Anderson, 1990]. These restrictions especially
apply to abstract and numerical information. The limitations of the long-term memory of
humans has effect on the ability to assess effects that occur as a result of actions with
some delay.‘ As a result, the human scheduler is not able to assess the effects of his or her
actions, and to balance actions aimed at the short-term and actions aimed at the long-
term. Also, the human is not able to learn how to improve his or her performance, be-
cause the schedule performance cannot be evaluated.

5.2 Advanced cognitive abilities

Humans are very well equipped to cope with many ‘soft,” qualitative task elements.
Humans are superior to existing scheduling techniques and information systems regard-
ing the following characteristics [McKay et al., 1989]:

Flexibility, adaptability and learning. Humans can cope with many stated, not—
stated, incomplete, erroneous, and outdated goals and constraints. Furthermore, humans
are able to deal with the fact that these goals and constraints are seldom more stable than
a few hours.

Communication and negotiation. Humans are able to influence the variability and
the constraints of the shop floor; they can communicate with the operators on the shop
floor to influence job priorities or to influence processing times. Humans are able to
communicate and negotiate with (internal) customers if jobs are delayed, or communicate
with suppliers if materials are not available as planned.

Intuition. Humans are able to fill in the blanks of missing information required to
schedule. This requires a great amount of ‘tacit knowledge.” At the time of collecting this
knowledge it is not always clear which goals are served by it.
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5.3 Human Preferences

Apart from cognitive strengths and weaknesses, humans often prefer their own
judgement to the application of techniques and information systems. This especially goes
for the situation where they are confident about their expertise [Kleinmuntz, 1990],
which is certainly the case in the scheduling task, which requires a high level of expertise.
Schedulers communicate intensively with people on the shop floor, and many have ad-
vanced from a shop floor position to a scheduling position. However, decisions made by
overruling formal techniques are not necessary superior to the decisions suggested by
these techniques, although these decisions are hard to compare.

Humans also have less confidence in techniques if they are not able to understand
how the technique works. Of the techniques discussed in Section 3, priority dispatching
rules are probably the best understood by the planner. Priority rules often already belong
to implicit scheduling guidelines that schedulers use. Also, bottle-neck techniques find
their origin in simple principles. Contrarily, optimisation techniques are opaque to the
scheduler, because it is not clear how such a technique finds a particular schedule. Al
techniques suffer from the same drawback.

6. Improving Scheduling

In this Section, alternatives for improving scheduling in practice will be given.
These alternatives focus on the match between the production unit and the designers’
view of the production unit, i.e., the scheduling technique (match 2 in Figure 3). To
avoid problems with problems regarding the mental model of the scheduler and the pro-
duction unit (match 1 in Figure 3), the scheduler (and the operators on the shop floor)
should be involved in the selection and implementation of a specific technique.

6.1 Applying Techniques

Techniques can be used to improve scheduling if an appropriate technique is used -
for a specific production unit. We have already argued in Section 4 that two dimensions
should be used when selecting a technique for a specific production unit: the model of
the shop floor, and the scheduling process. A technique should match a production unit
regarding these dimensions. If techniques are not able to match the production unit, the
scheduler and/or the operators on the shop floor will probably disregard the schedule
generation technique.

Priority dispatching rules. Priority dispatching rules do not really have a shop
floor model; they are applied to queues for individual workcenters (machines). These
rules are used to decide which order in a queue should be handled next if a workcenter
gets idle. Therefore, priority rules are only able to schedule individual queues, and do not
or scarcely co-ordinate all workcenters in a coherent way. Routings of products, person-
nel capacity, special constraints, etc. have to be handled manually. The scheduling proc-
ess is based on a heuristic and is not optimal regarding some or a combination of per-
formance criteria. Because of the limited scope of the model of the shop, priority dis-
patching rules often lead to sub-optimisation. The main reason to use these rules is that
they are relatively simple to use. They are especially suited for complex job-shops, where
only one type of capacity has to be co-ordinated, and where much uncertainty exists. Be-
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cause rules can also easily be carried out by the operators on the shop floor, the sched-
uler does not have to generate a schedule in advance.

Optimisation Techniques. Today, builders of optimisation techniques are able to
model the shop floor in a sophisticated way, including multiple resources, complex con-
straints, etc. However, the level of detail of the shop floor model has to be compromised
with the response time of the system, which usually is quite low. This compromise of
course depends on the re-scheduling requirements of the production unit to be sched-
uled. The scheduling process is able to optimise the schedule conform one or a combina-
tion of performance criteria. However, as described in Section 3, these techniques suffer
from the final state problem. Therefore, these techniques should only be used with pro-
duction units with very few disturbances. Because these techniques are difficult to un-
derstand by the scheduler, they should be implemented carefully, and should only be used
in situations where the role of the scheduler is limited e.g., continuous process industries
or mass-assembly lines.

Bottleneck techniques. Bottle-neck techniques use a simplified but potentially ef-
fective model of the shop floor because only the bottle-neck and the processes feeding
the bottle-neck have to be scheduled. However, not in all production systems it is possi-
ble to locate the bottle-neck. An advantage of bottle-neck scheduling is that the logic
appeals to the scheduler. However, the operators on the shop floor loose all decision
freedom, and it is often very difficult to persuade operators to follow the schedule ex-
actly, as it involves many set-ups that sometimes are regarded as unnecessary. Moreover,
these systems reschedule at each disturbance, which further harms their credibility to-
wards the scheduler and operators. Bottle-neck techniques should therefore only be used
in stable, flow-oriented production systems.

Knowledge Based Techniques. The large advantage of knowledge based tech-
niques above ‘conventional’ techniques is their ability to model many hard an soft con-
straints of the shop floor. The limitations of knowledge based techniques regarding the
model of the shop floor lie in the difficulties to build an maintain such a knowledge base.
To build a knowledge base, an expert has to be present, which is not always the case.
Furthermore, the amount of rules that apply to a shop floor can be very large, which
hampers the modelling process. Furthermore, these rules are constantly subject to
change. The scheduling process of such a technique delivers a ‘feasible’ schedule which
is not necessarily optimal conform one or a combination of performance criteria. The
more sophisticated the model of the shop floor is, the longer the response time will be.
Therefore, knowledge based techniques should only be used in shops with a large
amount of rules that can be elicited in an economically feasible way.

6.2 Human Factors

The reason for applying a technique in scheduling lies in the cognitive weaknesses
of human schedulers. Sub-tasks within scheduling that require the handling of many jobs,
procedures, capacity constraints, etc. to achieve some specified performance criteria are
eligible be supported by techniques. The reason for giving decision responsibility to the
scheduler or to the operators of the shop lies in the cognitive strengths of humans, which
are especially employed in production units where scheduling tasks require flexibility,
communication and intuition.
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A possible solution to the problem of schedule fulfilment would be to force the
shop floor to literally execute the schedule, and to penalise behaviour deviations. How-
ever, this solution ignores the complexity of scheduling in practice. It would make the
job of schedulers and operators less interesting and sometimes even frustrating, for ex-
ample when they see obvious solutions for problems in the schedule which they are not
allowed to carry out. Problems regarding schedule fulfilment can be compensated by:

o Putting more flexibility on the shop floor. This can be achieved by increasing the
number of tools, procedures for checking the availability of drawings and raw ma-
terials, and technically decreasing the amount of machine disturbances. Further-
more, the availability and quality of materials can be improved by better co-
ordination between the (internal) supplier and the production unit. Multi-
deployment of operators, machines, and materials will increase flexibility. Also, de-
creasing the complexity of the production unit by standardising, and thereby de-
creasing the number of: materials, processes, end-products, etc. can be used to im-
prove flexibility.

® Giving more decision freedom to the scheduler. The reason for giving decision
freedom to the scheduler lies in the cognitive strengths of humans, which are espe-
cially useful in production units where schedule fulfilment is a problem. In these
situations, the schedule should not primarily be constructed and optimised, but
continually re—constructed by reacting to short—term disturbances and events.

e Creating possibilities for informal communication. For example between schedul-
ers or between a scheduler and the operators on the shop floor. Informal communi-
cation can for example easily be created by geographically placing people together.

7. Conclusions

In this paper we have addressed the problem of giving adequate decision support
to human schedulers in practice. This problem has been attacked many times by academia
and practitioners in the field of production scheduling, however, without much success.
We have first outlined the scheduling task and its relations with other production plan-
ning and control components. We have given an overview of available techniques for
production scheduling. We then presented a framework to match the mental model of the
designer, i.e., the technique, with the production unit to be controlled. The gap between
the mental model of the designer and the mental model of the production scheduler can
be overcome by co-operative selection/design and implementation of a technique or
software for production scheduling. In Section 6 we applied the framework to existing
techniques, and we indicated when these techniques should be applied in practice.

References /

ANDERSON, J.R. (1990). Cognitive Psychology and its Implications. Third edition.
Freeman, New-York.

SESSION 2-2 page 10



BERTRAND, J.W.M., WORTMANN, J.C., WIINGAARD, J. (1990). Production Control: A
Structural and Design Oriented Approach. Elsevier Science Publishers B.V., Am-
sterdam.

BUXEY, G. (1989). Production Scheduling: Practice and Theory. European Journal of
Operational Research, 39, pp.17-31.

GRAVES, S.C. (1981). A Review of Production Scheduling. Operations Research, Vol.
29, pp. 646 675.

KING, J.R. (1976) The Theory Practice Gap in Job Shop Scheduling. The Production
Engineer, Vol. 55, March, pp. 137 143.

KLEINMUNTZ, B. (1990). Why we Still Use our Heads Instead of Formulas: Toward an
Integrative Approach. Psychological Bulletin, Vol.107, No.3.

McKAY, K.N., SAFAYENI, F.R., BUZACOTT, J.A. (1988). Job Shop Sheduling Theory:
What Is Relevant? Interfaces, Vol. 18, pp. 84 90.

MCcCKAY, K.N., BUZACOTT, J.A., SAFAYENI, F.R. (1989). The Scheduler’s Knowledge of
Uncertainty: The Missing Link. In: Knowledge Based Production Management
Systems, J. Browne (Ed.). Elsevier Science Publishers B.V., North Holland, IFIP.

MORTON, T.E., PENTICO, D.W. (1993). Heuristic Scheduling Systems (with applications
to production systems and project management). John Wiley & Sons, New York.

RANDHAWA, S.U., MCDOWELL, E.D. (1990). An Investigation of the Applicability of
Expert Systems to Job Shop Scheduling. International Journal of Man-Machine
Studies, Vol. 32, pp.203-213.

RODAMMER, F.A., WHITE, K.P. (1988). A Recent Survey of Production Scheduling.
IEEE Transactions on Systems, Man, and Cybernetics, Vol.18, No.6.

THOMAS, L.J., MCCLAIN, J.O. (1993). An Overview of Production Planning. In: Logis-

tics of Production and Inventory. S.C. Graves, A.H.G. Rinnooy Kan, P.H. Zipkin
(Eds.). Elsevier Science Publishers B.V., Amsterdam.

WORTMANN, J.C., EUWE, M.J., TAAL, M., WIERS, V.C.S. A Review of Capacity Plan-
ning Techniques within Standard Software Packages. To appear in Production
planning & Control.

SESSION 2-2 page 11






Risk Management in Hospitals:
Predicting versus Reporting Risks in a Surgical Department

N.W.S. van der Hoeff' and T.W. van der Schaaf

Safety Management Group
Eindhoven University of Technology
P.O. Box 513
Pav. U-8
5600 MB
Eindhoven
The Netherlands

1. Abstract

Medical errors are increasingly unacceptable in modern society; for ethical reasons, but
lately also because of a rising trend in the number and amount of damages paid to ex-
patients. As a result, a large training hospital and the Eindhoven Safety Management
Group have started a joint project 'Risk Management in Hospitals". In this project, the
PRISMA safety management approach based (see PRISMA paper of Van der Schaaf) on a
decade of work in the chemical process and steel industry was tested in the domain of
medical treatment.

The project consists of five stages:

1. a prediction of the possible risks to patients.

2. an inventory of the real risks to patients.

3. the development and implementation of a voluntary incident reporting system.

4. the development of a set of minimum norms which a surgical department has to satisfy.

S. the development and implementation of a qudlity system based on the two methods of
predicting and registering incident causes and the norms developed, not only on the
Surgical Department (SD) but on every ward of the hospital.

In the first stage, the processes on the SD were described using a systems approach by In
‘'t Veld. The predictions of the risks were made by using the Failure Mode and Effects
Analysis (FMEA)-method.

In the second stage, an inventory of actual incidents and their causes was made by using
Critical Incident Interviews as an input to the PRISMA incident analysis approach. A
comparison was made between the results of the FMEA and the Critical Incident Interviews,
thus comparing predicted vs. reported risks.

Now (June 19995) the project is halfway stages three and four. In stage three, a pilot has been
started on the SD with an operational incident reporting system. In stage four, the set of
minimum norms for every ward will be developed and tested: this will happen in the next
few months.

In the future, the two methods will be used to predict and report also medical complications,
accidents and near accidents with regard to negative physical consequences for nurses

'now working as risk manager at the Catharina Hospital in Eindhoven, The Netherlands
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and doctors, events with negative effects on the environment, and events that cause higher
costs for the hospital.

Important concepts are defined in the appendix.

2 Introduction

2.1 Motivation for the project

This risk management project is a joint project of the Eindhoven Safety Management Group
and the Catharina Hospital in Eindhoven, The Netherlands. The Catharina Hospital is a
large teaching hospital with a clinical Surgical Department (SD) consisting of ten operating
theatres (about 11,500 clinical operations a year) where a wide range of operations is
performed.

The goal of risk management is to control the processes patients are going through on a SD
in order to minimize the risks for patients and to obtain better care.

Additional goals for risk management are:
- the trend of rising insurance premiums and
- future quality legislation.

2.2 The research design of the project

The project consists of five stages:

Stage 1: A prediction of the possible risks to patients. This stage is divided into two parts:

In the first part, a model was made of the processes that take place in the SD. The proces-
ses were described by the system approach (In't Veld [10]). In the second part, a prediction
of the possible risks to patients was made. The predictions were made by using FMEA
(Failure Mode and Effects Analysis) [1][3].

Stage 2: An inventory of the real risks to patients. This second stage is divided into three
parts. They provide a basis for the next stage: a voluntary incident reporting system which is
a permanent risk management tool. In the first part, twenty Critical Incident Interviews were
taken of which seventeen were useful and were described in detail by qudlitative Causal
Tree Analysis (see PRISMA paper of Van der Schaaf). In the second part of this stage, a
comparison was made between the results of the FMEA and the Critical Incident Interviews.
Finally in the last part, conclusions and recommendations were made on the basis of:

- the results and use of the process model;

- the results and use of the FMEA;

- the results and use of the Critical Incident Interviews;

- the results and use of the Eindhoven Classification Model;

- the results of the comparison between the FMEA and the Critical Incident Interviews.
Stage 3: The development and implementation of a voluntary incident reporting system [9].
This stage consists of three parts. The first part is a participant design with the SD staff of
an incident reporting system based on the theoretical concept of a Near Miss Management
System [8]. To make a participant design possible, several training sessions were held for
nurses and doctors. In the second part a reporting system is set up. This implies a two
month period in which the reporting system is actually operational under supervision of o
member of the Safety Management Group. The goal is a fully autonomous reporting system
after these two months. The last part of this stage is an evaluation, to improve the reporting
system on the SD and decide on other future incident reporting systems on other wards in
the hospital.
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Stage 4: The development of a set of minimum norms which a ward has to satisfy. A
surgical department must satisfy these norms to achieve process control and a maximum of
safety for patients. This set describes what must be discussed, agreed and recorded
between nurses and doctors at important policy making moments. It also forces the
participants to decide and record not only who is authorized for certain tasks but also who
is responsible.

Stage 5: The development and implementation of a quality system based on the two
methods of predicting and registering incident causes and the norms developed, not only
on the SD but on every ward of the hospital.

3 Stage one: Predicting possible risks to patients
3.1 The process model of the Surgical Department
Three possible methods of describing the processes undergone by patients were examined:
"SADT" (Structured Analysis and Design Techniques) [5];
- "Data Flow Diagramming" [2](3];
- '"steady state" systems (system approach described by In 't Veld [10]).
The processes were finally described by the system approach [7]. The value of the In 't
Veld" method has been demonstrated in the construction of a process model for the SD.
Strong points of the "In 't Veld" method are:
- processes are modelled in natural sequence (according to the time aspect in a flow);
- the possibility of using different aggregation levels;
- the use of measurement and control loops with norms.
This model must meet the following requirements:
- it must give insight into the processes that take place in the department;
- it must contain all aspects that are necessary and relevant for process control. These
aspects are:
- patient;
- personnel:
- medical;
- nursing;
- paramedical;
- equipment;
- instruments;
- information;
- interfaces (with other departments);
- materials:
- use;
- consumption.
- it must be able to be used as an input to an assessment method for possible risks
(FMEA, HazOp (: see section 3.2));
- it must give insight to all users so it can be used as a communication means between
members of the project and others.

The process model of the Surgical Department consists of four main parts:
1 preparation of the patient;

Z anaesthesia;

3 operating on the patient and maintaining the anaesthesia;

4 recovery.

Each part is described by using the system approach of In 't Veld (see figure 1).
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Figure | An example of the system approach of In 't Veld: a part from the process model of the SD
(taken from the main part "recovery")

3.2 The assessment method for possible risks: the Failure Mode and Effects
Analysis (FMEA)

Two possible methods for predicting the risks for patients were examined:

- FMEA [11[3};

- HazOp (Hazard and Operability) [2][3].

The predictions were finally made by using FMEA because of previous experience with the

FMEA technique, and the absence of an experienced HazOp leader [7]. The main goal of

the FMEA is to predict the nature and frequency of possible risks for patients on a SD.

FMEA is a technique which can be used on a system that can be separated into individual
components. These components can be hardware blocks or functional blocks. The person
who does the assessment should have a clear understanding of the functions of every
component with all inputs and outputs. The failure modes of every component can be
examined in a systematic way to establish the effects and causes of the failure modes. This
information will be registered on a special form which contains the following columns:

- the failure mode(s) of every component;

- the effects of a certain failure mode;

- the seriousness of these effects;

- the causes of a failure mode;

- the frequency of occurrence of a certain cause;

- the extent to which a certain cause can be corrected.

The original FMEA concept works with one group which consists of members of all the
relevant functions. Because of the extent of the group, however two groups were formed.
The first group consisted of SD staff members holding functions belonging to the first,
second and fourth part of the process model; they did the FMEA for the parts "preparation”
and "recovery”. The second group held functions belonging to the second and third part of
the process model; they did the FMEA for the parts "anaesthesia” and "operating".
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Every group did four two-hour sessions:

- the first session was held for the two groups together and consisted of a briefing about
what would happen, when and how;

- the second session generated the failure modes, the possible effects and the serious-
ness of these effects;

- the third session generated the causes of the failure modes, the frequency of occurrence
of these causes and the extent to which a certain cause can be corrected.

- the fourth session was uséd to generate counter measures for the causes with the
highest RPN (Risk Priority Number = seriousness ¢ frequency ¢ extent of correction).

The results contain more than 800 causes. These causes were used as input to PRISMA,
and classified according to the Eindhoven Classification Model so they can be compared
with the results of the Critical Incident Interviews. The classification of the causes was done
by three persons. They tried to reach consensus about the classification of a cause. The
results were calculated in two forms:

- with a weight-factor for the estimated frequency (see figure 2). This weight-factor

compensates the frequency of occurrence for a certain cause;
- without this weight-factor (see figure 3).
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Figure2 PRISMA profile of classified causes per classification category for both FMEA groups,
combined with weight-factors: n=1394 (n=number of classified root causes)

As an important by-product, participating in the FMEA has raised the enthusiasm of the
workers in the SD for the risk management project.

4 Stage two: Making an inventory of the real risks for patients

4.1 Critical Incident Interviews

Twenty Critical Incident Interviews (Flanagan [4]) were used to assess the real risks. This
technique was used to collect confidential data about incidents, the Interview itself is also
confidential.

The Interviews were intended to elicit information about accidents and near accidents

which:
- happened recently;
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- were closely experienced by the interviewee.
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Figure 3 PRISMA profile of classified causes per classification category for both FMEA groups,
combined without weight-lactors: n=834

The main goal of the Interviews was to make an assessment of the nature and frequency of

the risks for patients on the SD. In this way:

- a file was created which is used to get a provisional insight in the nature and frequency
of the root causes of incidents on the SD;

- the value of the Eindhoven Classification Model for classifying the root causes of system
failure on the SD was checked;

- arelerence data base was created whereby:
- the validity of the predictive FMEA method can be determined;
- the quality (that is a check on reporting bias) of the future voluntary incident reports

can be determined;

- an example could be given to the workers on the department to show them where a

voluntary incident reporting system could lead to.

The Critical Incident Interviews were held in two sessions to check the consistency of the
results. The first session yielded eleven usable Interviews and the second session six. At
least one Interview was held for every kind of function in the SD.

The participants of the FMEA-sessions and the Critical Incident Interviews consisted of two
separate groups, except only one person which took part of both the FMEA-sessions and a
Critical Incident Interview because this was impossible to avoid.

The 17 usable Critical Incident Interviews were used as input to PRISMA:

1. A Causal Tree Analysis was made from all the Interviews and they were reviewed by the
interviewer and the person who was interviewed. When events and/or relations were
wrong or forgotten, the Causal Tree was altered. .

2. The results of the Critical Incident Interviews yielded 95 root causes (see figure 4:
ng,=number of Critical Incident Interviews). The classification of these root causes was
done by the same three persons who classified the causes found by the FMEA. The
classification was done in the same way as for the FMEA: the classification team
members tried to reach consensus about the classification of a root cause.
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Figure 4 PRISMA profile of classified CII root causes per classification category: n ;=17 and n=95

The most important results of the Critical Incident Interviews:

the major part of the incidents is not reported to the FONA commission (FONA: Faults,
Accidents and Near Accidents) and therefore unknown to the hospital's management;
every incident has one or more recovery factors. More than 5 of these factors did not
lead to successful and complete recovery. The main reason for this is that medical
doctors are not listening to recovery oriented remarks of nursing staff;

a list of systematic failures was made during the Critical Incident Interviews so measures
can be taken to eliminate these systematic failures;

PRISMA is applicable to medical incidents in a SD [6].

Further research on how to integrate and standardise the legally required FONA reports
and the voluntary incident reporting system is recommended.

4.2 Comparison between the PRISMA profiles of FMEA and Critical Incident

Interviews

Four comparisons were made:

L.
2.

3.

between the results of the complete FMEA with weight-factors and the results of all
Critical Incident Interviews;

between the results of the complete FMEA without weight-factors and the results of all
Critical Incident Interviews;

between the results of the "anaesthesia" and "operating” sessions of the FMEA without
weight-factors and the "anaesthesia" and "operating" results of the Critical Incident
Interviews; :

between the results of the "anaesthesia" and "operating" sessions of the FMEA with
weight-factors and the "anaesthesia® and "operating" results of the Critical Incident
Interviews.

Comparison 3 and 4 were made for two reasons: first to see if it was possible to make a
comparison between the results of the two methods on sub department level (that is the
sections "anaesthesia” and "operating") and second, because there were enough Critical
Incident Interviews (n = 13) available to make such a comparison possible.

The result of the statistical comparisons is that Spearman'’s rank correlation coefficients are
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almost 5% significant (comparison 1 and 2), 5% significant (comparison 3) or even 2,5%
significant (comparison 4).

As can be seen in figures 2, 3 and 4, the three classification categories with the most causes
are the same for both methods: the organisational factors "operating procedures” (ECM:
OP) and "management priorities" (ECM: OM), and the human behaviour factor "planning”
(ECM: HR 5).

This stage has demonstrated the potential of a voluntary incident reporting system.

5 Stage 3: The voluntary incident reporting system

The first part is the designing of an incident reporting system based on the theoretical
concept of a Near Miss Management System (see also the PRISMA paper) whereby a
participant approach is used. Because of this approach, the preferences of the SD can, i
possible, be included in the system. In this way the acceptation and success of the system
are enlarged. A commission has been appointed which designs the incident reporting
system and controls the system when it is operational (this commission is further called the
incident reporting commission). It consists of four nurses (which together cover all four main
parts of the processes on the SD) and an anaesthesiologist and surgeon as representation
of the doctors on the SD. The incident reporting commission was trained in several
sessions how to analyse incidents using the PRISMA tools. In this way, they were able to
participate in the design of the incident reporting system.

The second part is the setup of an operational reporting system. During the first two months,
incidents will be handled by the incident reporting commission under supervision of a
member of the Safety Management Group, not only to help the commission but also to alter -
the design of the reporting system when this is necessary after the evaluation. This
evaluation after the first two months is not only to improve the reporting system on the SD
but also to get a better starting position for future incident reporting systems on other wards
in the hospital. The second and the last part of this stage are still in progress.

6 Stage 4: The development of a set of internal certification norms

The question behind the development of a set of minimum norms is wether it is possible to
design a structure and norms which must be satisfied to assure process control for the
medical and nursing processes on the ward.

A theoretical framework for a clinical treatment and nursing flow is given in figure 5 [11].
Every policy making moment has a medical and nursing component. A policy making
moment must lead to an activity plan. This activity plan consists of a list of activities for
doctors and nurses. The relevant doctors and nurses agree and record for every action who
is authorized and who is responsible.

This stage of the research is also still in progress but it seems feasible to design a structure

like the one in figure 5, as well as establish "quick-scan" norms to achieve a list of uncontrol-
led processes which can be altered to enlarge the reliability.
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Figure 5 Clinical treatment and nursing flow [11]

7 Stage 5: The development and implementation of a quality system

It is possible to create a quality system with the two risk management instruments (FMEA
and incident reporting system) and the quick scan list of norms. The quality system will not
be only developed and implemented on the SD but on every ward of the hospital.

Eventually, the process deviation consequences on which the quality system will focus, shall
be broadened to include not only unwanted physical consequences for a patiént but also
incidents with regard to negative physical consequences for nurses and doctors, events
with negative effects on the environment, and events that cause higher costs for the
hospital.
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Appendix: Definitions of important concepts
The following definitions are used:

Risk

The possible events leading to process deviations which can have unwanted physical
effects for the patient,

Risk management

Striving after process control in a systematic way to minimize the risks for patients.
Process deviation

Every deviation from normal in the process which can have unwanted physical effects for
the patient; this consists of:

- all accidents;

- all near accidents;

- all complications.

Incident

This consists of:

- all near accidents;

- all accidents.

Complication

A process deviation with temporary or permanent negative physical consequences for
the patient of which the cause is unknown.

Because complications need another management system (based on modelling: causes

unknown (also see Van der Schaat [8])) than incidents (based on monitoring), they are not
included in this project.

Accident

A process deviation that is not a complication and that leads to temporary or permanent
negative physical consequences for the patient.

Near gecident { near miss

A potential accident that

- either by active (human) intervention

- or by chance

turns out well.
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Recovery
The active (human) intervention and/or the chance whereby a potential accident results

in:

- anear accident or

- a much smaller accident (where the temporary and/or permanent effects were
limited).

Voluntary incident reporting system

A Near Miss Management System (Van der Schaat [8]), based on monitoring. In such a

system the root causes of near accidents and of actual accidents are:

- classified,

- registered and

- analysed .

with the purpose of learning from these incidents to prevent or limit the effects of future

incidents. , '

PRISMA (Prevention and Recovery Information System for Monitoring and Andlysis)

Safety management and incident analysis tool-kit, consisting of:

- Causal Tree Analysis to obtain the root causes of an incident;

- the Eindhoven Classification Model to classify root causes in order to create structure
in the enormous variety of root causes;

- the Classification/Action Matrix which suggests effective countermeasures (see also -

PRISMA paper of Van der Schaat).
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Abstract

The topic of this paper is whether, and under which conditions, the causes of near misses
can be regarded as identical to accident causes: near misses as precursors to accidents.
Usually the assumption is made that the pattern of 'root causes’ for accidents and near-
misses are the same. However this assumption has never been tested properly. Based on
pilot data, empirical research questions are formulated and an experimental design is
presented to test the assumption. Two databases are being compared: one containing
accident descriptions and causes, the other consisting of near misses. Both sets of data
were/are generated by the same production task situations and workforce. This compari-
son will be made in two ways: 1.guantitative, at the level of relative frequencies of types of
root causes; 2.qualitative, comparing the process of incident development from root causes
via AND- and OR-gates to the top-event. In this paper, pilot data of a safety project in the
steel industry and an experimental design needed for testing the overlap of accident- and
near-miss causal factors will be discussed.

1. Introduction

In January 1993 a three-year safety project supported by the European Coal and Steel
Community was started at Hoogovens IJmuiden. The main purpose of the project is a
structural improvement of the safety level by the implementation of a 'Near Miss Mana-
gement System (NMMS)', called "SAFER" (Systematic Analysis of Faults, Errors and
Recoveries). With this system near misses are registrated, described, analysed and
evaluated. The system focuses on prevention of human, organizational and technical
failures and on promotion of timely, corrective (human) recovery. There is a special interest
for the low-probability, high-consequence risks in High Tech-installations, where no acci-
dents have occurred yet.

An important issue in the project is the investigation of the possibility to get insight in
fundamental accident causes by registration and analysation of near misses. it is neces-
sary to make sure that measures based on near misses are effective and contribute to the
prevention of actual accidents.

2. Theoretical approaches

In many cases the assumption is made that the pattern of root causes for accidents and
near-misses is the same. Actual accidents are often seen as the top of the so-called ice-
berg. Under the top a lot of near misses happen, whenever luck or recovery stopped the
causation proces just in time. In figure 1 a simple incident causation model (Mulder, 1994)
is presented near the iceberg-model. The iceberg represents the frequency of occurence of
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the different sub-parts in the causation-proces. In this figure it is assumed that the causa-
tion proces for accidents and for near misses is the same.

Accident

Developing
incident
No
Yes N
- defences?
Dangerous
‘ situation
Technical | Organisational .| Human operator
failures failures - failures

- Normal situation

Development of an accident {cebergmodel

Figure 1: Accidents versus Near misses

This assumption has never been tested properly. In literature the following remarks are
made about this issue:

" One influential tradition in safety (Heinrich 1931) places emphasis on the 'near
miss' as a member of the same family as the accident, having the same causes
and lacking only the physical damage." (Hale, Glendon (1987) (p.132))

"The idea behind the pyramids is valid: fatalities are built on the same foundations
as Lost Time Injuries and unsafe acts and should not be treated seperately."
(Groeneweg, 1994). However no proof or reference is given.

"Review of comparisons between situations where conflicts and emergency ma-
nouevres (but no harm) occur and situations where actual harm occurs show them
to be similar." (Hale, Glendon (1987) (p.17))

"The much more numerous unsafe situations (both chronic and sudden) and even
more abundant human errors not resuiting in serious consequences are assumed
to have the same psychological root causes as the tiny subset that actually devel-
ops into an accident." (Van der Schaaf, 1992)

"Another vital assumption is that the three levels (accidents, near misses, dan-
gerous situations) of the iceberg are directly related in the sense that they show
largely overlapping sets of 'root causes'" (Van der Schaaf, 1992)

Different studies have proven that information gathered by investigation of near
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misses can be used for prevention and reduction of actual accidents. (Bird, 1974)

- "Near Misses are not equal to accidents because with a near miss there has been
a recovery. This recovery is not a coincidence but a consequence of a to the
proces inherent boarding propability." (Hale, 1995)

3. Pilot studies

The PRISMA (Prevention and Recovery Information System for Monitoring and Analysis of .
Safety Factors) approach to safety management (van der Schaaf, 1995b) developed in and
for the chemical process industry had to be redesigned for implementation in the steel in-
dustry. Adjustment of the organisational part of the classificationmodel (Van Vuuren, 1995)
resulted from analysis of 'Critical Incident Interviews (CIl)' (in two plants, 25 Cll/plant). In
figure 2 the resulits of the Clil's for plant A are presented. Besides the Cll's also usable
accident-reports of the same plant were described in causal trees. These results are
presented in figure 3. More detailed resuits are shown in Appendix 1.

Organisational
33%

Human
44%

Unclassibiable Technical
2% 21%

Figure 2: Distribution of 154 failure factors in 25 near misses in plant A.
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Human 33%
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Technical
28%

s

Figure 3: Distribution of 83 failure factors in 14 accidents in plant A.
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The results point in the direction of a large overlap in frequencies-of root causes of near
misses and accidents as far as main categories. are concerned. However, an experimental
design is needed to give grounded answers to the empirical research question.

Concerning the pattern of causes the following question can be asked: Is it true that only
when the difference between accidents and near misses is luck or coincidence their
causal patterns are the same? This can be separated in two guestions:

1. Is it more than only luck or coincidence what makes a situation a near miss instead
of a real accident, what kind of recovery finds place?

2. And if so, in what way does this influence the causal-pattern of accidents and near
misses?

Question 1:

A positive answer to the first question can be given based on pilot data. Pilot data from
the steel industry (Mulder, 1994) showed that recovery is not always a matter of luck, but
that in a lot of near misses different recovery-aspects could be distinguished. ’
Recovery can be classified according to (Van der Schaaf, 1995a):

- type of recovery factor: technical design of process and of man-machine interface;
organizatinal and management factors or human operator factors.

- operator reaction after symptom detection. In this way recovery can consist of three
phases: detection of symptoms, localisation of their cause(s) and correction to
return the system to its normal status.

From the same set of the 25 near misses presented in figure 2, the recovery factors were

classified. The results of the classification according to type of recovery factor are presen-

ted in figure 4. Figure 5 presents the classification results according to operator reaction
after symptom detection.

Human - Organisational

/”/ ////’////////////Z/// _

.
.

Figure 4: Distribution of 34 recovery factors in 25 near misses in plant A.

Figure 5: Distribution of 34 recovery factors according to recovery phase in 25 near
misses in plant A.
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Also in a number of other case studies (an energy production plant and a surgical ward)
recovery seems to be more than only luck. For more detailed information on human
recovery of errors see Van der Schaaf (1995a).

Question 2

The figures presented above show that not only luck or coincidence makes the difference

between accidents and near misses. Now it becomes necessary to get more insight in the

way recovery influences the causal pattern of near misses and accidents. Therefor, the

following examinations:

1. Investigation of near misses to see why and exactly when recoveries took place.

2. Investigation of accidents to see why no recovery did not took place, and if there
was any possibility to prevent or recover at all.

4. Empirical research questions

Main research question: whether, and under which conditions, the causes of near misses
can be regarded as identical to accident causes: near misses as precursors to accidents.

Research on the main empirical question should produce two different products: insight in
the overlap in sets of root causes and a method to come to qualitative analysis.

4. 1. Insight: the extent to which the overlap of causal-patterns of near misses and acci-
dents prove to be true. This insight refers to two different levels of the causal tree.
In figure 6 a fictive example of a causal tree is presented.

[ A\ )

Neat explosion: leaking ges Late recovery
lnlmnn in contact with fire-sparks

= |

Fire-sparks rom welding

activities in neighbourhood l by gas-aterm -stop ectivated)

Gauﬂhcuon detected Corective action (-mug.ncy
Ioeuhud

and
=/
Valve not closed Valve not checked Pason did not know that he wes
wsfter maintenance by this person in the neighboushood of » gasline

{ Choek-lmrmoom—J L l l Pevson didn't follow J
plotoly fol with mnllnuon mem-procedhss
ol

Big chance for missing check-points in Ponnn ehoek.d
checklist because of non logical seqeunce

Figure 6: Causal tree example
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The first level regarding overlap of frequencies of root causes is concerned with the
bottom of the causal tree (see figures 2,3 and 4). The second level refers to the
overlap in causal-pattern of the_total causal tree.

For this second level questions like the following are important:

- In what stage of the developing process of an accident have recoveries
started and succeeded?

- How did certain organisational root causes develop over time? Which other
organisational, human and technical factors where caused by these organi-
sational root causes?

- Which are the frequencies of combinations of factors in causal trees? For
instance combinations of factors connected by an AND-gate horizontally or
vertically.

2. Method: For the insight regarding to causal-pattern, a method needs to be deve-
loped for quantitative analysis of qualitatively complex information presented in the
causal tree. This method shall be too comprehensive to use for every selected near
miss, but can be very usefull in cases of complex, unique (often low probability,
high-consequence) near misses. :

5. Experimental design

Two databases are being compared: one containing accident descriptions and causes, the
other consisting of near misses. Both sets of data were generated by the same production
task situations and workforce. This comparison will be made in two ways:

1. quantitative, at the level of relative frequencies of types of root causes;
2. qualitative, comparing the process of incident development from root causes via

AND- and OR-gates to the top-event.

An important issue is on which aggregation-level the comparison should be done:

- Comparison based on matched pairs, that means a single near misses is compared
with a single similar accident.

- Comparison based on samples, that means comparing a large group of near miss
data with a large group of accident data.

In this case comparison will be based on the second aggregation-level, because of the

impossibility to find selection criteria for comparising near misses and accidents based on

pairs. Selection based on same consequences is not possible. The NMMS assumes that

consequences happen very late in the developing proces and can be very different (dama-

ge to production/environment or human). The overlap should consist in the different steps

of the developing-proces itself, therefore consequences can not be the determining part in
this case.

6. Methodological aspects
The empirical research questiohs bring forward two methodological questions:

1. Reliability and validity of information gathered in the form of causal trees.
At least the following types of reliability will be tested:
- Same people building causal trees of the same near miss/accident.
- People at different organisational levels building causal trees of the same
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near miss/accident.

- Comparison of accident reports with causal trees of the accident.

- Comparison of building causal trees after filling in an accident report with
building trees immediately after it happened.

2. Minimum number of near misses/accidents for sensible statistical analaysis.
An important issue here is that a single near miss or accident consists of more than
one root cause. So besides the total number of near misses there is also the total
number of root causes that plays an important role.

Pilot studies in the steel industry as well as in the chemical process industry have
shown that 25 near misses, with an average total of 160 root causes, were enough
to obtain a stable pattern of relative frequencies.

7. Conclusion and future research

Pilot data showed that there is more than only luck that makes the difference between
accidents and near misses. A disctinction in sorts of recoveries can be made. A classifica-
tion-model for recovery factors is needed to get insight in the recovery-proces. Now it is
time to examine in which way recovery is influencing the causal pattern of near misses and
accidents. The empirical research to test the assumption of near misses as precursors of
accidents in the way it is described in this paper will be done during the rest of 1995. The
software necessary to build a database is already developed and in place. The database is
feasible, and seems to be a usefull management-tool.

Future topics:

1 Recovery modelling and the integration of classification into PRISMA.

2 Importance of safety culture on the mechanism and the effects of a NMMS.
In what way is a NMMS working? Is there a difference between short term and long
term effects, on which goal (modeling, monitoring, alertness) should be emphasised?
After receiving the answers, the question can be asked how safety performance of an
organisation is influenced by a) an improved safety consciousness of the employees
and management and how by b) structural measures based on statistical patterns of
structural root causes.
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Abstract

To show the importance of modelling organisational incident factors in complex technical systems,
two pilot projects were carried out within the Dutch chemical process and steel industries. Too often
only human and technical factors are seen as the main contributors to industrial safety. The pilot
projects have shown that organisational factors cannot be neglected, and that insufficient analysis of
incidents (both accidents and near misses) is a prime reason for not recognising such factors. Based on
these results, a PhD project has been started to develop an explanatory model for the organisational
causes of safety-related incidents in complex technical systems.

1. INTRODUCTION

Accident investigation has always played an important role in the improvement of complex technical
systems. If the causes of accidents are subdivided into three groups (technical, human and organisatio-
nal), it appears that changing technology was the classic approach to prevent accidents. Based on the
assumption that man will always make mistakes, engineers tried to make technical systems ‘fool-
proof’. When the accident rates did not decline to acceptable levels, researchers started to focus on
human behaviour as a cause of failure. Only during the last decade have the importance of
organisational and management factors as causes of incidents been accepted [Reason, 1991]. How-
ever, this growing interest in the organisational causes of system failure still has not led to any widely
accepted explanatory theoretical model. Neither are there any practical tools for finding, describing,
classifying and correcting organisational factors. The few real attempts were made by researchers with
a psychology background [Wagenaar, et al., 1995], or came from technical risk analysis projects.
Many questions remain unanswered.

The first part of this paper will focus on the results of two pilot projects. These projects were started to
seck answers to two research questions.

1. How significant are organisational factors, relative to human and technical factors, as causes of
safety related incidents?

This significance was expected to be high. However, in an overview given by Wagenaar [1983], the
predominance of ‘the human factor’ (80 to 100%) in accident research is clearly shown. This leads to

the second research question.

2. Why does almost all in-company accident research suggest that only human and technical
factors are important? ‘
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It was predicted that it takes more than just a rough investigation to come up with organisational
causes. Technical and human types of failures are easy to detect, because the time between such
failures and the real incident is usually limited. Using the distinction made by Reason [1990] these
failures would be termed: ‘active errors’, because the effects of active errors are felt almost immedi-
ately. Organisational failures, on the other hand, normally occur much earlier in time and the effects lie
dormant within the system, waiting for the ‘right’ circumstances to manifest themselves. Reason
[1990] would term such failures: ‘latent errors’. Because of this time delay, organisational failures are
much harder to detect. Therefore, in one project current methods of investigating incidents were also
examined.

The first pilot project, which was carried out in the Dutch steel industry [Van Vuuren, 1993}, concen-
trated on the first research question. The second pilot project, which was carried out in the Dutch
chemical process industry [Van Vuuren, 1994], focused on the second research question. Besides
answering the two research questions, the data collected in the two projects was also used to develop
tools to describe and classify the organisational factors. For both companies, the practical aim was to
set up a ‘near miss’ reporting system o improve the safety levels in each by gaining greater insight
into the causes of incidents. However, this practical objective will not be discussed in this paper.

Based on the results of the two pilot projects, a PhD project has been started to model the organisation-

al causes of safety-related incidents in complex technical systems. This PhD project will be described
in the second section of this paper. The paper will end by drawing some general conclusions.

2. STEEL INDUSTRY PROJECT

2.1 Plant profile

For practical reasons, such as the considerable size of the steel plant, only the coking plant was asked
to participate in the project. The coking plant produces coke for the steel-making process. The plant
also purifies the gas created in the coking process, to keep the air emissions well below the levels
permitted by law, and to extract valuable by-products from the gas. There are approximately 300
employees working at this coking plant, divided into a production group and a maintenance group.

2.2 Aims of the research project

As stated earlier, the data collected in the coking plant was used to:

1. answer the first research question: how significant are organisational factors, relative to human
and technical factors, as causes of safety related incidents?

2. develop tools to describe and classify the organisational factors.

2.3 Method

Since setting up a near miss reporting system was the practical aim, near misses were used as input for
answering the research questions. Near misses are usually estimated to occur one or two orders of
magnitude more frequently than actual accidents. So by using near misses, it is possible to collect a lot
of information within a short period. The assumption was made that near misses have the same causes
as real accidents.

The near misses were reported voluntarily in confidential ‘critical incident interviews’. This technique
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is based on the ‘critical incident technique’ [Flanagan, 1954], a technique originally developed to trace
the ‘critical job requirements’ for such purposes as training and selection of personnel. In a similar
way, it is possible to look at the critical activities or decisions in the development of a near miss. The
interviews were carried out on a confidential basis, minimising the reluctance to report and later to talk
about the near misses. A selection was made to get an equal number of ‘maintenance’ and ‘production
near misses’.

After interviewing the people involved in each near miss, the information was used to build a ‘causal
tree’ (see fig. 1). Causal trees, derived from fault trees, are very useful to present the critical activities
and decisions in a chronological order. They also show how all different activities and decisions are
logically related to each other. For near misses, causal trees are divided in two parts: the ‘failure side’,
which gives an overview of all the activities that have led to the failure, and the ‘recovery side’, which
gives an overview of the activities that prevented it from developing into a real accident.

By using causal trees it becomes clear that there is never one single cause of a near miss. It is always a
combination of many technical, organisational and human causes. The ‘root causes’ of the near miss,
which are found at the bottom on the failure side of the causal tree, are the main products of the analy-
sis. These root causes should be used to decide which preventive measures to take.

Person almost hit

by falling object
\And /=
Dangerous situation Colleague pushed
caused by falling object him away in time

é@

Person was standing Crane driver He saw the He was standing
in the restricted area dropped a load falling object next to the person
Load too Load poorly
heavy connected
i b |
Lo e l
failure side recovery side

Fig. 1. Example of a causal tree describing a near miss.

To be able to take these preventive measures, it is first necessary to classify the root causes. Without
classifying the root causes, the information will be too descriptive and therefore too unclear to be of
use. By classifying the root causes, only a limited number of technical, organisational and human cat-
egories remain. As a starting point, the ‘Eindhoven classification model’ was used (see fig. 2). This
model was originally developed for the chemical process industry, with the main focus on human
failure. Therefore, the model had to be adjusted for the steel industry. An extension of the organisa-
tional categories was also needed.

To adjust and extend the classification model the technique of analytic generalisation was used [Yin,
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1991). Analytic generalisation uses the following iterative nature of ‘explanation building’:

make an initial statement or an initial proposition

compare the findings of an initial case against such a statement or proposition
revise the statement or proposition

compare the revision to the facts of the second, third or more cases and
repeat this process as often as needed.

Start

Technical " Ye$
Factor?
No
Organisational
Factor?

No

* ¥ ¥ X X

No No
planninMuipfmfo?

Yg@ Y

Fig. 2. The Eindhoven classification model [Van der Schaaf, 1992].

In this research project, the Eindhoven classification model was used as the initial ‘statement’. Instead
of using an initial case, 15 near misses were investigated and used as input to the first revision process.
After the first revision of the model, five new near misses were investigated, and the model was
revised again. This process was continued until the model! did not change any more.

2.4 Results and discussion

After 25 near misses, the classification results stabilised and enough data was collected to answer the
first research question. By describing 25 near misses, 164 root causes were identified and classified
according to the adjusted classification model. The distribution of the root causes is presented in fig. 3.
On the basis of these results it can be concluded that the organisational causes are important and
should not be neglected. In this study they even appeared more frequent than the technical causes.

The second aim was to develop tools to describe and classify organisational factors. Critical incident
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interviews and causal trees were used for the

description of the near misses. The company pol- Organisational 28%
icy had been to use standard forms to analyse its
incidents. However, this means that only prede-
fined questions are asked. By using critical inci-
dent interviews and causal trees, a reconstruction
of the incident takes place, and the incident inves- Fuman 46%

tigator is free to ask any question that can help

him to make this reconstruction. In this way, the

description will be much better, and more com-

prehensive information is gained about the causes Fig. 3. Distribution of 164 root causes in the steel
of the incident. industry project.

Technical 24%

Unclassifiable 2%

The second tool that was developed was the adjusted and extended classification model. To adjust the
existing model to the steel industry, only a limited redefinition of the categories was needed. It was
necessary to extend the Eindhoven classification model on the organisational part. With the two
original categories ‘operating procedures’ and ‘management priorities’ it was not possible to classify
all organisational root causes. After the process of analytic generalisation, four organisational catego-
ries were added to the two existing ones. Within the following six categories it was possible to classify
all the organisational root causes.

* Management priorities: refers to any kind of pressure by management to let production prevail
over safety. For example, maintenance personnel often have to work during short planned
production stops.

* Responsibilities: refers to the inadequate allocation of responsibilities to persons. Especially in
emergencies, this can lead to the omission of vital actions.
* Operating procedures: refers to the inadequate quality of procedures. (not whether they are

followed or not) Critical factors are completeness, accuracy and ergonomically correct presenta-
tion of operating procedures.

* Transfer of knowledge: refers to the lack of education about situational knowledge, which is not
included in the operating procedures. Especially new personnel have to be informed about
things like system characteristics, known dangers and the existing operating procedures.

* Bottom-up communication: refers to all the bottom-up signals that do not result in any reaction.
For safety and motivational reasons it is very important to listen to ideas or complaints from the
shop floor.

* Culture: refers to the inappropriate way of acting by a group. Groups within a company are used

to do certain tasks ‘their way’, and not the prescribed way.

3. CHEMICAL PROCESS INDUSTRY PROJECT
3.1 Plant profile

The main products of this plant are Propylene Oxide (PO) and Tertiary Butyl Alcohol. Hundreds of
everyday commodities, ranging from cosmetics to antifreeze and furniture cushions to car bumpers,
contain PO or PO derivatives. Tertiary Butyl Alcohol is used primarily to produce the gasoline
component Methyl Tertiary Butyl Ether, which has good octane-improving properties and facilitates
the production of unleaded petrol. Since both raw products are extremely flammable, a high safety
level is a top priority of management. All employees (about 350) were asked to participate in the pro-
ject, including all employees of the maintenance contractors.
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3.2 Aims of the research project

Just as in the first project, the practical aim was to set up a near miss reporting system. The collected

data was used to:

1. answer the first research question in a different domain.
2. answer the second research question: why does almost all in-company accident research suggest
that only human and technical factors are important?

Also, the refinement of the tools described in the previous chapter was considered as an important aim

of this project.

3.3 Method

For this project, the same approach as in the steel plant was used. Critical incident interviews, causal
trees and classification of root causes were used to collect the data and to answer the research ques-
tions. New to this project was explicit attention to the methods in which the company used to analyse
its incidents, and the results of these analyses. This attention was necessary to answer the second
research question. As stated before, an insufficient level of analysis of incidents was expected to be a
prime reason for the low percentage of organisational failure found in most of the companies. To check
this expectation, two accidents that had already been investigated by the company were used for the
project. For these accidents, the investigation was conducted all over again, in the way described in the
previous chapter. After the new investigation, a comparison of the results was made.

3.4 Results and discussion

During this project, 24 near misses were investi-
gated, and showed a total number of 138 root
causes. The distribution of the classified root
causes is presented in fig. 4. This leads to the
same conclusion as in the first project, namely
that the contribution of organisational factors is
significant and deserves attention during incident
analysis.

To answer the second research question, two seri-
ous accidents already investigated by the com-
pany were investigated all over again. All the
results for the two accidents are summarised in
table 1.

Technical 31%
Organisational 24%

Unclassifiable 3%

Human 42%

Fig. 4. Distribution of 138 root causes in the chemical
process industry project.

In the original investigation, eight root causes were identified, six of which were classified as human
causes. Only one root cause was classified as organisational. During the new investigation, 21 root
causes were identified, of which five were classified as technical, ten as human and six as organisa-
tional. This distribution is comparable to that shown in fig. 4.
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Original results (number of root New results (number of root causes)
causes)
Types of root causes Techn. Org. Human Techn. Org. Human
Accident 1 1 0 2 4 4 4
Accident 2 0 1 4 1 2 6
Total 1 1 6 5 6 10

Table 1 Results of the comparison,

It was not possible to study more than two accidents to help in answering the second research question.
To obtain valid information, very recent accidents were needed. Only two accidents could satisfy this
criterion. In spite of this limited number, the comparison between the original and new results con-
vinced management to start using the new approach for its incident investigation. The original investi-
gation method was shown to be inadequate. Results were incomplete and only covered the top level of
the causal tree, which mainly addressed human and technical failures.

4. FOLLOW-UP RESEARCH

The two pilot projects clearly showed the importance of organisational failure. Also, the need for an
extension of the existing classification model was shown. By using analytical generalisation, four
organisational categories were added to the classification model. However, the new classification
model only uses ‘descriptive’ categories for organisational root causes. Using these categories, it is
only possible to add a classification to the root causes, and this way simplify reality. Ideally, the
categories should serve as a link between root causes and preventive counter measures. For this an
‘explanatory’ model has to be developed. Therefore, a PhD research project has been started with the
following aims:

1. to develop and test an explanatory model for the organisational causes of safety-related inci-
dents in complex technical systems, in order to be able to propose more effective and more
efficient measures to increase safety performance

2. to find out which difficulties organisations have with detecting, analysing and interpreting
‘organisational failure’.

The second aim partly arose from the two pilot projects. In second pilot project, it was clearly shown
that an incomplete description of an incident will lead to problems in detecting organisational failure.
It is also expected that unfamiliarity with organisational failure will lead to detection problems. If you
are only used to looking for human and technical failures, it is very easy to overlook organisational
failure. This is also true for the interpretation phase.

5. CONCLUSIONS

At the outset, two research questions were posed. After carrying out the two research projects de-
scribed in this paper, it can be concluded that the results met the expectations. Based on the first
research question, both projects were started with the expectation that the contribution of the organisa-
tional factors would be significant. The percentages found (28% in the steel industry and 24% in the
chemical process industry) confirm this expectation. To make the best use of this information, the
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classification model was successfully extended to six descriptive organisational categories. Within
these categories it was possible to classify all organisational categories.

For answering the second research question, the method of analysing incidents was investigated. It was
expected that companies do not investigate deeply enough to identify organisational factors. The
results of the second project did confirm this expectation. Only the top of the causal tree was consid-
ered during an original investigation. This top mainly consists of non-organisational factors. During a
new investigation not only more root causes, but also organisational root causes were found. Causal
trees were shown to be very valuable in describing incidents in an orderly, comprehensive way.

Incident analysis as described in this paper is very useful for risk management in complex technical
systems. By only using predictive models like Fault Tree Analysis, a unique opportunity to learn from
accidents or near misses is missed. Especially for low-probability, high-consequence risks it is crucial
to learn as much as possible from near misses to prevent real accidents.
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Abstract. In the light of the latest airline scheduled airline traffic growth forecasts, significant
improvements will have to be introduced to maintain the public’s confidence in the safety of air

travel. So~called “Controlled Flight Into Terrain”, in which airworthy aircraft are inadvertently

flown into the terrain (or water) with little or no awareness by the pilots, cause the major part of
airline passenger and crew fatalities today. This paper categorises the causes leading to this
specific type of aircraft accident and suggests improvements in the area of cockpit man-
machine-interface and waming system improvements capable of reducing the CFIT-rate in

future.

Keywords. Controlled flight into terrain, Human error management, Ground proximity
warning systems, Synthetic/Enhanced terrain displays.

1. INTRODUCTION

Air travel is gencrally accepted as a safe means of
transportation. According to the latest traffic growth
forecasts however, the civil aviation safety record,
in terms of yearly passenger fatalities or aircraft
hull-losses, could deteriorate. Until the year 2003,
the International Civil Aviation Organisation
(ICAQ) assumes a moderate 5% long-term traffic
growth for world scheduled passenger traffic. As the
averaged annual passenger fatalities and fatal
accident rates in the 1984 trough 1993 period did
not change substantially, extrapolation, based on the
trend in traffic growth and accident statistics over
this period of time, presents reasons to be concerned
about the future flight safety record. According to
this extrapolation, ICAO (Corrie, [4]) expects the
number of passenger fatalities to increase with 74%
to 1,200 per year, and the number of fatal accidents
to increase with 77% to 40 per year by the year
2003. In order to maintain the public’s confidence
in the safety of air travel, significant safety
improvements will have to be introduced.

So-called “Controlled Flight Into Terrain” (CFIT)
accidents remain the number one cause of passenger
and crew member fatalities today. This paper
categorises the causes leading to this specific type of
aircraft accident and suggests improvements in the

area of cockpit man-machine-interface and warning
system improvements capable of reducing the CFIT-
rate in future.

2. CONTROLLED FLIGHT
INTO TERRAIN

Definition and statistics

Adopting the definition as compiled by the Flight
Safety Foundation’s CFIT task force, a controlled
flight into terrain or CFIT accident occurs when “an
airworthy aircraft is inadvertently flown into the
terrain (or water) with little or no awareness by the
pilots”. Since the advent of the jet transport in 1958,
well over 9000 lives have been lost in CFIT
accidents world-wide. Although reduced in number
by the implementation of the ground proximity
warning system (GPWS), CFIT accidents continue
to occur. GPWS is a terrain warning system that
alerts the crew whenever their aircraft’s terrain
clearance becomes endangered. Recent data (1988-
1993 period) show that, in world-wide airline
operations, 54% of all passenger and crew fatalities
were a result of controlled flight into terrain. These
fatalities were caused by 28 CFITs out of a total
number of 76 fatal accidents (figure 1). The number
of CFIT accidents per million flights by region is
depicted in figure 2.
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figure 1, World-wide airline fatalities, classified
by type of accident (1988-1993), source:
Boeing, in Hughes, [7].
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Jigure 2, CFIT Accident Hull Losses per Million
Flights by Region (1959-1992 data),
Source: Boeing Commercial Airplane
Group in: Weener [10].

Over the period 1959-1992, the number of hull-
losses due to controlled flight into terrain in Europe
was five times higher than that in the North
America region. This might be a result of earlier
implementation of GPWS in the USA and the
availability of a terrain-warning system for Air
Traffic Controllers, the Minimum Safe Altitude
Warning System (MSAWS). MSAWS is a software
package for use at Automated Radar Terminal
System (ARTS) Air Traffic Control facilities. The
MSAWS provides the air traffic controller
automatically with aural warnings when aircraft
under his or her control penetrate the safety altitude
for the region they are flying in. The MSAWS
program started in 1977 but still only 50% of the
project has been completed in the United States.

63% of all CFIT accidents occurred during the
initial approach or final approach and landing
flightphase figure 3. The relatively high (67)
average number of casualties per CFIT accident can
be explained by the high airspeed averaged in CFIT
accidents (220 knots, 407 km/h).
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Jigure 3, CFIT Accidents by Flightphase, Source:
Corrie [4]

Human error

“Experience indicates that most CFIT accidents
can be related to poor visibility, navigation error,
instrument reading error, visual misconception,
vertigo, distraction, confusion and/or inattention.
Thus, the expression “controlled flight into terrain®
is one applied to those accidents that are normally
attributed to “pilot error” as opposed to
mechanical failure”

The essence of this quotation by Peter Penny,
published in the ICAO BULLETIN of March 1975,
still holds for present day aviation operations. It is
important however to stress that the causes for
aircraft accidents cannot be attributed to one action
only. Even when a crew-error directly caused an
accident, there usually are several other events
which preceded it, and also attributed. According to
Professor James Reason (Reason, [9]), aircraft
accidents occur as a result of complex interactions
between many causal factors. The causal factors
may be categorised into three groups: active failures
committed by those operating at the “sharp end”,
which are necessary but insufficient causes for
aircraft accidents, local triggering factors such as
weather conditions, and latent organisational
failures., The total sequence of events leading to
Reason’s organisational accident is depicted in
figure 4.

figure 4, The Elements of an Organisational
Accident. (Redrawn from Reason [9])
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This paper, however, would like to focus on the
human-error side of the CFIT problem. In Reason’s
diagram this would concern the “Individuals” and
“Defences” sections.

CFIT causal conditions

The factors that contribute to CFIT accidents may be
categorised into two groups, identified by two “CFIT
causal conditions®. The first condition focuses on the
aircraft’s flightpath:

The aircraft’'s flight path will cause it
to collide with terrain or water.

The second condition concentrates on the crew’s
terrain awareness:

The crew has no awareness concerning the
JSlightpath condition, or develops this
awareness loo late to avoid collision.

Only when both of these conditions have been
satisfied, a CFIT accident will occur. In order to
construct a fail-proof CFIT protection, however,
both of these problem areas will have to be
addressed. According to this classification, two
classes of CFIT prevention strategies may be
distinguished: those which prevent aircraft from
flying a flightpath towards terrain and those which
make it obvious to the crew that they are flying
towards terrain. First we have to understand under
what circumstances and due to which error-chains
any of these conditions may occur. From accident
and incident reports, a number of causes for the two
conditions mentioned above can be extracted.

3. ASSESSING THE LINKS IN
THE CFIT ACCIDENT CHAIN

Flightpath Condition

As most flightpath deviations leading to CFIT
accidents have occurred on the extended centreline
of the destination runway (Bateman, {3]), flightpath
deviations in the vertical plane seem to pose a
greater threat than lateral deviations. In the July ‘88
through July ‘93 period, 13 out of 25 CFIT
commercial jet aircraft hull losses occurred while
executing non-precision', step-down, approach
procedures. When observing the flight path profiles
of these accidents it appears that in several cases the
crew failed to level off after performing an altitude
step (Bateman, [2]). The increased workload
induced by performing a large number of step-down

'i.e. Approaches without using precision approach
and landing guidance systems like the Instrument
Landing System (ILS). Non-precision approaches
do not offer vertical approach path guidance.

altitude changes in a short period of time, as
required by some approach profiles, may cause the
crew to lose track of their position on the profile. In
September 1992 an Airbus A-300 crashed on
approach for Kathmandu’s Tribhuvan International
airport (figure 5). The step-down approach for this
airport comprises no less than 8 altitude steps along
a 16 nautical miles long approach path.

=y

figure 5, Instrument 'Approach

YT T ——

Plate  for
Kathmandu's Tribhuvan “Sierra”

Approach. source:[8].

Undetected descents, resulting from erroneous
autoflight mode selection have also been a factor in
several incidents and accidents.

Misinterpretation of a departure procedure is
illustrated by the 1989 accident with a Boeing 737-
200. The aircraft crashed into a mountain in
Taiwan after misinterpreting the Standard
Instrument Departure (SID) chart. The SID for the
flown departure called for a right turn after take of,
instead the crow flew a left turn and, after being
discovered by the copilot, corrected to the right too
late.

Premature descent clearances or late heading
changes, issued by air traffic control, may also
result in flights towards terrain, and may remain
undetected by the crew. Although monitoring the
terrain separation of aircraft is not a primary
responsibility of air traffic controllers, accident and
incident reports not seldom cite the crew’s
confidence in terrain-free vectors issued by ATC
personnel. It may well be that the high workload
during the approach flightphase makes it tempting
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for the crew to trust controllers rather than to check
any issued ATC vector for terrain before accepting
it. High confidence in terrain-free vectors on the
part of the crew reduces the redundancy, and thus
the safety, of the aviation system.

As the altimeters used in aviation are barometric,
common approach procedures require the crew to
enter the local barometric pressure for the
destination  airport before commencing the
approach. The approach controller of the
destination airport provides the crew with current
air-pressure data by radio communication. Several
CFIT accidents are known to have occurred due to
altimeter setting errors. Pilots have entered
erroneous digits causing altitude indications with
errors of more than 1000 feet (305 meters)!
Misunderstanding of the correct data during the
radio contact with ATC is also known to have been
a factor in several accidents.

Aviation is highly dependent on human-to-human
voice communication. This is also a leading source
of error in the system, and one that is difficult to
combat. Communication in aviation operations can
be divided into intra-cockpit and extra-cockpit or
radio communication. Intra-crew communications
provide the only way for captain, first officer, and
flight engineer (in threecrew cockpits) of working
as a team, they include requests by the pilot flying
for specific action by the pilot not flying, and
acknowledgements to these requests. Typical extra-
cockpit communications are requests to and from
air traffic control, and confirmation of reception of
the message (readback). Radio communication
between air traffic control and crew provides
clearance, weather, and traffic information that is
not available by other means. Two examples of
error in communication:

En route from Colombia to Seattle, the crew of a
Metro III aircraft received this descent clearance:
"Nectar one six nine three Metro, you are cleared
to cross Hobart at 8,000, Seattle at or above 4,000.
Maintain 4,000. No delay expected. Contact Seattle
Approach Control over Hobart for further
clearance, over”

The captain, who was experienced on the route
replied:

"Roger, this is uh nine three Metro is cleared to...
uh... Hobart... to cross there 4,000 or above, the
range station at 4,000, and we report to you at uh
Hobart, over”

Control replied: "Negative. Report Hobart to
Seattle Approach Control”, thus correcting the last
and least important of the two mistakes in the
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repeat-back. The aircraft descended to 4,000 feet
and crashed into a mountain.

A Boeing 747 approaching Nairobi in the middie of
the night was cleared by the controller to “seven
zero zero zero" feet. The first officer repeated back
"five zero zero zero". The controller should have
corrected the mistake, but it was allowed to
continue. Fortunately the captain saw the ground
through intermittent cloud and carried out an
overshoot.

In general, errors made in communication arise
from non-standard or ambiguous phraseology, lack
of communication between crew members or
mishearing words with similar pronunciation.

Lack of information exchange between crew
members has also led to several accidents in the
history of aviation. Cockpit voice recorders (CVRs),
taping the last seconds before the accident often
show the pilot’s chilling inability to say the words
that might save them.

Terrain Awareness Condition

The primary factor leading to the loss of the crew’s
terrain situational awareness is of course the outside
visibility. No flight towards terrain will remain
undetected for long during operation in daylight
Visual Meteorological Conditions (VMC). Under
Instrument Meteorological Conditions (IMC) pilots
have to determine their position by relating their
current position and flightpath vector with the
approach plate’s” terrain information. This process
involves mental conversion of the north-up oriented
approach plates towards a track-up “mental terrain
picture”. Under high workload situations this may
involve too much time to be correctly performed,
mental terrain pictures constructed prior to the
initial approach may fade during the relatively high
number of actions needed to complete this flight-
phase. The CVRs of crashed aircraft often expose
expressions of uncertainty by crew-members
concerning the whereabouts of the surrounding
terrain,

When flying under Visual Flight Rules (VFR) in
deteriorating weather conditions, pilots may have
the tendency to try and maintain visual contact with
the ground, instead of cancelling VFR and
continuing under an Instrument Flight Rules (IFR)
flight plan. Several accidents have been attributed to

*Instrument Approach Plates are paper maps that
contain all information for successfully
performing an approach to one specific airport
runway.
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this phenomenon, most of which occurred to aircraft
of small regional operators, whose pilots were used
to fly under VFR during almost all flights. An
example:

In December 1991 a Beechjet Be 400 collided with
a mountain summit near Rome, Georgia, US,
shortly after take-off. The aircraft was told to by
ATC to “remain VFR because we have traffic four
and five right now south-east of Rome”. The crew
had trouble maintaining VFR in the fog, but did not
inform the controller. The cockpit voice recorder
installed in the aircraft indicated that the pilots
recognised that the aircraft was close to obscured
terrain. At 9.39:39 (nine minutes past half ten and
39 seconds) the Captain told the First Officer:
“We 're gonna have to get away from that.mountain
down there pretty soon”, and at 9.39:52: “You're
getting close. You're gonna (have to) go to the
right” The First Officer answered that he could not
“see over there”. The captain then stated that if they
maintained their present course, they could run into
an airplane on approach to Rome and pointed out
there was a mountain in one direction and an
antenna in another that would be hidden by fog. At
9.40:07 the captain directed the first officer to fly
“back to the right” and the first officer stated “7
can’t see over there that's why I wanted to go the
other way”. The CVR recording stopped at 9.40:55.
The accident report stated that the probable cause of
the accident was:

“the captain’s decision to initiate visual flight into
an area of known mountainous terrain and low
ceilings and the failure of the flight crew to
maintain awareness of their proximity to the
terrain’™.

4. GROUND PROXIMITY
WARNING SYSTEMS

To alert the crew whenever their loss of terrain-
awareness has developed into a hazardous situation,
the ground proximity warning system (GPWS) has
been developed. Development of GPWS started in
1967, when it was recognised that the radio
altimeter’, a requirement for the Category II “All
Weather Landing” instrument package, did not
encompass the maximum alerting for exposure to
collision with the ground under all type of flying
conditions. The GPWS concept was unique in a
number of respects. It was the first warning system

3 The radio altimeter uses continuous or pulsed
radar signals to measure the distance to terrain
directly below the aircraft.
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in general use to combine information of a number
of hitherto unrelated aircraft sensors to produce a
single warning output. It was also the first cockpit
warning system to use a synthesised human voice to
provide the primary warning to the crew. The
ground proximity warning system computer unit
accepts inputs of radio altitude, barometric altitude
rate, ILS glide slope deviation and landing gear and
flap discretes, which it manipulates mathematically
to determine the onset of terrain proximity. Audible
warnings or alerts are operator specified synthesised
voice commands such as “WHOOP WHOOP, PULL
UP!” or “TERRAIN! TERRAIN!”, Red “PULL
UP”, “GND PROX” and/or “BELOW G/S” lights,
flashing in the glareshield, form the visual output of
the GPWS. The GPWS functions only when the
radio altitude is less than 2,500 feet above ground
level. Power to the system is controlled only by a
circuit breaker, pilot inputs are not required and,
when the aircraft is flown in normal profiles, the
GPWS warning should never be heard.

Modern ground proximity warning systems offer
four warnings for a (predicted) dangerous situation
with respect to the terrain; modes 1 (excessive rate
of descent), mode 2 (excessive terrain closure rate),
mode 3 (altitude loss following take off), mode 4
(insufficient terrain clearance). Another two
warning modes include a warning for excessive
deviation below the glideslope of an ILS approach
(mode 5) and for a descent below a minimum radio
altitude selected by the crew (mode 6). ‘Although its
introduction has significantly reduced the CFIT
rate, incident and accident reports, indicate that
GPWS is not capable of providing a fail-proof
safety-net against CFIT. More than half of the
aircraft lost in CFIT accidents during the July ‘88-
July 93 period had been equipped with GPWS
(figure 6).
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poor crew response
(9 sircrekt)
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GPWS watalied
Ng
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JSigure 6, GPWS effectivity, Large commercial Jet
Aircraft, 25 CFIT accidents, July 1988-
Julyl1993 (redrawn from Bateman [3])
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.The ground proximity warning system has been

designed as a CFIT safety net and therefore should
comply with two characteristic requirements. First
of all the system should not intervene until normal
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procedures and crew vigilance have failed to assure
a safe terrain clearance. Secondly, when safety is
likely to be endangered, the system should be
capable of alerting the crew wunder all
circumstances. Present GPWS models are known to
be subject to both primary and secondary error:
there are circumstances under which the system
issues unnecessary warnings, as well as situations in
which the system does not alert the crew for a
potentially dangerous situation with respect to
terrain. These two areas do not include all
deficiencies of current GPWS equipment however.
Accidents have occurred in which the GPWS did
issue terrain warnings, but too late for the crew to
complete a successful recovery. Simulated GPWS
warning time prior to projected impact has been
depicted in figure 7.
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figure 7, GPWS warning time prior to projected
impact. Data from computer simulation
with “GPWS SIM” (Dijkgraaf, [6]).

For the flightpath of an aircraft flying horizontally
towards a single mountain with a constant slope
angle the GPWS warning time was measured.
When the aircraft was configured for landing
(landing gear down and locked, landing flaps
selected) warning times did not exceed 5 seconds in
advance of a possible impact!

In other cases a timely GPWS warning was issued,
but the crew responded too late (or even not at ail).
The most severe limitation of the GPWS however,
is its inability to guarantee a safe recovery from any
warning. In other words: even when a procedural
evasive manoeuvre will be initiated immediately
after the first warning, GPWS does not guarantee
sufficient terrain clearance throughout the recovery
flight path. Due to the lack of a “forward looking”
sensor input, present ground proximity warning
systems have to determine terrain hazard by
extrapolating the slope angle of the terrain directly
below the aircraft. Warnings will then be issued
some time prior to a projected collision with an
extrapolated mountain slope. It is this technique, in
use since the introduction of GPWS in the late
1960s, that lies at the basis of most of the GPWS'
drawbacks. Whenever terrain steepness increases
along the trajectory the aircraft is flying, the system

will alert the crew relatively late, on the other hand
when the aircraft flies at a safe altitude over sheer
cliffs, the system will issue unwanted alerts.

5. MANAGING THE ERRORS
LEADING TO CFIT

Having summarised the numerous human-error
related causal factors which form the CFIT
chain-of-events, and having observed that the
ground proximity warning system is not a fail-proof
CFIT safety-net, what can be done do to-reduce the
CFIT-rate in future?

In his report “Intervention Strategies for the
Management of Human Error” (Wiener [11]), Earl
Wiener of the University of Miami hands several
lines of defence against human error. In his terms,
“error management” must be distinguished from
“error reduction” or “elimination". “Management”
in this sense means that one strives to build into
systems and operator methods by which one can
cither eliminate or reduce human error, or if this is
not possible, to minimise its consequences.
According to Wiener:

“The Human remains a vital component in complex
systems found in aviation and elsewhere because
he/she  possesses  remarkable  perceptual
capabilities, among them the ability to detect subtle
deviations from normal. This capability should be
assigned to the front end of the lines of defence
against human error. Human error is the price we
pay for the flexibility of the human brain. It is a
price that must be minimised by effective
intervention strategies and lines of defence.”

Concluding his report Wiener presents 5 levels at
which technology and humans may combine to
manage rather than necessarily prevent error. These
lines global of defence are:

1. Prevent the error in the first place, or make it as
unlikely as possible. This is done by training,
procedures, management, and quality assurance.

2. If an error is introduced into the system, make it
as conspicuous as possible through display
design and traditional human factors (“error-
evident displays™).

3. If the first two methods fail to block or remove
the error, design the system, probably through
software, to trap the error and prevent it from
affecting the system. This level of defence may
or may not require further developments of
artificial intelligence.

4. Provide sophisticated warning and alerting
systems.

5. Make certain that there is a recovery path from
any error.
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Returning to the controlled flight into terrain
problem, Wiener’s global lines of defence (see also
figure 8) indicate several shortcomings with respect
to CFIT avoidance in the present aviation system.
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figure 8, Lines of defence against CFIT.

The first defence line (training, management efc.) is
currently being promoted by the ICAO and the
Flight Safety Foundation’s CFIT Task Force in the
form of CFIT awareness programmes and GPWS
training aids. It is of extreme importance that pilots
learn to understand CFIT “traps” and learn to
perform a successful recovery from any GPWS
warning. “Error-evident” displays, the second line
of defence Wiener proposed, may be introduced in
the form of some sort of terrain display that could
improve the crew’s terrain awareness. Such a
display could increase the probability of detection by
the crew of a inadvertent flight towards terrain. It
may also take over the crew’s task of mental
conversion of the north-up oriented paper approach
plates towards a track-up oriented picture. The
error-evident display does not have the intelligence

to detect errors.
. TRK[_030_|M

SoNM

figure 9, Example of terrain elevation information
on navigation display. In that cases it is
not likely these pilots would ignore the
terrain display.

It is merely a display system, and the management
of human error ultimately depends on human
intelligence to detect the error. As stated earlier in
this paper, in many CFIT accidents from the past,
pilots expressed their doubts concerning the
position of high terrain relative to the aircraft. An
example of terrain display depicted on the aircraft’s
navigation display is presented in figure 9. The
terrain data required for terrain displays could be
“synthetic”, in the form of a terrain elevation
database stored in a computer’s memory, or
obtained via various “enhanced-vision” sensors that
depict real terrain. Using a terrain elevation
database would require a reliable and accurate
navigation system to align the synthetic terrain and
the real world, but might well be more cost-effective
than installing expensive infra red sensors,
millimeter-wave radar and low-light-level television
equipment. Enhanced vision equipment is not
dependent of navigation accuracy and does not hold
the dangers hidden in database-errors, but is
hindered by weather-conditions. Combining the two
systems, enhancing real sensor data with synthetic
terrain information could be a solution but will get
even more expensive.

Future ground proximity warning systems should
assure the success of procedural escape manoeuvres,
eliminate unwanted warnings and no-warning
situations and improve crew response to warnings.
In order to achieve these requirements, the use of a
coarse digital terrain elevation database is expected
to offer the best cost/performance ratio. By using
terrain elevation data, aircraft performance and
pilot response time as GPWS input, it should be
possible to continuously compute escape flightpaths,
both in the wvertical and horizontal plane.
Postponing terrain warnings until the last of these
flightpaths intersects a safety margin above terrain,
will considerately reduce the number of unwanted
warnings while assuring a recovery from every
warning. By using approach recognition logic, the
warning system should be able to distinguish
between stabilised approaches towards an airport
and stabilised approaches towards terrain. Besides
these system improvements, it will still be necessary
to assure timely and efficient crew response to
terrain warnings. To achieve this, the terrain
preview capability as used for the ground proximity
warning computer should also be offered to the crew
by means of a terrain display. It is assumed that the
preview capability offered by this display will cause
the crew to discover developing terrain hazards long
before the GPWS warning is issued and, in case the
GPWS still catches the crew by surprise, reduces
pilot response time by indicating the position of the

SESSION 3-3 page 7



terrain causing the alert. MSAWS software for air
traffic control or enhanced vision equipment could
in that case be used as an independent monitor.

6. CONCLUSIONS

Rather than to try and eliminate human error as a
controlled flight into terrain cause, efforts should be
directed towards human error management, thus
avoiding the error where possible while reducing
the severity of the consequences of any unavoidable
errors. Well-designed procedures, man-machine-
interfaces, training programmes and CFIT
awareness programmes should avoid human error
where possible. In addition, pilots should be
provided real-time terrain information to make
flightpath deviations towards terrain obvious.
Acting as a final line of defence, improved terrain-
warning systems should incorporate “forward
looking” capability and take into account the pilot’s
inherent response delay to unexpected warnings,
thus offering a fail-proof controlied flight into
terrain safety net.

7. LIST OF ABBREVIATIONS

ATC Air Traffic Control

CFIT Controlled Flight Into Terrain

GPWS Ground Proximity Warning System

ICAO International Civil Aviation
Organisation

IFR Instrument Flight Rules

ILS Instrument Landing System

IMC Instrument Meteorological Conditions

MSAWS Minimum Safe Altitude Warning
System

VFR Visual Flight Rules

VMC Visual Meteorological Conditions
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Abstract

In this paper the traditional paradigm for learn-
ing and training of operators in complex systems
is discussed and criticised. There is a strong in-
fluence (the doctrine of 'mental logic') coming
from research carried out in artificial intelligence
(AI). The most well known arguments against
the Al-approach are presented and discussed in
relation to expertise, intuition and implicit know-
ledge. The importance of faults and errors are
discussed in the context of a new metaphor for
cognitive structures to describe expertise.

Keywords: fault, error, learning, training, cogni-
tive structure, expertise, intuition

1 Introduction

"I learned more from my defeats than from my
victories" (Napoleon, ca. 1800)

Why is this statement sometimes (or always)
true? To answer this question we need a new un-
derstanding of human errors, inefficient behavi-
our, and expertise. In this paper we will discuss
the importance of learning from unsuccessful
behaviour. What percentage of unanticipated
events (e.g., accidents) is caused by human
error? This is a question that vexed researchers
for years in the context of human interaction
with complex systems.

The classical understanding of human errors is
characterized by a negative valuation of errone-
ous behaviour, something that must be avoided.
The Western Culture is constrained by this
taboo: Not to talk about faults, errors and other
dangerous behaviour! This taboo keeps us to
present our self as successful as possible. We
are-normally—not allowed to discuss in public
how and what we could learn from our faults and
eITOTS.

Rasmussen defines human errors as follows
[20]: "if a system performs less satisfactorily

than it normally does-because of a human act—
the cause will very likely be identified as a hu-
man error". Human errors are the most important
cause of accidents or near-miss accidents. Hein-
rich [9] analysed insurance company records and
got the result that approximately 85 percent of
accidents are due to human error. Nagel [15]
presents the results of his analysis: approximate-
ly 70 percent of accidents in aviation operations
are classified as human errors. Accidents are
categorised as caused by either unsafe acts of
persons (e.g., operator error) or by unsafe condi-
tions (cf. [9] and [23]). One consequence of
using this dichotomy is often to blame the indi-
vidual who was injured or who was in charge of
the machine that was involved in the accident.

In fact, it is probably meaningless even to ask
what proportions of accidents were due to hu-
man error. The more important question is what
can one learn from his or her errors, and how are
these insights and the derived knowledge em-
bedded in the individual cognitive structure.

2 The Artificial Intelligence (AI)-
Approaches

The Al-approaches can be distinguished in two
different research tracks: (1) the traditional rule-
based approach, and (2) the connectionistic ap-
proach. In the following we concentrate us on
the rule-based approach.

One of the most elaborated modelling approach
is Soar [13] [16]. Newell [17] describes Soar as
follows: "Soar is ... a symbolic computational
system. ... Soar is organised around problem
spaces, that is, tasks are formulated as search in
a space of states by means of operators that pro-
duce new states, where operators may be applied
repeatedly, to find a desired state that signifies
the accomplishment of the task. ... Soar is orga-
nised entirely as a production system, that is, its
long-term memory for both program and data
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consists of parallel-acting condition-action rules.
... Soar incorporates a goal hierarchy. ... Soar
learns continuously from its experience by
chunking, which constructs new productions
(chunks) to capture the new knowledge that Soar
developed (in working memory) to resolve its
difficulties" ([17] pp. 30-32).

Soar is based on impasse-driven learning.
"While Soar is performing a task by using the
behaviour model in working memory, it is also
learning. It is building chunks every time it im-
passes from one problem space to another, ..
These chunks constitute the acquisition of know-
ledge for doing the task" ([17] pp. 62-62).

The knowledge generated by chunking and
stored in the long-term memory represents only
successful trials (i.e., solving an impasse).
Knowledge of unsuccessful attempts (i.e., not
solving an impasse) is not in memory. Learning
in Soar means that long-term memory contains
evidence only of the sequence of effective ac-
tions.

But, how would it be if the majority of the
knowledge of the long-term memory of humans
consists only of unsuccessful trials? Soar seems
to be a typical representative of a theory driven
approach for error-free skilled behaviour (cf. for
other modelling approaches [4] pp. 80ff and [19]
pp. 14ff). Why do we believe that an empirical
driven approach — looking to the concrete task
solving behaviour of people — is better than a
theory driven approach? The answer refers to the
following assumption.

2.1 Implicit assumption

Most of the known modelling approaches is
based on the implicit assumption that the "men-
tal model maps completely to the relevant part of
the conceptual model, e.g. the user virtual ma-
chine. Unexpected effects and errors point to in-
consistency between the mental model and the
conceptual model" ([27] p. 258). This one-to-one
mapping between the mental model and the con-
ceptual model of the interactive system implies a
positive correlation between the complexity of
the observable behaviour and the complexity of
the assumed mental model. But this assumption
seems to be — in this generality — wrong.

Based on the empirical result in [21] (see chapter
3.2), that the complexity of the observable beha-
viour of novices is larger than the complexity of
experts' behaviour, we must conclude that the
behavioural complexity is negatively correlated

with the complexity of the mental model. If the
cognitive structure is too simple, then the con-
crete task solving process must be filled up with
many heuristics or trial and error behaviour [21].

complexity complexity complexity
of the of the of the learning
context observable cognitive time
behaviour structure
~aChmcafiie-- O beginner
advanced
Gr—— . ‘ expert
complex interaction operator
system

Fig. 1. The relationship between the complexity of the
human interaction and of the cognitive structure.

Learning how to solve a specific task with a
given system means that the behavioural com-
plexity decreases and the cognitive complexity
increases (cf. Fig. 1). Now, one of the central
question is: What kind of knowledge is stored in
the cognitive structure? Before we are able to
give a preliminary answer to this question, we
have to discuss the consequences of the tradi-
tional Al-paradigm.

2.2 Undesirable consequences

The famous classification of Rasmussen [20] in
skill-based, rule-based, and knowledge-based
behavior is one consequence of taking the Al-ap-
proach seriously. Human behaviour can be there-
for classified (1) as error-free skilled behaviour
(cf. [13]), (2) as inefficient behaviour (cf. [29]),
and (3) as erroneous behaviour (cf. [28]).

It is very important to notice that in a rule-based
expert system all unsuccessful trials during a
task solving process (e.g., heuristic search) are
thrown away after finding the correct solution
path. A traditional expert system has no power
of recollection of all these unsuccessful trials.
Only correct solution paths are stored and could
be retrieved later. This is an undesirable conse-
quence of the classical Al-approach.

Newell [16] describes the chunking in Soar as to
be not sensitive to success and failure, only to
whatever resolves an impasse. "An impasse can
be resolved as much by failure~the decision to
leave a space as unprofitable—as by success”
([16], p. 313). It would be interesting to see
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whether this type of failure is the only one in
Soar. Although Rumelhart and Norman [24]
claimed to investigate and to model specific er-
rors of highly skilled typists, they exclude expli-
citly all "mechanism involved in learning".

Soar shows the direction of an alternative model-
ling approach for human learning processes.
Each human has at least one recollection of an
unsuccessful problem solving strategy in his or
her individual learning history. This argument
has a strong empirical evidence (cf. also [21]).

A second consequence of the traditional Al-ap-
proach is the fact that all inferences of a heuristic
problem or task solving process must have a
'mental logic'. The most glaring problem is that
people make mistakes. They draw invalid con-
clusions, which should not occur if deduction is
guided by a 'mental logic'.

2.3 Critical statements

The doctrine of 'mental logic' can certainly be
formulated in a way that meets the methodologi-
cal criterion of effectiveness. The trouble with
mental logic is thus empirical. Johnson-Laird
[12] describes six main problems: (1) People
make fallacious inferences. (2) There is no defi-
nitive answer to the question: Which logic, or lo-
gic's, are to be found in the mind? (3) How is lo-
gic formulated in the mind? (4) How does a sys-
tem of logic arise in the mind? (5) What evi-
dence there is about the psychology of reasoning
suggests that deductions are not immune to the
content of the premises. (6) People follow extra-
logical heuristics when they make spontaneous
inferences. Why does cognitive psychology con-
strain the modern research to the doctrine of
'mental logic'? To come up with an answer, we
have to look on the discussion and review com-
ing from the Dreyfuses.

To Dreyfus [6], the world of the subjective is
more important than that of the objective; reality
is defined from within—in terms of the individual
and his power to perceive and act, to know truths
that are unutterable. Dreyfus concludes that
some of the things' people do are intrinsically
human and cannot be mechanised. To Dreyfus
they are intuition, insight, and comprehension—
the ability to immediately grasp complex situa-
tions, resolving ambiguities, weeding the rele-
vant from the irrelevant (cf. the "exformation"
described by Negrretranders [18]).

According to Dreyfus, the conviction that we
can formalise reality, explaining everything with

rules, began—as far back as the days of ancient
Greece—and has become so dominant in the
twentieth century that few people question it.
This is one explanation for the doctrine of 'men-
tal logic'.

Mary Henle [10] declares: "I have never found
errors which could unambiguously be attributed
to faulty reasoning.” She suggests that mistakes
arise because people misunderstand or forget
premises, and because they import additional
and unwarranted factual assumptions into their
reasoning.

The Dreyfuses [5] argument that only novices
use facts and rules. But as we become expert, we
forget the rules and act intuitively, automatically
adjusting our behaviour to the perceived con-
straints. Most scientists assume that these kinds
of abilities are based on the unconscious and si-
multaneous processing of signals coming from
the eyes, the ears, and the hands. But the Dreyfu-
ses [5] believe that intuition defies rational pow-
ers of description, that it can't be computerised.
Like judgement and wisdom it is one of the
atomic element of our world (i.e. irreducible).

We share the critique of the Dreyfuses, but we
do not follow their conclusions. To overcome
the deadlock and 'mystical’ situation following
the Dreyfuses we need a new understanding of
knowledge that gives an expert the ability to act
intuitively.

3 Empirical Studies of 'Erroneous’
Behaviour

"There are no perfect humans, there are only per-
fect intentions" (Buddha)

Our basic assumption is that human behaviour
cannot be erroneous. Of course, human decisions
and the behavioural consequences of these deci-
sions can be classified as erroneous and faulty,
but from a pure introspective standpoint — from
the internal psycho-logic of the subject — each
decision is the best solution fulfilling all actual
constrains and restrictions: lack of information
and/or motivation, lack of knowledge and/or
qualification, over or under estimation of the
task and/or context complexity etc. In this sense
we share the position of the Dreyfuses.

3.1 The 'law of requisite variety'

Humans need variety to behave and to adapt. A
total static environment is insufferable. Ashby
({21 p. 90) summarises his analysis of regulation
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and adaptation of biological systems as follows:
"The concept of regulation is applicable when
there is a set D of disturbances, to which the or-
ganism has a set R of responses, of which on any
occasion it produces some one, 1j say. The physi-
co-chemical or other nature of the whole system
then determines the outcome. This will have
some value for the organism, either Good or Bad
say. If the organism is well adapted, or has the
know-how, its response 1j as a variable, will be
such a function of the disturbance di that the out-
come will always lie in the subset marked Good.
The law of requisite variety then says that such
regulation cannot be achieved unless the regula-
tor R, as a channel of communication, has more
than a certain capacity. Thus, if D threatens to
introduce a variety of 10 bits into the outcomes,
and if survival demands that the outcomes be re-
stricted to 2 bits, then at each action R must pro-
vide variety of at least 8 bits."

If we try to translate this law of requisite variety’
to normal human behaviour then we can describe
it as follows: All human behaviour is characteri-
zed by a specific extent of variety (see Fig. 2). If
the system — in which the human has to behave —
constrains this normal variety then we can
observe ‘errors'. In this sense an error is the ne-
cessary violation of system's restrictions.

range of correct behaviour

system-I
system
constraing system-I1
error-1 system-III
error-2
error-3

range of normal
variety

Fig. 2. The correlation between 'erroneous’ behaviour and
constraining behavioural variety.

If a system constrains human behaviour to only
one possible 'correct solution path' then we can
observe a maximum of violations, say errors.
Husseiny and Sabri [11] counted 644 "critical in-
cidents” in a representative study analysing com-
plex systems (this is equivalent to an error rate

of 16%); they noted that in "non nuclear com-
plex systems” the rate of slips lies only between
3% and 7%. Most complex systems are designed
to constrain the operator's behaviour to a mini-
mum of variety. Ulich [25] arguments against
this 'one best way' doctrine of system design
because users differ inter- and intra-individually.
A system must have a minimum of flexibility to
give all users the opportunity to behave in an
error-free way.

To investigate the relationship between behavi-
oural and cognitive complexity we try to observe
individual behaviour in its ‘natural sense'. All de-
viations of the correct solution path are only in-
terpreted as exploratory behaviour caused by the
need for variety.

3.2 About the relationship between
behavioural and cognitive complexity

In one of our experiments we compared the task
solving behaviour of novices (subjects without
experiences of electronic data processing EDP)
with the behaviour of experts (subjects with a lot
of EDP experience). We could show, that the
complexity of the observable task solving pro-
cess (the 'behavioural complexity') of novices is
significantly larger than the complexity of the
observable behaviour of experts (see Fig. 3). All
twelve novices and all twelve experts solved
exactly the same four different tasks (see [21]).

40 T T

30 E

wf

10} l J_ 4

0 A 1

behavioural complexity

novices experts

Fig. 3. The Box-and-Whisker Plot shows the 'behavioural
complexity' for 'novices-experts' (N=24).

This important result seems to be — at the first
glance — trivial. But what does it really mean? If
we assume — angd this is highly plausible — that
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the complexity of the mental model of the ex-
perts is significantly larger than the cognitive
complexity of the novices, then we must con-
clude that the correlation between behavioural
and cognitive complexity is negative! And, this
result is not trivial. Note in Fig. 3, that the mini-
mal task complexity of all four tasks was only
reached by one expert (task one: behavioural
complexity = 6, the 'one best way'). We do not
argument that this minimum cannot be reached,
but to constrain human behaviour only to this
minimum leads directly to the paradox of 'errors'
of high skilled and over-trained experts.

3.3 What do we learn from errors?

Arnold and Roe assume ([1] p. 205), "that errors
may have great functionality for the user, especi-
ally during learning. When the user is able to
find out what has caused the error and how to
correct it, errors may be highly informative. This
implies that one should not try to prevent all
errors.” This hypothesis was tested later in an
empirical investigation by Frese et al [7].

Frese et al [7] describe the following four rea-
sons for the positive role of errors in training: (1)
"the mental model of a system is enhanced when
a person makes an error ... (2) mental models
are better when they also encompass potential
pitfalls and error prone problem areas ... (3)
when error-free training is aspired, the trainer
will restrict the kind of strategies used by the
trainees, because unrestricted strategies increase
the chance to error ... (4) errors not only appear
in training but also in the actual work situation."
They compared two groups: one group with an
error training (N=15), and a second group with
an error-avoidant training (N=8). In a speed test
the error-training subjects produced significant
fewer errors than the error-avoidant group.

Giirtler ([8] p. 95) got the same results in the
context of sport: “there, where more accidents
were counted in the training phase, appeared less
— above all of less grave consequences — acci-
dents during the match. Few accidents during the
training correlate with accidents of grave conse-
quences during the match."

Van der Schaaf ([26] p. 85) concludes, that
"every time an operator, manager, procedure, or
piece of equipment 'behaves' in an unexpected
way and thereby prevents a likely breakdown of
the production system ... or restores the required
levels of safety and reliability, these positive de-
viations could be detected, reported and analysed

in order to improve the qualitative insight into
system functioning on the whole." This conclu-
sion is not only valid for the global 'accident
driven' design process "on the whole", this state-
ment is also valid on the individual level of ope-
rating a complex system.

4 An Alternative View on the
Knowledge of Mental Models

First, let us shortly summarise the traditional ap-
proach for learning based on training. To avoid
unnecessary knowledge about unsafe acts be-
yond stable system's reaction operators are only
trained on key emergency procedures. The bene-
ficial effects of extensive training of these key
emergency procedures are that they become the
dominant and easily retrieved habits from long-
term memory when stress imposes that bias.
Sometimes emergency procedures are inconsis-
tent with normal operations. To minimise the un-
certainty coming from these inconsistencies
Wickens demands the following design: "Clear-
ly, where possible, systems should be designed
so that procedures followed under emergencies
are as consistent as possible with those followed
under normal operations” ([28] p. 422).

We try to argument against this position. But,
what is wrong with this traditional position?
Nothing, of course not! Except the assumption
that "knowledge about 'unsafe acts beyond stable
system reactions' is unnecessary or dangerous”.
If our experimental results (the negative correla-
tion between behavioural and cognitive com-
plexity, see [21]) are correct (and there is no evi-
dence that they are not correct), then we must
conclude that the cognitive structure of experts
contains knowledge about unsuccessful trials
(see [22]). What does this result mean for the
cognitive structure of mental models about com-
plex systems? Our conclusion is that humans
need for effective and correct behaviour in criti-
cal situations a huge amount of knowledge
‘about unsafe acts beyond stable system reac-
tions'.

4.1 A metaphor for traditional learning and
knowledge acquisition

To describe the traditional training procedure
and the intended effects on the cognitive struc-
ture of operators, we introduce the following
metaphor: The cognitive structure is a 'land-
scape' (cf. 'Tabula rasa'). This landscape—without
knowledge—has a flat structure. Learning and
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training of correct behaviour means 'to run a
ditch' (cf. Fig. 4). The 'flow’' of the actual behav-
iour can be described with 'a rolling ball' on this
landscape. The 'course of the ball' describes
exactly the observable behaviour.

Intensive training results in 'deepening the ditch’
(cf. Fig. 5) to make sure that the operator be-
haves correctly especially in critical situations.
But what happens if there is no ditch for the ac-
tual and—in the worst case—dangerous situation?

Fig. 4. The 'landscape’-metaphor for the cognitive struc-
ture with a ‘rolling ball' to symbolise the 'flow' of actions
at the beginning of a training.

Fig. 5. The 'landscape'-metaphor for the cognitive struc-
ture with a ‘rolling ball' to symbolise the 'flow’ of actions
at the end of a training.

Bainbridge [3] describes very clearly the pro-
blems arising when an operator has to take over
a complex process during a monitoring task. To
take-over process control is especially problema-
tic when the system runs into an unknown state.

In this situation there is no 'ditch’ to guide the
‘ball'. Training in a simulator is one possible
consequence, better is permanent on-line control
in the real process. Operators should have on-

line control over the real process (cf. [3]). High
skilled operators tend to lose the potential to be
aware of the whole process. They need a special
qualification to get open minded (to increase
their perceptual range; cf. [14]).

4.2 An alternative metapheor for learning
and knowledge acquisition

What would happen, if operators are trained in
simulators to get experience ‘about unsafe acts
beyond stable system reactions'? Following our
metaphor the cognitive structure could be des-
cribed as filled up with knowledge about unsuc-
cessful behaviour: the 'hills' and 'mountains' (see
Fig. 6).

Fig. 6. The 'landscape’-metaphor for the cognitive struc-
ture with a 'rolling ball’ to symbolise the 'flow' of actions
and 'hills' as knowledge abolit unsuccessful behaviour.

The decisions for the actual behaviour are car-
ried out to avoid known errors and faults! The
'ball' is guide by the ,valleys' and 'dales’. To mi-
nimise the effort is the basic principle for each
actual decision. The implicit knowledge about
effort comes from previous faults, errors and
other dangerous behaviour. This is a possible ex-
planation of real expertise.

Of course, this alternative metaphor for learning
and knowledge acquisition can not replace the
traditional view. This alternative is a completion,
and probably a valid and very helpful one.
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Abstract

This paper describes a navigator model clearing the approach into a harbour. The model is a
three stage decision model, containing tracking, short-term planning and long-term planning
behaviour. This model is verified by measuring the mental workload of pilots whose task is to
bring a ship to berth. The mental workload is obtained by ECG recording, from which heart
rate and heart rate variability (the 0.1 Hz power density) were calculated. It is shown that the
workload varies with the difficulty of manoeuvring the ship, and the situation ahead.

Introduction

Due to technological innovations more information has become available for the navigator.
This is especially important during the approach and departure of a harbour, when the risks of
grounding and collision are highest. In most harbours around the world a pilot comes on board
to assist the crew with the navigation task. Normally the pilot performs the entire navigation
task. If better information is to be provided, we need to know what information is required at
what time and place. Very few attempts have been made to do a thorough task analysis (Mara,
1968). Navigation is a difficult process to describe. Most information needed is obtained from
the visual scene, few orders are given, and performance is hard to quantify. One of the few
variables that can be quantified is mental workload. This provides an opportunity to measure
the effort during decision making.

In process control all relevant parameters must be known. But when a pilot comes on board he
has very little knowledge about the specific characteristics of the ship. A number of
characteristics is available on a manoeuvring sheet, but since this information is only valid at
full sea, the pilot will not even look at it. Personal observations and interviews have learned
that the pilot only knows the basic dimensions of the ship, and he estimates characteristics by
simple rules of the thumb and experience. Yet he will bring the ship to berth with a very high
success rate.

Task analysis

In task analysis decomposition methods are best known. They start from the goals and
narrows down towards detailed operations. From this an analysis can be done of all necessary
information, controls, training, workload, allocation, etc. (Kirwan, 1992). A key factor in this
approach is the set of operations. Unfortunately in shipping, and especially in piloting ships,
there are very few operations. For operations all the system components must be known
beforehand. In piloting this information is not available: all ships and crews are different and
the environment is highly variable, making a unique operation for each instance necessary. All
other decomposition methods suffer from the same drawback. A different approach is needed.
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What is known, are the goals. Most other elements are not known beforehand, with the
exception of the topography of the harbour with its infrastructure. To describe the task of the
pilot, a goal directed approach is chosen to construct a pilot model. The centre of focus is
what is what must be done, not how it is done.

Navigator Model

Many navigator models have been made over the years. Most of them are based on open-sea
manoeuvring. Few of them are actually focused on inland navigation, and these often take a
control theoretic approach (Papenhuijzen, 1994). The navigator model presented here is a
decision model with three levels of control (see figure 1).

On the top level the overall planning of the voyage, long-term planning (LTP). Decisions on
this level range from very simple decisions such as a free berth and the availability of tugs, to
very complicated decisions about an overall plan to sail the ship to its berth. Most planning is
done before the pilot boards the ship, and the pilot will check on board if everything is in
order. Characteristic of long-term planning is that procedural and it is done once.

The middle level is short-term planning (STP). When a pilot brings in a ship, he will not plan
the track as a whole in advance: he will sail the ship from waypoint to waypoint. Each
waypoint will have its own objective: a new course, a curve, a change in current, an
intersection. In STP the decision is made about a situation at hand. The controls which the
pilot has available are very limited: rudder and engine. The decision horizon depends largely
on the manoeuvrability of the ship in combination with the environment. Due to the inherent
inertia of the ship, decisions often has the form of a point of no retum, like in during the take-
off sequence of an airplane. The choice made on this level is which track to follow. Short-term
planning is based on knowledge about the forthcoming local situation, traffic, the training of
the pilot, standard manoeuvres, and his personal style. This, and the manoeuvring
characteristics of the ship, will be applied to plan a track. The manoeuvring characteristics
and the required accuracy determine what type of control he will apply: speed-course (V,9) or
thrust-rudderangle (F,5). Ships react slow to new settings, depending on the ship’s size and
type of machine control. Therefore, setpoints must be planned well in advance. Short-term
planning is a discrete process, it has the form of methods, it is proactive, occurring at specific
points, depending on the on-coming situation.

The lowest level of control is tracking behaviour. The track that has been chosen on the STP-
level must be followed as well as possible. For this the navigator must observe the position
and movements of the ship relative to the environment. When deviations from the desired track
occur corrections must be made. Important factors are wind, current, ground-effect, and
various elements in ship control, and the accuracy with which the position fixing can be done.
Tracking is a continuous process, it is based on techniques, and it is reactive by nature. The
most important characteristics are summarised in table 1.

Table 1. Most charactenistic elements of the three levels of control.

level character type
long-term planning procedures once
short-term planning methods discrete
tracking techniques continuous
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Figure 1: A navigator model.

Workload

In this paper, the term ‘workload’ always refers to mental workload. Physical workload
resulting from boarding and leaving the ship, or irregular working hours is not considered.
Performance shaping factors are also not considered.

Not all factors that may add to the workload are present at all times, and even if some factors
are present, they may be unimportant. A voyage can be cut down into a number of sections,
each characterised by a few elements. These elements determine the track to be chosen. From
this track it follows what manoeuvres must be made, and how they are to be initiated.

Two elements are needed for tracking: observation and control. After a track is chosen it must
be possible to observe the deviation from the desired track. The uncertainty of the position,
related to the required accuracy, will add to the workload. During tracking different types of
disturbances act of the ship. It is assumed that they are not always of importance. When the
effect of the disturbance is below a certain threshold it has no effect on the task. Over the
threshold it does have effect. One could model the influence of such disturbances as a linear
combination adding to the workload. The use of speed-course control is considered to be
easier than power-rudder control. This would also linearly add to the workload.. All these
workload components are directly related to the situation present. Additionally, changes in the
disturbances will add temporary to the workload.

Short-term planning will result in a workload present well before a situation occurs. It will be

related to a specific situation and occur at a time that is related to the manoeuvrability of the
ship. It will depend either on the fairway with its local problems, in which case it will be
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related to a specific location/situation, or it will depend on other ships, in which case it will be
related to the traffic situation.

Long-term planning will lead to an increase of workload for a short time when arriving on
board, and play a role later only if the planning has to be changed for reasons unknown at
first.

Measurement

To verify the model a method must be applied which will provide workload information about
the transitions. Generally, there are four ways to measure mental workload: task demand load
in relation to performance, primary task measures, secondary task measures, and
physiological measures. Much has been written about each of them and about their
possibilities and limitations. (see for instance; Hancock & Meshkate, 1988; Sheridan &
Stassen, 1979; Johanssen et al, 1979)

Performance measures are very hard to obtain in navigation tasks. The number of unknown
factors is high, and personal preferences will lead to different outcomes.

Subjective workload estimates are not very good for measuring transients in workload. They
provide an overall rating of the workload. Due to the specific working conditions, one may
doubt the possibilities for self-rating by pilots. The TLX-ratings obtained provide information
for wild speculation. Our idea is that pilots have learned to ignore their perception of
workload.

To apply a secondary task, the primary task must be known exactly, which is impossible due
to the very nature of this project. Additionally, a secondary task will increase the workload
and is intrusive by its very nature, which is considered impermissible (Damos, 1991).

Despite the fact that the relation between mental workload and various physiological measures
is not clear at all, some measures have shown high correlation between workload and the
phystological reaction. Blood pressure, hormonal concentrations, and muscle tension are well
known examples. Heart rate and heart rate variability (the power in the 0.1 Hz-band) were
chosen. It is easy to record, sensitive, especially for central processing and visual perception,
and non-intrusive. Although its reliability and validity have often been questioned, there is
evidence that this measure is a reliable measure of workload. A few of these authors are
Vincente et al (1987), Wastell (1989), Mulder, G (1983), and Mulder, L.J.M. (1988). The
major disadvantage is its problematic interpretation, a drawback for all physiological
techniques. It was assumed that the effects caused by a little physical exercise would be small
compared to the differences caused by mental workload.

In a series of recordings, four experienced Rotterdam pilots participated. Each pilot did at
least two inward bound and two outward bound vovages. The ships were selected for
maximum size from the ships available. Ships for the river were preferred to ships for
Europort. All pilots were videotaped, and marker points were plotted on a map for specific
locations and traffic.

The ECG recordings were corrected for recording errors, and transformed into power density
signals using Carspan 1.99 (Mulder, 1988). The power density was calculated using a Direct
Fourier Transform based on the Integral Pulse Frequency Modulator model (Rompelman,
1986). The time window of 50(s) was found to be acceptable for both a sufficient spectral
resolution and stationary signal. As a smoothing filter, a modified discounted-least square
filter was applied with 1=30(s) (SWOV, 1994).
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As was argued when you need to start, you need to know these goals. But goals, unlike
actions, cannot be observed. Goals can only be obtained by interviewing, and sometimes by
interpretation of the actions by an expert. Interviewing during the voyage may be a serious
disturbance of the ongoing process, and was rejected for that reason. A compromise was
found by asking the pilot afterwards what had happened during the voyage, what the plans
were, and what the problems were in executing these plans. Over the time, some knowledge
was obtained about the pilot’s task, and this could be used in asking specific questions about
the events that had taken place. Additionally, some knowledge about standard voyages was
obtained by interviewing outside the recorded voyages.

Results

Because of the many differences between the voyages, no statistical analysis has been done
over different pilots, ships, and situations. Voyages were analysed by comparing the voyage
with the heart rate and power density. One voyage has been chosen as an example. In figure 2
one can see the track, and in figure 3 the resulting ECG-data. Apart from climbing on board,
there is no physical exercise by the pilot. The heart rate of all pilots on board stabilised around
90 beats/min, about 10 beats higher than on the pilot-ship. Climbing on and off board can be
seen very clear in all heart rate plots. Beforehand we distinguished between inward-bound and
outward-bound voyages. In the heart rate plots this difference shows very clearly when
-entering the harbour. The heart rate increased significantly, to reach its peak at the start of the
tumn. This effect could not be found with outward-bound ships. The same could be found
during critical manoeuvres and passing bridges. This effect was attributed to arousal, that is
directly related to hormonal effects (Gellatly & Meyer, 1992).

am : 7/%

Qlc Qm l /.

Figure 2. A voyage from sea to a Rotterdam harbour. The nmubers correspond with figure 3.

In computing the power density it was found that in the harbour many artefacts occurred. This
is very troublesome because they act like Dirac-functions, masking all other data in that time
segment. It is known that stress-like situations often result in extra-systolic contractions of the
first ventricle, recording as an extra heartbeat, and disturbing the Fourier transforming
process. A second outcome was that the power density is highly variable, which made it
difficult to interpret. Moving average filters and frequency based filter techniques were found
unsatisfying. The Modified Discounted Least Square filter was found to be most useful. This
filter is an a-symmetrical exponential time-weighted filter.
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Figure 3: Physiological data from the voyage shown in figure 2. From bottom to top: the heart rate,
the power density (unfiltered), the power density (filtered). The numbers on top of the vertical lines
correspond with numbers in figure 2. Note that the mental workload is reversely related to the power
density of the 0.1 Hz-band. The peaks in the power density result from various artefact in the
heartrate.

The increase in heartrate is clearly visable during boarding at sea (0), and when entering the harbour
(6). At marker 2 there is an increased workload due to traffic and construction work (between 2 and
3). Marker 3 is the result of a ship that came to the wrong side of the fairway. Marker 4 is located at
a place where difficult currents exist. Marker 6 placed just before a location of usually intense traffic.

The overall profile of the power density gave a good indication of the workload (face value).
The peaks in workload as indicated by the power density occurred at pre-defined places, such
as before a significant change in the current, or when decisions had to be made about passing
a ship coming from another fairway. Orders, passing of other ships and disturbances could
often be well identified. As is usual with these techniques, lot of variation is left unaccounted
for. In the first series, peaks in workload were found which later, during interviews with other
pilots, were identified as specific problems.
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Conclusions

The use of ECG-recording seems a valuable tool for developing a navigator model. Data
obtained from interviews and the ECG-recordings provided valuable information about the
pilot’s task. For a more sophisticated interpretation a thorough talk-through afterwards is
required, making the interpretation much easier. In field experiments such as these, this is not
always easy to achieve. Often there is very little time between ships, due to high time-pressure,
and the work is done around the clock. Only with full co-operation from the entire
organisation time is made available.

The data obtained seem to confirm the model presented here. All major workload peaks which
were found to be related to locations or situations, were confirmed in interviews. For a more
detailed model, more detailed analysis is needed. We think it will be possible to identify most
of the dominant factors in workload using this technique.

For the interpretation of the heartbeat data, the pilot actions, the goals, the characteristics of
the ship, the location of the ship, and the situation it is in must be known. To do this, a lot of
information must be recorded during and after the voyage. Unfortunately, due to many
unknown factors, not all changes in power density may be explained.

For a good analysis of the heartbeat data a good reconstruction of that data is most valuable.
Disturbances make the time-window in which it occurs useless, and when disturbances occur
regularly it can make a large portion of the recording useless. It seems to us that a better
reconstruction may be achieved than present available with Carspan 1.99.
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The Dynamics of Mental Effort
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1. Introduction

The difficulty with respect to research on (mental) workload is perhaps most clearly illustrated
by the diversity in concepts that have been proposed and the delicate distinctions between
those concepts. Some examples are: objective workload, functional workload, perceived
workload, experienced workload, subjective workload, relative subjective workload. These
concepts are needed to explain the inter-individual differences with respect to the results in
workload studies (Moray, 1982; Vidulich & Tsang, 1986; Hart & Staveland, 1988; Tsang,
1994).

Implicit in this line of reasoning is the expectation that when tasks are identical, the demands
of these tasks imposed upon the operators are similar and therefor should lead to identical
results in workload studies. Although there is also some awareness that individuals differ from
each other to some extent which may account for the fact that various individuals may
perceive a particular load differently, this is usually regarded as an artefact.

However, what we actually are interested in is the costs at which human operators execute
their tasks in order to predict (and prevent) situations of potential breakdown. In order to get
an adequate estimation of these costs the (differences in) capacities of the human operator
should explicitly be taken into account in any model or study concerning workload. In this
paper it will be argued that the concept of (mental) effort may be very fruitful in tackling
these problems. We will in fact restrict ourselves to task with a predominantly cognitive
nature, and therefore refer to mental workload and mental effort when we speak of workload
and effort. : ‘

After discussing some conceptual issues, some experimental results will be presented to
illustrate and support the conceptual remarks.

2. Some conceptual remarks

The concept of workload refers to the fact that the demands of a task impose a certain load
on the human operator. With respect to mental workload it is referred to the degree to which
the information processing system is occupied, or loaded. This concept became popular
because in certain situations it seemed that operators were ’over loaded’, or over charged’.
In these situations operators started to make errors, or developed symptoms of acute, or
chronic stress. These are the situations in which the demands of the task (or entire work
situation) exceed the available capacities of the human operators. Inherent in this notion is the
assumption that the capacity of the information processing system is limited. The nature of
these limitations is therefore something which is of interest to engineers and designers of man-
machine systems.

On the other hand the focus of research quite often points to the demands of the task. It is
assumed that by analyzing these demands one may get a good understanding of the impact
of those demands on the human operator, and thus the workload.
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However, there are some theoretical and empirical problems with this approach. First of all
the concept of workload is a rather static concept. Since this concept is directly related with
the demands of the task it is implicit that as long the task demands do not change the
workload does not change either. This is in contradiction with empirical results which show
that one and the same task may have a different impact on various operators, but also on the
same operator at various times of the working day (Zijlstra, 1993).

A second problem is that from a work psychological perspective this approach is not
plausible, since this approach implies that people are just passively exposed to task demands.
It can be quite easily demonstrated that people actively intervene in their work situation.
Actually that is what the word ’operator’ stands for. For example, if someone is experiencing
noise hindrances from outside, or a cold coming in, the first thing to be observed is the
window or door being closed in order to deal with these inconveniences. And if one expects
some kind of inconvenience it can be observed that people may anticipate by making sure that
doors or windows are closed. This example illustrates that people are actively engaged and
dealing with the situations they are in. This of course is also true for work situations. By
choosing various work strategies operators can actually influence the impact of the demands
that are imposed on them. Again there is empirical evidence that workers, by using various
strategies, manipulate their own task load (Sperandio, 1978: Teiger, 1978; van Aalst, et al.,
1986). These strategies ensure that their work capacity is evenly distributed throughout the
day. Furthermore workers actively monitor and supervise their own activities in order to see
whether their actions have brought them any closer to the goals_they have set themselves.
Consequently they may decide to change their action pattern, or strategy (i.e. try a different
approach, try harder, etc.). This means that workers also may anticipate upon future actions.

The conclusion of the arguments presented above should be that, in order to estimate the costs
at which operators execute their tasks, the focus should not be exclusively on the demands of
the task, but we should focus more on the capacities of the human operator. Or rather to say
the potential the operator has to perform (i.e. ’performance potential’, Meijman & O’Hanlon,
1984). A person’s performance potential refers to all the capacities and resources (i.e. skills,
knowledge, experience, etc.) that one person may potentially be able to mobilize to perform
a particular task, or to meet particular demands. In line with Kahneman’s ideas (1973) we
assume that the capacities and resources of an individual are influenced by his momentanuous
psycho-physiological state. Loss of sleep, fatigue as a result of prolonged work, circadian
effects, intake of alcohol or medicins, and lack of external stimuli may deteriorate the
worker’s psycho-physiological state (see also O’Hanlon, 1981; Hockey & Hamilton, 1983).
On the other hand worker’s are continuously acquiring new experiences which may lead to
new skills. This influences the performance potential in a positive way. From this point of
view it is evident that there are inter-individual differences with respect to the potential of
individuals. But there are also intra-individual differences. This means that the potential that
an operator is able to mobilize may vary from day to day, or perhaps even from moment to
moment. Therefor it should be stressed that the operator’s potential to perform is not steady,
but is continuously changing.

The conclusion of this line of reasoning is that the effects of task demands are determined by
the interaction between these demands and the operator’s performance potential. To be more
precise the costs of carrying out a particular tasks depend on the degree in which an operator
is prepared to mobilize his potential. This implies an additional remark to be made. Although
a task may impose certain demands upon the operator, or one could say charges the
performance potential, this does not automatically ’trigger’ an operator to mobilize his
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potential. This requires an active and conscious decision by the operator to execute that
particular task. Consequently a motivational aspect is involved as well.

From a work psychological perspective it is assumed that a person has to ’accept’ the task.
Therefor a distinction is made between the ’objective’ task and the ’subjective’ task (Hacker,
1978, 1986). The objective task is the formal prescription of what the organization expects
a worker to do, this may refer to all practical aspects as *what’, *when’ and *who’. These
information can usually be found in the task description, and is usually published in
announcements of particular vacancies.

The subjective task refers to the worker’s perception of what the task is, or in other words,
what he thinks the organization expects him to do, and how, etc. So, the subjective task means
that the worker has reformulated the task into a *personal goal’. And in fact this personal goal
should constitute the motivation to act. However, it should be noted that sufficient degrees of
freedom are a prerequisite. Due to organizational and technical constraints, or safety
procedures, the degrees of freedom may be reduced. This also reduces the possibilities for
individual ’redefinition’, which may cause additional problems that can lead to deteriorated
performance of a Man-Machine system.

Fluctuations in the performance potential may account for fluctuations in workload
estimations. Therefore a focus on demands is not sufficient. The focus should be on the
degree to which a worker is prepared to meet those demands. In fact what counts is the degree
to which a worker mobilizes his available potential. Or one could say the amount of effort a
worker is prepared to invest. The effort investment may be considered as an adequate
indication of the level of costs at which an operator is performing his task (Zijlstra, 1993).
Apart from fluctuations in the performance potential (acquiring new skills, etc.) over a
relatively lage frame of time, the potential an operator has available is also influenced by
changes in the psycho-physiological state (fatigue, motivation, etc.) that may fluctuate within
a rather short time frame. This may result in the fact that one particular task may constitute
a different functional load for an individual at different moments, even within one day. And
as a consequence that person has to mobilize more effort to execute the same task at one
moment than at another moment. When the actual psycho-physiological state of an operator
does not match with the state that is, taking the task demands into account, required at that
moment, the operator has to mobilize additional effort to keep his performance level within
acceptable limits. As a consequence he may be able to perform at an acceptable level, but at
a higher level of costs (Zijlstra, 1993).

Therefor the amount of (mental) effort that an operator has to invest is an adequate indicator
of the level of costs at which that operator is performing. Whenever an operator performs a
task, even the most simple task, he has to invest some effort in order to execute this task
successfully. In vigilance tasks the demands of the work situation (staying alert) are not
extremely high when the operator is fresh and fit to work after a good night sleep. However,
the same demands may be very high when the operator is weary. At that moment his actual
state does not match the required state. Such a dismatch can be overcome by additional effort
investment of the operator to adjust his state.

In conclusion we may state that effort refers to the degree to which an operator is mobilizing
his performance potential to meet the demands that are imposed by the work situation.
Metaphorically speaking effort can be symbolized by fuel, but we should keep in mind that
the size of the barrel containing teh fuel may fluctuate. Effort measurements may provide us
with an adequate estimation of the level of costs that are involved in executing tasks, or
perhaps better to say the efficiency level at which an operator is operating (Zijlstra, 1993).
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This statement will be illustrated with some results of experimental and field studies in which
the performance potential of human operators have been manipulated.

3. Why subjective measures?

The discussion on pro’s and con’s of subjective measures actually has never stopped. There
are still researchers who are sceptical with respect to the use of subjective measures in general
and in research on workload and effort in particular. The arguments against subjective
measures not only refer to the aspect of reliability, but also concentrate on the aspect of
validity. (¢f. O’Donnell & Eggemeier, 1986). On the other hand, empirical evidence makes
a plea for subjective measurements (cf. Gopher & Braune, 1984).

However, I would like to make a point that goes beyond the issue of whether subjective
ratings are reliable or not. The experiences of an operator affect his subsequent behaviour, and
thus also their performance and physiological responses. When an operator is feeling tired,
or when he is less motivated he will probably act accordingly. This means that he may decide
to avoid high demanding situations and may choose a strategy that is in accordance with his
feelings.

Although subjective measures have proven to be quite sensitive (Casali & Wierwille, 1983),
the question remains whether methods based on human experience of effort can indeed
provide the information they claim to provide. In other words the construct validity of
instruments in this domain should be of special interest.

In the next section some empirical results will be presented that demonstrate the fact that the
performance potential is an important factor that has to be taken into account. Furthermore
the results demonstrate that a simple uni-dimensional rating scale, The Rating Scale Mental
Effort - RSME, is a sensitive and useful instrument for measuring effort. These results are
part of an extensive study on the validity of this scale (Zijlstra, 1993).

4. The dynamics of effort

The first indication that the performance potential indeed is a very relevant aspect to take into
account comes from a study among bus drivers. As part of a large project in which the
workload of bus drivers was studied, 27 bus drivers agreed to participate in an extensive
research program. The drivers were examined on several different days. At least two of these
days were working days and one was a duty-free day. In this study the drivers were required
to rate their effort expenditure at various moments during their working day.

Furthermore they had to perform specially developed laboratory tasks that were designed to
measure workload effects on a routine working day. These laboratory tasks had to be
performed three times: at the start of the working-day (at about 9.00 hours), during the lunch-
break (13.00 hours) and at the end of the working day (17.00 hours). This procedure was
repeated on a second working day. First the results of this laboratory part of the study will
be described.

These laboratory tasks are so-called visual memory-search tasks (Sternberg, 1969; Massaro,
1975; Mulder, 1980). During such a task a set of stimuli is presented on a video screen for
a short period. This set of stimuli consists of a variable number of letters (1 - 4), the so-called
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"display set’. The subjects are asked to indicate whether the (or one of the) letter(s) presented
belong(s) to a previously shown set of letters, which should be memorized (the so-called
’memory-set’). The subjects have to respond by pushing one button for a *yes’ response and
another button for a 'no’ response to show that one or more of the letters of the presented
display-set does or does not belong to the memory-set. The memory-load of the task can be
manipulated by varying the number of letters in the memory-set. This means that the difficulty
of the task or, one should say, the task load, is varied. (For a detailed description of this task
see: van Dellen et al., 1985; Aasman et al., 1988).

In the experiment to be described here memory-sets of two letters and of four letters were
used. Furthermore a situation was created in which a subject was requested to count how often
certain letters from the memory-set were presented. This resulted in four different task load
levels with increasing information loads:

1. 2 letters in memory and pushing a button in response;

2. 4 letters in memory and pushing a button in response;

3. 4 letters in memory and counting in response;

4, 4 letters in memory and counting and pushing a button in response; this task may be

regarded as a dual-task.

The task load levels, each consisting of a high number of trials, were presented in a random
order. After each task load level the subjects had to rate their effort expenditure by means of
the Rating Scale Mental Effort (RSME). Other measurements were also made, like reaction
times and heart rate variability. A task like the one described above takes about 20 minutes
to complete.

The results of the ratings on the first working-day are presented in Figure 1* and the results
gathered on the second working-day are presented in Figure 1°.

here Figures 1 (a and b)

According to both figures the RSME is able to differentiate systematically between various
information load levels. The mentally more demanding tasks are given higher scores than the
mentally less demanding tasks. Analysis of Variance showed significant effects for the factors
"task level’ (F(3,24) = 31.2; p < .001, and task level 1 < task level 2 < task level 3 < task
level 4) and ’time of the day’ (F(2,25) = 7.4; p = .003, and score on time 9.00 < score time
13.00 < score time 17.00). No significant effect for the factor *working day’ was found. This
is important, because comparing the effort-scores on both working days (Fig. 1* vs. 1°) gives
an indication about the reproducebility of this rating scale as the second working day is a
replication of the first one. Since there are no significant differences we can conclude that the
Rating Scale Mental Effort provides us with reliable measurements. The RSME scores of
working day 1 correlate (product moment correlation) r,, = .81 (p=.001) with those of
working day 2.

The increase of the RSME score accompanying the increase in information load is an
indication that the RSME provides information on mental effort as ’controlled information
processing’: the higher the information load, the more mental effort is needed to process the
information.

The differences between the various levels of information load were also reflected in the

reaction times because a considerable increase in reaction time was seen between the simplest
condition (level 1) and the dual task condition (level 4). In addition some effects of the
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increase of information load could be traced in the physiological parameters. Heart rate was
found to be significantly faster in the dual task condition than in the simplest condition while
heart rate variability was lowest in the dual task condition (see for an extensive description
of reaction time and heart rate results: Aasman et al., 1987, 1988). These physiological
reactions are presumed to accompany mental effort exertion (Mulder, 1980).

The findings with respect to the reaction times can be regarded as an indication of
’converging’ evidence of the validity of the RSME while the physiological results can be
regarded as an indication of the ’concurrent validity’ of the RSME.

Furthermore it appeared that the RSME score for each task level was systematically highest
at the end of the working day (17.00 hours), while the information load of the experimental
task was the same as at the start of the working day. By 17.00 hours the subjects had done
a day’s work which brought about a change in their psycho-physiological state. The bus
drivers had been taxing their resources and so their performance potential was lower: they
were tired. The increase in the RSME score can be regarded as an indication that the RSME
also provides information on effort like ’executive resource control’. Since a bus driver’s
psycho-physiological condition was sub-optimal he had to compensate by investing extra
effort in order to perform at an acceptable level.

RSME scores were also gathered while the drivers were performing their real task of driving
a bus. Several times during their working day the bus drivers had to rate how much effort
they were exerting. The numbers of passengers transported and the time left to spare upon
arrival at the end of his route was also noted. These parameters were used as indices for the
task load. Figure 2 presents the results of this effort rating.

here Figure 2 (a en b)

As can be seen in Figure 2 the bus drivers reported that they have to invest more effort to
carry out their task at the end of the day. Analysis of variance teaches us that there is no
significant effect of the factor *working day’ (w1 vs w2) on the one hand but that on the other
hand it appears that the factor ’time’ (end of the day versus early morning) shows a
significant effect (F(5,23) = 11.6; p = .001). No significant interaction effects were found. It
turned out that an increase in number of passengers during the morning period correlated (z,,,
= +.30) with an increase in effort ratings and a decrease in spare time at the end of the bus
route correlated r,, = -.33 with an increase in effort ratings (These task load indices correlated
r = -.31 when scores of differences were calculated). During the afternoon period the
correlations became respectively greater: r = +.46 and r = -.64 for passenger numbers and
amount of time to spare. The correlation between both task load indices also increased (r =
.~53) (see also Meijman, 1991 page 180).

The dip in the curve of the effort ratings in the mid morning period (the differences between
times 1, 2, and 3 was found to be significant) and to a lesser extent (not to a significant
extent) in the afternoon period. This reflects the fact that around those periods (after the
morning rush-hour and before the evening rush-hour) there are fewer passengers and there is
less traffic. This makes the bus driver’s task easier. Moreover we saw the same pattern on
both working days. The scores of working day 1 correlate highly (r=.71; p=.001) with those
of working day 2. This again is an indication that subjects give reliable estimates.

Additional information can be gathered from other experiments where the RSME has been
applied. One such experiment had to do with the tasks of nautical officers responsible for
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navigating a ship. Their tasks were simulated on a ship’s-simulator (see also Perdok, 1984).
There are usually several persons present on the bridge of a sea-going vessel at any one time
and each of these people has his own specific task be it connected with navigation,
communication or controlling the ship’s engine-room (speed regilation). When a ship is
equipped with advanced technological instruments like sophisticated automatic pilot systems
it is possible to make do with fewer crew members on the bridge. This simulation study was
about ’one-man manning’ situations on the bridges of sea-going vessels. The subjects were
given various course permutations along which they were expected to sail while remaining
responsible for the navigation, communication (coast-ship) and engine-room (speed control).
These appeared to be the most relevant task-aspects. The scenarios variations were: differences
in weather conditions and speed and in the courses of oncoming shipping.

The subjects of this study were eight nautical officers (with a mean age of about 26 years)
and each had at least three years of nautical experience. Half of this group had recently
finished a training with the new ’one-man manning’ equipment, a so-called ’integrated
training’, hereafter referred to as the Seaman Integrated Training (SIT). The others had been
trained in the traditional way, that is to say, in the navigational aspects of their work. Their
training is hereafter referred to as the Seaman Not-adequate Training (SNT) because it did not
adequately prepare them for one-man-manning situations.

While the subjects executed their task they filled in the RSME and after completing the task
they filled in the *Schaal Ervaren Belasting’ (Scale Experienced Load - SEB; Meijman, 1991).
This SEB consists of a questionnaire with items pertaining to symptoms which indicate
various degrees of fatigue. With the RSME the subjects had to rate the set of task elements
as a whole and individually as well. Their performance was also registered. Several methods
were used for determining the quality of the performance (Perdok, 1984). Amongst others
things the passing distance between the ship being monitored and other ships served as a
measure of performance quality. In navigation circles a passing distance of less than one
nautical mile is regarded as dangerous.

During the experiment the researchers discovered that the subjects had different strategies for
avoiding collisions than they had expected them to have. So it was that the theoretical
gradations of difficulty that had been manipulated in the various scenarios lost their validity.
The average scores for the various scenarios are presented in Table 1.

Table 1.: Comparison of RSME scores of two groups of nautical officers with respect to the various tasks and the
set of tasks as a whole.

VARIABLES Average Average F sign.
score score (a=.05)
SIT-group SNT-group

RSME . 31 48 52 .03

RSMEy,igation 28 44 4.8 .04

RSMEL,;ie.r00m 27 39 29 .09

RSME . unication 28 36 1.9 17

Miles 23 1.8 44 .05

(passing by)

SEB ' 8 11 5.5 03
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The SNT group of subjects reported having put significantly more effort into the tasks as a
whole and into the task of Navigation. They had higher SEB scores indicating that they had
endured heavier workloads and their performance was worse. This means that their
qualification discrepancy was not compensated even though they exerted more effort. The
difference with respect to the Communication and Engine-room tasks was not significant
although the SNT group had higher RSME scores. It may be noted that it is not remarkable
that there is no significant difference with respect to Communication as this can generally
easily be time-shared with other tasks.

Moreover it appeared that the RSME score correlated with the performance-indicator *passing-
distance’ (r = -.57; p<.05). This means that higher effort-scores are reported when other ships
are passed at shorter distances.

This study demonstrates that where one group is more qualified for a task than another group
the difference in effort investment between the two groups can be measured with the RSME.

In previous study we have mainly dealt with situations where the psycho-physiological state
of subjects was negatively affected because subjects were more or less fatigued. This has lead
to a decrease of performance potential. The changes in performance potential that these
situations created were of a temporary nature. Consequently, by investing more effort subjects
could see to it that their performance did not worsen.

In this study we have been dealing with a more stable aspect of performance potential: the
level of qualification. Moreover the performance potential of one group was "up-graded’ by
means of training so that these individuals became better suited to the task. This resulted in
a lower level of effort exertion, in better performance and in a lighter workload as indicated
by the SEB.

This conformed with the theoretical concept of effort.

Another aspect that is of relevance to the validity of the RSME concerns the relation between
the RSME and the SEB. In the study described above we have seen that one group of subjects
reported that they felt more fatigued after completing the task (as expressed by means of the
SEB) than the other group whilst they reported having invested more effort in the execution
of the task. The SEB-scores correlate r =+.55 with the RSME-scores as reported by Meijman
(1991, page 144).

Similar results are reported by Meijman for other studies. One of these studies was a
replication of the earlier mentioned bus driver’s study. In this replication study the bus drivers
were examined in three different conditions. They did an early morning shift, a normal shift
and a late shift.

The RSME scores for respectively morning, normal and late shifts correlated very positively
with the SEB-scores: .71; .56; .74 after 4 hours of work, and .70; .77; .66 at the end of the
working day (see Meijman, 1991; page 175).

The findings of Wiethoff et al. (1988) published in a study into the effects of sleep
deprivation are also interesting with respect to the RSME. They report that the RSME
adequately discriminates between various levels of task load. They also found that subjects
who had been deprived of sleep for one night had to put more effort into the task than control
group subjects, especially when the task was very simple. When the task was rather difficult
it appeared that the rise in RSME scores was less. According to Wiethoff et al. subjects found
it harder to stay awake when they were working on the easy task than when they were
working with a difficult task and therefore they had to put in more effort to compensate for
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their sub-optimal state.
These findings can be added to results of the other studies that have been mentioned.

5. Conclusion

The first question to be answered, of course, is whether this scale really measures mental
effort investment. In section 3, on the theoretical aspects of mental effort, it has already been
stated that the level of effort expenditure is determined by the objective task demands in
relation to the *performance potential’ of the individual. Practically speaking this means that
if it is assumed that an instrument measures mental effort expenditure, this instrument should
reflect differences between various task load levels as well as changes in the performance
potential of the individual.

In the first study in which this rating scale was used it appeared to differentiate systematically
between various levels of information load and there are indications that changes in the
performance potential of individuals are also reflected in the RSME score. The other studies
support the conclusion that changes in the performance potential affect the level of effort
expenditure. This suggests that the Rating Scale Mental Effort does indeed measure effort.
Furthermore it has been demonstrated that the RSME is easy to apply both in laboratory
settings and in real work situations. Subjects give reliable estimates of the various task load
levels when using the RSME and the instrument proved to be non-obtrusive.

Additional information on the psychometrics of the RSME have been obtained in an
experimental study (Zijlstra, 1993). These results support the conclusions thusfar that the
RSME is a useful instrument.

From a theoretical perspective these results support the conclusion that variations in the
performance potential may account for fluctuations in costs of task performance. This means
that the focus in work load studies should be shifted from the task to the costs of the human

operator.
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Abstract

Recent work has led to qualitative and quantitative models of operator
intervention in supervisory control of continuous and discrete human
machine systems> These models however apply to data pooled over
operators and task conditions . Close examination of data show large
individual differences in strategies of monitoring and control which are
correlated with quality of performance. These strategies seem to be
related to operators’ mental models of the plant which they are
controlling. We propose a new approach to identifying those aspects of
a system which are likely to be incorporated into mental models of
novice operators, based on the work of Conant, and describe some
preliminary results of applying this method.

Introduction

A fundamental characteristic of supervisory control of industrial systems is the decision
by operators to intervene in the operation of an automated system in order to exercise
manual control of the process. In recent years work from several laboratories (Lee and
Moray, Muir, Parasuraman, Riley,) has led to quantitative and qualitative models of
operator intervention. Typical of these models are those developed by Lee (op. cit.) in
which performance characteristics (such as the efficiency of production) and task
characteristics (such as the magnitude and frequency of faults) were found to affect the
trust and self-confidence of operators, which in turn affected the probability that they
would switch between manual and automatic control. If we speculate slightly beyond
the data analysis performed by Lee we arrive at the model shown in Figure 1 which
summarises the characteristics of intervention in continuous process control ( a
simulated pasteurisation plant).
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FLOW CHART MODEL OF OPERATOR INTERVENTION IN
SUPERVISORY CONTROL OF CONTINUQUS PROCESSES
(PASTEURISATION PLANT)

{(AFTER LEE AND MORAY)

Figure 1
This model can be also represented as time series equations allowing us to predict the
proportion of time spent in each mode:

Trust(t)
= ®5(Trust(t-1) + AlPerformance(t) + A1®1(performance(t-1) + A2(Fault(t)
+ A2®02Fault(t-1)+a(t) (H
SC(t)
= ®6(SC(1-1) + AlPerformance(t) + A1®3(performance(t-1) + A2(Fault(t)
+ A2®04Fault(t-1)+b(t) (2)
% Auto
= ®T%Auto(t-1) + AS*({(T-SCX1)) + A6*(Individual Bias) + c(t) 3)
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which can be combined to give:
%Auto =
®7%Auto(t-1) + AS*((P5(Trust(t-1) + AlPerformance(t) + A1®1Performance(t-1)
+ A2Fault(t) + A2d2Fault(t-1)+a(t) - P6SC(t-1) + A1Performance(t)
+ Al®3Performance(t-1) + A2Fault(t) + A2P4Fault(t-1)+b(t))
+ A6*(Individual Bias) + c(t) “4)

For an interpretation of the coefficients see the original papers by Lee and Moray.

)

i

j_‘ (pause agv)

/ﬁ

UIUC-CIM: A SIMULATED DISCRETE MANUFACTURING PLANT
USED BY HISKES (199%4)
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Similar results were reported by Hiskes (1994) using a simulation of a computer
integrated manufacturing discrete process, although it was not possible to develop a
predictive model at the level of detail reached by Lee because of the nature of the
process. His system is shown in Figure 2.

Among Hiske’s results were the following:

1. Effect of faults on intervention:
14 out of 14 operators used automatic control less on the second day, (mean
decline = 16.5%, ) when faults occurred. (P < 0.001)

2. Effect of faults on trust:

12/14 operators showed a decrease in trust on the second day when faults
occurred. (P= 0.01)

3. Effect of faults on (T - SC):

12/14 operators showed a decline on in the value of (T-SC) with no change in
self-confidence.on the second day. (P = 0.01). Note that faults only occurred when
automatic scheduling occurred, and hence there was nothing in the expeeriment to

cause SC to vary. Once manual scheduling occurred there were almostn no faults
seen.

Individual Differences in Strategy: the Role of Mental Models

The above results, while being very satisfactory as far as they go, rely on the pooling of
data over many subjects and many trials or, where the notion of trial is not applicable,
over many events during operations. However, if we examine more closely the details
of moment to moment behaviour, it is apparent that there is great variability in how
operators perform these tasks. (It should be emphasiseed that while many of the
operators appear to reach asymptotic performance, others do not, and there is a need for
research both into the acquisition of these skills and into the stability of strategies.)

In an unpublished pilot experiment for those of Hiskes, Moray, Phillips and Quaid
found the results shown in Table 1.

What is noteworthy here is that when faults were rare or very rare, nonetheless some
operators chose to use manual control of the discrete manufacturing process even
though the scheduling algorithms were effective. In this experiment and those of
Hiskes,, faults only occur during automatic operation, and hence operators can preempt
the possibility of faults at the cost of considerable workload. This kind of strategy has
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appeared in some of our later work. It appears that some operators decide, once the
system shows any faults at all, that is worth their while to undertake very considerable
manual intervention, probably in order to prevent the possibility of faults occurring.
This seems to be true even when the probability of a fault is very low indeed, less than
one fault per production run of 35 minutes. But not all operators do this. There is great
variation between individuals.

PALLETS SCHEDULED MANUALLY

P(fault): 33% 20% 14% 11%
SUBJECT
1 4 2 2 0
2 1 0 0 0
3 2 0 0 1
4 3 1 2 0
5 3 0 0 0
6 0 0 0 1
7 0 1 0 1
8 2 1 0 1
TOTAL 15 5 4 4
TABLE 1

Table 2 shows related results found by Hiskes. In his experiment, the probability of
faults might either be constantly high, constantly low, progressively more frequent or
progressively less frequent. In all cases there were very many redundant scheduling
activities performed manually. That is, even when there was no immediate evidence
that faults were occurring, and even when the probability of faults was quite low or
very low, some operators began to take charge of all the scheduling actions so as to
prevent possible faults from occurring in the first place.

These kind of results suggest that the operators have a well formed mental model of
what will happen when faults occur, and use that model for tactical or strategic
decisions for improving, even if not optimising, the system performance. But again,
there is a very great variation in individual performance, strategies and tactics.

Such individual differences were also found by Lee in his continuous process control
task. Here it was very clear that these differences were related to differences in
performance. In particular he analysed the monitoring strategies used by several
individuals, including one who was very effective when the plant was normal, and was
also effective when faults occurred, and another who was poor even with the normal
plant and very poor when confronted by faults. graphical representations of the
monitoring tactics used by these two operators are shown in Figure 3.
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Table 2 Summary Statistics On Redundant Scheduling In Simulated
Discrete Manufacturing

CONDITION FAULTS ReS
SEEN

Overall

High Mean Fault Rate 31 25.8
Low Mean Fault Rate 96 1.2
High-High

High Mean Fault Rate 7 23.1
Low Mean Fault Rate 25 1.6

The Column marked ReS shows the number of times the operator
rescheduled a pallet which had already been (apparently correctly)
scheduled by the computer, in order to ensure that no errors would
occur. In the condition where there were many faults which could occur
(High-High) operators only saw 7, whereas where fewer faults
occurred they saw more (25). This is because when faults occurred
frequently the operators realised that they only occurred when
scheduling was done automatically. Hence they scheduled many pallets
(23.1) redundantly to the destination already chosen by the computer.
Those who saw relatively few faults did not form a mental model of
how they arose, and so did not reschedule so many pallets. Hence
paradoxically fewer faults were actually seen in the condition where
more occurred.

Lee found marked indivudal diferences in the pasteurizere environment. He recorded
the sequence of demands for information as an index of monitoring strategies, and
found that good operators tended to look at many more parts of the system than poor
operators during fault management, although there was little difference during the
operation of the normal system. Poor operators showed inappropriate cognitive tunnel
vision. We assume that the reason for these differences is that the operators have
different mental models of the causality which is present in the plant, since there is no
constraint on the order in which monitoring observations are made, and it is up to the
operators to interpret the task demands in such a way as to monitor the process as
efficiently as possible. Given that all operators saw the same system, why should they
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acquire such different mental models, and can we proceed further to describe the nature
of these models?

Identifying “Empirically Normative” Mental Models

If there are many alternatives that operators “choose” for their mental models, why do
we so often talk about “the” mental model which operators should have of a system
which they supervise? We have argued elsewhere (Moray, 1989) that we should think
of a mental model as a homomorphic mapping of the properties of a physical system
into a representation in the mind. To say this is to say that the contents of a mental
model are a partial representation of the original physical system. What are the features
which one might expect to be carried over from the physical system into the mental
model? Does it make sense to talk of a “normative” mental model which the operator
“should” possess? |

There is an obvious sense in which one might define such a normative model. For
example, in the Optimal Control Model (OCM) approach to human performance
modelling to which Henk Stassen has contributed so much, one speaks of the need to
have a well defined model of the system as part of the Kalman filter. And while there
are often several possible such models depending on the choice of the variables to be
measured, the notion of the normative complete model is clear. If operators are to be
optimal controllers, we expect them to possess one of these models. In particular, the
dimensionality of such models is well defined - they require the minimal degrees of
freedom which are necessary and sufficient to represent the dynamics of the system.

But when we observe operators monitoring and controlling very large systems, is it
reasonable or even possible to expect them to have such complete mental models?
There are very tight constraints on the rate at which they can sample state variables, due
to the limitations of eye-movements and the time required to access computer displays,
and dynamic short term working memory is very limited. If the bandwidth of the
system is moderately high and the degrees of freedom large, then it is probably
unreasonable to expect operators to develop complete, that is isomorphic, mappings
into their mental models; and even the homomorphic models may be too large for them
to construct. As noted elsewhere (Moray, 1976) that there is empirical evidence, for
example from the work of losif (1968,1969a,b) that operators seem to regard a large
system as composed of subsystems within which variables are so tightly coupled that it
suffices to sample only some of them to determine the state of the subsystem, and that
in effect the number of subsystems, not the number of variables, is what determines the
structure of the mental model. If then many systems are too complex to be completely
mapped into the mental model, can we determine what is the most likely subset of
variables to be modelled, so that we can still speak of a “good” and a “poor” mental
model, relative to such a subset? Such a subset of information about a system is not
normative, because it is acknowledged to be imperfect. But one might speak of the
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“empirically normative” model, and ENM, meaning that given the limitations of human
information processing, this is what one would expect a good operator to be able to
discover, even if, from a truly normative viewpoint such as OCM, itis acknowledged
to be suboptimal.

We suggest that the work of Conant (1976) provides a way to approach this problem.
Conant has shown, following the work of Ashby (1956), how one can use Information
Theory to identify the natural decomposition of a complex system. By considering the
flow of information between variables one can identify subsystems, defined as sets of
variables between which there is tight coupling, while there is loose coupling between
one subsystem and another. The tight coupling means that the value of one variable can
stand, to some extent, proxy for the values of other variables within the subset, so as
effectively to reduce the dimensionality of the system. thisis of course what losif’s
operators seem to have discovered. One might proceed as follows. Take a record of
the values of all the displayed variables in a system at a sampling rate sufficient to
satisfy the sampling theorem, and perform a Conant analysis on the resuiting history of
the system. The result should be a “best empirical decomposition” of the system as a
whole. Essentially this amounts to performing cross correlation among all the
variables, and Conant’s method allows one to compute cross-correlation and auto-
correlation functions, not just point estimates. Moreover, one can make use of
qualitative variables (such as colours) as well as quantitative variables. Given our
knowledge of the rate at which operators can switch among displays, the size of
working memory, etc., we can estimate which relationships are likely to be detectable
by an operator. For example, even if there is a strong coupling between a change in
one variable, perhaps under my control, and another variable, but with a lag of, say,
several minutes, it will be extremely difficult for me to detect it.

Because of the ability of Conant’s method to handle qualitative data, it is practical to use
it to analyse systems such as those used by Hiskes. The analysis and modelling of
discrete manufacturing systems is extremely difficult, since the causality is unlike that
of continuous systems. For example, an intermittent fault in a discrete manufacturing
system, such as the failure of an automated guided vehicle to stop at the correct place
for some but not all pallets, is only visible from time to time. Its effect does not
propagate through the system in the same way that a change in pump rate or heat supply
propagate continuously in a petrochemical plant. Nonetheless, using variables such as
the name of the p{lace where a product is to found at a particular time, Conant’s method
can in principle analyse the structure of such a system. Furthermore, in principle, the

effects of the coupling of the operator to the system when he or she intervenes can also
be detected.

One might then arrive at the representation of system causality which is most likely to
be detected (as correlations among the values of displayed variables), and hence most
likely to be mapped from the physical system into the mental model - the “empirically
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normative” mental model. in so far as operators do not even manage to acquire such a
mental model, they are falling short even of what we can reasonably expect from them
psychologically. Obviously, the discovery of such an ENM would be valuable for
many purposes, such as guiding display design, assessing training, etc..

First Steps Towards ENM Methodology

In recent months we have been working with Conant on the first application of this
approach. We have used the PASTEURISER simulation to trace the pattern of operator
monitoring and intervention, and have tried to force operators’ attention onto different
parts of the system by the appropriate use of various faults. In addition we have used
Conant’s method to analyse the ENM of the PASTEURISER plant. Our hypothesis is
that the best and most effective operator mental models approximate to the ENM of the
system revealed by Conant’s analysis, and that operators whose sampling pattern seems
to be consonant with the aim of pasteuriser will be the most effective operators. If this
is successful, this approach may offer new insights into the detection and analysis of
mental models of supervisory control of complex systems. In effect, such an approach
allows us to take seriously the notion of the “human-machine sysfem” since Conant’s
method allows us to see how the structure of the total system seems to change as a
result of the role played by the operator. The operator re-organises the system when he
or she becomes coupled to it, and one must then assume that the mental model is not a
model of the plant, but of the system of which the operator is a dynamic component.
The operators in a sense model themselves, not just the plant. Examples of such an
ENM for two operators will be shown in in the presentation, in each case both when the
plant is normal and when a fault has developed. The “natural decomposition” of the
system is different for the two normal cases although the physical plant is the same in
each. The way in which the operator is coupled to the plant through observation and
intervention however makes the two systems different. This is even more apparent in
the natural decomposition of the faulty plants, where the responses of the two operators
clearly differ, and as a result one can see that they are attempting to regulate the fauit in
quite different ways. We are currently developing this method further in collaboration
with Conant.
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Although the security class of a network is defined
rather precisely, a lot of ambiguity exists in deter-
mining it, because the net state cannot be determined
exactly, the severity of the violations is not defined
uniquely, the effects of a violation are open to differ-
ent interpretations, and the goals and the constraints
of the system are usually expressed using linguistic
terms. Hence, a fuzzy logic based system presents
advantages, as it can deal with this type of uncertainty,
while keeping the computational load low. This is im-
portant as the extensive simulations of the network take
a long time and require powerful, usually specialized
hardware.

This paper describes a fuzzy logic rule-based system
(INSANE— INtelligent Security Analysis for power
NEtworks) for determining the security class of a
power network. The security analysis of a power net-
work is primarily concerned with the “normal” and the
“alert” states in which the network is operating within
the specified limits. These classes are further divided
into four security classes in this study, in order to assess
the severity of the violations in case of a contingency.
An index of “optimism” or risk awareness is defined
which allows the company to adjust its risk awareness
for particular situations.

The rest of this paper is organized as follows. Sec-
tion Il describes the notion of network security. The
security classes considered in this paper and the way
they are assessed at present are explained in this sec-
tion. This section also contains a brief description of
the 380kV Dutch transmission network which is con-
sidered in this study. Section III describes the fuzzy
logic based INSANE system for determining the secu-
rity class of the network. Various aspects of the system
such as data acquisition, knowledge base, inference
mechanism and the user interface are explained. Sec-
tion IV reports some resuits obtained using INSANE.
Section V presents the conclusions.

1I. SECURITY ASSESSMENT OF POWER NETWORKS

Reliable operation of power transmission networks re-
quires the assessment of the network security so that
correct control actions may be taken for maintaining
continuous supply of power. In addition to the reliabil-
ity, other constraints must also be considered such as
minimizing the operation costs. For this purpose, the
operators first assess the security of the network. In
this context, security assessment means that the sys-
tem state must be classified into one of the security
classes that are defined in literature.

A. Security classes

In literature, the network state is usually divided into
three classes [3]:

1. the normal state,
2. the emergency state,
3. the restorative state.

The distribution network is said to be in the normal
state when the power system is operating within all
limits, all the potential users are supplied with power
and the system remains within limits after an occur-
rence of a single contingency. The network is said to
be in the emergency state when one or more violations
have taken place. The network is in the restorative
state if the network is operating within the limits but
not all potential users can be supplied with power due
to a violation beforehand. For purposes of steady
state security, the normal state is augmented with the
“alert state” which is the state of a network operating
within limits, but one or more violations will occur
should a single contingency take place. From a se-
curity analysis point of view, the interesting security
classes are the normal state and the alert state, since
the control actions that are taken when the network is
within these classes should prevent the occurrence of
the emergency state. It is usually assumed that when
the system is operating in the alert state, the operator
should try to bring the system into the normal state. In
practice, however, the operators evaluate the severity
of the violations in case of a contingency and adjust
their actions accordingly. It is therefore possible that
the system is within the alert state but the operators do
not take action because the alert state is not very severe
or because it is expected that the network will leave
the alert state within a short period by itself. In order
to model the operators’ concept of the severity of the
violations, the normal state is divided in this study into
“Very Secure State (VSS)” and “Normal Secure State
{NSS)”, while the alert state is divided into “Slightly
Insecure State (SIS)” and “Very Insecure State (VIS)”.
The security of the network decreases from VSS to
VIS. The fuzzy rule-based system INSANE classifies
the network security state into these four classes.

B. The Dutch 380kV Network

During this study, the Dutch 380kV system has been
studied. Fig.1 depicts a simplified diagram of this sys-
tem. It consists of a number of nodes connected by
lines in a ring structure. The potential users are pro-
vided with energy through the 220kV and 150kV sub-
networks that are connected to the 380kV network by
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Fig. 1. Simplified diagram of the 380kV Dutch transmission system.

transformers. In Fig.1 the names of the nodes denote
various towns, while the rectangular blocks denote the
220kV and 150kV subnetworks of the regional energy
suppliers. These low voltage terminals also belong to
the system under security analysis. The system is con-
nected to the power systems of Germany and Belgium
by a number of international tie-lines. Energy can be
imported through these lines or generated in one of the
main generators connected to the system.

C. Security assessment

At the control centre of the Dutch power network, the
system is continuously supervised by system opera-
tors. These operators have access to the data about the
system through a SCADA (Supervisory Control And
Data Acquisition) system. About every 15 minutes
an on-line security assessment program is run. This
program uses a power flow algorithm for solving the
system equations under given operating conditions and
all possible single contingencies (the so-called n — 1
criterion). The worst violations that can occur in this
analysis are presented to the operators, who must then
interpret the results for assessing the security class
of the network. The data presented to the operators
shows which violations occur as a result of which con-
tingency together with some coded information about
the location and the size of the violation. For assessing
the network security, the operators seek answers to the
following questions:

Knowledge
Base g [ Interface (data input and processing) |

Rule base | -
transgnission » %
lines FUZZY INFERENCE 8 E
and & K
. AGGREGATION Z €
| Q
Rule base
tie-lines |
Membership { User Interface J

functions

S
Fieoomen
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Fig. 2. General structure of INSANE.

o Where are the weak points in the network?

e Do the violations have a local character only?
« How should various violations be classified?
e What is the degree of security?

e How large are the security margins?

The present security analysis programs do not answer
these questions directly. Instead, they present only
numerical information. Thus, a system that (partly)
answers some of these questions is desirable for sup-
porting the decision of the operators and increasing the
quality of the system operation.

1. Fuzzy SECURITY ASSESSMENT

This section describes INSANE, a fuzzy rule-based
system for determining the security class of a power
transmission network with a ring structure. Fig.2
shows the general structure of INSANE. The heart
of the system is the fuzzy inference and aggregation
mechanism. The actual information about the net-
work state (percentage of loads and voltages) is fed in
from the EMS. Information about the network config-
uration is provided externaily. The knowledge about
the physical principles and the heuristics is stored in
various rule bases. Each rule base contains rules for
determining the security class of the system, based on
the information from a particular type of components.
The overall security class is determined by combining
the fuzzy outputs of each rule base. The output of the
fuzzy inference system is a fuzzy security class. The
result is defuzzified by using a method which allows
the selection of different modes of operation corre-
sponding to various degrees of caution. A risk index
is introduced for quantifying the risk awareness of the
user. Communication with the operators is achieved
via a graphical user interface. The following para-
graphs explain in more detail the assumptions made
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for the design of the fuzzy security analysis program
and the individual components of the system.

A. Assumptions

INSANE has been designed for networks with a ring
structure such as the Dutch 380kV transmission net-
work., Many of the assumptions are related to this
particular structure. These assumptions are summa-
rized below.

¢ The network that is considered has a ring struc-
ture.

o The occurrence of a contingency does not change
the topology of the network. The ring structure
is protected under all contingencies.

e The fuzzy rules describe the approximate be-
haviour of the network. This approximate be-
haviour is sufficient for the purpose of security
analysis.

o Impedence of the parallel branch of the ring is
very large compared to the impedence of the par-
allel components. In practice, this implies that
when a contingency occurs, the load of the mal-
functioning component can effectively be taken
over completely by the parallel components. For
example, when one of the two parallel circuits,
each carrying 15% of their nominal load is dis-
abled, the other circuit starts transmitting the load
of the broken circuit, i.e. it starts transmitting
30% of its nominal load. The other components
in the network are not affected.

o Many generators are directly feeding the network
so that the outage of a generator has negligible ef-
fect on the power that is being transmitted through
the network. The outage of a generator influences
mainly the voltage drops.

e Only asingle contingency can occur at a time (the
so called n — 1 criterion).

o Only the steady state violations are considered
for the purpose of security analysis.

Experts from the field of electrical power systems have
confirmed that these assumptions are valid during the
normal operation of the 380kV Dutch transmission
network.

B. Data acquisition

Measurements about the state of the transmission net-
work are available from a SCADA system. These
measurements indicate the power loads through vari-
ous components (circuits, transformers etc.) and the

voltages at various stations. INSANE does not use
any other related data about the network such as the
setpoints of the generators and the positions of the
power switches. In principle, a direct connection be-
tween the SCADA system and INSANE can be made.
However, such a connection has not been made in this
study. Instead, the information about the network state
is presented to INSANE in a file in which data is writ-
ten according 10 certain conventions.

In addition to the actual loads and voltages in the net-
work, INSANE uses information about the configu-
ration of the network, provided to it externally. This
information is necessary, amongst others, for localiz-
ing the violations that may occur. This information is
also used for determining which rule bases should be
used with which components in the network.

C. Knowledge base

INSANE determines the security class of the network,
based on a contingency that may occur at one com-
ponent of the network. The components for which a
contingency may occur include the circuits connecting
the nodes, the transformers connecting the network to
the subnetworks, the tie-lines and the generators that
are connected directly to the 380kV network. Con-
sequently, knowledge must be available to the system
about how each of these components contribute to the
overall security of the network. This knowledge is
provided in a number of rule bases, one for each type
of component. Each rule base describes how a par-
ticular type of component affects the network security
for different degrees of loads and voltage drops. The
rules are given by experts from the field of electri-
cal power systems based on their knowledge of the
network, physical principles and experience obtained
through simulations of the network.

A. Transmission lines

Transmission lines connect two nodes of the ring. A
transmission line may consist of two circuits (double-
circuit line) or three circuits (triple-circuitline). Based
on the experience about the network, the degree to
which a line is loaded is described by four linguistic
labels which are represented by membership functions:

slightly loaded (SL),
normally loaded (NL),
slightly overloaded (SO),
. heavily overloaded (HO).

PO
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Fig. 3. Membership functions for the linguistic labels SL, NL, SO and HO
defined for (a) double-circuit lines and (b) triple-circuit lines,

It is assumed that the circuits belonging to the same
line transmit equal amounts of power. Then, fuzzy
rules may be provided which map the degree of load
of the transmission line to the security class of the
network. The rules have the following form:

If the current load is SL then security class is VSS

The same rules can be used both for double-circuit
lines and triple-circuit lines. However, the definition
of the linguistic variables SL, NL, SO and HO are
different for the two cases because a circuit in a double-
circuit line has to transmit more power in case of a
contingency, than a circuit in a triple-circuitline. Fig.3
shows the membership functions defined for double-
and triple-circuit lines.

B. Transformers

The transformers connect the subnetworks to the main
network. It is seen, from Fig.1, that a subnetwork is
connected in two different ways to the ring network:

1. By a single cluster of transformer, such as the
connection of PEN/EBA. The transformers in this
type of clusters will be called ‘type A’ transform-
ers.

2. By a double cluster of transformers, such as the
connection of EDON. The transformers in this
type of clusters will be called ‘type B’ transform-
ers. The two clusters of transformers connecting
a subnetwork to the ring are named as T'1 and T2
respectively.

The same rules that apply to transmission lines also
apply to ‘type A’ transformers. “Type B’ transformers
are influenced by the transformers in their companion
clusters and thus the rule base must consider the effects
of the transformers in T'1 and T'2 simultaneously. The
rules now look like:

If the transformer in 7'1 is SL
and the transformer in 72 is SL
then security class is VSS

The membership functions SL, NL, SO and VO are
defined in a similar way as with the transmission lines.

C. Generators

A contingency at a generator can result in a voltage
drop of more than 10% of the nominal voltage. This
has consequences for the security class of the network.
It is assumed that there are enough generators feeding
the net so that the transmitted power is not changed
significantly. The voltage drop is also divided into
four classes of increasing severity and represented by
membership functions:

very small (VS),
small (SM),

big (BI),

very big (VB).

b

A rule base now maps each linguistic label for the
voltage drop to the corresponding security class. The
rules are again of the following form:

If voltage drop is VS, then security class is VSS
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Fig. 4. Determination of the security class of the network. The information
about the network state is first combined at the component level and then
aggregated and defuzzified for obtaining the final classification.

D. Tie-lines

The tie-lines with the neighbouring countries are typ-
ically used for importing electricity. When a contin-
gency occurs at a tie-line, it is known from experience
that the power that the line has been transmitting is
rescheduled over other tie-lines. A rule base can now
be defined, based on the experience with the network,
for performing this rescheduling. This rule base can
be implemented as a table which indicates how much
the power transmitted through a particular tie-line in-
creases approximately as another falls out. The rules
for the transmission lines may then be applied to the
tie-lines as well. For analyzing the voltage drops be-
cause of a contingency at a tie-line, the tie-lines are
considered as generators.

D. Inference mechanism

The inference mechanism combines the information
about the current network state and the rules for se-
curity analysis in order to arrive at a classification of
the security of the network. The classification is done
first at the component level and then at the network
level. Fig.4 shows how INSANE arrives at the final
classification of the network security. The inference at
the component level determines the security class of
the network when considering only one type of com-
ponent in the network. Each rule base thus determines
a seperate outcome for the security class. At thislevel,
Max-min composition with the Mamdani minimum
operator [1] is used for inference. The output of the
inference is a fuzzy set with four elements, where the
membership value for each element denotes the mem-
bership of the network to a particular security class.
The resulting fuzzy classifications (outputs of each
rule base) must now be combined for arriving at an
overall classification of the network security. In gen-

eral, this aggregation can be done by using one of the
decision functions available from the fuzzy decision
theory. INSANE uses the maximum operator for this
aggregation, because there is not a specific preference
for one of the rule bases and this operator allows the
analysis of a variety of security classifications includ-
ing the extreme considerations such as the worst-case
analysis.

After the aggregation of the intermediate results using
the maximum operator, INSANE presents the mem-
bership degrees with which the network belongs to
each security class to the human operators. From a
classification point of view, however, the operators
need to know which security class the network be-
longs to, so that they can take the required actions.
Hence, the fuzzy classification should be defuzzified.
INSANE uses a modified version of the generalized
averaging operator [2] for the defuzzification purpose.
The defuzzification is achieved by

4 s 1/s
-4 WIC T
92{2321 J=3 J} (1)

Zj:l WyC4

where g € [1,4] is a class indicator related to the
security class of the network and z; € {1,2,3,4}
correspond to the security classes VSS, NSS, SIS and
VIS respectively. c; indicate the membership degree
that the security of the network is classified as class z;
and w; are weight factors related to the importance of
the particular class for the defuzzification purposes. In
general, the weight of the secure states are lower since
more attention needs to be paid to the components
that result in an insecure class. The security class of
the network is found by determining the class that is
closest to the calculated value of g and presented to the
operators with the help of the graphical user interface.

The parameter s € IR in (1) can be interpreted as an
index of risk awareness [6]. For negative values of
s, the influence of the secure states on the defuzzifi-
cation increases. In general, this corresponds to an
increased awareness for cost—efficient operation, since
one need not take costly actions when the network in
the secure state. For positive values of s, the influence
of the insecure states on the defuzzification increases.
This corresponds to an increased awareness for risk
aversion and very secure operation. Therefore, by
changing the value of s, a particular strategy such as
cost—effective operation or risk aversion may be imple-
mented, depending on a production company’s goals
and priorities.

When the operation is not based on complete risk-
aversion, some risk is being tolerated as the network
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Fig. 5. Fuzzy security classification with (a) extreme risk awareness and (b)
reduced risk awareness.

may be classified unjustly as more secure. It is im-
portant to have an indication of the risk level so that
possible consequences and costs can be evaluted. For
this purpose, arisk index is defined as follows

4
il
risk index = Z—g-iisil—ﬁ if class < VIS (2)
j=1 C5iP5
risk index = 0 if class = VIS, 3)

where p; are again weight factors that indicate the
importance of a particular class for the calculation of
the risk index. The less secure classes contribute more
towards an increased value of the risk index.

Fig.5(a) shows the security class for a particular state
of the network when the operation is completely risk
aware. The final classification corresponds to SIS.
There are no components in the VIS and the risk index
is zero. Fig.5(b) shows the same network in the same
state when the risk awareness of the operation is re-
duced. The final security class is now NSS and some
risk is being taken as the risk index indicates.

E. User interface

A prototype of INSANE has been written in MATLAB,
a well-known software package for scientific compu-
tation. An easy to use program with a suitable user

interface is targeted, keeping in mind that INSANE
is a decision making support system for the opera-
tors. MATLAB (version 4.2c) offers a reasonable set
of tools for developing graphical user interfaces with
sliders, push-buttons, menus and other standard con-
trols. Making a full use of these features, INSANE
has a mouse-driven graphical user interface (GUI) that
consists of the following items (see also Fig.6).

Control panel in the upper left corner of the screen
contains the menus and push buttons for controlling
the program functions. It aiso displays information
about the “case” (data file) loaded and the security
classification.

Two text information screens below the control panel
present standard information about the component loads
to the operator. Only the components belonging to the
classified security class are shown.

In the upper right part of the screen, the results of the
fuzzy inference are displayed in the class membership
window in the form of membership degrees of the
individual classes. The defuzzified value (shown as
the class pointer) actually determines (after rounding
off to the nearest class) which class is displayed in the
control panel. The dark (on screen red) area of the pie-
chart in the upper right corner of the window indicates
whatrisk is taken by accepting the INSANE's decision
(based on the risk strategy setting in the control panel).
Additional information can be asked from INSANE by
clicking the mouse button on the bars corresponding
to the individual classes. Then all the components
belonging to that particular class are displayed in the
text information windows.

The bar chart in the lower right part of the screen
presents the loads of the transformers and lines in a
graphical form.

IV. RESULTS

The fuzzy security assessment program INSANE has
been tested for some network states and configurations
which were designated as being typical or relevant by
the experts. Even though the fuzzy rules give an ap-
proximate description of the network and no detailed
simulations are performed, it was found that the clas-
sification of INSANE agreed with the classification
obtained from the experts, in many cases. Hence, IN-
SANE is able to determine the security class of the
network rather accurately. Several test cases were
generated and the classification of INSANE was com-
pared with the classification of the operators who su-
pervise the network. In all these cases the security
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class determined by INSANE agreed with the security
class determined by the operators. The operators have
confirmed that the classification of INSANE coincides
with their knowledge of the network. There were a
few cases in which the security class determined by
INSANE did not agree with the security class deter-
mined by the experts from the field of electrical power
systems. However, the discrepancy between INSANE
and the experts was found to be minimal in these cases.

V. CONCLUSIONS

A fuzzy rule-based system for the assessment of the
security class of a power transmission network has
been described in this paper. The system (called IN-
SANE) uses the measurements of the network state,
the network configuration, physical knowledge about
the system and heuristics for determining the security
class. The transmission system must have ring struc-
ture. The information about the network is utilized in
a hierarchical manner, combining it first at the com-
ponent level and then at the network level. The fuzzy
logic system can take into account different strategies
such as increased or reduced levels of risk awareness,
which is related to the operation costs. A graphical
user interface has been buiit for realizing effective in-
teraction with the operator. The developed system has
been tested on some real-life cases obtained from the
380kV Dutch transmission network. The operators
have confirmed that the classification of the developed
system corresponds to their knowledge of the network.

The division of the “normal” and the “alert” states
into four different classes of increasing insecurity has
proven to be useful in practice. In this way, the con-
cept of the “severity of a violation” which the opera-
tors use in practice can be modelled. In addition to the
determination of the network security, a decision sup-
port system for security analysis should also be able
to suggest control actions for realizing the goals of
the system. The extension of INSANE for suggesting
proper control actions is the scope of future research.
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KNOWLEDGE-BASED MULTIMODEL AS A BASIS FOR THE DESIGN OF
HUMAN-MACHINE SYSTEMS IN PROCESS CONTROL
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University of Kassel, Laboratory for Human-Machine Systems, D-34109 Kassel, Germany

Abstract: This paper presents an integrated design approach for the construction of Human-Machine Interfaces. This
approach uses knowledge elicitation in the form of natural language as its design basis. Fuzzy techniques are used to
translate the knowiedge into different types of models which subsequently merge into a multimodel - based user
Interface. Each model in itself fosters the operator’s understanding of the process on specific skill levels. The design
stages, fuzzy mechanisms and visual representations will be presented in detail.

Key Words: process control; human-machine interface; qualitative model; fuzzy logic

1. INTRODUCTION

Due to increasing product quality requirements and
economic efficiency needs, technical processes are
becoming more complex. This complexity is
aggravated by the use of complex plant
concatenations, difficult process control strategies
and extensive automating functions. In order to meet
the crucial demands of the technical process, the
human-machine interface also becomes more
intricate and complex. Additionally operators are
placed under stress by their task of eliminating plant
failures. They have to repair malfunctions quickly
and efficiently, an activity that is not supported
sufficiently by conventional wuser displays
(Bainbridge, 1987). Therefore there is a need to
develop novel user displays that are adapted to the
requirements of operators and give inexperienced
operators the opportunity to gain a coherent
understanding of the technical process (Heuer et al.,
1995). One approach for the improvement of this
kind of human-machine interfaces consists in the
participation of operators during the design prooess
(Al et al.,, 1993; 1994a).

This paper presents an integrated approach with
new design methods for human-machine systems in
process control. All models and examples mentioned
arc based on the simulation of a chemical
destillation column (Gilles et al.,, 1990). This
simulation represents a typical, highly complex
system and is thus very suvitable for demonstrating
the methodology.

In conventional man/machine interfaces, the
visualisation of dynamic processes is mostly realised
by the use of topological representations (VDI/VDE
3695, 1986). This kind of user interfaces becomes
very intricate when complex plants have to be
visualised. A solution to this problem can be found
in considering a set of different models that is
suitable for representing the process on different
levels of abstraction. This set forms the so-called
H~multimodel“. A multimodel is acquired through
task and process analysis and includes a qualitative
states-causal model and a goals-means model. All
these models are based on the experience and
knowledge of operators and are located as objects in
the knowledge-base of the human-machine system.
Great emphasis is put on the integration of the
different models within a multimodel to achieve a
consistent visualisation of the dynamic process on
the user display (multimodel - based user display).
The knowledge of a multimodel is acquired in
collaboration with experienced operators on the
basis of natural language. It will be shown that the
use of fuzzy logic is suited for the translation of the
natural language procedures into the multimodels as
well as for the visualisation of approximate (non-
crisp) values.

2. APPLICATION FIELD

The example used here to demonstrate the
development of the different models and their
integration in the human-machine system, as well as
their implementation in the design of user displays,
is a process simulator of a distillation column. The

SESSION 5-2 page 1



mathematical kernel of the process simulator was
developed at the University of Stuttgart. The process
simulator runs on a VAX station 4000 with the
operating system VMS. The chemical process
separates an ideal mixture of Benzol and Toluol.
The distillation system contains several components
such as a column, a reboiler at the bottom of the
column, a condenser, reflux drum, pumps and
control units managed by the operators. Fig. 2
presents a schematic flow diagram of the distillation
column.

B BIRRRRARARRRARD|

Fig. 1: Flow diagram of the distillation column

3. DIFFERENT MODELS OF THE TECHNICAL
PROCESS

In the human-machine system, different models of
the technical process are used to represent the
process on different levels of abstraction. These
models are allocated and integrated within the so
called ,multimodel“. The multimodel is considered
both in the design of the user display and in the
development of the information management system
of the human-machine system. A multimodel is
acquired through task and process analysis and
includes a qualitative states-causal model and a
goals-means model. The qualitative states-causal
model is based on the knowledge of qualitative
states, qualitative transitions, and a qualitative
causal model of the dynamic process. The goals-
means model is based on the Multilevel Flow Model
(MFM) theory; see Lind (1982; 1988) . Both these
models are based on the experience and knowledge
of operators and are located as objects in the
knowledge-base of the human-machine system.

Great empbhasis is put on the integration of the
different models within a multimodel to achieve a
consistent visualisation of the dynamic process on
the user display. The different models mentioned are
used as a basis for the design of human-machine

tnterfaces (HMI), therefore the level of abstraction
required for these models depends on that
application, in this case the supervisory and control
tasks (Shen et al.,, 1992). The qualitative modelling
of physical systems is not an inaccurate or
approximate inference; rather more the essential
features and distinctions must be determined and
combined (Struss, 1992).

3.1. Qualitative States-Causal Model

Experiences with user interfaces in process control
have shown that the visualisation of process states
can be substantial aid to the operator (Larsson,
1992). The operators need to know the current state
of the process is and towards which state the process
moves as a consequence of the operator’s actions or
plant malfunctions. Moreover, it is necessary to
mediate for which reason the dynamic process is
located in a particular state or why the process
leaves this state. The combination of states,
transitions and causal coherence makes it possible to
present this information to the operator. Qualitative
states and transitions are modelled by a Qualitative
States-Transitions Model, causal coherence is
described by a Qualitative Causal Model. The
integration of both models results the so called
Qualitative States-Causal Model.

Qualitative states-transitions models are acquired
with the help of task and process analysis through
which essential states and transitions of the dynamic
process are identified. The calculation of qualitative
states is based on measured process state variables
and their tendencies, and describes the actual state
of a dynamic process. On the other hand the
calculation of qualitative transitions is based both on
influence and state variables, and mediate mainly
information about the next possible states.

Causal networks are designed on the basis of the
knowledge and experience of operators, that may be
obtained from a causal diagram analysis (Funke,
1992). The description of a technical system
acquired from operators will be wransformed into a
causal network which contains qualitative process
variables and their connections (Fishwick et al.,
1992). These qualitative variables and change of
rates are located as objects in the knowledge-base of
the buman-machine system. There are two kinds of
qualitative variables within the causal model, state-
and input variables. State or storage variables can
be influenced only from input or other state
variables. Input or influence variables can be
changed by the operators.

Fig. 2 gives an overview of the qualitative causal
model of the destillation column. It was possible to
reduce the number of the process variables (about
120 process variables) to 12 qualitative variables
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suitable for the causal model. The causal model is
used in the design of the human-machine interface,
therefore great care is taken to select the variables
of the qualitative causal model so that all
components and process variables needed in the
process control are properly represented.

The values of the objects qualitative variables and
qualitative connections of the causal model as well
as of the objects qualitative states and gualitative
transitions are described with non-crisp values. A
qualitative causal conmection contains the
functionality of a mnon-linear transfer function
describing a change-of-rate of a state variable. The
non-linearity is modelled with fuzzy rules. For
example the connection cl (see Fig. 2) which
describes the influence of the heating RB on the
bottom filling level BL can be modelled by the
following rules:

if RB=off then cl=zero
if RB=weak and BL=empty then ci=-fast
if RB=weak and BL=little then cl=-middle

The modelling of states and transitions is based on
fuzzy rules including qualitative variables and
connections of the qualitative causal model. Fig. 3
shows a part of the qualitative states-transitions
model. The value strength of process situation in a
particular state or a transition visualised on the user

interface are approximate (non-crisp) and are
managed from an object with a local fuzzy-logic
module located in the multimodel component of the
management  system. The fuzzy  logic
implementation of the states-causal model makes it
possible that the process can be in more than one
fuzzy state at the same time. This corresponds with
the operator’s perception of the process state, €.8. a
process can be “almost stationary”, and it is also
shown in the display; see also Fig. 9. If, e.g., the
dynamic process is located in the initial state COLD
where the bottom temperature BT is less than 85 °C,
the temperature in the middle of the column MT is
less than 80 °C, and the head temperature HT is less
than 77 °C. At the same time the state
BOTTOM_HEATING is also active if the bottom’
temperature BT equals ca. 85 °C (see Fig. 5) and the
bottom temperature tendency dBT is positive. The
transition between the states COLD and BOTTOM
HEATING is based on the previous state COLD and
the operator activity HEAT_BOTTOM described by
the change-of-rate C7. These states are described by
the following rules:

if BT=less85 and MT=less80 and HT=less77 then
state=COLD
if BT=ca85 and dBT=pos then state=bottom_heating

if state=COLD and C7=/zero then
transition=COLD_BOTIOM_HFAT

Qualitative Causal Model for the Distillation Column

Fig. 2: The qualitative, causal network of the destillation column
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aualitalive States-Transitions Model for the Distiliation Column

Fig. 3: Part of the states-transitions model of the destillation column

3.2. Goals-Means Model

Lind (1981; 1993) has suggested multilevel flow
models for the presentation of process information at
different levels of abstraction. Interfaces based on
MFM stress the presentation of functional
information rather than topological information. Six
types of flow functions are needed to represent the
mass, energy and information flows that govern the
process. The two main ones are storage and
transport processes; others are distribution, barrier,
etc. For all types of processes, graphical flow model
symbols have been suggested as elements of a
graphical representation language for functional
relationships. Extensions to this graphical represen-
tation language include also symbols for sensors and
controllers (Jobannsen, 1992). Such models are also
suitable to provide support in fault diagnosis tasks.
In Larsson (1992) and Sassen (1993) the MFM -
method is implemented for fault diagnosis purposes
in the application domains of bio-chemistry and
nuclear power plants. The fault diagnosis is an
essential sub-task of the supervisory control
(Sheridan and Johannsen, 1976). Presentation of the
information structure based on functional and goal-
oriented aspects facilitates the problem solving tasks
of the human users. In the Laboratory of Human-
Machine Systems at the University of Kassel, the
MFM - method is used to visualise the process
information on user displays in goal- and functional-
oriented way (Rauh, 1994).

The functional information may be shown on the
display at three different levels of detail. Global
information is presented by a goal tree that
summarises which goals and sub-goals in the
human-machine system are met. More detailed
information is represented by flow structures, that
present the flow functions that support one or a few
goals in the tree. The highest level of detail, but on a
local scale, is provided by a topological presentation
of the components implementing the flow functions.

The fulfilment of the goals in the means-ends tree is
again mediated by fuzzy logic. This means that a
goal can be “half fulfilled”. The goal state is
represented on the display by a small pie-chart,
displayed in the (circular) goal icons; see also Fig. 8.
For example the sub-goal Bottom_Fill_Level_Goal
»Bottom Filling Level BL is ca. 60 %" may be
described with the following fuzzy rules:

if BL=optimal then Bottom_Fill_Level_Goal=fulfil
if BL=/optimal then Bottom_Fill_Level Goal=not_fulfil

4. TOOL FOR FLEXIBLE DESIGN OF
MULTIMODEL-BASED USER DISPLAYS

Most parts of the human-machine system INFO
system (Information, Navigation, Failure handling
and Organisation - Management System) have been
implemented during the project “Participative
design of user displays in the process control” (Ali
et al., 1994b). The main goal of this project is the
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involvement of the end users, in this case the
operators, in the design process. Therefore, the
INFO system follows the rapid prototyping
philosophy and supports the iterative design of user
displays. Fig. 4 shows the principle architecture of
the INFO system. The main components of the
INFO system are the graphical tool Dynavis-X, the
INFO management system (INFO-MS} containing
the process control management system PC-MS, the
qualitative  multimodel management  system
QuMultModel-MS and the Hypermedia system
HypMedSys. All of these components are
implemented in C++ and run with the graphical
tool on a SUN SPARC Workstation with the
operating system UNIX. The graphical tool is
responsible for the representation of the user
display, the design and configuration of graphical
objects and last but not least the interaction with
operators. Whereas the PC-MS co-ordinates the
tasks: the process data acquisition, the data
processing, the management of local and global data
as well as the actualisation of process data.
Moreover, the PC-MS system logs the operator
actions during experiments for evaluation putposes.
The results of the protocol data are considered in
subsequent design stages.

The PC-MS is implemented in a shell structure. The
basic elements of the kemel are module- and
process variable objects. The element organisation
is managed with the help of dynamically linked
lists. A coupling program connects the PC-MS with
the process simulation (destillation column) running
on a VAX station 4000 with the operating system
VMS. The data transfer between the simulation and
the PC-MS based on the DECnet protocol.

The INFO HMI visualises the process in several
representations, such as topology, causal nets or
goal-oriented models, and retrieves the animation
data from the PC-MS. The PC-MS gets the
actualisation data either from the technical process,
from animation objects (simple simulations located
in PC-MS) or QuMultModel-MS. The structure of
the database of the qualitative multimodel within the
QuMulitModel-MS is based on the qualitative states-
causal model, process states, process transitions and
goal-oriented hierarchies. The qualitative model
contains objects such as process variables,
connections, goals, and states. Every object contains
different attributes such as a fuzzy variable, fuzzy
sets, a local fuzzy rule base and fuzzy inference
machine. The values of attributes are used to
animate graphical objects on the user displays
(multimodel - based user displays).

(x-s1nBUAD) (00} [BolYdeid

Unlveralty of Kassal

(UNDg
Laborstosy for Human-alachine Sysiems

Fig. 4: Principle architecture of the INFO system

5. MODEL DESCRIPTION WITH FUZZY LOGIC

The operator’s knowledge about the technical
process is mostly available in natural language
(Zimmermann, 1991). For the construction of
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qualitative models, this knowledge must be recorded
and converted into a computer representation. Fuzzy
logic is especially suited for this step. The linguistic
values used by the operators to describe the
properties of a variable x are combined into a fuzzy
set A, For each term A; links a linguistic variable,
e.g. “large”, with a membership function of base
variable x.

Trapezoid, and triangular membership functions are
used in the multimodel to describe the values of
process control variables. Fig. 5 shows the
membership function of a fuzzy term with a
trapezoid shape.

ux)

v

I o ﬁ
Fig. 5: membership function of a fuzzy term with
a trapezoid shape

The input variables used for a fuzzy rule within the
objects of the multimodel are qualitative variables
and connections, change-of-rates of the qualitative
causal model and tendency variables. All these input
variables get their values from the dynamic process
managed from the information management system.
The output variables of the multimodel are change-
of-rates, fulfilment - grade values for goals as well
as strength valnes for states and transitions
calculated from local fuzzy inference machines. The
values of these variables are used to animate
graphical objects on multimodel - based user
displays. Fig. 6 shows two fuzzy sets for the input
variable BT ,temperature in the column base* and
the output variable fulfilment - grade. Every
qualitative input variable used is realised within the
multimodel component of the information
management system as an object-oriented class with
a local fuzzy object, the name of the input process
variable, a fuzzy set etc. An output variable is also
realised as an object and contains a local fuzzy
object, a fuzzy set, a pame list of the input variables,
the name of the output process control variable or
variables visualised later on the multimodel - based
user display, and last but not least a local fuzzy rule
base with fuzzy inference machine. As an example,
the syntax of the qualitative state variable (output
variable) located in the initialisation file for the
qualitative multimodel looks as the following:

<QualitativeModel>
<QualitativeVariable>

</QualitativeVariable>

<QualitativeState>

<Param>

QuStateName: QuStateKol

ProcessVarName: QuModelModule.QuStateKol
Min: -100

Max: 200

Relation: State = f(BT, MT, HT, dBT, dMT, dHT, PR,
dPR};

</Param>

<FuzzySet>

Subset: {unknown, -100, -75, -100,-100 '}
Subset: (danger, -100, -50, -75, -75 }
Subset: {blowing, -75, -25, -50, -50 }
Subset: {quasi_stat, -50, 0, -25, -25 }
Subset: {cold, =25, 25 0, 0 }
Subset: {base_heat, 0 50 25 25 }
Subset: {vaporise, 25, 75, 50, 50 }
Subset: {pressure_build, 50, 100, 75, 75 }
Subset: {stationary, 75, 125, 100, 100 }
</FuzzySet>

<Rule>

Rule: {BT=<85 & MT=<80 & HT=<77
-> State=cold}

Rule: {BT=ca85 & dBT=pos

-> State=base_heat}

Rule: {BT=ca85 & dBT=zero & steam=/zero
-> State=vaporise}

Rule: {PR=low & dPR=pos

-> State=pressure_build}

Rule: {PR=normal & dPR=pos

-> State=blowing }

Rule: (PR=high & dPR=pos

-> State=blowing }

Rule: {PR=very_high

-> State=danger}

</Rule>
</QualitativeState>
</QualitativeModel>

0'.
b e

160 BT (°C)

40 6584 100 102 107 115
105 110
p(fulfilment-grade)
not fulfil fufit

A
4

100 frfitment grade (%)

Io

Fig. 6: Fuzzy Set for the input variable BT
ssiemperature in the column base and the output
variable fulfilment - grade
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The inference process for output variables of the
classes connections and fulfilment - grades proceeds
in four steps; after Kantrowitz, M. et al. (1995).

1. Fuzzification. The membership functions defined
on the input variables are combined with the actual
values that are measured or produced by model
calcylation to determine the degree of truth for each
premise.

2. Inference. The truth value for the premise of each
rule is computed, and applied to the conclusion part
of each rule. This results in one fuzzy subset to be
assigned to each output variable for each rule. The
local inference machines currently used use the MIN
inferencing. In MIN inferencing, the output
membership function is clipped off at a height
corresponding to the rule premise's computed degree
of truth (fuzzy logic AND).

3. Defuzzification, which is used when it is useful to
convert the fuzzy output set to a crisp number. There
is more than one defuzzification method. Two of the
more common techniques are the CENTROID and
Given a certain process state, the PC-MS retrieves
its data from the dynamic process. The data is stored
in the appropriate data objects. The goal-object {or
any other object inside the multimodel) retrieves a
value from the PC-MS and uses this value as an
input for the local fuzzy inference machine. This

inference calculates a resulting value using the
CENTROID method. This value is then used to
ppdate the corresponding variable object in the PC-
MS. Finally, the value is used to visualise the degree
of fulfilment (of the given goal) on the user display.

MAXIMUM methods. In the CENTROID method,
which is used in this system, the crisp value of the
output variable is computed by finding the variable
value of the centre of gravity of the membership
function for the fuzzy value. In the MAXIMUM
method, one of the variable values at which the
fuzzy subset has its maximum truth value is chosen
as the crisp value for the output variable.

The inference process for output variables of the
classes states and transitions contains only the steps
1 and 2, because on the multimodel - based user
display sub-sets’ values (sympathy vector) of a
qualitative state or transition describing the different
sub-states or sub-transitions will be visualised.
However, for the output variables of the classes
connections and fulfilment defuzzificated values are
used for visualisation.

Fig. 7 illustrates the basic functionality and -
integration of the different components of the
system. The example shows the calculation of the
degree by which a certain process goal is met.
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goals hierarchy

multimodel - based
user display

QuMultModel - MS

multimodel

uffulflment - grade)

local fuzzy inference machine
local fuzzy rule base

u(BL)

Fig. 7: Basic functionality and integration of the different components of the system
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6. AMULTIMODEL-BASED USER DISPLAY

Fig. 8 presents the different visualisations of the
multimodel-based display. Different representations
of the technical process such as topology, causal
coherence, goals-means hierarchy, states and
transitions are visualised. On the lower left side of
the screen four dynamically minimised windows for
the different models are located. These windows
cannot be covered by other displays, and thus the
operators are always informed about the current
state. In Fig. 8 the goals-means hierarchy display is
activated. The minimised window of the goal
hierarchy mediates whether the goals are fulfilled or

not. In the detailed visualisation of the goal
hierarchy a goal fulfilment is visualised by a pie-
chart symbol. The calculation of every pie-chart
value is based on fuzzy rules and is executed by a
local fuzzy inference-machine. On the lower right
side, the multilevel flow modelling representation of
the highest hierarchical level is visuvalised. The
visual momentum (Woods, 1984) between the
different windows, with different graphical
representations on different abstraction levels and
different degrees of detail, is guaranteed by text
labels and also dependent on the skills and
knowledge levels of the users.

fulfilment - grade
represented by
pis-chart symbol

goals hierarchy
window

minimised
representation of the
states - transitions - modsl

minimised representation
of the goals hierarchy

tlow structure
representation

Fig. 8: Multimodel-based Display with goals-means-oriented representation

Fig. 9 illustrates the general entities of a states-
causal based display. The minimised representation
of the states-transitions model is shown in the lower
left-hand comer of display. Details of this
representation can be enlarged to get more

information a bout the qualitative states-transitions.
The operator can select any given state or transition
to gather information about the rules underlying this
specific state/transition. These rules are presented in
the windows shown on the lower right-hand side of
the picture. The model representations can also be
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used 1o activate the corresponding topological views
of the process.
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Fig. 9: Multimodel-based Display with states-causal-oriented representation

7. CONCLUSION

In this paper it was shown how different models of
the dynamic process on different levels of
abstraction can be used in the design of human -
machine systems. These models will be allocated
and integrated within the so-called ,multimodel®,
and are considered both in the design of the HMI as
well as of the knowledge-base. This kind of
representation provides the process control operators
with a solid based for their supervisory and control
tasks (Sheridan, 1993), ‘

Fuzzy logic techniques are used to translate
operator’s knowledge that is available in the form of
natural language into knowledge-base as well as to
calculate animation values visualised on user
displays.

The assumed positive effect of the proposed
methodology on the operators daily work has to be
examined be intensive experimental studies. Several
different studies are planned, each of which focuses
on a different aspect of the operator’s overall work
context. A first series of experiments is currently
conducted. They investigate the effects of different

ways to mediate knowledge about the process. First
results can be expected soon.
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Abstract

Human knowledge is an important source of information
for modeling and control of complex dynamic processes.
Fuzzy sets proved to be suitable for dealing with subjec-
tive uncertainty encountered when incorporating human
knowledge in the design of automatic control systems.
Besides direct fuzzy control, in which the control law
is explicitly described by If-Then rules, the knowledge-
based approach can be applied at a higher level for formu-
lating the control objectives and constraints. Appropriate
control actions are then found by means of a multistage
fuzzy decision making algorithim, using optimization over
a finite horizon as in conventional predictive control.
Compared to the standard quadratic objective function,
the knowledge-based approach gives the designer more
freedom in specifying the desired process behavior. By
using fuzzy models, the uncertainty arising from the mod-
eling of complex and partially unknown systems can be
represented at the same conceptual level as is the uncer-
tainty in the goals and constraints. Finally, a model-based
search for an optimal control strategy can be combined
with model-free reinforcement techniques inspired by hu-
man learning.

Keywords: Predictive control, fuzzy decision making,
optimization, learning.

1 Introduction

Complex, nonlinear and partially unknown systems, en-
countered for instance in chemical process industry,
biotechnology or climate control, present big challenges
for automatic control. While the conventional linear con-
trol techniques often fail or can be applied only locally,
human operators are able to control these systems across
a wide range of operating conditions. Knowledge-based
control tries to integrate the knowledge of human op-
erators or process engineers into the controller design.
Fuzzy control, one of the most popular techniques, has
been successfully applied to a large number of consumer
products and industrial processes [10, 12]. Most of the
applications of fuzzy control use a descriptive approach
introduced in the seventies by Mamdani [4]. The opera-

tor’s knowledge is verbalized as a collection of If-Then
control rules, that are directly translated into a control
algorithm, as schematically depicted in Fig. 1.

Fuzzy control rules:

if desired temperature is large
and current temperature is small
then increase heating

eto.

Process

Figure 1: In conventional fuzzy control, operator’s knowl-
edge is verbalized as a collection of If-Then control rules.

With this methodology, no explicit model of the process
is required, which can significantly reduce the develop-
ment time if sufficient knowledge is available. If this is
not the case, the design must rely on the tuning phase,
which may be a tedious and time-consuming trial-and-
error procedure. In industrial environments, an on-line
experimental tuning is often not acceptable for e.g. safety,
economical and environmental reasons. Moreover, it has
been observed, that human control skills are sometimes
difficult to verbalize since the operator’s control strategy
can be based on various control principles simultaneously,
combining feedforward, feedback, predictive strategies in
a complex, time-varying fashion. In that case, an operator
may not be able to explain why he or she chooses a par-
ticular control action. Experience from knowledge acqui-
sition also shows that opinions of different operators may
be very different or even contradicting [5]. Being based
on a human control strategy, the descriptive approach is
also not suitable for control problems that go beyond the
capabilities of the human operator, such as optimization.
Process operators usually tend to react quite cautiously
and do not want to force the system to the limits of the
allowable regions.

In this paper we discuss an alternative approach, where
human knowledge is used to specify the control objectives
and constraints, not the control protocol itself. A decision
making algorithm selects the control actions that best meet

SESSION 5-3 page 1


mailto:r.babuska@et.tudelft.nl

the specified criteria, see Fig. 2.
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Figure 2: Controller based on objective evaluation and
fuzzy decision making.

Since this prescriptive approach is closely related to pre-
dictive control, we first review the basic concepts of con-
ventional predictive control, than we motivate the ap-
proach using fuzzy decision making. Finally, we discuss
practical issues related to optimization, its computational
complexity and we briefly describe a model-free opti-
mization scheme using reinforcement learning.

2  Predictive control

Model-based predictive control has become an important
research area of automatic control theory and it also has
been widely applied in industry [7]. Reasons for this
success are the ability of MBPC to control multivariable,
nonlinear systems under various constraints in an optimal
way (with respect to the specified objective function),
The working of a MBPC is as follows. A model of the
process predicts the process behavior over a specified
(finite) prediction horizon, as shown in Fig. 3.
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Figure 3: The principle of model based predictive control.

A predictive controller uses an optimization algorithm
to calculate a sequence of future controller outputs over
a control horizon, such that a specified objective (cost)
function is minimized. Most of the objective functions
are some modifications of the quadratic form [3]:

H H,

T = as(w(k+i)—§(k+0))*+ ) Bidulk+i—1))?
=1 =1

)

where § denotes the predicted process output, w the de-
sired process behavior (reference trajectory) and u the

future control signal. H is the prediction horizon and
H, is the control horizon. Vectors o and § determine the
weighting of the output error and the control effort with re-
spect to each other and with respect to time. Itis important
to realize that the cost function is only a suitable math-
ematical approximation of the control objectives. While
its quadratic nature is convenient for finding analytical
solutions for linear models, it may be less suitable for
achieving the “real” control goals, such as fast rise time,
small overshoot, good damping, etc. Though many au-
thors provide tuning rules that attempt to relate the desired
performance to the setting of the individual parameters in
(1), see e.g. [9], in practice, extra constraint (such as over-
shoot constraints, etc.) often must be imposed in order to
meet the prescribed goals. The quadratic cost (1) mini-
mizes the variance of the process output, which might not
be always desirable. In many processes, it is sufficient
to keep the controlled variables within certain limits and
more accurate control is not desired since it makes the
production more expensive. Too a tight control also re-
duces the information contents of the data that otherwise
may be used for adapting the process model. Though
optimal w.r.t. (1), the control response may have some
undesirable features such as non-minimum phase closed-
loop behavior for a minimum phase plant.

From practical reasons, it is desirable to have a direct
control over the influence of the individual components
of the objective function on the controller performance.
It is advantageous if the degree of compensation among
the partial goals and among the goals and constraints can
be specified by the designer. This additional freedom can
be achieved by choosing a different representation of the
objective function, e.g. as a combination of fuzzy goals
and constraints, as shown in the following section.

3 Objective function with fuzzy goals and
fuzzy constraints

The idea of decision making in fuzzy environment was
introduced in the beginning of seventies by Bellman and
Zadeh [1]. In fuzzy decision making, the goals, con-
straints and also the systems under control can be fuzzy.
An example of a fuzzy goal is “the product concentra-
tion should be about 80%”, where concentration is the
controlled variable and the vague expression about 80%
is represented by a subjectively defined fuzzy set, for in-
stance as shown in Fig. 4. For a crisp measurement x, the
degree of satisfaction of a fuzzy goal G is determined by
the membership degree of the measurement in the fuzzy
set G, pg(z). For a value expressed as a fuzzy set ! F,
the degree of satisfaction of the goal G is computed as a
degree of similarity between the two corresponding fuzzy

1 Also the process values can be fuzzy, consider for instance notions
based on human perception that can be expressed as rule-based combi-
nations of measured variables (e.g. comfort may be defined using rules
combining temperature and humidity).
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Figure 4: A membership function for the fuzzy goal about
80%.

sets, e.g. as max(up(x) A pe(z)).

Simple fuzzy goals can be combined in more complex
goals or can be refined by adding other conditions, e.g.
“the product concentration should be about 80% but (and)
not substantially higher than 82%”. Here the goal “not
substantially higher than 82%” can represent for instance
a temporary restriction that can be added without remov-
ing or modifying the original goal. The logical connec-
tive and and the negation operator not are represented
as intersection and complement of the fuzzy sets respec-
tively, G = G N G, or in terms of membership degrees,
pe(z) = pa,(z) A (1 — pg,(x)). Fuzzy constraints can
be represented in a similar way as fuzzy sets C;.

Fuzzy decision D for n fuzzy goals G, Gz, ..., G, and
m fuzzy constraints Cy, Ca, ..., Cpn, is a confluence of
these goals and constraints. If we require simultaneous
satisfaction of the goals and constraints, we may define
D as intersection of the corresponding fuzzy sets:

D=GnGyn..nG,NC:NCNn...nCp,
or in terms of membership degrees

ﬂD(m) = p’G1(x) A MGz(m) A A l’l‘Gn(x) A
Atey () A pca(T) A - A pe,, ()

The maximizing decision x™ is any x € X that maximizes
ap(z), ie.

po(@™) = \/ up(=)

zeX

Optimizing the system’s performance over a finite hori-
zon, as in predictive control, corresponds to finding an
optimal sequence of decisions in a multistage decision
making process. Assume that the system under control is
described by a state transition equation

z(k +1) = f(x(k), u(k)) )

Given the current state z(k) we are interested in finding a
sequence of actions ug, ..., uy_1, corresponding to the
maximizing decision. This is a nonlinear optimization
problem that can be solved e.g. by dynamic programming.

Example: Predictive control of a container crane.
We give a simple example of predictive control with fuzzy
goals and constraints of a container crane shown schemat-
ically in Fig. 5. A simulation model of a real container

Figure 5: Schematic drawing of a container crane

crane of the port of Kobe was taken over from [8]. The
system output variables are the trolley position z, the
length of the rope h and its angle . The torque of the
trolley drive and the torque of the hoist motor are the
manipulated inputs. In our example we only consider
setpoint change of the trolley position from z = 35 m to
2z = 45 m on which we compare three different objective
functions:

1. Sum of squared errors between the reference and the
actual trolley position of z (J = Ef: ,fil('r(i) -

(1))

2. Minimization of the overshoot in the trolley position
z, using a fuzzy goal with a membership function
shown in Fig. 6 a.

3. A combination of 2) with a criterion for minimizing
the variance of z around the setpoint, using member-
ship function shown in Fig. 6 b.

1 1
a8 0.8
08 small gvershoot 08
04 0.4
02 0z small variance
c - .
setpoint setpoint
a) b}

Figure 6: Membership functions for small overshoot (a)
and small variance (b).

Note that the variance reduction term in 3) aims at a sim-
ilar goal as 1). The two goals in 3) are combined using
the logical and operator, i.e. the minimum of the mem-
bership degrees, to represent that both the goals should be
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satisfied simultaneocusly. Note that there is no compensa-
tion between the criteria involved, as opposed to (1). The
prediction and control horizon were both 8 steps.

46 g —————

horizontal position {m]

34{ . L . s " - . -
0

.
1 2 3 4 5 ] 7 8 9 10
Time [s)

Figure 7: Simulation results for three different objective
functions: minimum variance (dash-dotted line), over-
shoot (dashed line) and combination of the two using the
minimum operator (solid line).

The simulation results shown in Fig. 7 clearly show that
the oscillation obtained with the overshoot criterion alone
can be eliminated by simply adding another criterion for
variance minimization.

4 Approximating processes using fuzzy
models

For engineering purposes, mathematical models are often
constructed, based on, for instance, differential or dif-
ference equations, derived from physical laws and with
parameters estimated via experimental identification. For
well-defined systems, these standard mathematical tools
lead to good models, even though the modeling process
is often very tedious. There are, however, many systems
where the underlying physical mechanisms are not known
or are so complex that a mathematical model is difficult
o obtain and to use. On the other hand, such systems can
be described quite simply and with a sufficient accuracy
in a verbal way, using fuzzy If-Then rules. Fuzzy sets
are used for partitioning the continnous domains of the
system input and output variables into a small number of
overlapping regions labeled with linguistic terms such as
Low, HIGH, etc. A fuzzy model describes the system by
establishing relations between the input and output labels.
These relations can be expressed in the form of If~Then
rules, mapping fuzzy regions from the premise space to
other fuzzy regions in the consequent space. For instance,
the following rule

Ifvoltage is HIGH then speed is HIGH

relates HIGH voltage on an electric motor to HIGH
speed of its rotor. Fuzzy sets for linguistic terms HIGH

are defined in their respective domains of voltage and
rpm. Fuzzy inference mechanism ensures interpolation
between the rules, providing answers to inputs that are
not defined in the rule premises. This idea of linguistic
fuzzy modeling was introduced in the pioneering papers
of Zadeh and applied later on by Mamdani to fuzzy control
of dynamical plants, see e.g. [4]. Instead of an explicit
description by rules, the mapping can be defined via a
fuzzy relation. The construction of this so-called fuzzy
relational model is based on the theory of fuzzy relations
and relational equations, see e.g. [6]. The output fuzzy set
Y is computed from the input fuzzy set X via relational
composition
Y=XoR

A dynamic system, such as (2) can be described as a
composition of the input fuzzy set U(k), state fuzzy set
X (k) and a relation R describing the system

X(k+1)=U(k)o X(k)o R

Fuzzy models have several useful properties. First, their
belong to the class of general function approximators,
e.g. a fuzzy model can approximate a smooth function to
any degree of accuracy, as shown by Wang [13] (among
others). Secondly, different kinds of information can be
integrated for building fuzzy models, such as knowledge
expressed as If-Then rules and numerical data (process
measurements). Finally, the mathematical framework for
representation of fuzzy models is convenient for analytical
manipulations, such as analysis of the model, its inversion,
etc. Fuzzy models also can be seamlessly integrated in
a predictive control system based on the fuzzy decision
making approach, as shown in the previous section.

S Optimization based on reinforcement
learning

The previously described approach requires a reliable
model of the plant and if a significant model-plant mis-
match appears, the controller performance rapidly de-
grades. Modeling and identification of complex systems
is a difficult, time-consuming and expensive task, result-
ing in the fact that most of the design effort (sometimes
as much as 80%) is spent on developing a good process
model [7]. In many cases, an accurate model cannot be
obtained which places the use of MBPC out of question.
Therefore, techniques for optimizing the control policy
without an explicit model of the plant are desirable.

Here again, it is useful to take inspiration from the way
humans adapt their behavior in a particular environment
without knowing an accurate model of that environment.
Many learning tasks (think for instance of learning to play
tennis) consist of repeated trials (attempts to hit the ball)
followed by a reward (a nice shot) or punishment (picking
the ball from the ground). Each trial can be a dynamic
sequence of actions (run, taking a stand, hitting the ball)
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while the feedback (reinforcement) comes only at the end.
Therefore, a large number of trials may be needed to fig-
ure out which particular actions were correct and which
must be adapted.

A family of algorithms inspired by human and animal
learning is known as reinforcement learning. Reinforce-
ment learning assumes that there is no direct evaluation of
the quality of the selected control action. Instead, an in-
direct evaluation is received, possibly after a sequence of
control actions, in terms of (dis)satisfaction of the control
objectives and/or violations of constraints. The reinforce-
ment system learns how to predict the outcome of each
particular action, using techniques like temporal differ-
ence {11] or Q-learning [14]. This prediction is used to
adapt parameters of a suitable general function approxi-
mator {(e.g. a neural network) to iteratively approximate
the optimal control policy. This approach differs from
other optimization techniques in two respects: i) no model
of the system is needed, i1) the optimization is not done at
once, it is distributed over a large number of small steps
that gradually approximate the optimal policy.

Most of the approaches based on neural networks do not
employ any prior information and learn the control policy
from scratch. It is well known that prior knowledge can
speed up the learning process (in our example, it might be
useful to know how to grip the racket and how to stand for
backhand and forehand). In more serious control tasks,
prior knowledge is essential for a correct functioning of
the system at the very start of the learning process (think of
driving a car without knowing the function of the pedals,
or stochastically exploring the effect of individual control
variables in an unstable chemical process). The ability of
fuzzy rule-based system to use prior knowledge on one
hand and to approximate nonlinear functions on the other
hand is advantageous for combining fuzzy models with
reinforcement learning [2]. By using reinforcementlearn-
ing, possibly approximate and imprecise prior knowledge
expressed in terms of fuzzy rules can be refined on line,
during the control process.

In order to briefly explain the principle of reinforcement
learning, let us assume (without loss of generality) that the
system to be controlled is represented by a state transition
function (2). When the system is fuzzy, f is a rule base.
The goal is to learn (or adapt) an associative mapping
7 : X — U, by maximizing a (scalar) evaluation of
the performance (reinforcement). Here 7 is so called
policy function and is equivalent to a controller, that for
a particular state € X computes a control action u €
U, see Fig. 8. When controlling dynamic systems, the
reinforcement evaluation is usually available only after a
sequence of state-action pairs {(z(k), u(¥))}.

For discrete control actions U = {u1,ug2,...,%m}, the
policy # can be formed as a composition of two func-
tions: a function approximator g : X — R™ that assigns

rules, membership
functions
*| Performance | ¢ S pacoatons
—»1  evaluator

X
ref | Controller 4 Plant
¥

v

¥

Figure 8: Control scheme with reinforcement learning.

each u; a real value representing its merit (cf. degrees
of fulfillment in fuzzy inference) and a fixed function
M : R™ — A that selects a particular control action
(cf. the aggregation/defuzzification block). Often, M is
a maximum selector combined with a stochastic action
modifier that ensures proper exploration of the search
space.

The basic principle of reinforcement learning can be ex-
plained as follows. The goal is to maximize the total
reinforcement over time, which can be expressed as a dis-
counted sum of the immediate payoffs r(z, u) computed
by the performance evaluator (see Fig. 8). The sum, so
called value function V : X — R, is defined as:

N-1

V(@) = Jim E{Y ra(®), we)leo =} ()

k=0

where the constant y € [0, 1) is a discount rate. V' (z) can
be approximated, using the temporal difference operator

Alz) = r(z(k), u(k)) + 7V (2(k + 1)) - V(z(k))

which is a difference of predictions of V (z) at two con-
secutive time steps. The estimate V(m) is updated, using
Alz)

VE(z) = VH(e) + BA(2)

where 3 is a small positive constant. Finally, the learning
rule for the merit function g(z) is:

g (@) = ¢*(2) + alp(a(k), u(k)) — V(z(k))) @)

where « is a small positive constant and p(z(k), u(k)) is
the expected total reward obtained if v is applied to the
system at state z(k) and then policy 7 is followed. This
estimate is not available, but it can be approximated as:

p(z(k), u(k)) = r(e(k),u(k)) + 1V (@(k +1)) (S)
Using (5) in (4) gives the update law for g(z): '
g (@) = ¢*(2) + aA(2)

Obviously, the reinforcement learning (RL) methods
solve the same optimization problem as the dynamic pro-
gramming (DP) methods. The difference is that the DP
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methods are off-line, while RL techniques try to learn the
optimal policy on-line, concurrently with the system op-
eration. The DP methods search the entire space X x U,
while the RL methods operate on the a subset of states
X that occur during the system operation. Since X may
be significantly smaller than X, RL methods do not suf-
fer from the curse of dimensionality as much as the DP
methods. RL methods also do not require a system model
and can be extended to continuous spaces of .

6 Concluding remarks

In this paper we discussed some links between conven-
tional predictive control, multistage fuzzy decision mak-
ing and reinforcement learning. These three approaches,
originating from different roots, nicely complement each
other and in combination may be applied to control of
complex dynamic systems that are difficult to deal with
using standard methods. Let us summarize the main fea-
tures of the proposed approach:

e The control objective function can be specified as
any suitable combination of the terms representing
degree of satisfaction of the goals and constraints,
ranging from a simple conjunction to a problem-
specific rule base. Such arule base, for instance, can
capture context-dependent importance of the control
goals and constraints or different ways of their ag-
gregation [15].

e With such an objective function, each control action
can be explained in terms of partial decisions and de-
grees of satisfaction of the individual criteria, which
is suitable for tuning and monitoring purposes.

» Subjective uncertainty can be easily incorporated in
the specification of goals and constraints.

e The process itself can be represented as a fuzzy rule-
based or a relational model. In this way, also ill-
defined, partially unknown or highly nonlinear sys-
tems can be modelled in a transparent way.

For the higher flexibility one has to pay by increased
computational costs, since the optimization problem is in
general nonlinear and often non-convex. Reinforcement
learning is considered as an on-line optimization method
which can simultaneously add adaptivity features to the
controller. Potential applications of the proposed method-
ology include such systems where humans have been or
are part of the control structure or the environment, such
as climate control, telemanipulation, crane control, etc.
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Abstract

Ever since the first anaesthesia was administered, a very important subject of research in anaesthesia has been
the improvement of patient safety. An important result of this research has been the advent of new monitoring
devices. Partly because of these new devices the anaesthetist has to manage large amounts of data during his
task. This is one of the reasons why most incidents in anaesthesia involve human error. The research we will
present in this paper, is part of a project that was started to develop methods for supporting the anaesthetist in his
task. In this paper we will propose a research method that should lead to a thorough understanding of the anaes-
thesia process. A number of approaches are presented to model the anaesthesia process, along with a number of
methods that can be used to test the validity of the model. Finally a method is discussed to identify where things
go wrong and what kind of support the anaesthetist needs to prevent this.

Introduction

Ever since the first reported anaesthesia procedure in 1847 and the first reported death during anaesthesia in
1848, improving patient safety has been an important research topic. Both anaesthesia techniques as well as pa-
tient monitoring have been subject to a Jarge number of improvements. In our research we concentrate on the
monitoring task of the anaesthetist.

Monitoring patient condition serves two purposes in anaesthesia. If we look at the normal anaesthesia process as
a manual feedback control loop, monitoring the patient is the anaesthetist’s feedback in this process. The other
purpose of monitoring is to detect process deviations. A deviation process or incident is any event causing a
change in patient physiology or equipment behaviour that exceeds the limits of normal process variability.

Observation of the patient and the surgical procedure he is going through, was and is an essential part of the
monitoring process. However, during the last two decades more and more monitoring devices have become
available to continuously monitor a large number of patient functions (parameters). In the early 80’s every
monitoring device was in a separate unit with its own display and user interface. This resulted in a monitoring
setup which was very difficuit to survey. In the late 80’s and early 90’s, monitoring equipment has become
available that integrates all monitoring modalities in one device. These devices have one integrated display for
all measured variables and one user interface to control alarm and display settings. Although data-acquisition
and data-display are integrated now, data processing is still done separately for every parameter. The anaesthetist
must therefore continuously monitor between 2-10 measured physiological signals and between 10-30 features
extracted from these signals. The only support he gets in this task are a number of high and low limit alarms on
the feature values, of which he should set the limits himself. Clinical research shows that as little as 3% of all
alarms triggered represent a problem with the patient (Kestin et al, 1988). Therefore most anaesthetists ignore or
disable most alarms. This means that the anaesthetist has to work with large amounts of data offered to him,
without any support to manage them.

The anaesthetist uses the data offered to him to obtain information about the status of the patient. This informa-
tion is used to decide whether intervention is necessary, and if so what kind of intervention. Means of interven-
tion are: administration of drugs in different dosages, infusion of different kinds of fluids and blood with differ-
ent infusion rates, and changing administration of anaesthetic gasses and oxygen. All together there are about 50
different controls which can be adjusted or applied individually as well as combined with each other.
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Considering the complexity of the anaesthetists task described above, it is not surprising that recent research
shows that 75 % of all incidents involve human error (Chopra et al, 1992). Chopra’s study was based on volun-
tary significant observation reports. A significant observation was defined as “any deviation, however minor,
from acceptable safe practice or working condition”. For patients in good condition administering anaesthesxa is
a routine task. Human error probability for routine tasks for a trained operator is in the order of 107 (NRC,
1975). Reliable reports on incident rates in anaesthesia are not available. There is however some research based
on voluntary incident reports. The problem of underreporting that is inevitable in this kind of research can be
accounted for by using expert judgement. Research based on this method shows an overall incident rate of 2 10°
for healthy patients (Paté-Cornell, 1994). From this we may conclude that incident rate is in the same order of
magnitude as human error probability.

One approach to improve patient safety is to improve anaesthetist performance by training and organisation of
the entire workspace. This will however hardly affect the 10° error probability for routine tasks. To improve
performance in this respect it is better to support the anaesthetist in his task in order to minimise the effects of
the errors he is destined to make.

Support can be offered in a number of different ways ranging from automation of subtasks (like automatic con-
trol of blood pressure) to complete support of the anaesthesia task. The research being described in this paper is
part of a project that is started to find ways to support the anaesthetist in his monitoring task with the goal to
improve patient safety. If we want to be able to justify the means of support we want to offer, a thorough analy-
sis of the anaesthesia monitoring process is necessary. The project goals can be formulated as follows:

* Develop methods to automate a number of basic data and information processing tasks, using advanced
automatic signal processing and pattern recognition algorithms.

o Try to acquire a thorough understanding of the anaesthesia monitoring task in terms of data and infor-
mation processing and the process of decision making, in order to identify how the anaesthetist should
be supported.

In this paper we will concentrate on the second project goal. If we analyse this goal we can identify three differ-
ent issues that should be tackled. To acquire understanding of the anaesthesia monitoring task we will have to
build some kind of model to describe it. If we have build a theoretical framework, which we want to use to
identify and solve practical problems, it will have to be validated. Only if we have such a valid model of the
anaesthesia monitoring process it will be possible to identify where things can go wrong. In short this comes
down to the following research issues:

s  Construction of a model that describes data, information and activity flow in the anaesthesia process for
both normal and deviation processes.

s Development of a method to test the validity of the model that is build.

o Identification of the monitoring tasks for which support is needed, based on the validated process
model.

In the following sections we will discuss possible approaches to tackle each of these issues.

Analysis

In the introduction we briefly touched on terms like data, information and decisions. Since these are the key

subjects of investigation we will briefly illustrate how these concepts are interrelated. In general we can draw the
chart in figure 1.

DATA

i
!
L

| data processung INFORMATION[ mfonnatwn processing DECISIONS a
- |

.
»

»
»

J

Figure | Relations between data, information and decisions
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The relations illustrated in figure 1 are almost trivial but form the basis for any model of information and data
flow, and decision making in the anaesthesia monitoring process. The anaesthetist has access to a lot of data
which are only part of which is relevant in a given situation. One could say that he is continuously processing
data to obtain information about relevant aspects of the condition of the patient. Based on this information he
decides what should be done to change or maintain the current patient state.

We already stated that the anaesthesia process can be divided into two important states. The normal process and
the deviation process. We will start with a description of both states.

Normal process

One of the main causes of the complexity of the anaesthesia control process is that the variables to be controlled
cannot be measured directly. The most important variables to be controlled during anaesthesia are tissue oxy-
genation and depth of anaesthesia (sufficient reduction of pain sensation and consciousness). There are no means
of measuring these parameters directly in a way that is practically feasible. This means that controlling patient
state, even under normal conditions, requires a lot of data and information processing by the anaesthetist. We
could say that the anaesthetist builds an internal model of the patient and the anaesthetic delivery system based
on knowledge, experience and a large amount of data about the patient. This model is used to continuously esti-
mate the state of the patient in terms of adequacy of tissue oxygenation and anaesthesia. Most of the anaesthe-
tist’s activities are directed to the optimisation of these two aspects of patient state. This is what we will call the
normal process flow.

Deviation process

Events causing large variations in the two control variables mentioned can occur during normal process flow.
Only if an incident occurs a deviation process is initiated. In this context an incident is an event that causes a
substantial change in the physiology of the patient or a problem occurring somewhere in the delivery of anaes-
thetic gasses or medication. This results in a mismatch between the data coming from the patient and the internal
model of the anaesthetist. This is what we will call a deviation process. After detection of the mismatch or the
event itself, the anaesthetist will try to diagnose the problem. If he can identify the problem, the anaesthetist will
try to correct it. During this process the internal model will be used to diagnose and solve the problem and it will
be continuously adjusted. If the problem cannot be corrected he will try to bring the patient in the best possible
state given the problem that occurred. In this case he will also use and adjust the internal model of the patient
during the process. If the new internal model is build, the process switches back to the normal state. If either the
deviation is not detected in time. the wrong diagnosis is made, or the new internal model is wrong, the mismatch
between the internal model and the real process will continue to exist. This can eventually lead to patient injury.
If this happens the incident has evolved into a critical incident.

In the introduction we argued that it is impossible to prevent incidents from occurring. We could however try to
prevent an incident from developing into a critical incident. We therefore want to support the anaesthetist in de-
tecting a possible mismatch between his internal model and data coming from the patient.

In the next section we will describe a number of different process models and discuss their value for our research
based an a number of requirements we will place upon them. We will also present a number of different methods
to test a theoretical model. Finally we will give an indication of how we could identify steps in the process
where things can go wrong.

Methods

The methods we will discuss in this section are not yet in a definite form. We only want to describe a number of
possible approaches to acquire some insight in the anaesthesia process.

Model

If we want to offer support to the anaesthetist by automatic data and information processing, we should have
detailed understanding of how the monitoring task is carried out by the anaesthetist himself. We can try to model
the anaesthesia process in terms of information and data flow and processing. If this (set of) model(s) can be
tested and validated, it can be used to identify which task can and should be done by the computer and which
tasks are better left to the anaesthetist. Based on the foregoing we can formulate a number of requirements the
model(s) should meet. These requirements are listed below:
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e The model(s) should cover all data and information processing aspects of the anaesthesia monitoring
and control process.

s The model(s) should cover the normal process, the detection of deviations, as well as the deviation
process.

o The model(s) should be consistent with the most recent views on human cognitive processes.

¢ Data and information flows should be modelled in such a way that all transformations performed on
them are explicitly described.

e  The model(s) should define the sequence in which the information and data processing tasks are carried
out.

Dynamic decision making model

The first model we will discuss is the model developed by Gaba (1994). He models the thought processes of
anaesthetists as they administer anaesthesia and respond to perio-operative problems. This model is illustrated in
figure 2. It was developed for both normal and deviation process flow. It also incorporates current views on hu-
man cogritive modelling. However, data and information flows are not explicitly modelled. Furthermore there
are a lot of actions described in this model without a clear place in the sequence of events. Especially the super-
visory control level and the resource management level contain a lot of actions without a clear place in the exe-
cution flow. Another problem of the Gaba model is that there is no explicit transition from the normal process to
the deviation process. This model can be very useful to describe the process in a comprehensive way. However,
if we are interested in specific information and data processing tasks a more specific model is needed. We there-
fore believe that for our purpose this model is not appropriate. If we would like to use it significant changes to it
would be necessary.

Leadership

Delegation of tasks

/ and responsibifities

Montoring and

cross-checking Use of resources

:

P _{ Allocation of attention I. __________________ ~_Avoidance of fixation errors
+~ Supervisory control : ~

Resource management 1 dofi «
level

 Atlend to data streams | fevel Fr—— | I'Actron scheduhng | [Re-evaluation

- Which ones? Which problems? ' Interieaved actions Oid action solve problem?
How often? ch problems?| t-— -~ - I i Any side effects?
: Which actvities? | nterruptions « Y Slde ereas
N
\ \ Resource requirements | New problems?
2 — % Misdiagnosis?

. Data streams ) AN N A
[P S U Vg N " .~
[ Sensarimotor level A N Actions.. . .
. - -
: 20N AN Action implementation
' 4 - 2P | \
b Venfication ,»7 Procedural = AN - { Drug
! | Aiact? - fovel N N 3 £ !
: i Transient? e Precompiled "\ 2
d M H £ | Prediction | responses X e
Observation o Problem recognition _Jof future I(Fas” o — Act;m planning e

Rautine Anficipation || states Urgency, precondttions,

Triggered :lsvthere a 7problem ! constraints, side effects, Effects of actions

hatis? | () Lo == .|  defay, efficacy,
) reversibility

Abstract level

Abstract reasoning

Figure 2 Complex model of dynamic decision making and crisis management in anaesthesiology (Gaba, 1994)

Deviation process model

A totally different approach is to model the behaviour of the anaesthetist only for detection and occurrence of
deviation processes. There are various models developed for this purpose (Gerdes, 1994; Rasmussen, 1987;
Hale, 1987). We will discuss only the Glendon and Hale model which is illustrated in figure 3. The model gives
a good description of the cognitive processes involved in detecting and controlling problems. Data and infor-
mation flows however, are not incorporated in the model. Another limitation of the Glendon and Hale model is
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that the normal process flow is not modelled. For the development of methods to support the anaesthetist, it is
not possible to separate the detection of deviations from the normal process flow. This model could be useful
only to identify where things can go wrong once a deviation is detected.
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Figure 3 Behaviour in the face of danger (Hale, 1987)

Feedback control model

Another approach is to try to model the entire anaesthesia monitoring and control process as a feedback control
system. In figure 4 a possible realisation of such a model is given. This is only a very elementary model to
demonstrate the concept of such a model. One of the biggest shortcomings of this model is that it is very difficult
to map the different elements in the model to human cognitive processes. Cognitive processes are often distrib-
uted over a number of elements or are only a small part of an element. This means that it will be difficult to
identify where things can go wrong based on knowledge about human cognitive errors. Furthermore the model
does not cover deviation processes. This could be incorporated in the model but problem solving is not really a
control task. The model is suited to identify the kind of information used for each element, because information
flows can be made very explicit. It is also possible to define a clear sequence of events. For detailed analysis of
data and information processing a more detailed model will be necessary.

Considering the above it is clear that none of the approaches covers the entire anaesthesia process in sufficient
detail. Therefore we will either have to take a deviation process model for the deviation process and a feedback
control model for the normal process. We then also need a clear criterion for switching between these two mod-
els . We can also build a hybrid model combining the two models into one. )

We have not discussed the possibility of a mathematical model of the process yet. In the past, attempts have
been made to build a complete patient model. It seems however, that it is impossible to build a general mathe-
matical model describing the entire process. We therefore choose a more qualitative approach that does offer the
possibility to buiid a complete process model.
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Model validation

If we have build a model or combination of models we can use a number of different methods to validate it.
Each technique has its own advantages and disadvantages. We will discuss a number of methods with their pros
and cons.

Observation

The first possible method is observation of the anaesthetist. This technique is very useful to obtain a preliminary
impression of the validity of the model. The results of these observations can be used to adjust the model where
necessary. A disadvantage of this technique is that it is time consuming and subjective. It is therefore not suit-
able for drawing general conclusions about the validity of the model. We can however use this method to get the
final version of our model to which a more thorough method of validation will be applied.

Expert opinions

Another approach to validate the model are expert opinions. By confronting anaesthetists with either imaginary
or practical cases, a detailed analysis of the monitoring process is possible. We can also get some insight in the
relevance of different types of data and information in different situations. Finally, we can get a basic under-
standing of the cognitive processes involved in decision making. Since this is a time consuming form of data
collection we can only interview a small number of anaesthetists most of which will be working in teaching
hospitals. This method can be very useful to formulate hypotheses which can be tested on a large population of
anaesthetists using questionnaires.

Questionnaires

The only possible method for larger scale data collection are questionnaires. This method is only useful if we
have a number of hypothesis we would like to test. We can ask a large number of anaesthetists to judge a rela-
tively large number of cases with different amounts of information presented within each case. The information
to be presented and the cases to be judged will be based upon the knowledge from expert opinions research. This
method can therefore not be done without the previously mentioned methods. If it is practicable to do this kind
of research, we can reliably draw more general conclusions about the validity of our model.
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The three methods together cover the entire validation process. It is not yet clear whether these methods are all
feasible and practicable. If it is not possible to analyse the entire anaesthesia process in this way we can try to
limit our research to very specific cases. This might be necessary to prevent that we drown in the data we will
collect.

Identifying sources of human error

If we have a valid model with detailed information about the process of data and information usage and process-
ing, we can start to investigate where things can go wrong.

Incident analysis

A possible source of data for human error investigations are incident reports collected for previous research. If
we can map human errors in these reports to elements in our model, we can demonstrate where support is most
needed and in what way. This will only work if the model we build is detailed enough to pinpoint places where
errors can be made.

Cognitive error identification

Another source of human error identification is a more theoretical approach. We can use knowledge about pos-
sible errors in human cognitive processes to identify which processes in the anaesthesia monitoring task are
likely to go wrong. This means that the model we build must be suitable for identification of errors in cognitive
processes.

Discussion

In this paper we have tried to give a brief description of the problems we want to address in our project. We
have presented a number of methods we could use to model the process we are investigating. We concluded that
it is difficult to capture everything in one model. Although we will still try to find such a model, it might be suf-
ficient to use two models next to each other to be able to mode! the different aspects of the process each in its
own way. We also presented a number of different methods to test the validity of the model(s) used. Although it
is not yet clear whether all of these methods will be feasible, we think that a hierarchical approach as presented
above is optimal. The success of the incident analysis depends largely on the success of the other parts of the
research. Even if a model can be build and validated, it is still not clear whether the available incident reports
will contain the proper information for identification of elements in the model where things go wrong. For
cognitive error identification the problem lies in the compatibility of the model and cognitive model theory. By
taking into account these demands on the process model(s) it should be possible to achieve the goal mentioned
in the introduction. We hope we can thus derive the specifications for a anaesthesia monitoring support system.
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Abstract

Developing a prototype of a computerised system aimed at preventing routine
errors in tasks favouring routinisation, called CESS (Computerised Execution
Support System), is a project started at the University of Liége and continued
at the Eindhoven University of Technology. While the original system uses a
“cognitive” model of the user, theoretically and historically related to
COSIMO, the version currently under development uses a less complex but
computationally more efficient “engineering” approach to error prevention.
The paper addresses the research context that has motivated the development
of these prototypes. It then summarises the original CESS structure and
functions and briefly reports the results of a first experiment using a simple
laboratory task. It then focuses on the objectives and the current development
stage of a second research phase, in which the new system will be tested on
the Rouse 1 fault diagnosis task.

1. Introduction

Routine errors are committed in domestic as well as in work environments. The nature of the
risks they bring about does however not depend first and foremost on their nature. Indeed, as
any kind of predictable errors, they all present similarities on the psychological level and
share common psychological and, more particularly, cognitive mechanisms. The main
difference lies indeed in the degree of tolerance of the environment, which can, depending
on latent risks and available safety barriers, make of a routine error a pure harmless act or
the triggering condition of a catastrophy.
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From an ergonomical point of view, the ideal would be to preserve or indeed encourage the
conditions that favour skill acquisition, all the while preventing routine errors. Errors are thus
dealt with neither by suppressing nor by modifying the operator but rather by acting on the
characteristics of the environment. This philosophy of assistance recommends to maintain
opportunities of exploration and learning, all the while developing safety envelopes (e.g.
Wiener, 1985), designed to prevent, filter or manage errors. Such an orientation requires a
technological intelligence capable of adapting itself to man or the situation, which implies
resorting, in some stage of the design, to models of the user and/or of the situation. Systems
that possess such capacities belong to the class of adaptive systems, most of which
demonstrating also capabilities of anticipation (see Masson, 1995).

Developing a prototype of an adaptive system aimed at preventing routine errors in tasks
favouring routinisation is a project started at the University of Liege and continued as a post-
doctoral research at the Eindhoven University of Technology. While the original system
called CESS (Masson, 1992, 1994) uses a “cognitive” model of the user, theoretically and
historically related to COSIMO (e.g., Masson, 1991, 1994; Cacciabue et al., 1992; Decortis,
1992), the version currently under development uses an “engineering” approach, which
constitutes a less complex but computationally more efficient version of the system.

The paper addresses the theoretical research context that has motivated the development of
these prototypes. It then summarises the original CESS structure and functions and briefly
reports the main results of a first experiment. It then focuses on the objectives and current
development stage of the research project running at Eindhoven.

2. Human failures and routine errors

In the areas of high-risk activities, such as aeronautics, electrical power, steel industry,
chemistry and petrol industry, errors can lead to human, ecological and economic
catastrophes. This means material damages, environmental degradations and economic
disasters, as well as the loss of human lives - all consequences that are simply unacceptable.
Such catastrophes as Three Mile Island, Bhopal, Challenger, etc., invite the scientific
community and civil authorities to invest more effort in undestanding the very nature of
human error and to develop innovative error prevention and/or management and recovery
measures (e.g., Frese, 1991; Rasmussen, 1994; van der Schaaf, 1995) aimed at improving
safety. :

Psychologists indeed emphasise the need for maintaining human operators in complex
systems because of their combined capacity to deal with unpredictable situations, to manage
crises and conflicts, to compensate for the deficiencies of information systems and
procedures, and to acquire expertise through interaction with the systems they control or
supervise (Masson & De Keyser, 1993). For a human operator, acquiring expertise involves
not only the acquisition of knowledge, models, theories or methods regarding his work
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environment, but also hierarchies of interpretation and action schemes, know-how and
physical or cognitive automatisms that allow him to adapt himself at a low cost to the
environment, and to reduce its complexity. Skill acquisition is a highly adaptive mechanism.
It provides the operator with cognitive and behavioural structures that guide interpretation,
prepare action, serve as a support to anticipation and retrospection, and reduce workload (e.g.,
Bainbridge, 1989). There is, however, a “price to pay” for these advantages (Reason &
Embrey, 1980; Reason, 1990) to the extent that skilled activity induces a risk of capture by
habit, that is to say of routine error.

Routine errors, as well as fixation errors they sometimes induce (e.g., De Keyser & Woods,
1990; Masson, 1991, 1994), are among the errors that industry meets the most frequently.
" They also belong to the most difficult to erradicate. They have indeed sometimes been
qualified as “diabolic errors”, because they resist to most of the given advices and classical
training sessions, their actors knowing in principle what to do and not to do. This research
tries to come up with a reply to the former paradox: promoting skill acquisition while
preventing routine errors. The kind of counter-measure proposed here, namely automatic
prevention through a situation-sensitive computerised system, is surely not the only possible
one, but it might be promising for industrial applications. That is the reason why we think it
deserves further research.

3. A theory of routine errors

More than one hundred years ago, William James (1890) already noticed that the successful
practice of any type of activity results in the gradual delegation of control from a high-level,
closed-loop and attention-driven control mode, to a low-level, open-loop, and schema-driven
processing mode, characterising routine behaviour. As illustrated by Reason in a video tape
on human error (Reason and Embrey, 1980), devolution of control results in the setting up of
semi-autonomous cognitive processors that progressively acquire a part of autonomy in the
release and control of activity. The more we get skilled by the repetition of the same piece of
activity, the more this activity brings into play such semi-autonomous knowledge and control
structures. With acquiring skill, a substantial part of the motor as well as of the cognitive
activities thus become governed by low-level processors, which are hierarchically organised
in long-term memory. They operate mostly locally, in environments triggering them through
local calling conditions (Norman, 1981).

Conscious attention normally controls the selection of these low-level processors, together
with the order in which they are brought into play. Conscious attention is also used to check
the quality of activity, by comparing it to assigned set-points. High-level control takes place
in working memory and involves attentional checks upon activity progress, that is upon the
running of the lower-order schemes involved. However, this control function can sometimes
be inappropriately exercised, being either ommitted or performed too early or too late
(Reason, 1987, 1990).
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The control of activity thus implies two control modes: the attentional or consciously directed
mode, and the schematic or automatic mode (e.g., Schneider and Shiffrin, 1977; Norman and
Shallice, 1980). These two modes operate in very contrasting ways: the former demands
attention, is resource-consuming and is performed in a sequential way, while the latter
requires nearly no effort, saves resources and is mainly parallel.

The process of routinisation thus presents the double advantage of reducing mental workload
(Bainbridge, 1989) and of freeing attentional resources from the situation at hand. Following
Reason (1987, 1990), there is, however, a drawback to this mostly adaptive mechanism, as
routines are sometimes automatically activated in an inappropriate way or on an inappropriate
object, simply because they were frequently or recently used in the past, or because they are
triggered by an environment similar to environmental descriptions held in memory.
Erroneous activation of normally highly adapted and efficient activity segments is the
mechanism that leads to routine errors or, more precisely, to capture errors (Norman, 1981,
1990; Reason, 1990; Hollnagel, 1991).

4. Computer support to routine error prevention

Most of the support systems developed in the domain of man-machine interactions (see
Woods, Johannesen, and Potter, 1990) tend to support activities such as diagnosing, planning,
estimation and regulation, that mainly resort to problem solving. But as pointed out in
particular by Rasmussen (1987), a substantial part of operators' activities do not resort to
problem solving but to know-how and skill. Problem-solving oriented support systems would
thus ideally need to be associated with other types of assistance, dealing with more routinised
activities, as can be found in aeronautics, power plants (Masson, Malaise, Housiaux, and De
Keyser, 1993) or train and car driving (Kruysse, 1992).

Designing such a system aimed at providing assistance in routinised activities is the purpose
of this research. Its methodology of development is summarised as follows. Some of the
human errors are best understood as a consequence of the dual nature of cognition. They thus
can be both explained and predicted in the light of that theoretical cognitive framework.
Among all human errors, routine errors are probably the most common. They also are the best
understood and thus also the most predictable. That is the reason why they are called
“systematic errors”. Like any highly predictable phenomenon, routine errors can thus be
modelled and eventually simulated, on the basis of such a model.

Two main-error prevention designs are investigated in this project.
1. The first design consists of integrating a routine error simulation tool in the support system,

in order to anticipate the occurrence of errors and remedy them in a preventive way (Masson,
1992, 1994). Because the routine error simulation system tends to duplicate some of the
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properties of human cognition - in the way COSIMO simulates the process of knowledge
extraction in operators, we call it a “cognitive system”.

2. The second design consists of approximating the performance of the former cognitive
system, using a simpler and less computer power demanding algorithm. Because such a
design does not claim to duplicate any property of human cognition, but only to take
advantage, in an indirect way, of what is known about routine errors, we call it an
“engineering system” .

5. Routine error prevention using cognitive simulation

Developing and testing an original support system dedicated at preventing and/or correcting
routine errors using cognitive simulation was the objective of a first research phase (Masson,
1992; 1994). A software prototype called CESS (Cognitive Execution Support System), was
programed in LISP on a SUN computer and tested in the laboratory with a very simple task
favouring routinisation: the transcription of series of letters into corresponding series of
digits, using an alpha-numerical code.

5.1. Functioning of the system

1Y

CESS works by anticipating in a sketchy manner the way a user would act or react to a
familiar task environment, by simulating in real time some basics of human routinised
behaviour. CESS anticipates such a reaction on the basis of a combination of similarity and
Jfrequency criteria (Reason, 1987, 1990), in the way COSIMO simulates the process of
knowledge extraction by the operator, in the first stage of complex accident management
(Caaciabue et al., 1992)

In such circumstances, the actions a subject is most likely to perform, or the segment of
activity which is more likely to be activated, are determined both by the resemblance between
the situation and similar situation exemplars framed in memory, what Reason (1987, 1990)
calls the similarity criteria, and by the frequency distribution of these similar situations in the
past. The cognitive system used in CESS accounts for the similarity factor by computing and
updating, in the course of the activity, a similarity score between the current situation and
situations records available in memory. This similarity score is then combined with a
frequency score for each situation. The calculation and combination of these similarity and
frequency scores - which, as an artefact, are carried out in a sequential way - gives each
situation matched its final activation level.

When the resulting activation value is considered sufficient (by comparing it to a threshold
used as a control parameter), the candidate obtaining the highest activation score is qualified
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for guessing the subject's answer. According to the “winner takes it all” principle, only the
candidate with the highest activation score is taken into account for making this prediction.

This candidate is then evaluated against the current situation, for which an answer is known
(or can be derived or approximated from another source). If this candidate appears to be
erroneous, warning messages are sent by the preventive assistance module, before the user
has carried out any action on the system. Such warnings tend either to modify an
inappropriate perception or to correct, in a preventive way, the suspected erroneous answer.

Errors that would still occur in spite of this prevention system are processed by a corrective
module, which gives the user an opportunity to modify his action before to be released in the
task environment and bring about negative consequences. The corrective module thus
operates llike a filter, blocking any erroneous action and giving the subject some chances to
rectify it~ .

5.2. Experimental testing

5.2.1. Experimental task and procedure

130 subjects (mostly students in psychology) aged between 18 and 30 were asked to
transcribe 240 series of 9 or 10 letters into corresponding series of digits, using an alpha-
~ numerical code. The letter series were presented one by one on the screen of a SUN computer.
The answers were entered through the keybord and validated by the “return” key, which had
also the effect of displaying the next letter series. The speed of progression was thus under the
subjects’ control, as no emphasis was put on time. The subjects were indeed asked to find a
good personal balance between accuracy and speed, while performing the task within a
“reasonable” time limit (about half an hour).

Routine errors were induced by controlling the frequency of occurrence and the similarity
between a) a normal series, b) 10 single-change series, differing from the former only by 1
digit, and c¢) 2 double-change series in which an additional modification was introduced.

- the normal series “A B C D EF G HI” had a frequency of .95 (= 228 / 240);

- the 10 single-change series “A B C D EF G G H I” had a frequency of about 0.04
(=10/240), and

- the 2 double-change series “A B C D F G G HI” had a frequency of about 0.01 (=2/240).

In a routinised activity, the subject very often knows the correct answer to the situation. The problem thus
does not consist of building or discovering an initially unknown answer - which would resort to problem
solving - but not to use a strong answer, which turned to be wrong because of some unnoticed change in
the situation.
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First, the normal series were presented 40 times, in order to make it “dominant” both in the
user’s and in the CESS’ “mind”, and to create some anchor effect. The single-change series
were then inserted approximately every 20 presentations. The double-change series were
finally presented as the two last modified series, at the end of the task.

5.2.2. Hypotheses
Four basic hypotheses were considered.

1. Series featuring changes are more propitious to errors, called here “routine”errors, than
normal series.

2. Preventive and/or corrective assistance reduce the rate of such errors.

3. Double-change series are more error-prone than single-change series, and single-change
series more than normal series.

4. The error reduction produced by the preventive and/or the corrective assistance is higher in
double- than in single-change situations.

5.2.3. Results
These four hypotheses were globally supported by the data.

Presence and number of changes. Series featuring a double-change entailed a higher error rate
than single-change series, and single-change series a higher error rate than normal series (Pr >
F=0.0001, df = 2).

Preventive assistance. The preventive assistance provided by CESS decreased the use and
need for correction in the course of activity, but was not sufficient to eliminate all errors when
used alone. Preventive assistance reduced in absolute terms the error rate in each situation
type (Pr > F = 0.0023, df = 1), the reduction being higher for double-change series than for
single-change series. Considered in relative terms, the reduction was, this time, higher for
single- than for double-change series, demonstrating the particular resistance of double-
change series to error prevention. However, as the interaction between preventive assistance,
performance and type of series (i.e. number of changes) was not significant (Pr > F = 0.1782,
df = 2), these last two results are only indicative.

Corrective assistance. The corrective assistance provided by CESS reduced in absolute terms
the error rate in each situation type (Pr > F = 0.0001, df = 1), the reduction being higher for
double-change series than for single-change series. Considered in relative terms, the reduction
profile was once again inverted, that is higher for single- than for double-change series. This
demonstrates the particular resistance of double-change series to error correction. Moreover,
the interaction between corrective assistance, performance and type of series (i.e., number of

SESSION 6-1 page 7



changes) was here significant (Pr > F = 0.0016, df = 2). We also would like to notice that,
with such a simple task, corrective assistance could also virtually have eliminated any error
by forcing automatic correction - an option which was, for an obvious reason, not tested in the
experiment.

In_summary, these results confirm the particular error inducing character of situations
featuring changes, when normal situations are massively encounteréd during the task. The
error risk was also lower for single- than for double-change situations, the latter being
particularly resistant both to prevention and correction approaches. The number of errors
committed in all error-prone situations was, however, significantly reduced by CESS, a result
which is considered promising.

Chronology_ of performance. The task was chronologically divided in 24 series of 10
presentations. Differences obtained when comparing the error rates between them were very
significant (Pr > F = 0.0090, df = 23). When considering only the 12 situations featuring
changes, the differences were also highly significant (Pr > F = 0.0001, df = 11).

Interpretation. These results are interpreted by a difference in the nature of the control
processes brought into play during task performance. By reference to the theoretical
framework presented in the beginning of the paper, the task can be considered as a succession
of phases, which vary from a psychological viewpoint.

- The beginning of the task is a kind of /earning phase, where most of the attentional
resources are allocated to the transcription process. Some errors appear in the first problem
presentations then disappear rapidly, because of the task’s simplicity and its very low variety.

- The first presentations of the single-change series then entail an increase of the error rate,
because they match or activate the strong-but-locally-wrong normal answer, thus triggering
routine errors.

- In the following phase, the single-change series progressively acquire a status of exception.
They are progressively identified as such and processed carefully, on a semi-attentional mode.
Better mastered, these situations thus produce less errors, and even their detection seems also
to routinise.

- Because they are erronously processed as something between “normal modified series”,
normal series and real two change series, the last two double-change series produce a final
increase of the error rate.

Qualitative approach. The analysis of the nature of errors committed in each situation
supports the former interpretation in terms of error mechanisms. In single-change situations,
the success rate is approximately 90%, 70% of the errors being the answer given to the
normal series. In double-change situations, the success rate drops to 64 % at the first

SESSION 6-1 page 8



presentation, 55 % of the errors (i.e., 20 % of the answers) being the answer prescribed in the
single-change situations and 22 % the one given in the the normal situation. The success rate
then increases up to 74 % at the second presentation, with 42 % and 12 % corresponding
respectively to the answer prescribed in the single-change and normal situation; the other less
frequent errors being a mix of those prescribed in the three situation types.

6. Routine error prevention using an “engineering” approach

6.1. Rationale for a new design

The main drawback of the former “cognitive” version of CESS was that it used a limitless
long-term memory, in which all situations, answers and outcomes where extensively
recorded. Such a requirement is unacceptable for a whole range of industrial applications,
where computer power and memory are limited. That is the first reason why it was decided to
redesign the system, while trying to keep most of its original efficacy.

The second reason was that modified situations, and particularly double-change situations,
induced an increase in the variety of errors. Despite the extreme simplicity of the task used in
the first experiment, this variety highlights how difficult it is to predict with certainty the
precise form of errors, an objective which was mainly responsible for the complexity of the
first design. If only the error risk, that is the occurrence of the error-prone situations, has to
be foercasted, then the system can be simplified ? without losing much of the initial efficacy.

Another type of modification was also introduced, as double-change situations were both very

error-prone and particularly resistant to error prevention and error correction. Double-change
situations probably thus require some dedicated type of support.

6.2. The new system

Processing in specific ways single- and double-change situations, or not, can itself becomes
an experimental variable. To compare the two solutions, two different systems area being
developed. :

6.2.1. Error prevention not specific to the number of changes

This system processes without any distinction between single- and double-change situations.

This can be argued because the process of situation recognition or situation assessment is very simple
with the kind of tasks used in this research. In other cases, it would on the contrary be necessary to
increase the algorithm complexity, using, for example, connectionist techniques.
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The system has one limited memory of the task situations (the “symptom sets” in the Rouse
task, see below), the size of this memory being a parameter. The system warns the user when
a) this memory is filled, b) only with the same record, and c) the current situation differs from
it.

The policy for memory updating is “First In First Out”(FIFO), which by definition preserves
the presentation order of inputs. Two phases can then be distinguished: initial memory
loading, in which situations exemplars are recorded up to reach the memory capacity, and
memory updating, which allows to acquire new situations exemplars while forgetting old
ones.

6.2.2. Error prevention specific to the number of changes
This system distinguishes single- and double-change situations.

The system has rwo limited memories of the task situations, the size of which being
parameters. The first one, called the Situation Memory (SM), records each and every new
situation, while the second, called the Change Memory (CM) records modified situations
only. The conditions for accessing the CM are the following ones: a) the SM has to be filled
to capacity, b) it contains only records of the same situation, and c¢) the current situation
differs from these SM records.

The system then specifically warns the user about the presence of a double-change situation
when a) the CM it is filled, b) it contains only records of the same situation, and ¢) the current
situation differs from but is similar to these CM records.

The policy for memory updating is in both cases “First In First Out” (FIFO), which preserves

the presentation order of the encountered situations. Memory loading and updating once again
keep the system aware of the situations’ history.

6.3. Routine error prevention in the Rouse task

The task used used in the first experiment was over-simplified when compared to the tasks
operators perform in real-work environments, even these that involve large segments of
routinised activity. It was thus decided to further investigate the potentialities of CESS in a
more valid task, the Rouse 1 fault finding task (Rouse, 1978).

6.3.1. Objectives of this research phase

The main objectives of this second research phase are:
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- to gain insight into the factors determining routine errors during performance in complex
tasks, such as fault diagnosis;

- to develop and test a prototype of a computerised support system aimed at preventing
routine errors in such tasks;

- and to evaluate the possibilities for extending the above results, obtained in laboratory,
towards pratical applications in the process industry.

6.3.2. An adapted version of the Rouse task

The Rouse 1 fault diagnostic task requires fault finding in graphically displayed networks of
interconnected AND-gate components. The logics of a network and the main task
characteristics are the following ones:

- all components are AND-gates; for a component’s output to be 1, both the component itself
must be working and all its input connections must be 1;

- the signals are transmitted from left to right and there is no feed-back loop;

- connections are restricted to components situated in adjacent columns;

- only one component fails in each network;

- there is no failure propagation nor possible degradation or repair during the task;

- the task is static;

- the diagnosis activity does not combine or compete with any other kind of task;

- the task is usually performed by a single subject.

The subject has to identify the faulty component, using different sources of evidence:

- the so-called “symptom set”, a vector of binary 1/0 values available at the output of the
network from the beginning of the task;

- and the results of tests made either on connections between components or on components
themselves.

During task performance, a chronological list of the tests made and results obtained so far are
displayed at the right-hand side of the network, until the subject has identified the faulty
component, in which case the problem has been solved. The subject has to solve a series of
problems presented on screen. The normal experimental procedure is the following one:

- each problem involves a new network;
- in each network, the connections between components are determined randomly;

- the faulty component varies also randomly in each network.

For a more extensive description of the task, refer for example to (Rouse, 1978).
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These conditions are rather different from those process operators meet in real work settings,
as they usually work with the same environment (e.g., in a control room) which give them
opportunities to develop control skill and specialised knowledge about the system’s structure,
functioning, reliability and typical temporal evolutions (e.g., Masson and De Keyser, 1993;
Masson et al., 1993; see also Patrick, 1993). These are indeed the conditions where large
segments of semi-automated activity are developed and routine errors commited, either by
misunderstanding or by inadequately mastering “nearly normal” situations.

To remedy this inconvenience and create conditions likely to induce more pattern-matching
based problem solving in the Rouse task, the following modifications are introduced:

- all problems involve the same network;
- in this network, the connections are thus never modified;
- the distribution of faulty components and the frequency of failure are controlled.

In the first experiment, three types of situations were used: normal, single- and double-change
situations. The same conditions are introduced in the Rouse task. Modifications always
concern the symptom set.

Routine errors are expected to be induced by controlling the frequency of occurrence and the
similarity between a) a normal symptom set, b) a single-change symptom set, and ¢) a double-
change symptom set. However, as there is usually no one-to-one relation between symptom
sets and failed components, there is thus one more factor to be controlled, the location of the
faulty components in the network. Indeed to any symptom set generally corresponds a whole
set of components which explain the signals got at the network output and which might thus
have failed. This set of possibly faulty components is called the “Consistent Fault Set” or
CFS (e.g., Toms and Patrick, 1987; Patrick, 1993; Brinkman and van der Schaaf, 1993).

6.4. Experimental testing

6.4.1. Experimental task and procedure

The distribution of the faulty components over the task is controlled. A problem is considered
as finished when and only when the subject has proposed the correct diagnosis. In case an
erroneous diagnosis is proposed, the subject has to go back to the task, until the right
diagnosis is made. Such a task setting has the advantage to equalise the component failure
rate for all the subjects.

The frequency of single- and double-change symptom sets and the component failure rate
remain to be fixed during a pilot study. The number of problems and eventually the number
of sessions needed to induce routinisation remains also to be fixed during this pre-session.
The subjects of the experiment will be students in Industrial Engineering from the University
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of Eindhoven. In a later stage, the same experiment might, however, be proposed to process
operators, in order to evaluate the robustness and generality of the results formerly obtained
with students.

6.4.2. Task profile, single- and double-change situations

The temporal profile of the task is similar to the one used in the experiment on the letter
series. Three task phases are distinguished.

1._The learning phase

The normal symptom set is presented a certain number of times, in order to allow skill
aquisition and to induce routinisation. The CFS corresponding to this normal symptom set is
called CFSO (for 0 change). In the network presented in figure 1, the components that belong
to CFSO are components 1, 3, 4, 5, 7, 10, 11, 12, 13, 18, 19 and 26. The faulty component,
called FCO, varies inside CFSO0. It is expected that the less this variety, the easier will be the
process of routinisation and the larger the risk of routine errors in the rest of the task.

. - , 0
1
B
1
a

Figure 1. The normal situation. The symptom setis 100101 0. The CFSis 1, 3, 4, 5, 7, 10,
11, 12,13, 18, 19, and 26, and the faulty component varies inside the CFS.
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2. Regular rare injections of a single-change symptom set

One single-change symptom set is inserted in the task in a nearly periodic way. To this single-
change symptom set corresponds a consistent fault set, called CFS1. FC1 is kept always the
same inside CFS1, in order to facilitate routinisation and favour routine errors.

In order not to allow the subjects to find it too easily by chance, FC1, component 15 in figure
2, will be located not too close to CFS0.

0

0

Figure 2. The single-change situation: the last digit of the symptom is now 1. The CFS is 9,
15, 17, 22, 25, and 32, and the faulty component is always component 15.

3. Two insertions of a double-change symptom set

One double-change symptom set will be inserted at the end of the task, instead of the
(expected) single-change one. The consistent fault set corresponding to this double-change
symptom is called CFS2. The faulty component, called FC2, will always be the same inside
CFS2, in order to facilitate the analysis of performance in this particular hard to manage
situation. To ensure that the subject won’t find it too easily by chance, FC2, that is component
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21 in figure 3, is located in a different network area than CFS0, and in a position opposite to
component 15 (FC1).

0

0

0

1

[ 333y 0
)/ Jas \ fau 1

Figure 3. The double-change situation: the first digit of the symptom is now 0 and the last one
remains 1. The CFS is 2, 8, 16, 21, 23, 24, 27, and 31, and the faulty component is always 21.

6.4.3. Performance measurements

By definition, as a good diagnosis is required in order to stop a problem, if the quality of the
final diagnosis would be used as a measurement of performance, no error might ever be
possible. Sensitive performance measurements are thus needed, like time to solve the task,
number of tests made, number of premature and of incorrect diagnoses, number of redundant
tests, and some kind of “deviation from optimality” variable (e.g., Brinkman, 1993). This
particular performance measurement remains to be determined, but it is thought that
information theory might provide an appropriate candidate.
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6.4.4. Additional experimental condition: visualising the CFS on screen

According to Rouse and Hunt (1984), the main benefit of computer aiding lies in its ability to
make full use of the available evidence and in particular of the 1 outputs (the 1 values in the
symptom set). It is thus foreseen to provide the subjects with a system allowing to visualise
the CFS on screen, as used for example by Brinkman and van der Schaaf (1993).

6.4.5. Main hypotheses
The basic hypotheses are similar to those of the first experiment:

1. Situations featuring changes are more propitious to errors, called “routine”errors, and to
subsequent performance degradation, than the normal situations.

2. Preventive assistance provided by CESS reduce the rate of routine errors or decrease
performance degradation.

3. Problems featuring double-change symptom sets are more error-prone than those featuring
single-changes, and these more than normal situations.

4. The efficacy of the preventive assistance not specific to the number of changes is higher in
single- than in double-change situations.

More particularly, in line with the results of the first experiment:

4.1. Efficacy is greater in double- than in single-change situations, when the reduction of
performance degradation is expressed in an absolute way [i.e., performance with
assistance - performance without].

4.1. Efficacy is greater in single- than in double change situations, when the reduction of
performance degradation is expressed in a relative way [i.e., (performance with
assistance - performance without) / performance without assistance].

5. The efficacy of the preventive assistance specific to the number of changes should be the
same in single- and in double-change situations. We, however, expect that this won’t be
the case, because of the very difficulty of double-change situations. An interaction is thus
expected between performance, type of situation and type of assistance, despite the specific
design effort dedicated to cope with double-change situations.

6. Visualising the CFS will improve performance in all types of situation.

8. Visualising the CFS will equalise the efficacy of each assistance type regarding single- and
double-change situations.

8. Visualising the CFS will equalise the efficacy of both assistance types.

SESSION 6-1 page 16



7. Conclusion

Routine errors are among the most common form of slips, both in everyday life and in work
environments. They are also the most difficult to erradicate, their actors knowing usually
what to do before the error is committed. This research is an attempt to solve this problem
using an adaptive computer support, in tasks where such kind of assistance is possible.

A good ergonomical approach requires indeed to preserve or even to encourage the
conditions that favour skill acquisition, all the while preventing routine errors. Errors are
thus dealt with neither by suppressing nor by modifying the subject, but by acting on the
environment, by taking advantage of what is known at a theoretical level about errors.

The task used in a first experiment, that is the transcription of a long sequence of short letter
series into digits, produced promising results. This task is, however, over-simplified when
compared to real operator tasks. It was thus decided to investigate the potentialities of the
error prevention system in a more valid task, namely the Rouse 1 fault tracking task.

While the original system uses a very simple “cognitive” model of routinised activity, the
version currently under development has adopted a less complex but computationally more
efficient “engineering” approach to error prevention. One of the main results of the initial
experiment was indeed that double-change situations were very error-prone and did also
increase the variety of error forms. Consequently, and despite the extreme simplicity of the
task used, this variety of answers demonstrates the difficulty to predict with certainty the
precise form of errors, an objective which was mainly responsible for the “cognitive” flavour
of the original design. If only the risk of routine errors has to be predicted without trying to
forecast the error form, then a totally new design can be adopted. It is hoped that this new
design will meet or even exceed the original system’s efficacy, all the while surpassing it in
terms of cost / efficiency balance.
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Abstract. Currently, the space manipulator ERA (European Robot Arm) is being devel-
oped in Europe. It will be used on the International Space Station Alpha. When the ERA
is manually controlled, its movements are monitored with camera’s, like the end-effector
camera, which is used for positioning the ’hand’ of the robot. When the operator controls
the ERA, he/she has to cope with slow and flexible dynamics. At the Delfi University of
Technology, research is carried out on the development of a man-machine interface for the
ERA. The movements of the ERA are animated on a graphical workstation, and the in-
put device is a Spaceball controller. This paper briefly discusses a novel graphical display
that uses intersections between 3-dimensional objects to improve the spatial observability
of the end-effector camera picture, and a real-time simulation model, that accurately simu-
lates ERA’s movements. Next, the paper describes the extension of the display to a novel
predictive display, that compensates for the effects of the slow dynamics and the flexibility.
Finally, the paper discusses the suitability of the predictive display to compensate the time
delays when a space manipulator like the ERA is controlled from Earth. Some try-outs
with the predictive display have shown, that it is very suitable for manually positioning the
end-effector.

Keywords. Man/machine systems, Man/machine interfaces, Manual control, Telemanip-
ulation, Telerobotics, Graphic displays, Predictive displays

1. INTRODUCTION

Around the end of this century, the first segments of
the new International Space Station Alpha will be put
into orbit around Earth. On the Russian part MIR-
2 of the Alpha, a European space manipulator will be
used. The manipulator is called ERA, which is short
for "European Robot Arm’, and shown in Fig. 1. It is
a 10 m long anthropomorphic manipulator with 6 de-
grees of freedom (DOF’s), that is being developed and
assembled at Fokker Space and Systems B.V. in Leiden,
the Netherlands. The joints of the robot are driven by
electric brushless DC motors, and its links are made
of lightweight carbon fibre. Even though this is a very
stiff material, the long and slender upper- and forearm
of the ERA are flexible, Since the power of the elec- /
tric motors is limited, however, the arm can only move
slowly, and the vibrations will be small. The ’hand’
of the ERA is called end-effector. On the end-effector
front, a gripper is placed, which is used for grasping an
object.

Fig. 1. The ERA space manipulator

On the MIR-2, the ERA will be used for servicing and
inspection tasks and for the displacement of Orbital Re-
placeable Units or ORU’s. These are containers with
objects that must be moved from one part of the space
station to another. During these activities, the robot
will be controlled from inside the MIR-2 by an astro-
naut. Due to a lack of direct vision on the MIR-2,
camera pictures will be used to monitor the movements
of the ERA. The camera’s are located on the manipu-
lator itself and on the space station. An example of a
camera, located on the manipulator itself, is the end-
effector camera, that will be used for fine positioning
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the end-effector, e.g. for grasping an ORU. Whenever
possible, the ERA will be controlled in supervisory con-
trol. In that case, the operator gives commands like
’put that there’ to the manipulator, and the robot per-
forms these tasks automatically. The operator uses the
camera pictures to monitor the movements of the ma-
nipulator. If anything goes wrong, the operator inter-
venes, and switches to manual control. In that case,
he/she uses a control device to move the manipulator
into the desired direction.

In the case of manual control, the human operator is
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Fig. 2. The Spaceball controller

faced with three problems, that make controlling the
ERA difficult:

1. The ERA is a multivariable system with a large
freedom of movement. It is difficult for a human
to control such a system manually;

2. It is difficult for a human to estimate the 3-
dimensional movements of the manipulator from
flat, 2-dimensional camera pictures;

3. The slow dynamics and the flexibility make con-
trolling even more difficult.

At the Delft University of Technology, research is car-
ried out on the development of a man-machine inter-
face for manual control of a space manipulator like the
ERA, and to find solutions for these problems. Besides
space manipulators, the results of the project are also
suitable for other applications, like endoscopic surgery,
undersea robotics, and robotics in the nuclear industry
[Sheridan, 1992].

The hardware facility consists of a fast Silicon Graphics
Indigo II Extreme graphical workstation and a Spaceball
controller. The graphical workstation is used to simu-
late the movements of the manipulator, and to animate
the camera pictures; both in real-time. The Spaceball
controller, Fig 2, is a 6 DOF force operated control de-
vice that consists of a sphere on a base. The sphere,
or Spaceball, can be slightly translated and rotated
in 3 perpendicular directions. The forces and torques
the operator imposes on the Spaceball are transformed
into translational and rotational velocities of the end-
effector. The choice for end-effector velocity control
and the selection of the Spaceball controller as control
device for this project is motivated in [Breedveld, 1994].
Instead of velocity control, also end-effector position
control could have been used. In [Kim, 1987], however,
it is shown that position control is more suitable for
fast manipulators with a small workspace, while veloc-
ity control is more suitable for slow space manipula-
tors with a large workspace like the ERA. Joint control
didn’t seem to be interesting to investigate, since, for a
human operator, this way of controlling is much more

difficult to do.

The research of the project is phased as follows:

A, Activities in an operating point:
1. Manual control of an ideal manipulator;
2. Manual control of a flexible manipulator.
B. Activities along a track

In stage A, which is focused on positioning the end-
effector, e.g. for grasping an ORU, the demanded ac-
curacy is high, but the risk of an unexpected collision
between the manipulator and the environment is small,
since the movements of the manipulator are small. In
stage B, which is focused on moving the end-effector
along a track, e.g. for displacing an ORU, the de-
manded accuracy is small, but the risk of a collision
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Fig. 3. The end-effector camera picture. (a) End-effector
(b) backplane (c) sideplanes (d) target (e) vision
target.

is Jarge. In phase A1, the first and second problem
mentioned above are investigated, and the manipula-
tor dynamics are not implemented yet. In phase A2,
the third problem is investigated, and the dynamics of
the manipulator are modelled in an accurate real-time
sirnulation model.

The developments in phase Al of the research are de-
scribed in [Breedveld, 1995 & Buigl, 1995a,b]. The so-
lutions for the second problem mentioned above in this
phase of the research are briefly discussed in section 2.
The solutions for the third problem in phase A2 of the
research, that have resulted in a predictive display, are
described in sections 3 and 4. In section 5, the suit-
ability of the predictive display to compensate the time
delays when a space manipulator like the ERA is con-
trolled from Earth is discussed. The paper ends with
some concluding remarks in section 6.

2. DISPLAYS FOR POSITIONING THE
END-EFFECTOR

The end-effector camera picture

When an object must be grasped, the end-effector cam-
era will be used for fine positioning the end-effector.
Fig. 3 shows a stylized impression of the end-effector
camera picture, when the distance between the end-
effector front and the object to be grasped is decreased
to 1 m. The end-effector camera is placed on top of
the end-effector and shows a view of the environment.
The end-effector front is visible at the bottom of the
picture. The environment is simplified to five planes.
The backplanerepresents the object to be grasped. The
four sideplanes represent the environment around the
object. On the backplane, a targetis present. This is a
connection point on which the end-effector front must
be accurately positioned with a desired accuracy of 3
mm and 1.5 °, to grasp the object. Above each con-
nection point on the MIR-2, a vision iarget is present.
This object consists of a black base plate with three
white discs, from which the middle one is placed on
an elevation. It is used by a prozimity sensor: a com-
puter program that uses image processing techniques
to calculate the distance and orientation of the end-
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Fig. 4. Pyramid Display, at a distance of 50 cm from the
target.

effector with respect to the target from the camera pic-
ture. This distance and orientation is described with
six numbers: 3 translations and 3 rotations along the
principal axes. These numbers can be used to posi-
tion the end-effector on the target automatically. The
slow dynamics and the flexibility of the manipulator,
however, make automatic positioning difficult. In some
cases, e.g. if an object is present between the end-
effector and the target, or if the automatic controller
is damaged, automatic positioning might even be im-
possible. Therefore, it is also possible to position the
end-effector by hand.

Graphical overlays on the end-effector camera picture
In the last stage of the positioning task, the distance
between the end-effector and the backplane becomes so
small, that the four sideplanes get out of sight. Then,
only the target and the vision target remain to give
spatial information to the operator. Unfortunately, for
a human, it is very difficult to estimate the position and
orientation of the end-effector from the size and the lo-
cations of the three white discs. To assist the operator,
the proximity information can be used to superimpose
a graphical overlay on the picture that makes it more
easy to position the end-effector.

In [Bos, 1995}, a graphical overlay on the end-effector
camera picture is described, in which the proximity in-
formation is used to animate six analogue dial indica-
tors, that display the six translational and rotational
misfits individually. In this project, the misfits are not
displayed individually, but integratedin a novel overlay
that consists of 3-dimensional graphical objects. Due
to the integration, the operator can estimate the trans-
lational and rotational misfits at a single glance. The
overlay is constructed in such a way, that the animated
objects seem to be part of the environment. Due to
this, it increases the operators involvement with the
real situation. The working principle of the overlay,
called the Pyramid Display, is briefly described below.
In [Breedveld, 1995], the development of this display is
discussed in detail, and some further improvements of
the display are described.

[The Pyramid Display
|Figs. 4, 5 and T show the Pyramid Display, at a distance
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Fig. 5. Pyramid Display, at a distance of 5 cm from the
target.

Fig. 6. Side view of the insert-box, the-frosted-glass and the
pyramid. (a) Backplane, (b) insert-box, partially
cut away, (¢) frosted-glass, and (d) pyramid.

of 50 cm, 5 cm and 0.5 cm from the target respectively.
To improve the sensation of depth, the proximity sen-
sor information is used to project rectangular grids on
large unicoloured planes in the environment. Besides
the grids, the proximity sensor information is also used
to animate three 3-dimensional graphical objects: an
insert-boz, a frosted-glass and a pyramid. The insert-
box and the pyramid are fixed to the backplane, at the
location of the vision target, which is therefore not vis-
ible anymeore. The frosted-glass is a transparent square
plane, fixed to the end-effector front, like the sight of a
gun. In the first phase of the task, Fig. 4, the opera-
tor uses the frosted-glass as a viewfinder and moves it
towards the pyramid. The rotational misfit of the end-
effector can then easily be detected from the orientation
of the box. In the second phase of the task, Fig. 5 and
Fig. 6 from aside, the frosted-glass intersects the insert-
box. Then, the rectangular grid in the box is used as a
distance indicator, perpendicular to the backplane, and
the remaining distance can easily be estimated. In the
third phase of the task, Fig. 7, when the distance left
to the backplane is decreased to only a few millimeters,
the frosted-glass intersects the pyramid. The size of
this intersection then visualizes the distance left to the
backplane. The larger the intersection, the smaller this
distance. The shape of the intersection visualizes the
rotational misfit perpendicular to the backplane. If a
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Fig. 7. Pyramid Display, at a distance of 0.5 cm from the
target.

rotational misfit is present, the intersection is a trapez-
ium or a kite, like in Fig. 7. If all rotational misfits are
zero, the intersection is a square. When the intersection
finally coincides with the square on the frosted-glass,
the front of the end-effector is positioned against the
backplane and the positioning task is completed. The
intersection with the pyramid is also used to avoid col-
lisions against the backplane: a collision occurs, when
one of the four vertices of the intersection touches the
base of the pyramid, like in Fig. 7.

The graphical objects of the Pyramid Display have con-
trasting colours that make them clearly distinguishable.
The grids are coloured black, the insert-box blue, the
frosted-glass transparent black, and the square on the
frosted-glass bright yellow. The colour of the pyramid is
given the function of accuracy indicator. This was done
like a traffic light: In general, the pyramid is drawn
bright red; an alarming colour, that enforces the op-
erator to decrease speed. When all translational and
rotational misfits, except for the distance left to the
backplane, have reached their desired accuracies of 3
mm and 1.5 °, the colour of the pyramid changes to
bright yellow. When the misfits are made even smaller,
its colour changes to bright green, and the end-effector
can be positioned safely. The yellow colour functions
as a kind of security margin.

In phase Al of the project, a number of man-machine
experiments have been performed with the Pyramid
Display. The experiments proved the display to be
very handy for positioning the end-effector. After a
relatively short learning phase of about 3.5 hours, al-
most all subjects turn out to be able to position the
end-effector with surprisingly fast completion times be-
tween 17 and 34 s [Buiél, 1995b].

3. THE EFFECTS OF THE DYNAMICS

The real-time simulation model of the ERA

If the ERA is manually controlled, the operator uses
the Spaceball controller to generate the desired veloc-
ity of the end-effector. ERA’s automatic velocity con-
troller transforms his/her control command into con-
trol signals for the six electric brushless DC motors,
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Fig. 8. The principle of a predictive display.

that make the end-effector move into the desired di-
rection. In phase A1 of the research, the manipulator
dynamics were not implemented yet. It was assumed
that the ERA behaves perfectly, and that it responds
immediately and exactly to a given control command.
In reality, however, even with an optimized automatic
controller, the behaviour of the manipulator is far from
perfect.

In order to investigate the effects of the slow dynamics,
the flexibility and the time delays in phase A2 of the
research, the dynamics of the ERA were modelled in
a real-time simulation model. The model is described
in detail in [Diepenbroek, 1994]. The flexible dynamics
of the ERA were modelled by using software of Fokker
Space and Systems B.V. [Woerkom, 1994]. The elec-
tric motors and the automatic velocity controller were
modelled in this project. The simulation model also
includes a novel friction model, that simulates the ef-
fects of the friction in ERA’s joints very accurately, but
takes less computing time.

Some try-outs with the simulation model showed, that
ERA’s slow, flexible dynamics make manually control-
ling the manipulator difficult. This is mainly caused by
the following two effects:

o Since it takes some time for the robot to accel-
erate, it is not immediately clear in which direc-
tion the end-effector will move when the operator
moves the Spaceball;

e Since it takes some time for the robot to slow
down, it is not immediately clear at what position
the end-effector will come to a standstill when the
Spaceball is released.

In order to reduce the risk of instability, the operator
is forced to use a move and wait strategy; a cautious
way of controlling, in which he/she generates a small
incremental control command, then stops and waits for
a few seconds to see what happens, then gives another
small incremental control command, etc.

The principle of a predictive display

The two annoying effects above can be reduced by using
a predictive display. The principle of such a display is
shown in Fig. 8. The control commands are sent to the
manipulator, and the movements of the manipulator
are recorded with a camera and shown on a television
screen in front of the operator. In order to compensate
the two effects mentioned above, the control commands
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are also used in a computer program, or predictor, that
serves two purposes:

(a) it calculates in which direction the end-effector
will move when the operator moves the Spaceball,
and

(b) it calculates at what position the end-effector will
come to a standstill when the Spaceball is released
(this position will further be referred to as the
stopping position).

The output of the predictor is used to overlay an image
of a ghost manipulator on the camera picture, that ini-
tially coincides with the real one. When the operator
moves the Spaceball, the ghost manipulator will detach
from the real manipulator, which, in turn, will accel-
erate and follow the prediction. When the Spaceball
is released again, the ghost manipulator stops moving,
and the real manipulator will slow down, till finally,
both pictures coincide again. If the prediction is ac-
curate, and if the image is spatially easy to interpret,
a predictive display can be very helpful for controlling
the manipulator.

In phase A2 of the research, the principle above has
been used to extend the Pyramid Display to a Pyra-
mid Predictive Display. The development of this dis-
play will be described in the next section.

4. DEVELOPMENT OF THE PYRAMID
PREDICTIVE DISPLAY

The structure of the predictor

If the operator controls the manipulator with a predic-
tive display, he uses the stopping position to avoid col-
lisions between the manipulator and the environment.
In the literature, different ways have been used to cal-
culate the stopping position in an accurate way.

In the predictor described in [Bos, 1991, pp. 88-121],
the stopping position is calculated by using a simula-
tion model with the dynamics of the manipulator. A
sirnulation model, however, is always a simplification of
reality. If such a predictor is used in practice, the pre-
dicted stopping position will always differ from the real
one, and a statical deviation will be present between
the final position of the real- and the ghost manipula-
tor on the screen. This deviation can be reduced if the
simulation model is made more accurately. However,
a complex model takes much computing time. This is
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Fig. 10. A predictor that generates a position setpoint

not desired, since the prediction must be calculated in
real-time.

In the predictor described in [Breedveld, 1992], mea-
sured information from the camera picture is used to
tune the predictor, to eliminate the statical deviation
automatically (Fig. 9). If such a self-tuning predictoris
used, however, the ghost manipulator will not immedi-
ately come to a standstill, when the operator releases
the Spaceball, but it will slowly drift towards the real
stopping position. In order to compensate this drift,
the operator will have to generate more control com-
mands to make the manipulator do what he/she wants.
This is quite irritating, and a drawback of a self-tuning
predictor.

Due to the problems with the two predictors above, in
this project, it was not decided to use a predictor that
describes the behaviour of the robot as accurately as
possible, but to use the predictor as setpoint generator
for the robot (Fig. 10). For the predictor, a simple inte-
grator is taken, that integrates the velocity commands
of the operator, and calculates a position setpoint. This
setpoint is used to animate the ghost manipulator on
the screen, and used in the automatic controller of the
manipulator, that has been extended with an automatic
position controller. 'This position controller eliminates
the deviation between the setpoint and the real posi-
tion of the end-effector automatically and moves the
real manipulator towards the ghost.

Since the ghost manipulator now responds immediately
and exactly to a given control command, the predic-
tor serves both purposes (a) and (b) mentioned above.
Since the predictor is a very simple integrator, that
doesn’t use a simulation model of the robot, no prob-
lems with the computing time are present anymore.
Furthermore, a statical deviation in the final position of
the real manipulator and the ghost is compensated by
drifting the real manipulator towards the ghost, instead
of the opposite, and the drawback of the self-tuning pre-
dictor is not present anymore.

A disadvantage of the strategy is, that the automatic
controller of the manipulator must be extended with a
position controller, which makes the system more com-
plicated. However, the requirements on the position
controller are not very large: if it eliminates the stat-
ical deviation within a reasonably short time, and if
the overshoot is not too large, the operator can rely
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Fig. 11. The pyramid (left) and the star (right).

almost completely on the position setpoint, and a sim-
ple automatic controller will meet the demands. Only
when the manipulator moves very close to an object,
the overshoot may cause a collision. In such a case, the
operator cannot rely completely on the position set-
point, and he/she must alsc observe the movements
of the real manipulator, and smoothen his/her control
commands if it vibrates too much.

So, instead of using a very complicated simulation
model, or a clurnsy self-tuning predictor, a simple ex-
tension was made to the automatic controller of the
robot, and the predictor is used as setpoint generator.
With this strategy, the fotal system, which consists of
both the manipulator 4nd the predictor, has a simple
structure and is easy to control. In spite of the extra
automation, the movements of the manipulator are still
completely manually controlled by the operator.

The visualization of the prediction

The predictive display in Fig. 10 shows a 2-dimensional
side view of a manipulator. The end-effector camera
picture, however, shows a 2-dimensional front view of
the end-effector and the environment. In this case, the
position setpoint must be visualized spatially, which is
much more difficult.

In the predictive display of Fig. 10, the predictor in-
tegrates the velocity commands of the operator to a
position setpoint for the end-effector relative to the en-
vironment. Since the camera picture in Fig. 10 only
shows a manipulator, an image of a ghost manipula-
tor was used to visualize the position setpoint. The
end-effector camera picture, however, both shows the
end-effector front 4nd the environment. In this case,
either an image of a ghost end-effector front, or an im-
age of a ghost environment, can be superimposed on the
picture to visualize the position setpoint. When the op-
erator controls the end-effector camera picture, he/she
focuses on the environment, and not on the end-effector
front. Therefore, the ghost end-effecior front seems to
be less suitable to visualize the position setpoint, and
the ghost environment is selected.

Note, that, instead of an image of a really existing ob-
Ject in the end-effector camera picture, also another,
more abstract presentation could have been used to vi-
sualize the position setpoint. In the end-effector camera
overlay described in [Ferro, 1994], for example, three
analogue distance scales and a figure that looks like
the artificial horizon of a plane, are used to visualize
the real and the predicted misfits. In this project, how-
ever, it was decided to visualize the position setpoint
in such a way, that the operator stays involved with
the real sitnation as much as possible. Therefore, in
the end-effector camera picture, a ghost environment
is used to visualize the position setpoint, instead of a
more abstract presentation, that would divert the at-
tention of the operator from the real situation.
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Fig. 12. Pyramid Predictive Display, at a distance of 50
cm from the target.

So, the predictive display shows both a ghost- and a real
environment. In the predictive display, initially, the
ghost environment coincides with the real one. When
the operator moves the Spaceball, the ghost environ-
ment will detach from the real environment, which,
in turn, will accelerate and follow the position set-
point. When the Spaceball is released again, the ghost
environment stops moving and the real environment
will slow down, till, finally, both environments coincide
again. From the display, it must be easy to estimate
the translational and rotational misfits of both envi-
ronments. Due to the good results with the Pyramid
Display in phase A1l of the research, the principle of
this display is also used in the predictive display. In
the Pyramid Display, an insert-box and a pyramid are
projected in the environment, to visualize its position
and orientation. If these two graphical objects are pro-
Jjected on both the ghost- and the real environment,
however, the predictive display would contain 2 insert-
boxes and 2 pyramids. This mixture of objects would
look very crowded and confusing.

With the predictor of the preceding paragraph, the op-
erator can rely almost completely on the position set-
point. The movements of the real environment are only
important at the end of the positioning task, when the
end-effector is very close to the backplane and the over-
shoot may cause a collision. In the Pyramid Display,
the operator uses the intersection of the frosted-glass
with the pyramid to avoid collisions against the back-
plane. The insert-box is not used for this purpose. This
means, that, in the real environment, the insert-box can
be omitted. This simplifies the predictive display to a
ghost environment with an insert-box and a pyramid,
and a real environment with only a pyramid. At the
end of the positioning task, when both pyramids in-
tersect the frosted-glass, the ghost pyramid is used to
fine position the end-effector, and the real pyramid is
used to avoid collisions. For the operator, however, the
mixture of both intersections would still be difficult to
interpret. Therefore, the display is simplified further.

In the Pyramid Display, a collision occurs, when one

of the four vertices of the intersection on the frosted-
glass touches the base of the pyramid (Fig. 7). So, the
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Fig. 13. Pyramid Predictive Display, at a distance of 0.5
cm from the target.

operator uses the vertices of the intersection to avoid
collisions. This means, that, in the real environment,
it is sufficient to draw only the edges of the pyramid.
The object then simplifies to a star with four tips, as
shown in Fig. 11.

The Pyramid Predictive Display

Figs. 12 and 13 show the finally resulting Pyramid Pre-
dictive Display, at a distance of 50 cm and 0.5 cm from
the target respectively. The ghost environment is equal
to the environment in the Pyramid Display and consists
of the grids, a ghost tacget, the insert-box and the pyra-
mid. The real environment consists of the back- and
sideplanes, the real target and the star. The ghost tar-
get is drawn transparent, and the star is drawn with a
preference: it is always visible, whether or not it lies be-
hind the pyramid. The colours of the graphical objects
are equal to the colours of the Pyramid Display. The
accuracy indicator has been extended: the colour of
the pyramid now changes from red via yellow to bright
green, if the position setpoint reaches its desired accu-
racy, and the colour of the star changes from red via
yellow to bright green, if the real position reaches its
desired accuracy.

In the beginning of the positioning task, Fig 12, the op-
erator moves the frosted-glass towards the insert-box of
the ghost environment and uses the orientation of the
box and its intersection with the frosted-glass to po-
sition the end-effector in front of the target. At the
end of the task, Fig 13, both the pyramid and the
star intersect the frosted-glass. Then, the operator
uses the pyramid for fine positioning the end-effector
on the ghost environment, and the star, to get an im-
pression of the overshoot. If the intersection with the
star vibrates a lot, the operator must be careful and
slow down, till the vibrations of the manipulator are
damped sufficiently. When both the pyramid and the
star are coloured green, the end-effector can be posi-
tioned on the target safely.

Note, that in the last stage of the positioning task, the
movements of the real environment, the predicted envi-
ronment, and the accuracy indicator, are all visualized
in the middle of the display, which is the location where
the operator focuses on. Due to this, in the last stage of
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Fig. 14. The stretched pyramid (left) and the stretched
star (right).

the task, when the end-effector must be fine positioned,
he/she doesn’t have to spread the attention to different
parts of the display, which would be quite irritating.

Improved shape of the pyramid and the star

In the display, the pyramid and the star have two pur-
poses: they are used to visualize the resulting trans-
lational and rotational misfits, and they are used to
avoid collisions. The first purpose requires, that the ob-
jects are low: the lower they are, the stronger they am-
plify the misfits when they intersect the frosted-glass.
The second purpose, however, requires that the objects
are high: the higher they are, the earlier they intersect
the frosted-glass, and the earlier the operator can slow
down the end-effector to avoid a collision.

In order to meet both conflicting requirements above
better, in the Pyramid Predictive Display, the pyra-
mid and the cross are streiched a little bit, as shown
in Fig. 14. The low slope at the base of the stretched
objects makes them very suitable to visualize the mis-
fits, but their height still makes them very suitable to
avoid collisions. However, the objects should not be
stretched too much, since then, the size of the intersec-
tion changes strongly non-linear with the distance to
the backplane, which is very confusing.

5. DISCUSSION

Prediction in the case of time delays

In future applications, space manipulators like the ERA.
will also be used on unmanned space vehicles, and man-
ually controlled from Earth. Then, the control com-
mands of the operator are {ransmitted into space and
arrive at the manipulator with a time delay At up
to about 3 s [Sheridan, 1992, p. 212]. The delay is
variable, due to changes in the distance and in the
number of satellites (1 or 2) between the manipulator
and Earth, and due to the processing time within the
satellites. The automatic controller of the manipula-
tor transforms the delayed control signals into move-
ments of the arm that are monitored with a camera.
The video signal is transmitted back to Earth, and the
camera picture appears on the television screen, again
with a tirne delay At. In the control loop, the overall
time delay of 2A¢ up to about 6 s, makes controlling
the robot very difficult.

In the case of the positioning task, the Pyramid Predic-
tive Display can also be used to compensate the time
delays. Since, in that case, the computer with the pre-
dictor is located on Earth, no delays will be present
when the operator controls the predictor. The control
commands are transmitted into space, and the real ma-
nipulator on the screen will follow the position setpoint
after 2Ats.
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Compensation of the variations in the time delays

If a manipulator like the ERA is controlled from Earth,
the control- and video signals will be transmitted dig-
itally, as a discrete series of samples with a constant
time interval, for example of 0.05 s. Due to the vari-
able time delay At, the time interval at the arrival will
not be constant anymore, and the signals will be de-
formed. In [Breedveld, 1992], a method is described by
which the deformation in the signals can be compen-
sated. This method uses two buffers; the first one near
the manipulator and the second one near the television
screen. At the arrival, the samples are put into the
buffer, which is emptied on-line, again with the con-
stant time interval of 0.05 s. Since the time interval
between the numbers is constant again, the signals are
not deformed anymore. The time interval at the input
of the buffer varies, while the interval at the output
is constant. Therefore, the size of the buffer is vari-
able. Since the buffer should never become completely
empty, the constant time delay between the moment of
transmitting and the moment of emptying the buffer,
must be somewhat larger than the maximum value of
At. Due to this, the time delay increases a little bit.
If a well working predictive display is used, however, it
is not expected that a small increase in the time delay
will make controlling the manipulator more difficult.

6. CONCLUDING REMARKS

At the moment of writing this paper, no man-machine
experiments have been carried out with the Pyramid
Predictive Display yet. Some try-outs, however, have
shown that the display simplifies the positioning task
strongly. In the near future of phase A2 of the research,
a number of man-machine experiments will be carried
out with the display, to investigate the effects of a pre-
dictive display on fine positioning the end-effector in
the presence of slow, flexible dynamics and time delays.
The Pyramid Predictive Display will also be compared
with other kinds of predictive displays for end-effector
positioning tasks, like the display described in [Ferro,
1992].

The Pyramid Display and the Pyramid Predictive Dis-
play, both developed in phase A of the research, are
developed for fine positioning tasks, and help the op-
erator in positioning the end-effector with a high accu-
racy. In phase B of the research, other kinds of displays
are being developed for track following tasks, that help
the operator in avoiding collisions between the manip-
ulator and parts of space station. In the future of this
phase of the research, a number of man-machine exper-
iments will be carried out with different types of such
displays, to compare them with each other, and to in-
vestigate their suitability for track following tasks.
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A LABORATORY EVALUATION OF TWO GRAPHICAL DISPLAYS
FOR SPACE MANIPULATOR POSITIONING TASKS
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Abstract: A space manipulator is a lightweight robotic arm mounted on a space station or a spacecraft. If
the manipulator is manually controlled from a remote site (teleoperation), the pictures from cameras in the
neighbourhood of the manipulator are the only aids the human operator can use. Besides, manipulator
dynamics and the possible presence of time delays in the control loop also complicate manual control.

In space manipulator positioning tasks, the manipulator hand (the end-effector) has to be positioned
accurately in front of a known (physical) target. Here, the human operator can only use the camera picture
from a camera attached to the end-effector. In that picture, hardly any spatial cues are present. Therefore,
it is difficult to assess the aftitude of the end-effector relative to the target. This paper evaluates two
graphical camera overlays that visualise the actual end-effector attitude. The first overlay, the Indicator

Display, shows the exact position and orientation of the end-effector with a set of smart two-dimensional
display indicators. In the second overlay, the spatial Pyramid Display, spatial information is presented by

means of the intersections of three spatial graphical objects. The results of man-machine experiments
show that the positioning task can be performed remarkably fast with otk displays. Also, it appears that at
the end of the task, the ‘Pyramid operator’ is more aware of the actual manipulator environment than the

‘Indicator operator’.

Kevwords: Teleoperation, Manual Control, Evaluation, Graphical Displays

1. INTRODUCTION

1.1 The manual control of a space manipulator

At Delft University of Technology (DUT), Department
of Mechanical Engineering and Marine Technology,
manual control of a space manipulator is an object of
study (Bos, 1991). A space manipulator is a lightweight
robotic arm mounted on a space station or a spacecraft.
There, it performs inspection and maintenance tasks, e.g.
the repair of a damaged satellite. Figure 1 shows an
example of such a manipulator: the new European Robot
Arm ERA' (van Woerkom ef al, 1994). The ERA is ten
metres long and has six Degrees-of-freedom (Dof’s). At
the end of the 20th century, it might become operational
on the new global space station Alpha.

Recurrent tasks of a space manipulator (e.g. the replace-
ment of Orbital Replaceable Units containing scientific
experiments) may well be automated and performed
under supervisory control. This does not seem plausible
for tasks that are not well defined in advance (e.g. repair

! The European Robot Arm is developed at Fokker Space and Systems
V. in Leiden, The Netherlands.

tasks). Here, the inventiveness of the human operator is
requited more often. Then, teleoperation (Sheridan,
1992) seems a suitable control method. With this method,
the human operator controls the manipulator by hand

Figure 1 The European Robot Arm (ERA)
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from a remote location (e.g. a space station’s manned
module or a ground station on earth). Astronauts do not
have to go outside their spacecraft to control the
manipulator; the manipulator movements are controlled
with the help of the pictures from cameras installed in the
neighbourhood of the manipulator.

The mentioned teleoperation task is a hard job for the
human operator. First, task execution suffers from the
manipulator dynamics: because of the lightly constructed
limbs, the manipulator will be flexible. Besides, when the
operator controls the manipulator on earth, time delays
are introduced in the control loop. These delays are
caused by the transmission of control signals from earth
to space, and back again. Finally, the lack of spatial
information in the camera pictures complicates manual
control. This paper focuses on that specific problem:
because of the loss of the third dimension, it can be
difficult to detect whether the moving manipulator may
soon collide with one of the objects in its environment.
Also, it can be difficult to assess the orientation of the
manipulator-hand (the end-effector) relative to an object
that has to be grasped and displaced.

A solution for the mentioned problem is available when
position sensors are installed that measure the position of
the manipulator relative to the objects in its environment.
Then, the measured data can be presented in a graphical
display shown on the man-machine interface console at
the remote site. At DUT, new concepts for such displays
are being developed. Current research is aimed at the
development of a graphical display for an elementary
subtask of a space manipulator: the positioning task.

1.2 The space manipulator positioning task

Before a space manipulator is able to grasp and displace
an object, the end-effector must be positioned accurately
in front of the object without damaging it. If this
positioning task is performed in teleoperation, all end-
effector Dof’s (three translations and three rotations)
have to be controlled manually. When the distance
between the end-effector and the object has decreased to
less than a few centimetres, it is difficult to detect
whether the end-effector and the object collide.

Figure 2 shows an outline of the generalised positioning
task currently investigated at DUT. In this task, the end-
effector has to be accurately positioned upon a generic
object. Here, the human operator can only use the
information in the picture from the camera attached to
the end-effector. If the end-effector is approaching the
object that has to be grasped, this picture contains three
characteristic elements: the top-side of the end-effector,
the target and the vision-target. The target marks the area
in which the front side of the end-effector must be placed
to be able to grasp the object safely. The vision target
consists of three cylinders in one line (the cylinder in the
middle is taller than the others). From the position and
size of each cylinder in the camera picture, a computer
calculates the actual position and orientation of the target
relative to the end-effector. These measures are used in
the graphical display for the positioning task.

Spaceball Control Device

N\

Camera

AL
Vision @

Target
L==

Figure 2 The space manipulator positioning task

End-effector

Target

In the investigated positioning task, the human operator
controls the translational and angular velocity of the end-
effector with 2 commercially available, force activated
input device with six Dof’s: the Spaceball®. If the
operator grasps the Spaceball as if he grasps a car’s gear
lever, he might feel it as if he grasps the end-effector
(virtual grasping; see also (Buiél and Breedveld, 1995)).

1.3 The graphical display for the positioning task

In fact, a conventional graphical display that simply
shows the actual values of the position and orientation
misfits might well suffice for fulfilling the task consid-
ered here. Then, to finish the task, the human operator
only needs to drag six position and orientation indicators
to zero one by one. However, the mentioned ‘one-sensor-
one-indicator interface’ (Goodstein, 1981) enlarges the
distance between the operator and the system to be
controlled figuratively. With the introduction of the
display, the operator acts like an automatic controller in a
sense. If the end-effector positioning task is considered
as a subtask in a much more comprehensive task, it
seems wiser to develop a display that assists the operator
in maintaining his spatial awareness of the manipulator
environment. This spatial display can either be a spatial
graphical camera overlay that visnalises spatial cues that
are missing in the end-effector camera picture, or a
synthetic computer-generated image of the actual
manipulator environment (an artificial camera picture). If
it is well designed, the operator might feel it as if he is
actually present in a three-dimensional environment
(telepresence, (Sheridan, 1992)).

Currently, the pros and cons of the usage of a spatial
display for the end-effector positioning task are inves-
tigated at DUT. This paper presents the outcomes of a
laboratory man-machine experiment with two graphical
displays. The first one is a typical example of a non-
spatial, two-dimensional graphical camera overlay: the
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Figure 3 The Indicator Display
(@ moving square, @ lateral position misfit, @ vertical
position misfit, ® distance indicator, ® speed indicator,
® example of a digital misfit meter)

Indicator Display. The second display is a spatial display
developed at DUT: the Pyramid Display. Detailed
information about the work presented here can be found
in Buigl (1995).

2. TWO GRAPHICAL DISPLAYS FOR SPACE
MANIPULATOR POSITIONING TASKS

2.1 The Indicator Display

Figure 3 shows the Indicator Display in the end-effector
camera picture. For this display, display technology that
is quite conventional in current Aerospace Engineering
has been applied to visualise the actual position and
orientation of the end-effector.” Just like the artificial
horizon in an aeroplane’s primary flight display, a
moving square near the middle of the Indicator Display
(®: the ‘horizon’) represents the target’s orientation
relative to the end-effector. For the lateral and vertical
position misfit resp., two moving pointers are displayed
along the sides of the display (® and ®). A fixed pointer
or moving scale altimeter visualises the distance between
the end-effector and the plane the target is attached to
(@). Next to that indicator, the end-effector velocity can
be read from a second moving scale indicator (®).
Finally, the exact value of each position- and rotation
misfit can be read from digital meters (®).

All moving elements in the various misfit indicators of
the Indicator Display move ‘inside-out’ (Wickens, 1992).
This means that, the movements of those elements in the
camera overlay correspond to the movements of the

> The general design ideas for the Indicator Display came from the
U.S. patented graphical display for remotely controlling an assembly of
two objects, as developed at Aerospatiale Societe Nationale Indust.,
Paris, France (U.S. Patent Number 5.119.308, dated June 2, 1992).

target in the end-effector camera picture. Each moving
element changes colour at the moment it moves into (or
out of) the safe region for the indicated misfit. At the
moment all elements are coloured green (the ‘safe’
colour), the middle cylinder of the vision target is exactly
in the middle of the display. Then, the operator can
reduce the remaining distance between the end-effector
and the target cautiously, and finally he can place the
end-effector upon the target.

2.2 The Pyramid Display

The Pyramid Display (Breedveld, 1994 and 1995) em-
phasises the spatial cues that were hardly perceivable in
the original end-effector camera picture (see Figure 4).
First, to improve the sensation of depth, rectangular grids
are projected on objects in the manipulator environment
(®). Second, three spatial graphical objects are intro-
duced to simplify the perception of the actual end-
effector attitude: the frosted glass (@), the insert-box (®)
and the pyramid (®@). To the operator, each of these
objects seems to be present in the manipulator environ-
ment. The insert-box and the pyramid seem to be
attached to the vision-target; the frosted glass seems to be
attached to the end-effector, just like the sight of a gun.
To finish the positioning task, the human operator has to
move the frosted glass towards the insert-box and the
pyramid. When the end-effector approaches the target
closely, the frosted glass intersects the insert-box and the
pyramid successively. Then, the end-effector position
and orientation can be perceived from these intersections.

Figure 5 shows the Pyramid Display at the moment the
frosted glass intersects the pyramid. The size of this
intersection is an accurate measure for the remaining
distance between the end-effector and the target. The
shape of the intersection visualises the orientation of the
end-effector relative to the target. If a small orientation-
misfit is present, the shape will be an irregular quadran-

Figure 4 The Pyramid Display (@ rectangular grid,
@ frosted glass, @ insert-box, @ pyramid)
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Figure 5 The frosted glass intersects the pyramid
(@ vertical gridline in the environment, @ longitudinal
gridline upon the insert-box; see 4.1)

gle. When the intersection is almost square, orientation
and position misfits are all within the desired accuracy.
Then, the pyramid changes colour and the operator can
place the end-effector upon the target.

2.3 Discussion

Without doubt, an operator using the Pyramid Display
will be more aware of the three-dimensional environment
the space manipulator is moving in than an operator
using the Indicator Display. According to Gibson (1979),
the optic flow patterns in the retinal picture of the human
eye form an essential cue for spatial perception in daily
life. To ‘obtain a spatial impression of the space mani-
pulator environment, the operator should utilise the flow
patterns in the end-effector camera picture (i.e. the
movements of the target and the other objects visible in
that picture) in a similar way. This is more difficult for
the operator using the Indicator Display, than for the
operator using the Pyramid Display. In the display men-
tioned last, the presence of textured spatial objects results
in a clearer motion perspective. Consider the insert-box
to explain this. This box is much longer and bigger than
the vision-target. Also, rectangular grids are projected on
its sides. Because of this, it is easier to estimate changes
in the attitude and position of the insert-box, than to do
this for the vision-target. In this way, the insert-box acts
more or Jess like an enhanced vision-target.

Despite the increased spatial awareness of the operator,
the usefulness of the Pyramid Display for the end-
effector positioning task is not known beforehand. To
finish the task with this display, an operator can rely on
spatial information only. No additional exact information
about the actual end-effector velocity or the translation
and rotation misfits in specific directions is provided; the
‘Pyramid operator’ is forced to estimate these quantities
from the end-effector camera picture. Here, the ‘Indi-
cator operator’ is in favour. This operator can always use

the exact information in the Indicator Display. All the
time, he can find the current velocity of the end-effector,
and see which misfits are too large.

However, the question is whether the Pyramid operator
really needs additional exact information like that
provided by the Indicator Display. By nature, humans are
very well capable to perceive spatial information from
the outside world. The Pyramid Display capitalises on
these capabilities. Here, the intersections of the frosted
glass with the insert-box and the pyramid resp. may well
provide sufficient information to be able to estimate the
actual position and rotation misfits enough accurately.
Also, the actual end-effector velocity may well be
estimated from the optic flow in the camera picture. To
verify this, in a laboratory experiment, the task perfor-
mance with the Indicator Display has been compared to
the task performance with the Pyramid Display.

3. ALABORATORY EXPERIMENT WITH
THE TWO GRAPHICAL DISPLAYS

To measure the task performance with both displays, the
members of two groups of six subjects have all been
trajined for a simulated space manipulator positioning
task. The first group has been trained to perform this task
with the Indicator Display; the second group has been
trained to do this with the Pyramid Display. All subjects
were students in Mechanical Engineering, without any
experience in tasks like the simulated positioning task.

3.1 The simulation facility

Figure 6 shows the simulator that was used in the
experiment. In this simulator, the movements of the
European Robot Arm ERA (see the introduction to this
paper) are simulated by means of a Silicon Graphics
graphical workstation (@). This computer animates a
simplified end-effector camera picture in real time (@),
Figure 3 through Figure 5 show examples of that
picture). At the start of the simulated positioning task, the
end-effector is at one metre distance from the target. To
finish the task correctly, the subject has to position the
front side of the end-effector straight in front of this
target, without coming into collision with the target
itself. Here, position-misfits have to be reduced to less
than 3.0 millimetres; orientation-misfits have to be
reduced to less than 1.5°. The end-effector movements
are controlled with a Spaceball (®).

Figure 6 The simulation facility
(@ graphical workstation, @ end-effector camera
picture, @ Spaceball control device)
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In the experiment discussed here, a simple mathematical
model was used for the computation of the ERA
movements. The model describes the ERA end-effector
as an object with six Dof’s, of which the movements are
constrained by the upper limits for its translational and
angular velocities only (0.1 m/s and 10°s resp.). The
end-effector movements are not hindered by the mani-
pulator dynamics. In this way, the outcomes of the
experiments do not only demonstrate the usefulness of
both display concepts for ERA; they are also valid for
other situations in which an object has to be positioned
accurately in front of another object in teleoperation (e.g.
in dredge technology (Jonkhof, 1995), or in laparoscopic
surgery). Of course, for the ERA case, after this
experiment more experiments will be needed to
determine the influence of the slow ERA dynamics on
operator performance with both displays.

3.2 The task training

At the start of the training for the simulated positioning
task, each subject read the fundamentals of one of the
displays in a manual first. After that, a large number of
task runs had to be performed with the help of that
display (at least 25 runs). Here, the subject was asked to
search for a control strategy that results in fast task
execution, but that guarantees safe task execution above
all. Here, ‘safe’ means that no collisions between the
end-effector and the object to be grasped were allowed to
take place, except for the final intended contact between
end-effector and target at the moment the end-effector is
correctly positioned. The task had to be practised until
the subject was able to perform it with sufficient and
almost constant performance. This performance level had
been attained at the moment the subject was able to
perform eight successive task runs without any hazardous
collisions between the end-effector and the target taking
place. Also, the standard deviation of the completion
times of these eight task runs had to be less than 3.5
seconds. To prevent the subject from becoming tired, a
break was taken after each cluster of 25 practice runs.

3.3 Measurements

The task performance finally attained by every subject
has been measured in a concluding experiment. In this
experiment, each subject was asked to perform 24 task
runs with the graphical display he or she had been trained
for. Task demands were exactly the same as those in the
training sessions.

After the experiment, the first part of a questionnaire was
handed out. In this part, the subject was asked to express
his or her opinion about the graphical display he or she
had been trained for. Other questions dealt with the
subject’s control strategy for the end-effector positioning
task and the mental load the subject experienced while
erforming the task. At last, the subject was confronted
with the display he had not been trained for. After he had
erformed a large number of test runs with that display,
he second part of the questionnaire was handed out. In
his part, the subject was asked to draw a comparison
etween both display concepts.

4. THE RESULTS OF THE EXPERIMENT

4.1 Control strategies

The control strategies with both graphical displays are
visualised in Figure 7 and Figure 8 resp. Both Figures
show two high-low graphs; one for the rotation misfits
and one for the lateral and vertical translation misfits.
Each graph shows the number of runs in a single
experiment in which the considered misfits are within the
requested accuracy at the moment the end-effector is at a
specific distance from the target. In each graph, eight
values of the distance between end-effector and target are
considered. The horizontal dash in each of the eight high-
low bars indicates the mean value for the mentioned
number of runs (i.e. the mean of the six experiments); the
top and bottom of each bar show the extreme values that
were found for this number.

Control strategy for the Indicator Display
Generally, task execution with the Indicator Display can

be split up in four stages. In the first stage, the subjects
moved the end-effector towards the target at maximum
speed. While the end-effector moved towards the target,
the end-effector orientation was corrected gradually. At
the moment the end-effector had approached the target
up to about 40 to 60 cm, the subjects corrected the
remaining orientation misfits with the help of the moving
square in the middle of the display (2™ stage). After the
rotation misfits had been reduced to acceptable values,
the lateral and vertical position misfits were controlled
with the help of the two moving pointers displayed along
the sides of the display (3" stage). Figure 7 confirms that
the lateral and vertical position misfits were controlled
after the rotation misfits had been corrected: when the
distance between the end-effector and the target is in
between 40 and 10 cm, the mean number of runs with
‘accurate’ rotation misfits is always (much) larger than
the mean number of runs with ‘accurate’ lateral and
vertical position misfits, When the rotation misfits and
the lateral and vertical position misfits were small
enough (distance < 5 cm in Figure 7), the end-effector
was placed upon the target (4™ stage).

Most subjects said that they had found some problems
with the arrangement of the indicators in the Indicator
Display in the last task stage. Here, a large number of
indicators have to be checked sequentially. Of course, the
subject has to take care that each misfit indicator
indicates a value that is within the desired accuracy
margin for that misfit. Also, the distance indicator has to
be checked from time to time. Almost all subjects
mentioned that it is almost impossible to read out these
indicators at a single glance. Here, especially the distance
indicator caused problems. If their eyes focused on the
centre of the large circle in the middle of the display,
subjects were just able to read out the orientation
indicator and the lateral and vertical translation misfit
indicators. The distance indicator was not clearly visible
if the eyes focused on the middle of the display. Since
that indicator is placed on the very left side of the
display, the subject’s eyes had to turn to the left to be
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Rotation Accuracies for 8 distances between the
end-effector and the target (Indicator Display)
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Figure 7 Indicator Display control strategy

able to read out the remaining distance between the end-
effector and the target.

The above problem clearly shows that subjects really
needed the distance indicator in the final stage of the
positioning task performed with the Indicator Display; in
this task stage, they were not able to assess the remaining
distance between the end-effector and the target from the
actual end-effector camera picture only. This indicates
that with the Indicator Display, subjects are not enough
aware of the spatial properties of the environment of the
end-effector at the end of the positioning task. Because
of this, most subjects assessed the probability of a
collision with the Indicator Display to be larger than the
probability of a collision with the Pyramid Display.

Control strategy for the Pyramid Display

The subjects that were trained with the Pyramid Display
also guided the end-effector towards the target at
maximum speed first. At the same time, they roughly
corrected the alignment of the insert-box with the frosted
glass. At the moment the frosted glass was about to
intersect the insert-box for the first time (distance = 10
cm in Figure 8), the subjects considered the remaining
position and orientation misfits. Here, two distinct
strategies were found. Three subjects applied the
‘pyramid strategy’. They moved the frosted-glass slowly
towards the pyramid (distance = 1.5 cm in Figure 8), and
corrected the remaining position and orientation misfits

b) Control of translation misfits

Figure 8 Pyramid Display control strategy
(insert-box height = 10 cm; pyramid height = 1.5 cm)

with the help of the intersection between the frosted glass
and the pyramid. The other subjects applied the ‘insert-
box strategy’. They corrected the remaining misfits by
looking consciously at the rectangular grids projected
upon the insert-box and the environment of the target.
Consider Figure 5 to explain this. Because the inter-
section of frosted glass and pyramid is not square, the
end-effector is not perfectly aligned with the target in this
figure. This can also be concluded from the fact that the
vertical grid line marked @ (a part of the rectangular grid
projected on the target object) is not in one line with the
longitudinal grid line marked @ (a part of the rectangular
grid projected on the insert-box). At the moment the end-
effector is perfectly aligned with the target, both gridlines
will be in one line.

The observation of two distinct control strategies for the
Pyramid Display influenced the length of the high-low
bars in Figure 8 (especially the bars in Figure 8a). At the
moment the frosted glass has not intersected the pyramid
yet {(distance > 1.5 cm), the mean number of runs with
‘accurate’ misfits is (much) larger for the ‘insert-box
subjects’ than for the ‘pyramid subjects’.

4.2 Task performance and mental load

Task performance has been analysed by means of two
performance measures: the number of collisions occur-
ring in a single experiment and the mean completion time
of the 24 task runs in a single experiment. At the end of
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this analysis, the attained level of task performance has
been related to the mental load the subjects experienced
while performing the positioning task. In this way, the
suitability of both displays for the end-effector position-
ing task was investigated.

Number of collisions

The number of collisions occurring in the twelve
concluding experiments was very small. In all Pyramid
Display experiments, only three collisions occurred (each
one was caused by a different subject). In the experi-
ments with the Indicator Display, four collisions
occurred (two of these collisions were caused by a single
subject; two other subjects caused one collision only).

Task completion time
Figure 9 shows 95% confidence intervals for the mean

completion time of the 24 task runs performed by each
subject (each set of 24 completion times is assumed to be
a sample from a normal distribution). Relatively large
performance differences are present between the subjects
trained for the Pyramid Display. In (Buigl, 1995} it is
shown that these differences may well be explained from
the operator’s capability to perceive the spatial
information in the Pyramid Display. For the Indicator
Display, the performance differences between the six
subjects are small. Apparently, the control strategy for
this display caused almost equal problems to all subjects.

From Figure 9, it can already be concluded that with both
graphical displays the positioning task can be performed
quite fast. The grand mean run completion time for all
subjects trained for the Pyramid Display is 23.9 sec.; for
the subjects trained for the Indicator Display this is 24.7
sec. (the minimal time necessary to complete a task run
was 10 sec.; this value can be computed from the upper
limits for the translational and angular end-effector
velocities). A two-sample student’s t-test with df = 10
indicates that this difference is far from significant on the
5% significance level (t;, = 0.38, two-tailed p = 0.71).

95% confidence intervals for the mean run completion time
of the 12 subjects [s]

Pyramid Display Indicator Disptay
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Figure 9 95% Confidence intervals for the mean run
completion time of the 12 subjects

Table 1
Mental load experienced by the 12 subjects
Display Mental load
(Large values indicate large mental load)
1(21314}5)6 ;7
Pyramid Display | 1 | 3 2
Indicator Display 31 {111

The table shows the number of subjects that experienced a specific
level of mental load. Level 1 indicates that the positioning task is
not mentally fatiguing; level 7 indicates that the task is mentally
very fatiguing.

Therefore, it has been concluded that a possible perform-
ance difference between both displays is so small, that it
is not worth mentioning. With the Indicator Display, as
well as with the Pyramid Display, the end-effector posi-
tioning task can be performed very fast.

Mental load

Immediately after the experiment, each subject was
queried for the mental load that he had experienced while
performing the positioning task. The mental load was
assessed by means of a discrete rating scale with seven
levels at equal distances. Table 1 shows the mental load
ratings of the twelve subjects. Again, no substantial
differences are found between both graphical displays. In
both groups, four subjects selected an option that
indicates a low level of mental load (i.e. options 1, 2. and
3); the mental load experienced by the others was larger
(options 4 or 5).

If the outcomes of the analysis of task performance and
mental load are combined, it can be concluded that both
graphical displays are suitable for the end-effector
positioning task. With both displays, the task can be
performed quickly and with small mental effort.

4.3 Subject opinions

After the training with the second display, each subject
was asked to choose his favourite graphical display.
Finally, eight subjects preferred the Pyramid Display,
and three subjects preferred the Indicator Display. One
subject liked the Pyramid Display just as much as the
Indicator Display. The opinions of the subjects have been
influenced by the order in which both displays were
presented to them. Five of the six subjects that were first
trained with the Pyramid Display preferred that same
display in the end. The six subjects that were first trained
with the Indicator Display were more divided about the
choice of the best display.

Most subjects did not experience large difficulties with
both graphical displays. This is illustrated in Table 2.
This table shows the means and standard deviations resp.
of the marks that each subject has assigned to both
displays. In the same way as a Dutch school teacher
judges his pupils, each mark had to be a whole number
between 1 and 10. A number between 1 and 5 indicates
that the display is unsatisfactory; other values indicate
that it is satisfactory (if a display is marked with a 10, it
is perfect). The table shows that both displays are marked
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Table 2
The assessment of both displays by the 12 subjects
Graphical display Training order Grand
PD/ID ID/PD mean
Pyramid Display 8.3 7.7 8.0
(sd0.5) | (sd0.7) | (sd0.7)
Indicator Display 6.3 7.3 7.0
(sd 1.5) | (sd0.5) | (sd1.2)

The table shows the mean and standard deviation resp. of the
marks that each subject has assigned to both displays. Each mark
had to be a whole number between 1 and 10. A large value
indicates that the display was highly appreciated.

as satisfactory. The appreciation for the Pyramid Display
is a little larger than the appreciation for the Indicator
Display. Again, the final assessments of the displays
have been influenced by the order in which both displays
were presented to the subjects.

In general, the subjects who preferred the Pyramid
Display liked the amount of spatial information in this
display. They said that with the help of these spatial cues,
the actual attitude of the end-effector and the actual
distance between end-effector and target can roughly be
estimated in short time. With the Indicator Display, this
takes more time, because here, especially at the moment
the end-effector is very close to the target, hardly any
useful spatial cues are present in the end-effector camera
picture. Next to this benefit, those who preferred the
Pyramid Display also mentioned that they found the
Indicator Display much more crowded than the Pyramid
Display. One of them said: “The Pyramid Display is
simple, but it is also comprehensible; the Indicator
Display is full of different indicators and numbers.”

The subjects who preferred the Indicator Display liked
the amount of exact information in this display. They
said that with the Pyramid Display, it takes some time to
find those misfits that are not within the desired accuracy
margins at the very end of the positioning task. This is no
problem in the Indicator Display, because each misfit
value is displayed separately in that display.

5. CONCLUSIONS

The outcomes of the experiment show that with the
spatial Pyramid Display, as well as with the two-
dimensional Indicator Display, a non-flexible tele-
manipulator can be positioned accurately in very short
time, and with small mental effort. With the experiment,
the pros and cons of the usage of a spatial display in
teleoperation tasks have become more clear. With the
Pyramid Display, the human operator should be able to
perceive spatial information in the same way as he does
in daily life. Indeed, most of the subjects that participated
in this experiment liked the amount of spatial
information in the Pyramid Display. Different strategies
were applied to utilise this information. The experiment
also shows that to some extent, the task performance
with this display depends on the operator’s capability to
perceive that information. This was indicated by the

relatively large performance differences found among the
subjects that were first trained with the Pyramid Display.

The experiment also demonstrates the usefulness and
vulnerability of conventional display technology for
teleoperation tasks. The major benefit of the Indicator
Display is that the human operator can always exactly see
what is wrong (i.e. which position and rotation misfits
are not within the desired accuracy margins). The display
does not capitalise on the human’s natural capabilities to
perceive spatial information. Especially at the end of the
positioning task, hardly any spatial cues are present in the
end-effector camera picture. In the experiments, this
resulted in a diminishing spatial awareness: the subject’s
eyes had to turn to the left of the display from time to
time, to find the remaining distance between the end-
effector and the target.
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Abstract

In nuclear power plants snake-alike manipulators are used for telemanipulation. Thus, the
telemanipulator arm is highly kinematically redundant. This paper discusses an experiment using
two dissimilar robot arms configured to be used for teleoperation. The telemanipulator (remote)
amm is kinematically redundant. Control schemes for 1:1 position and force bilateral control and for
solving the control of the kinematically redundant manipulator are presented and have been
verified in practice.

1. Introduction

Through the use of teleoperation systems in a nuclear environment, a human operator will not have
to be exposed to high levels of radiation. The operator will control a slave manipulator, which is
situated in the hostile environment, by generating position/force commands with a master system.

This paper presents a teleoperation system where the operator controls the slave manipu-
lator by controlling a master manipulator which can be kinematically dissimilar to the slave. In
order to control all the cartesian degrees of freedom of the slave, the master must at least have the
same number of cartesian degrees of freedom.

The two manipulators will be controlled with a bilateral control system. This means that
the operator can not only move the slave manipulator to a desired position by controlling the
master manipulator, but he can also feel and control the forces exerted by the slave on the
environment. This additional force reflection will improve the performance of the teleoperation
system.

The basis of the bilateral control scheme is formed by position control of the manipulators.
The snake-alike manipulators used in nuclear power plants are highly kinematically redundant. A
control scheme is presented which, unlike most control schemes for such robots, makes full use of
the kinematical redundancy.

The bilateral control system has been implemented and tested with a kinematically
redundant robot as slave and a Scara robot as master.

2. Position control of a kinematically redundant robot
The position of a robot manipulator is defined as the position and orientation of the end-effector

relative to the base frame of the robot in cartesian space. Given a certain set of joint positions of
the robot (@), the forward kinematics are used to calculate the position in cartesian space (X):

X = Kin(e). (D

SESSION 7-3 page 1


mailto:a.c.vanderham@et.tudelft.nl

A robot is controlled by controlling the separate axes of the manipulator. So in order to
control the robot in cartesian space, a conversion from a cartesian space description into a joint
space description is needed. A straightforward method is to use the inverse kinematics to calculate
the desired joint positions, given the desired cartesian position.

For a kinematically redundant robot the inverse kinematics problem has no closed form
solution. Because a kinematically redundant robot has more joint variables than its number of
cartesian degrees of freedom, there are an infinite number of ways to reach a certain cartesian
position.

There are however numerical solutions to solve the inverse kinematics problem of a
kinematically redundant robot. The solution that is presented here uses the transpose Jacobian for
the conversion from cartesian space into joint space. When a manipulator is in contact with the
environment, the mapping between the joint torques (t) and the exerted forces (F) on the
environment is given by:

v = JTO)F, )

where J(O) represents the Jacobian of the manipulator. Figure 1 shows how this relationship is
used to accomplish a.cartesian control scheme.

[« »33

58 U | Robot+ | ©
PID |—p Amplifier

Figure 1: Transpose Jacobian inverse kinematics cartesian control scheme

The cartesian set point is constantly compared with the estimated cartesian position. The resulting
errors are multiplied with gains and can be regarded as the cartesian forces that when applied to
the end-effector of the manipulator, will reduce the cartesian error. With the transpose Jacobian the
cartesian error is transformed into joint displacements. These joint displacements are added to the
previous estimation of the desired joint positions as indicated by the integration term. The actual
control is performed on joint level. The estimated joint positions are used as reference for the joint
position controllers which use a simple PID algorithm.

The control scheme is based on a form of stiffness control of a robot which can be
controlled in torque mode (figure 2).

xd 8X F x )
| Gains |—»{ 7(@) | Robot

Kin(8)

Figure 2: Stiffness control of a torque controlled robot
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By substituting the standard model for each joint, one requires a model based inverse
kinematics estimator. For convergence of the estimator the dynamics of the motor are disadvan-
tageous and therefore may be omitted to allow faster convergence. In essence the motor model is
simplified by a pure integrator with a certain gain. By sweeping the motor model gain together
with the stiffness term, the estimator becomes as described in figure 1.

The inverse kinematics has been solved with an iterative algorithm. This is usually not
beneficial to the control speed of the system. The estimation of the joint positions should not take
too long. For small changes in the cartesian set point the estimation is rather fast. Therefore a slope
filter is applied to limit the set point changes to a maximum cartesian velocity in order to achieve
a good performance of the system.

The convergence speed of the numerical algorithm depends on the gains with which the
cartesian errors are multiplied. These gains should be set for a sufficient high convergence speed. It
is difficult to set the gains for the maximum possible convergence speed because this maximum
will differ with different configurations of the robot manipulator.

3. Bilateral control of two robot manipulators

In order to control the slave manipulator, the operator needs a master system 10 generate position
and force commands. In our case this interface is provided by a master manipulator with a
force/torque sensor placed on the end-effector of the robot. The forces generated by the operator
will be converted into position commands for a cartesian position controller of the robot as shown
in figure 3.

controlled
+ robot

5Xd Gx Fop

Figure 3: Cartesian stiffness control

The desired position displacement (8X) is calculated as:

8Xd = GxFop, €]

where Fop is the vector with forces and torques generated by the operator and Gx is a diagonal
matrix. The desired displacement is added to a reference position (Xr). In this way the end-effector
of the robot will appear to act like a spring with a certain stiffness along the cartesian degrees of
freedom of the manipulator. As the action of a general spring with the same cartesian degrees of
freedom as the manipulator is described by:

F = Kbe, ) (4)

where Kx is a diagonal matrix with the stiffness coefficients on its diagonal, the end-effector of the
manipulator will have the same stiffness characteristics as this spring if Gx equals Kx'.

The bilateral control system is accomplished by using the slave position as reference for
the position controller of the master manipulator and the master position (Xm) as reference for the
position controller of the slave manipulator. This is shown in figure 4 where the subscripts *m’ and
’s’ represent respectively the master and slave variables.
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Figure 4: Bilateral control system for two robot manipulators

Due to the limited bandwidth of the position controller of the slave, the slave position will deviate
a little from the master position during free motion (Fe=0). This position error is felt by the
operator and he will always have to exert a certain force on the master manipulator to move the
slave manipulator. With this force he is able to control the speed of the movement. The operator
will also feel a position error that is caused when the slave operator makes contact with the
environment.

The force reflection can be made clear with a few equations that can be derived from
figure 4. Through the position controllers of both the master and the slave, the following equations
will hold:

s

X = Xm - stFe, (5)

X, = X, + Gx, Fop. ()

Substitution of equation 5 in equation 6 yields the next relationship:

Gx Fe = Gx, Fop o)

Hence, if Gx, is chosen equal to Gx,, the forces exerted by the slave manipulator on the environ-
ment are equal to the forces exerted by the operator on the master manipulator.

4. Implementation and results of the bilateral control system

The bilateral control system has been implemented for the Octovera robot as the kinematically
redundant slave manipulator. This is a manipulator which has six joints to control four cartesian
degrees of freedom, the position (represented by three variables) and the orientation of the end-
effector in the horizontal plane (one variable). The master manipulator is a Bosch Scara robot
which has four joints to control the same four cartesian degrees of freedom as the Octovera robot.
Both robots are equipped with a six degrees of freedom force/torque sensor at the wrist of the
manipulator.

A transputer based system has been used to implement the bilateral control algorithms. The
main feature of this transputer system is that it provides a multitasking environment in which
several processes can run in parallel. This property is especially used to implement separate control
processes for the two different robots. The two manipulators are thus really controlled in parallel.
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The bilateral control system that has been presented can be divided into four different
control levels as shown in figure 5. Up to and including the stiffness control level the control
levels have been implemented separately for the two robots. The connection between the two
robots is established in the last level, the bilateral control level.

bilateral control
stiffness control stiffness control
cartesian control cartesian control
joint contro] joint control
Master Slave

Figure 5: Bilateral control structure

The control method that has been presented to control a kinematically redundant robot has been
implemented and tested for the Octovera robot. Figure 6 shows the resulting cartesian position
responses where the manipulator is moved from the (X,Y) position (1.5,0.0) to (1.4,0.1). The solid
lines indicated by Xs and Ys represent the cartesian set point after the slope filter which has been
set to a maximum cartesian velocity of 0.03 m/s. The dashed lines indicate the estimated cartesian
position. The actual cartesian position is represented by the solid lines indicated by X and Y.

152, T T ma T Y r— 0.12 T T T T Y —
(313

0.08F- -

0.06F-

y position {m]

y H H i H i 3
0 1 2 3 4 5 6 7 tme (5]
Figure 6. Cartesian responses for the kinematically redundant robot

The estimated cartesian position follows the cartesian set point very fast. The actual position in the
Y direction follows the estimated position faster than in the X direction. This difference results in a
deviation from the desired path and is due to different responses of the joint controllers of the
robot.

The bilateral control system has been implemented with a linear stiffness of 5 KN/m for
both robots. The stiffness of the two robots has to be the same for a 1:1 force reflection. Figure 7
shows the force and position responses of an experiment where the slave manipulator approaches
an object in the X direction. The object has an estimated stiffness of 50 KN/m.
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Figure 7: Force (left) and position (right) responses of the bilateral control system

During free motion the slave manipulator follows the master manipulator. The operator has to exert
a force on the master in order to achieve this movement. When the slave makes contact with the
environment this is felt by the operator. During contact the forces exerted by the slave are equal to
the forces exerted by the operator on the master. So both 1:1 position and 1:1 force bilateral
control have been realized.

At present the stiffness of the master is set to a constant value. Previous research (Ham,
1994) has pointed out that adaptation of the stiffness greatly improves the performance. The next
step is to implement the adaptive laws for this system.

5. Conclusions

In this paper a tcleoperation system for two dissimilar robot manipulators has been presented. This
system is based on cartesian position control of the manipulators and establishes both 1:1 position
and 1:1 force bilateral control.

A control method has been presented which uses all the joints of a kinematically redundant
robot to control the cartesian position of this robot.

The bilateral control system has been implemented for a kinematically redundant slave
manipulator and a Scara robot as master manipulator. The system works as intended, the operator
can move the slave manipulator to a desired position and when the slave makes contact with the
environment he can control the forces exerted by the slave on the
environment.
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Abstract

This paper concentrates on the control of hand prostheses. It is stated that body powered voluntary closing
devices possess the best control potential. Feedback paths are identified and the observation is made that
feedback is strongly influenced by the design of the prosthesis. Finally, the operating force feedback path
is investigated in more detail. Psychophysical measurement methods point out (1) that operating forces should
not be lower than 2.5N, and (2) that perforated self-adjusting shells should be used for good sensitivity in
the information transmission through the interface.

Introduction

The Wilmer group is dedicated to applying principles of control engineering in mechanical
design. Functional structures are conceived of from a system theory perspective, an approach
that facilitates theoretical achievements such as feedback and feedforward to be implemented
in a mechanical configuration.

The design of hand prostheses is one of the main application fields. Over the years, the
Wilmer group assessed a set of basic demands for rehabilitation aids, that may be summarised
as the triple-C criteria: cosmetics, comfort and control [1]. In this paper, the control aspect
of hand prostheses will be emphasised.

Body power

Worldwide, most research aims to implement servo systems (myo-electric control) in order
to restore motoric function {2]. However, servo systems require the availability of energy
sources (external energy), and in spite of much research [3], no satisfactory artificial
information feedback system has been realised. Feedback, essential for controllability of any
system, is intrinsically present in body powered devices, which use muscle groups of the
prosthesis user for control and energy supply.

Commonly, the shoulder girdle is used to supply operating forces. However, the burden of
the shoulder harness makes people prefer the concept of elbow control [4], where elbow
moment drives the prosthesis [5].

Most current body powered prostheses are voluntary opening: muscle action is required to
open the prosthesis while a spring delivers the closing force. Disadvantages are that voluntary
opening control works opposite to human physiology, and the closing spring must be stretched
each motion cycle [6]. Voluntary closing hand prostheses are designed such that they close
on muscle action. In figure 1, its principle is sketched. As the user’s muscles generate
pinching force, their propriocepsis supports prosthesis control [7], physiologically
appropriateness is guaranteed [6,8], and pinching force is easier dosable compared to
voluntary opening prostheses [9].
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Figure 1 Principle of an elbow controlled voluntary closing hand prosthesis

Voluntary closing control

In goal-directed movements, the central nervous system conducts muscle action and reads the
current status of the motoric system from sensors within muscles, tendons, around joints, and
in tissue (propriocepsis) [10]. The prosthesis is driven by muscle action, which is
accompaniéd by the generation of sensory information in the driving musculature, and at the
locations of the human-prosthesis interface. Figure 2 shows the block diagram of this process.
Except for vision of the hand opening, there is no direct feedback of the state of the variables
hand opening and pinching force. However, if the prosthesis is designed such that a clear
relationship exists between hand opening and elbow flexion, and between pinching force and
operating and/or muscle force, then also the other feedback paths in figure 2 support
prosthesis control. This phenomenon is called extended physiological proprioception [11].
Extended physiological proprioception is obstructed when the relationship between input and
output of the prosthetic hand is disturbed by friction and by parasite spring forces from the
cosmetic covering. Research projects were started to eliminate these influences [12,13].

——{ skin |
‘—"—‘ skin } Freac
-— tendon ergan |~

C L2 extrafusal | _Fmus Teb operating |. Foper prosthetic |._Foin_
muscle bone lever hand
N J fibres S, Pelo Xoper d
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; F=force mus=muscle
¥ mtraftlea! s T=moment elb=elbow
g’)buesrg e x=translation oper=operation
w=rotation reac=reaction
- 1 s=length pin=pinch
—— joint organ | d=hand opening &,y =innervation

-——( vision J'

Figure 2 Block diagram of elbow controlled hand prosthesis control. Signals correspond to figure 1.
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Methods

Being convinced from the benefit patients would have of a properly functioning voluntary
closing hand, the Wilmer group started a research project to solve several practical problems
[14], and to determine prosthesis geometry for optimal feedback.

Explorative research has been executed on optimising the relationship between hand opening
and elbow flexion angle [15], but no reports were found on the prosthesis geometry for
optimal force feedback in voluntary closing devices.

In order to make full use of proprioceptive capacity, the forces presented to the prosthesis
user must match the highest sensitivity range of the sensors in the human body. In a well
designed prosthesis, the muscle force, the operating force on the upper arm, and the reaction
forces at the stump all contain information on the exerted pinching force (see figure 2). Of
these, the operating force, exerted on the upper arm of the user, is not influenced by the
weight of the prosthesis. For that reason, as a first step, the prosthesis design parameters
were assessed for optimal feedback of the operation force.

Psychophysical measurement methods were used to assess (1) the sensitivity of the upper arm
as a function of operating force level, and (2) the difference in sensitivity function when
operating levers are used with or without perforated shells at the contact with the user’s upper
arm.

Psychophysical measurements

The science of psychophysics investigates the relationship between the perception of stimuli
and their physical characteristics. This relation is called the psychometric function [16], which
is dependent on the kind of stimulus, its location, its intensity, and its duration [10 p331/3].

Methods for quantifying the psychometric function are based on the comparison of two
stimuli, occurring sequentially or at different locations. Indirect methods use one stimulus as
a standard, while the other must be reproduced, or judged qualitatively with respect to the
standard [16]. In direct methods, one stimulus is given a value, while the other stimulus must
be rated with respect to this value, or a stimulus of another value must be reproduced {17].
For the purpose of this study, ‘
ingredients of several indirect
methods were composed to a
simple measurement procedure.
The experimental is furnished
with two operating levers, one
at each upper arm (figure 3a).
Operating forces are applied left
and right simultaneously.
Several dozens of stimuli are
applied in pairs: the operating
force on the right side is
constant each time, while the
left side is varied in arbitrary
order. The experimental is to Figure 3 (a) Experimental set-up. (b) operating iever wun
say whether the variable force and without perforated shell.

(left) feels larger, equal, or
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smaller than the constant reference (right). This procedure is repeated for four different

reference force levels: 2.5N, 5N, 10N and 15N. Additionally, the same experiment was
executed to assess the influence of a

perforated shell that can be mounted
on the operating lever (figure 3b).

Uncertainly Range a1

Seven healthy young men were subject i

to the experiments. Of each reference 000 ¢ ___ +++

force level, the lower and upper o | 4| a0 SRR
transition points were assessed (see —

figure 4). The force range between the T6) Inominat T®) o,
transition points was defined as the IND(-) INO(+) 12 iy of s
uncertainty range: the experimental

gave different judgements to the same Figure 4 Perception of stimulus I, + = higher, o
variable stimulus. = equal, - = lower than reference.
Results

Many of the experimentals showed a systematic error: forces on one arm were judged
differently than the same forces on the other arm. As variations of operating force are more
important to note than the absolute force level, the systematic error is not taken into account.
Consequently, the relative sensitivity is defined as the uncertainty range over the average of
the upper and lower transition point: AI/(T™-T®) (instead of the uncertainty range over the
reference force level: Al/I omina)-

Figure 5a shows the relationship between reference intensity and relative sensitivity for the
seven experimentals. It was found that an operating force level of 2.5N possesses a
significantly lower relative sensitivity than operating forces of 5N and larger. For the latter
range, the relative sensitivity amounts roughly 0.4 or 40%. Secondly, furnishing the operating
levers with perforated self-adjusting shells improves relative sensitivity considerably at low
operating forces (figure 5b).

1
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L (113 ] +2 .
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Intensity {NI] . fntensity [N]
Figure 5 (a) Relative sensitivity as a function of reference stimulus intensity for seven healthy young men,

operating lever without perforated shell. (b) Influence of perforated shell.
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Conclusion

From a control engineering perspective, hand prostheses should be voluntary closing because
that control concept possesses most feedback paths. Prostheses must be designed such that full
use is made of this control potential. In this study, the operating force feedback was
investigated, and it was found that operating forces should be 5N or higher to match the
sensitivity of the human upper arm. If the contact area is enlarged by a self-adjusting
perforated shell, sensitivity for low operating forces improves.

Future research will include feedback through reaction forces, and combination of force
feedback and movement feedback. When feedback is optimised and practical problems are
solved, a hand prosthesis with superior control qualities is expected to result.

References

1.

10.
11.

12.

13.

14.

15.

16.
17.

Plettenburg DH, Cool JC (1994) Basic requirements for hand prosthesis and orthoses, Congress Summaries 11th
International Congress of the World Federation of Occupational Therapists, London, p781/3.

Kritter E, Waukesha MD (1985) Myoelectric prostheses, The journal of Bone and Joint Surgery, 6TA(4)654/7.
Korner L (1979) Afferent electrical nerve stimulation for sensory feedback in hand prostheses, Acta Orthopaedica
Scandinavica, supplementum 178, Munskgaard, Copenhagen.

Lunteren A van, Lunteren-Gerritsen GHM van, Stassen HG, Zuithof MJ (1983) A field evaluation of arm prostheses
for unilateral amputees, Prosthetics and Orthotics International, Vol 7, pl41/51.

Kruit J, Cool JC (1991) Body powered hand prosthesis with low operating power for children, Journal of Medical
Engineering and Technology, 13(1/2)129/133.

Klopsteg PE, Wilson PD (1968) Human limbs and their substitutes, Hafner Publishing Company, NY.

Radocy B (1986) Voluntary closing control: a succesful new design approach to an old concept, Clinical Prosthetics
and Orthotics, The American Academy of Orthotists and Prosthetists, 10(2)82/6.

Kiihlmann P (1982) Brunnstrom {(In Dutch), In: Sneep R (ed), Hemiplegie, Stafleu ISBN 90-6016-516-0.
pinching force is easier dosable

Kandel ER, Schwartz YH (1991) Principles of neural sciences, third edition, Elsevier, NY.

Simpson DC (1974) The choice of control system for the multimovement prosthesis: extended physiological
proprioception (e.p.p.), In: Herberts P et al, The control of upper extremity prostheses and orthoses, Thomas,
Springfield, III p146/50.

Herder JL, Kuntz JP, Cool JC, Plettenburg DH (1994) Design of ’energy-free’ mechanica!l structures, theoretical
background and application in medical and rehabilitation technology, In: Alsté JA van, Abstract Book Biomedical
Science & Engineering Meeting, 18-19 may, Garderen, The Netherlands, ISBN 90-365-0671-9, p55/62.

Kuntz JP (1995) Rolling Link Mechanisms, PhD Thesis Delft University of Technology.

Herder JL, Cool JC, Plettenburg DH (1994) The Wilmer voluntary closing hand prosthesis, Congress Summaries
11th International Congress of the World Federation of Occupational Therapists, London, pl1046/8.

Arif B (1990) Experiments with a prototype of a voluntary closing hand prosthesis (In Dutch), Report s603, Delft
University of Technology. )

Gescheider GA (1976) Psychophysics, method and theory, John Wiley, NY.

Stevens SS (1975) Psychophysics, introduction to its perceptual, neural, and social prospects, John Wiley and Sons,
NY.

SESSION 7-4 page 5






Session 8

Manual Control

Chairman: J.C. van der Vaart, The Netherlands






THE ENVIRONMENT PROVIDES THE REFERENCE FRAME FOR

SELF-MOTION PERCEPTION
Han F.A.M. van der Steen and Henk H. Kamphuis

Delft University of Technology, Faculty of Aerospace Engineering
P.O. Boz 5058, 2600 GB Delft, The Netherlands

e-mail: han.steen@lr.tudelft.nl

Abstract. The perception of self-motion is needed to successfully control body motion in the
environment. This perception is originated by senses that register inertial body motions and senses
that determine the environment in which the body moves. The perceived environment strongly
influences self-motion perception. We argue that this occurs since the motion perceptual system
searches for a reference frame in the environment, in order to place inertial body motion signals. We
apply this idea to formulate a self-motion perception model. In this model, optimal estimators are
applied to tune the inertial and environmental sensory signals and to model attention on specific
motion frequency ranges. A quantitative model for perceived self-motion about the vertical axis is
described, which is based on literature data.

Keywords: perception, visual, vestibular, visual-vestibular interaction, psychophysics, self-motion,

perception models, optimal estimators

1. Introduction

There are different ways to achieve a displacement
of the body in the environment. Whatever the
means of motion (walking, horse ride, driving a
car), a specific set of body actions is required to
move. These actions range from moving our limbs
as we walk, or the pushing of a button in an ele-
vator, to handling the controls of an aircraft.

In order to successfully control body motion, the
perception of the body motion state in the envi-
ronment is needed: perceiving self-motion. Virtu-
ally every sense contributes to the perception of
self-motion. Each sensory system has, however,
its specific domain for registering motion stimu-
lations. The visual system, for example, provides
information on the position and velocity of the en-
vironment with respect to the eyes. Inertial sen-
sory systems, like the vestibular system, register
forces and accelerations on the body. The inertial
systems are therefore insensitive to constant linear
body velocities and to rotational velocities about

the vertical axis in the horizontal plane [Guedry, -

1974; Howard, 1982].

Psychophysical studies have shown that the per-
ceived environment strongly influences the per-
ception of self-motion. The visual environment
in particular has a strong effect on perceived self-
motion [Wong and Frost, 1978; Biittner and Henn,

1981]. However, it is still unclear how the central
nervous system fuses body signals and environ-
mental signals to give a perception of motion of
the body in the environment.

We propose a self-motion perception model based
on a search for a reference frame in which inertial
body motion signals are placed. We argue that the
perceptual system seeks for the reference frame in
the environment. As a result, environmental mo-
tion influences self-motion perception. First, we
will consider and discuss perceptual phenomena
from psychophysical studies on self-motion. Then
we will present a self-motion perception model and
show the results of the model for motions about
the vertical axis, the yaw motion. This yaw model
is based on literature data.

2. Self-motion perception phenomena

Many experiments have been conducted to de-
termine the influence of inertial body stimulation
and environmental presentation on perceived self-
motion and orientation. Some important results
are stated below.

2.1. Imertial stimulation

From perception threshold experiments on roll
and heave motions [Hosman and Van der Vaart,
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1978] and yaw motions [Benson et al., 1989], the
sensitivity of self-motion perception in the freq-
uency domain was found similar to that of the
primary vestibular afferents in the squirrel mon-
key [Ferndndez and Goldberg, 1971; 1976].

From experiments with exclusive inertial yaw mo-
tion, it was shown that subjects perceive acceler-
ations quite accurately, but report a fainting mo-
tion sensation when the motion is at constant ve-
locity [Parsons, 1970; Guedry, 1974]. The decay of
motion sensation is, however, slightly less than the
vestibular afferents dynamics suggest. Equivalent
dynamics for inertial stimulation is found in cells
of the vestibular nuclei in the brain stem [Waespe
and Henn, 1977] and in reflexive eye movements
[Raphan et al., 1979].

An attentional effect on motion perception thresh-
olds was elegantly demonstrated by Hosman and
Van der Vaart [1978]. They determined self-
motion perception thresholds by slowly increas-
ing the amplitude of a sinusoidal roll or vertical
motion. The subject did not, however, know the
motion type nor its frequency. When the subject
detected the motion, the amplitude was slowly de-
creased and subjects had to report when the expe-
rienced motion had vanished. A substantial differ-
ence between the detection threshold and vanish-
ing threshold was found, indicating an attentional
effect.

2.2. Environmental presentation

A moving visual perceived environment [Wong
and Frost, 1978; Biittner and Henn, 1981] as well
as a moving somatosensory [Lackner and Dizio,
1984], auditory [Lackner, 1977], or even tactile or
proprioceptive perceived environment [Brandt et
al., 1977] can evoke a strong self-motion sensa-
tion. This (illusory) self-motion sensation is usu-
ally referred to as ‘vection’. In neurophysiologi-
cal experiments on animals, cells in the vestibular
nuclei have been found to be activated both dur-
ing vection and during inertial stimulation of the
whole body [Allum et al., 1976; Waespe and Henn,
1977].

Vection does not instantaneously occur but grad-
ually builds up. From experiments on perceived
yaw motion in a rotating striped drum, it was
found that the time to full self-motion sensa-
tion depends on the visual acceleration applied
[Melcher and Henn, 1981]. Furthermore, it was
found that the layout of the environment is crucial
for the generation of vection. When a ‘natural’ vi-
sual environment is at constant roll or pitch veloc-
ity around the subject, a complete head-over-heels
motion sensation can be experienced [Howard and
Childerson, 1994]. A perceived body tilt illusion

occurs if a random dot pattern is used instead.

Perhaps introspectively, another phenomenon of
environmental influence on self-motion perception
can be illustrated. When a train on the opposite
track starts to move, a passenger in the stationary
train can perceive self-motion due to the relative
visual motion in the peripheral visual field. When
looking through the opposite window, where the
waiting passengers walk on the platform, the per-
ceived self-motion is recognised as an illusion and
the self-motion sensation vanishes (almost?) in-
stantaneously. This swift loss of self-motion sen-
sation is not reported, however, from yaw experi-
ments. The after effect of experienced self-motion
persists longer when presenting a stationary en-
vironment which follows yaw velocity [Howard,
1982].

3. Phenomena discussed
3.1. Inertial stimulation

The entire inertial }nodality 1s often referred to as
vestibular, suggesting that only the vestibular sys-
tem is stimulated. Individual inertial senses are,
however, hard to isolate. Other mechanorecep-
tors, stich as somatosensory receptors, are stim-
ulated as well in most experiments concerning
vestibular psychophysics.

An enormous number of neuronal events takes
place before the transduction of motion stimuli
by the receptors leads to perceived self-motion.
It is therefore striking that the magnitude of
human self-motion perception from the percep-
tion threshold experiments [Hosman and Van der
Vaart, 1978; Benson et al., 1989] resembles the
squirrel. monkey primary vestibular afferents so
well,

From the similar dynamical behaviour for yaw mo-
tion of cells in the brainstem [Waespe and Henn,
1977], reflexive eye movements [Raphan et al.,
1979], and self-motion perception [Parsons, 1970},
it can be hypothesised that there is a signal in
the brain that registers the motion of the body
in the environment; a neuronal correlate for self-
motion. This signal gives rise to reflexes of the
body and evokes perceived self-motion. A time
constant in these phenomena can be considered to
be somewhat larger than the vestibular afferent
time constant. This indicates a non-direct pro-
cessing between vestibular afferent and registered
self-motion. Raphan et al. {1979] state a storage
of neuronal activity related to reflexive eye veloc-
ity which lengthens the decay of the vestibular
afferent signal: ‘velocity storage’.
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3.2. Environmental presentation

Body motion with a certain magnitude in a spe-
cific direction through an inertially stable envi-
ronment will result in an environmental motion of
opposite magnitude and direction with respect to
the body. If inertial body motion is absent, how-
ever, perceived self-motion appears to rely on en-
vironmental information. The reciprocity of body
and environmental motion can therefore be con-
sidered to be represented in the brain. One way
or the other, our perceptual system exploits this
reciprocity [Wertheim, 1994).

From the experiments with rotating drums
[Biittner and Henn, 1981; Melcher and Henn,
1981] it was shown that motion of the visual
environment cannot account completely for self-
motion sensation. Above certain acceleration am-
plitudes of the visual environment, the drum is
perceived to move in the laboratory as well.

From the animal neurophysiological experiments
[Allum et al. 1976; Waespe and Henn, 1977], it
can be argued that there actually is some kind of
neuronal correlate in the brain for self-motion in
the environment, located in the vestibular nuclei
of the brainstem. This signal could be responsi-
ble for reflexes that stabilise the body and can be
considered to evoke experienced self-motion.

4. The subjective reference frame

From the influence of the environment on per-
ceived self-motion, we argue that the self-motion
perceptual system seeks for a reference frame to
place inertial self-motion signals. The body needs
this inertial reference frame to define its self-
motion and to generate reflexes to support the
control of body motion in the environment.

We argue that this reference frame is constructed
from the perceived environment. The environ-
ment only provides, however, a subjective estima-~
tion of the inertial reference frame. When this
subjective reference frame does not coincide with
the inertial reference frame, self-motion illusions,
such as vection, can occur. It should be noted that
a self-motion illusion only exists when regarding a
reference frame that is different from the subject-
ive reference frame, such as the inertial reference
frame.

When our body moves, the perceived environ-
ment continuously updates the subjective refer-
ence frame. The quickly vanishing motion sensa-
tion in the train illusion shows that the update
of the subjective reference frame can be very sud-
den: the frame is placed in the less ambiguous
platform frame. The latencies of several seconds

that are found in the drum experiments, on the
other hand, suggest a slower update.

5. Model for self-motion perception

In our model for self-motion perception, we de-
scribe perceived body motion which is evoked by
inertial stimulation of the body and by environ-
mental presentation. The head is assumed to be
fixed to the trunk. The trunk is assumed to be
rigid. An inertial stimulation of the whole body
consequently is applied to the head. We consider
the environment to be perceived only visually.

5.1. Motion variables

In the model, we have separated motion of the
body (H) and motion of the environment (W).

The input of the inertial systems is body motion
in the inertial reference frame. The visual input
(V) is composed of a combination of two signals.
First, motion of the environment can result in vi-
sual motion across the retina. This retinal motion
will be referred to as retinal slip. We do, however,
continuously fixate our eyes on locations in the en-
vironment., When being stationary in the environ-
ment and following a moving object, for example,
the retinal slip will be non-zero, although the envi-
ronment is perceived to be stationary. The retinal
slip is assumed to be compensated by a registra-
tion of the eye motion in the socket. This regis-
tration is usually referred to as the efference copy
[Von Holst and Mittelstaedt, 1950]. The efference
copy is the second input of the visual system.

To incorporate retinal slip (R,) and efference copy
(EC), eye motion in the socket (FE) is included in
the model.

5.2. Inertial and visual model inputs

The inertial sensory systems are sensitive to forces
on, and accelerations of the body in the inertial
reference frame.

The motion of the eyes is described by the gaze
(G); the sum of eye and head motion in the inertial
reference frame:

G=E+H (1)

When gaze and visual environmental motion are
unequal, a flow of the visual environment across
the retina will occur: retinal slip. This slip is
defined as:

R,=W-G 2

The input of the visual system is the subtraction
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of retinal slip and efference copy:

V =R, - EC ®)

5.3. Inertial and visual dynamics

The inertial dynamics (Tin.) are specific for the
- motion type, and are considered to resemble re-
ceptor physiology. For inertial yaw motion, there
hardly is any other sensory system stimulated
than the vestibular system. Consequently, the
physiology found by Fernindez and Goldberg
[1971] can be applied for the inertial yaw dy-
namics. The visual dynamics (Tyi,) is modelled
as a time delay. The magnitude of this delay
represents the slower perception of visual motion
when compared to the processing of inertial mo-
tion [Hosman and Van der Vaart, 1988].

5.4. Neural filters

Neural filters are applied to transform inertial and
visual afferent signals to an estimation of the stim-
ulation that led to the signal. This transformation
is considered as neuronal processing of the afferent
signal in a motion estimate of the original stim-
ulation. The visual and inertial neural filters are
referred to as N Fy;, and N F;,,, respectively, the
output of the filters are H' and V’; the estimates
of inertial and environmental motion.

To construct the original stimulation from an af-
ferent signal, the sensory process that leads to the
afferent signal has to be inverted. The inverse
process therefore needs the characteristics of the
sensory process. In the central nervous system a
sensory signal will, however, always be corrupted
by signals that do not correlate to the motion
stimulation (noise). Consequently, no inverse pro-
cess can be defined. In the neural filters, an opti-
mal estimator (Kalman filter) is applied to handle
the uncorrelated signals and achieve a (pseudo-
)inverse process. Each neural filters contains an
internal representation (IM) of the dynamics of
the inertial and visual transformation of stimulus
to afferent signal, and the intensities of the un-
correlated signals. Appendix A contains a more
detailed description of the neural filters.

The neural filters are constructed in such a way
that an attentional influence on the estimation can
be modelled. This is achieved by shaping the in-
put noise of the internal model to a specific fre-
quency domain; see Appendix A. ‘

5.5. Visual attraction

The heart of the model is the updating process
by the subjective reference frame which is pro-

vided by the perceived environment. The visual
environment is modelled to ‘attract’ the inertial
motion estimate towards the subjective reference
frame. This attraction mechanism is achieved by
an interaction of the inertial and visual motion
estimates, H' and V"’ respectively; see Figure 1.

Vv —>

VA —>» M
H P

Fig. 1. The visual attractor combines the inertial and
visual motion estimates and generates the mo-
tion signal.

5.6. Self-motion signal

The motion signal M is supposed to give rise to
perceived self-motion in the subjective reference
frame. The motion signal also directs eye motion
in the socket (E) through the oculomotor system
(Toma)-

The complete model is depicted in Figure 2.

v
Q

Fig. 2. The self-motion perception model.

6. Model for yaw motion

Results from experiments on neurophysiology, eye
movements and perception of body motion are
well documented for yaw motion. For this mo-
tion type, the model is described quantitatively
and is based on literature data. '

In' the yaw model, the visual dynamics (Tyi,) is
modelled as a time delay of 150 ms, see Appendix
B. This time delay incorporates both the delay of
the retinal slip and the efference copy. The in-
ertial dynamics (Tin.) relates input acceleration
and afferent output and is modelled as the dy-
namics found by Ferndndez and Goldberg [1971].
This dynamics resembles an overdamped torsion
pendulum with an additional lead component; see
Appendix B.

The visual attractor compares estimated environ-
mental yaw velocity and estimated inertial yaw
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velocity. The difference between these estimates
is first-order low-pass filtered. The filtered dif-
ference and the inertial estimate are added and
generate the motion signal M.

The oculomotor dynamics, generating compen-
satory horizontal eye movements from the motion
signal (M), is considered to be unity. This con-
trasts to, for example, roll motions where com-
pensatory eye movement can only reach a small
torsion angle.

When the gains of both the efference copy and the
retinal slip are taken unity and both signals have
a same time delay in the central nervous system,
the signals are synchronised, the visual input can
be described by:

V = W-G+EC
W—-(E+H)y+M
W-(M+H)+M

W-H (4)

With these assumptions, the feedback loops of the
efference copy and the retinal slip are avoided.
Then, the model only has W and (W — H) as
the inputs. W — H is the yaw motion of the vi-
sual environment with respect to the head. The
yaw model is depicted in Figure 3.

+

W-H —» Tys L—w| NRys LF |—

H —» Tiyg 9 NFpe

Mg

Fig. 3. The yaw model with H and (W — H) as the
input and the motion signal M as the output,
containing the sensory dynamics (T), the neu-
ral filters (N F) with internal models (IM),
and the low pass filter dynamics of the visual
attractor (LF).

The settings in the neural filters are chosen for the
specific stimulus condition tested. These settings
are described next.

7. Settings of the neural filter parameters

The neural filters play an essential role in the
model. The settings of the neural filters are the
frequency domain of the (expected) motion stim-
ulation and the noise intensities of the afferent
signals (see Appendix A). The influence of these

settings are demonstrated for both the inertial and
the visual neural filter.

7.1. Inertial neurdl filter

The inertial neural filter provides the estimate of
inertial stimulation of the body. Therefore, it con-
tains the inertial sensory dynamics. The afferent
signal is provided by T;,., see Figure 3. A Bode
plot of the inertial sensory dynamics [Ferndndez
and Goldberg, 1971] is depicted in Figure 4. It
should be noted that the input is a sinusoidal in-
ertial angular velocity and the output is afferent
firing rate.

2 o 2 2 o 2

10

omaega [rad/s] omega [rad/s]

Fig. 4. Bode plot of the inertial sensory dynamics

for yaw, according to Fernindez and Goldberg
[1971).

The neural filter is applied to estimate the angular
velocity in the frequency range of interest. This
range is set by the shaping filter (see Appendix A).
The effect of the filter on the afferent signal for a
frequency range of 0.1 to 10 rad/s is demonstrated
in Figure 5.

10° 100

magnitude
phase [deg]

2 2 0
omega frad/s]

10 10° 10
omega {rad/s)

Fig. 5. Bode plot of the cascade of the inertial dynam-

ics and its neural filter for a frequency range
of 0.1-10 rad/s.

When comparing Figures 4 and 5, it can be seen
that the transfer function of the cascaded systems
is close to unity in the frequency range selected
by the shaping filter, resulting in a unity gain and
zero phase.

7.2. Visual neural filter

The dynamics of the cascaded visual dynamics
and its neural filter is depicted in Figure 6. The
selected frequency range is 0-0.1 rad/s.

The improvement of the visual transfer function
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Fig. 6. Bode plot of the cascade of the visual dynamics

and its neural filter.

is small. Due to large phase lags in the visual dy-
namics, a higher frequency range selected results
in an insignificant improvement of phase lag while
the gain drops far below unity.

8. Model results

The results of the model for self-motion percep-
tion are shown for three conditions. First, the
results for an inertial yaw motion with a visible
environment are presented: a rotation in the light
(RL). Secondly, the results are shown for an in-
ertial yaw motion without visual information: a
rotation in the dark (RD). Finally, the results for
a yaw motion with only visual input are shown.
The latter type of stimulation is referred to as cir-
cular vection (CV).

8.1. Rotation in the light

In Figure 7 can be seen that the model correctly
duplicates the sensation of yaw motion in a visual
environment. The time constant of the visual at-
tractor, Tya, is chosen 1 s. The effect of the visual
attractor reduces as 7,, increases. When increas-
ing the time constant, perceived angular velocity
sticks to the gain that is provided by the iner-
tial estimate. The gain of the velocity estimate
during rotation in the light can be improved by
selecting a smaller value for 7,4. Ultimately, the
gain converges to unity when 7,4 is set to zero.
The perceived self-motion will then be reciprocal
to the motion of the visual environment. Indepen-
dent of the time constant of the visual attractor,
however, the response converges to the body ve-
locity, as defined by the visual environment as the
subjective reference frame.

8.2. Rotation in the dark

Model parameter settings for rotation in the dark
are different from the settings needed for model
sirulations in the light. The noise-signal ratio of
the visual system in the neural filter (see App-
endix A) has to be set much higher because of the
lacking input of the retinal receptors in the dark.
Secondly, because of lacking visual information,

;:noga Fad/s)

0.5 T T T T T T

o4t [

[
N
T

k-

-0.2r

time 3]

Fig. 7. Simulation of perceived rotation in the light
with 1y = 18 (fine = 0.1-10 rad/s, pin. = -60
dB, Bvi: = 0.1 rad/s, pyvis = -80 dB).

the visual dominance is much weaker. As a conse-
quence, Tyq is taken larger. In the simulation, 7,4
is 80 s.

0.6 T T T ey

04

o
N

omega fad's)

20
tme js}

Fig. 8. Simulation of rotation in the dark with r,, =
80 3 (Bine = 0.01-5 rad/s, pine = ~60 dB, Buis
= 0.1 rad/s, pvis = 0 dB).

Figure 8 shows the decreasing yaw sensation when
accelerations are absent. This decrease is slower
than the decrease of the afferent output of the
inertial receptors.

8.3. Circular vection

The responses to exclusive visual stimulation are
golely dependent on the parameters of the vi-
sual system (time delay and visual neural filter
settings). The most important parameter is the
strength of the environmental updating, which is
expressed in the time constant of the visual at-
fractor.

Figure 9 shows that the model mimics the influ-
ence of environmental motion on perceived self-
motion. The sensitivity of the model responses

SESSION 8 -1 page 6



20
time [

Fig. 9. Simulation of circular vection with 1y = 1 s
a-nd 5 s (ﬂ.‘ne = 0.1 - 10 Tﬂd/s, Pine = '60 dB,
Buis = 0.1 rad/s, pyis = -80 dB).

to changes of the visual attractor time constant is
also shown in Figure 9; time constants of 1 s and
5 s are tested. The results from the time constant
of 5 s resemble the circular vection experiments
with rotating drums [Biittner and Henn, 1981].

9. Discussion
9.1. Model outline and performance

In the literature, different models have been sug-
gested to account for the interaction of visual and
inertial signals {Robinson, 1977; Raphan et al,,
1979; Zacharias and Young, 1981; Borah et al,;
1988]. Those approaches concentrated on the no-
tion that motion of the visual environment un-
questioningly drives the self-motion signal; both
to evoke compensatory eye movement and to per-
ceive self-motion. Qur proposal that the percep-
tual system pursues a reference frame in the envi-
ronment for perceived self-motion is of a greater
generality. As we showed for the perception of yaw
motions, this concept appears to form an excellent
basis for describing self-motion phenomena.

The optimal estimation method in a model for hu-
man spatial orientation was first applied by Bo-
rah, Young and Curry [1988]. The purpose of
the Kalman filter in their model is, however, dif-
ferent from our purpose. They applied the fil-
ter to describe self~motion perception from visual-
vestibular interaction. We have applied optimal
estimators in the visual and inertial neural filters
to tune the afferent signal from a single sensory
modality. The filters straighten the magnitude
and improve the phase of the afferent output.

With the shaping filter in the internal model of
the neural filter, the bandwidth of the expected
stimulus frequency range can be selected. One of
the consequences is that a longer persisting self-

motion sensation in the dark can be achieved, usu-
ally referred to as ‘velocity storage’ [Raphan et al.,
1979]. In our model, this storage is not explicitly
modelled. It is the result of an ‘attempt’ of the
neural filter to estimate body velocity in the low
frequency domain of inertial velocities.

Long latencies in the build up of vection emerge
from rotating drum experiments. We have mod-
elled this by selecting a visual attractor time con-
stant of about 5 seconds. It should be noted,
however, that a ‘natural’ environment lacks in the
drum experiments. We think that the visual at-
traction can be described by a much smaller time
constant of about 1 s, or even less, when a nat-
ural visual environment is applied [Howard and
Childerson, 1994].

9.2. Model extension

As a good approximation, only the semicircular
canals are stimulated when applying an inertial
yaw motion about the gravitational vector. The
dynamics of this stimulus transduction can there-
fore be described by the well documented vestibu-
lar physiology. When extending the model to
more motion types, the question emerges whether
or not a single (dominant) sensory system can be
taken as the generator of afferent signals.

A reference frame that is in uniform linear motion
with respect to the earth inertial frame, is inertial
by itself. Therefore, we think that the reference
frame updating by the visual attractor has similar
dynamics for linear motions as it has for pure yaw
motions. The updating dynamics could, however,
be different for motions in which the orientation
with respect to the gravity vertical changes.

The extension of the model for a non-rigid body
will result in an extended definition of the effer-
ence copy. The efference copy has to be taken as a
combination of eye motion in the socket and head
motion on the trunk.

Attentional effects on perceived self-motion can be
described when applying the concept of a shaping
filter in the internal model. This enables future
modelling of an ‘active observer’ in this model.
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A. Mathematical outline of neural filters

The neural filters represent low-level signal pro-
cessing. They transform afferent output in an op-
timal estimate of sensory stimulations under a pri-
ori agsumptions about:

1. the sensory system dynamics
2. the expected stimulus spectrum
3. the noise in each sensory measurement

These assumptions are referred to as the internal
model. If the internal model satisfies the following
conditions:

1. linear system representations
2. Gaussian white processes
3. stationary

the neural filter can be modelled as an optimal
linear estimator or the well-known steady state
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Kalman filter. Below, the complete set of equa-
tions are summarised to calculate a neural filter.

The transfer functions of the sensors are formu-
lated in state-space:

A1Z1 + Biiy ©)
121+ Dy +

B
o
Q

The state-space notation of the shaping filter:

= AyZq + Ew
= 9%y

(6)

If @y = ¥», then the shaping filter and the sensor
are connected in series:

[ﬁf]\=[1;;‘a i][::H%]z;)

(8)

or:

Hl

A
C

(I

< 8-
81

The steady state covariance of the state is the so-
lution of the Lyapunov equation:

éﬁ,a = A%z, + q’zf,,AT + EQET
=0 ©)

Where @ is the system noise power spectral den-

sity.

The steady state covariance of the observation is:
Bgg,e = CP2s,,C” (10)

The observation noise power spectral density is

defined as a fraction of the covariance of the ob-
servation:

R(,5) = { 0 if i #j (11)

p(1)®ygyg,s(i,j) otherwise

The steady state error covariance of the Kalman

filter is the solution of the Ricatti matrix equation:

L, = AZ,+3,AT + EQET - £,CTRTICE,
= 0 (12)

The steady state Kalman filter gain matrix:

Gry = T,CTR™! (13)

The differential equation for the optimal observer
is formulated as follows:

:%::Ai‘-i—ka (fh — C2) (14)

or A
&= Axsé + Gryin (15)
where
Ay = A—-GgyC (16)

An observation equation can be defined by only
measuring the sensory stimulation, 4;:

Bip=ta=[C 0][:"1'] (17)

or,

(18)

=
oy

i
Q
<

®

where
Ciy=[C; 0] (19)

The state-space relating the afferent signal, #,
and the estimated sensory stimulation, %, is sum-
marised as:

Ars2 + Gt (20)
U = Ciyé . (21)

8-
{

B. Transfer functions of the sensory systems

The transfer function of the visual system in
Laplace domain is modelled as a time delay. The
time delay is approximated by a Padé filter to
maintain model linearity. The Padé filter is com-
plemented with a low-pass filter to account for
physiological constraints on receptor transduc-
tion:

1- —213

1+1'31+—¢s (22)

uu(s)

where 7y, is the time constant of the low-pass filter,
and 7 is the effective time delay of the visual
system. The following values are implemented in
the yaw model:

w = 0.ls (23)
ra = 0.15s (24)

The transfer function of the whole body inertial
motion sensors is according to Hosman and Van
der Vaart [1978). Relating input angular veloc-
ity and sensory afferent output, this function is
described as:

. _ s(l -+ 0118)
H:ne(s) - (1 + 5’93)(1 <+ 0.0053)

(25)

To transform input angular acceleration to input
angular velocity, in which the visual output is de-
fined, the numerator must be multiplied by s.
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A Comparison Between System Theoretic Models and Neural
Networks applied to Car Driving

P.H. Wewerinke* and H. Hilberink*

Abstract

This paper deals with two modeling appraoches to car driving. The first one is a system the-
oretic approach to describe adaptive human driving behavior. The second approach utilizes
neural networks (NN).

The two model structures are compared based on criteria such as a priori knowledge of the
process, optimality criteria, convergence speed, etc. Both a linear system and a nonlinear
system is investigated.

In a simulation study both the lane keeping task and the overtaking task are considered.
Both the model results and the NN results are compared and discussed in the paper.

The following step is to use an extended Kalman filter to estimate assumed unknown model
parameters.

The next step is to simulate the car driving tasks in an experiment with real human operators,
with key variable the level of experience. The objective is to assess the relative merit of both
approaches to describe human learning behavior in car driving specifically and in operating
dynamic systems in general.

1 Introduction

Man-machine systems often exhibit time-varying and adaptive characteristics. This can be
caused by system- and environmental-related changes and/or by time-varying human opera-
tor behavior, adapting to the varying task or learning to optimize the performance on a given
task. Globally this will be indicated in this paper with adaptive human operator (HO) behavior.

One popular approach to analyse and evaluate adapting man-machine systems is based on math-
ematical models. The subject of this paper is to compare two model approaches; the first one
is rooted in system theory, the second one is based on the use of neural networks.

Generally system theoretic models have a normative structure in terms of goals, tasks, functions
and actions, etc. System theoretic models can describe this hierarchy of interrelated aspects
quantitatively. ‘

A neural network (NN} is an input-output model of the HO. Based on data (experience) a de-
sired (or given) input-output relationship can be learned.

Although the aim of this research is to assess the relative merit of both model approaches to
describe adaptive human behavior in operating dynamic systems in general, car driving is consid-
ered as a specific application. This allows a concrete task analysis, HO functions and simulation

*Department of Applied Mathematics, University of Twente, P.O. Box 217, 7500 AE Enschede, The
Netherlands
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results.

The overall goal of car driving is to go from A to B in a certain way (safely, in a given time,
etc.). The principal tasks derived from this are lane keeping, car following and overtaking slower
vehicles, avoiding a collision with other cars. The system model of these tasks is discussed in
the next chapter.

Chapter 3 deals with the neural network approach. Chapter 4 contains an analysis of both
model structures. In Chapter 5 the simulation results of adaptive driver behavior are presented.
Chapter 6 contains the concluding remarks.

2 System modeling of car driving

Car driving consists of a number of primary and secundary tasks, which result from the overall
goal to go from A to B, such as lane keeping, car following, overtaking, navigating, etc. In the
following lane keeping and overtaking will be considered as two representative examples.

2.1 Lane keeping

It can be assumed (Ref. 1) that lane keeping is based on aiming at a distance d ahead. The

direction of this aimpoint v, is a result of the car heading ¢ and the lateral position y (Fig. 1),
according to (assuming small angles)

Yo=Y +y/d (1)

Equation (1) shows that for large d ¥, =~ ¢ and for small d ¢, = y/d; in other words, depend-
ing on the ‘looking’ distance ahead d, the driving task resembles more a relatively easy heading
control task or a relatively difficult position control task.

Assuming that the driver is generating a steering wheel deflection § proportional to the aimpoint
direction %, (gain K} ), with a first order lag with a time constant 7}, the closed loop system
can be represented by the block diagram of Fig. 2.

A simple root locus analysis (Fig. 3) shows that aimpoint control resembles more heading control
or position control depending on the additional lead (zero at —u/d, with u the forward driving
speed) corresponding to the implicit heading feedback. The value of d determines the trade-off

between system stability and the bandwidth of the path mode. So d can be optimized and can
be related to the driver’s experience level.

2.2 Overtaking

Overtaking is the most complex driving subtask including observing, information processing,
decision making, planning, maneuvering and other traffic. The overtaking situation is shown in
Fig. 4 for a two-lane road. The analysis for freeways is similar.

Assume the situation that car i intends to pass the preceding car j at distance X; ahead. The
possibility to do so depends on the oncoming cars k£ and €. At time to = 0 car ¢ decides at
distance X; from car j to accelerate from speed wu; to speed uy,, with time constant T,. The
distances to cars k and ¢ (with speed u;) are X and X, respectively. At time t; car ¢ changes
to the left lane. At time ?; car j has been overtaken and car ¢ returns to the right lane again.
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The two conditions which must be satisfied are that at ¢y car £ must be passed and car £ must
be away far enough to allow the overtaking maneuver. This implies the two inequalities

Xk<Xj+(Ug+uj)t1—Sk (2)
Xe> Xj+ 5; + Se+ (ue + uj)ta (3)

with S; the distance which car ¢ is overtaking in the left lane with respect to car j and 5% and
S¢ the safety distances to car k and ¢, respectively.

Useful approximations can be derived (Ref. 2) for ¢; and t2 (for ¢; and t2 smaller than T, ). The
result is

[2.7X;T, 2.7(X; + 5;)Ty
= _7_..1_. and  t; = \/ ( gt ‘SJ) (4)
U, ~ Uj Up, — Uj

Combining eq. (4) with (2) and (3) shows that the decision criteria (2) and (3) depend on Xj
(which can be identified with the overtaking strategy), car dynamics (Tu), speeds and safety
margins.

The required gap between car k and car ¢ (X, — Xj) can be determined as a function of X G
It turns out that the required gap can be substantially reduced already for a small X;. So the
possibility to trade-off X;— X} and X; allows car ¢ to optimize its overtaking strategy depending
on the momentaneous traffic situation.

2

The speed of car i is represented by a first order process driven by a commanded speed (u.) and
a first order disturbance input (w,). Other traffic is modeled with a constant average speed.
The specific speed of each car is unknown to car ¢ and has to be estimated based on the observed
(derivative of ) distances to the other cars.

The system model of the total process can be expressed in the general form

X(k+1) = f(X(k),U(k), W(k)) (5)
with X = col(wuy;, ui, X, Xk, X¢, Xik, Xie) with X, and X, the adjoint states representing the
inequalities (2) and (3), combined with (4).

The distances to other cars can be estimated based on the outside visual cues. The nonlinear
relationships can be expressed in the general form

Yp(k) = g(X(k — 7)) + v(k - ©) (6)

with v the observation noise and ¢ the time delay. By means of an extended Kalman filter the
states can be estimated. The estimated variables X;; and X;, are used to decide whether (Dy)
or not (Dg) overtaking is possible, in case the distance to the slower preceding car becomes too
small. This involves a sequential decision process to determine continuously the mode of car i:
1. car following with speed u;, 2. driving with speed u. and 3. overtaking, which is basically a
pre-program maneuver {accelerating at #p till u,, and lane changes at t; and t3).

2.3 Adaptive driver behavior

Adaptive driver behavior can be related to the level of experience and to the adaptive human
capability to traffic system developments. This can be related to
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o the knowledge of the car response to control inputs (internal model of the vehicle dynam-
ics);

o the use of the visual cues (accuracy, attention allocation);
e control strategy;

o the relationships between task variables, on which overtaking decisions and strategy, and
time coordination are based.

In the system theoretic approach adaptive human behavior is modeled as an adaptive estimation
process of unknown model parameters based on new data (experience). The question is what
one’s initial knowledge is of the process in a concrete situation, but conceptually it can be
assumed that a given set of parameters € of the system model are unknown. So learning is
modeled as a parameter estimation problem.

The procedure to solve this is to add the parameters to the state vector (using the parameter
model 0y = ;) yielding an augmented nonlinear system with state & = col(z,8) of the same
form as equations (5) and (6). This can be solved by means of an extended Kalman filter to
estimate # and thus z and 6. '

3 Neural Networks

Human operator behavior can be described as the relationship between task inputs y and control
outputs u (inputs to the system). Learning this functional relationship between y and u can be
described by a neural network (NN).

Basically a NN consists of a number of processing elements (or neurons) with weighted connec-
tions'(Ref. 3). The weights represent the memory of the network and determine the input-output
relationship. The NN has a given structure, determined by the number of neuron layers, the
number of neurons per layer and the connections between the neurons. In this study a commonly
used structure is assumed with one input layer, determined by the inputs y, one output layer,
determined by the outputs v and one hidden layer. Only feedforward connections are assumed.
Such a structure is known (Ref. 4) to be able to approximate any arbitrary input-output rela-
tionship (function).

Learning the NN, i.e. the scheme to adjust the weights, can be based on an explicit performance
measure, e.g. to obtain a desired output. This is called supervised learning. A common learning
strategy is the so-called backpropagation. This is also assumed in this study. Another learning
strategy is called unsupervised learning, in which the adaptation scheme is not depending on
the NN output.

The backpropagation algorithm can be considered as a first order gradient (steepest descent)
method. It has been shown to provide good optimization results in many applications with
favourable computational simplicity. More specific issues like convergence rate, final weights
corresponding to a local minimum will have to be considered, but related to the concrete ques-
tion how well the NN results agree with the pertinent human learning behavior.

For the car driving task the HO inputs y consist, for the lane keeping task, of heading and

lateral deviation, and, for the overtaking task, of speed and relative distances to preceding and
oncoming cars. The outputs u consist of steering wheel deflection, gas and brakes.
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4 An analysis of both model structures

The system theoretic structure and the NN structure will be compared with respect to the
following criteria

e a priori knowledge of the process;

e what is estimated;

estimation criteria;

iteration schemes;
e convergence;
e linear versus nonlinear systems.

Any a priori knowledge of the process can be incorporated in the system theoretic structure in
terms of f and g, in equations (5) and (6), respectively. The quantitative relationship between
system inputs and outputs can be expressed in terms of the parameter values and form of non-
linear difference equations.

In the NN structure no a priori knowledge is taken into account. This knowledge is, in principle,
related to the initial weights, but this relationship is unclear. So, in practice, no a priori knowl-
edge can be taken into account and generally arbitrary initial weights are used in the iteration
procedure. However, in case it is known (or assumed) that an output is depending on certain
variables, these variables can be assumed as NN inputs possibly with appropriate time delays
similar to the linear ARMA model (Ref. 4). This is similar to the system theoretic approach
with a given system theoretic structure but with unknown model parameters.

The system theoretic structure intends to estimate the model parameters and the system state
based on the system input and (noisy) output. Based on the estimated state, also the output
can be estimated. Based on the estimated system model new outputs can be generated for new
inputs.

The forgoing parameter estimation scheme, on the basis of an extended Kalman filter, involves
a nonlinear system model. This implies that it is unclear how good the estimate is (i.e. in a
minimum variance sensé), depending on the correctness of the system model. Only for a linear
system the Kalman filter generates a minimum variance estimate.

In case the backpropagation scheme is used for the NN approach, also a mean-square estimation
error criterion (E) is utilized, so the NN tries to estimate a desired output. The NN weigts are
adjusted on the basis of a steepest descent criterion

oF
Wipi = Wi —a-—.
* “ow )

The resulting weights correspond with a local extremum. Therefore, it is unclear how good the
NN estimation results will be, although conceptually the iteration scheme is aimed at a mini-
mum error variance solution.

The extended Kalman filter updates the estimated output of the previous time step by including
the difference between the expected output and the measured output optimally, i.e. yielding
a minimum variance estimation error in case the system model is correct. Convergence speed
depends on this correctness of the system model and on the filter dynamics. -
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In the NN approach the convergence is determined by the first order method of equation (7),
including the learning rate a. The value of a is a trade-off between convergence speed and
overshooting. The simplest procedure involves a constant value of . There are methods with
variable a to improve the convergence speed (Ref. 2).

5 Simulation of adaptive driver behavior

As a first step the lane keeping task was considered. A linear system model was assumed (Ref.
2) to relate heading and lateral position to the steering angle, with a driving speed of 30 m/s.
Human control response was modelled as a first order lag with a time constant of 0.5 second
and an optimal gain.

The task considered was a commanded lane change of 1 meter. After 10 seconds an additional
change of 1 meter was commanded. Ten seconds later a reduction of the lateral position to,
again, 1 meter was commanded and, finally, after 10 seconds a reduction to zero was commanded.

The system model response is shown in Fig. 5. The model exhibits a stable response but with
a delay of about 5 seconds (mainly determined by the aimpoint distance of 100 m).

The NN was trained at the lane keeping task by presenting the system model results of 1000 lane
changes between (randomly) 0 and 2 meter at intervals between 0 and 10 seconds. After that,
the same commanded lane changes as discussed above were presented to the NN. The resulted
response is also given in Fig. 5, showing a rather close agreement with the system model results.

The overtaking task including the system model as described in Chapter 2 was simulated. It
was assumed that all cars have a constant speed of 20 m/s and that car 7 tries to drive 30
m/s (). The actual average speed, in the following expressed as the velocity v, above the
20 m/s, is the key overtaking performance measure. The experimental (independent) variables
considered are the traffic densities in the right and left lane (d, and dy, in average number of
cars per meter with a Poisson distribution), type of car, in terms of the time constant T, and

overtaking strategy, in terms of the parameter X, (distance to the preceding car at the moment
of accelerating).

The overtaking process is described in terms of the following phases (modes): mode 1: car 7
has to wait behind car j before overtaking is possible; mode 2: car ¢ can accelerate because the
preceding car j is away far enough; mode 3: car ¢ can overtake and accelerate in the right lane;
mode 4: car ¢ overtakes and accelerates in the left lane; mode 5: car 7 decelerates nominally
because of preceding car j; mode 6: car ¢ breaks to avoid getting too close to car j.

The model results are shown in Fig. 6 for a simulation run of 6 minutes for the nominal condi-
tion (d = 0.01/s, d; = 0.005/s, T, = 10 s and Xy = 20 m, in addition to ‘reasonable’ values for
safety margins and decelerating). Because of the low traffic density in the left lane 12 overtak-
ings were obtained (mode 3 = mode 4 = 12). The NN results will be discussed in the following.
To simplify the picture, modes 1, 5 and 6 were pooled in one ‘waiting’ mode 1. Also mode 3
and mode 4 were pooled in one ‘overtaking’ mode 3. The result is shown in Fig. 7.

Next the NN was trained to learn the overtaking task. For this purpose the NN utilized a
training data set of 360 s. The inputs were the distances to the other cars (X;, Xz and X/)
and the driving speed of car ¢ (u;). The outputs were the driving modes (6 or 3). About 7500
iterations were made to obtain the NN results.

These results are shown in Fig. 6 for the six modes and in Fig. 7 for the simplified case of three
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modes. Fig. 6 shows that the NN has a difficulty to mimic precisely mode 1, 5 and 6 and to
make a distinction between them. This makes sense because these modes differ in terms of slight
differences in distance and speed to the preceding car. This was the reason to pool these modes
into one waiting mode 1 to see if the NN could learn the distinction between this mode and the
other two modes (mode 2: accelerating; mode 3: overtaking). The result in Fig. 7 shows that
the waiting mode 1 exhibits quite a scatter but is generally clearly distinct from mode 2 and
very clearly distinct from mode 3.

Especially the last result shows that the NN is able to learn the overtaking mode. The over-
taking maneuver is a pre-programmed maneuver determined {e.g.) by corresponding initial and
final time. As far as the initial time is concerned the NN is lagging somewhat, but the final
time is duplicated precisely. This is important because it determines the end of the overtaking
maneuver in the left lane before running into oncoming traffic.

After training the NN on the training data a test-set of data was used to check how well the
NN has learned the task. The result is given in Fig. 8, showing the same good result as before,
especially, again, with respect to the overtaking maneuver.

In order to get a better understanding of the NN problem to mimic the model results, the
NN was trained (with 4000 iterations) based on the same inputs as before but as output the
velocity u; at the next time step (u;(k + 1)). The result shown in Fig. 9 indicates that the
NN duplicates the speed rather closely, but the detailed low speed history (corresponding with
braking and waiting (defined for a speed below 20.8 m/s), i.e., modes 6 and 1, respectively) is
clearly deviating from the model at least for the number of iterations involved. This ‘explaines’
the foregoing difficulty to distinguish between modes 1, 5 and 6.

6 Concluding remarks

In this paper two modeling approaches are compared and applied to car driving. The first one
is a system theoretic approach; the second one is based on neural networks. Both lane keeping
and overtaking were modeled.

As a first step both tasks were modeled in terms of the system model of chapter 2. These model
results were used to generate input-output data for the neural network, showing that the neural
network was able to learn both the lane keeping and overtaking task.

For the lane keeping task an extended Kalman filter approach was used to learn unknown model
parameters. The results are reported in Ref. 2. The next step is to do the same for the over-
taking task.

The following step is to simulate the car driving tasks in an experiment with real human oper-
ators, with key variable the level of experience. The objective is to assess the relative merit of
both approaches to describe human learning behavior in car driving specifically and in operating
dynamic systems in general.
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Human Model vs Neural Network
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Comparison between modelmode and NN-mode
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Comparison between modelspeed and NN-speed
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Safety margins in car-following

Monique van der Hulst

University of Groningen
Traffic Research Centre
P.O. Box 69

9750 AB HAREN

The Netherlands

Introduction

In order to assist drivers in coping with the high demands of driving on today’s
busy roads, intelligent electronic co-pilots are being developed. Intelligent co-pilots
monitor vehicle control performance continuously, and can advise and warn the driver
or correct his or her actions autonomously. Little is known about the actual
behavioural effects of these systems. Therefore, methods and models have to be
developed, which allow for the study and the description of these effects. At the Traffic
Research Centre of the University of Groningen, a research project has started on the
behavioural effects of intelligent co-pilots that support lateral and longitudinal control.

Present vehicle control models usually describe steering rather than speed
control. Lateral vehicle control can be described as a serial alternation between passive
(open loop) and active (closed loop) strategies (Godthelp et al., 1984). During open-loop
control, steering errors are neglected, and attention can be directed at other aspects of
driving. Uncertainty about the position of the vehicle on the road determines when the
driver has to direct attention to the steering task again, and decide whether it is
necessary to switch to a closed-loop steering strategy. Thus, lateral vehicle control may
be described as a tracking task in which uncertainty thresholds determine switches of
attention. In this study, it is assumed that uncertainty has an important role to play
in longitudinal control as well.

Uncertainty thresholds in steering have been studied in occlusion experiments.
In an experiment described by Godthelp et al. (1984), subjects had to steer a car on a
straight road while visual feedback was occluded. Subjects could control occlusion
duration and were instructed to look whenever they felt it was necessary. It was
expected that uncertainty about the lateral position on the road would determine the
accepted duration of occlusion. Results indicated that subjects’ self-chosen occlusion
times were related to the time-to-line-crossing (TLC). This concept represents the time
necessary for the vehicle to reach either edge of the lane. In another experiment
(Godthelp, 1988) the limits of path error-neglecting were studied. Subjects had to
initiate a steering correction at the last moment they thought it was still possible to
correct the heading error comfortably. The time-to-line-crossing at the moment the
driver decided to switch to closed-loop control (minimal TLC) was found to be constant.
Thus, there are two thresholds involved in steering control. The uncertainty threshold
plays a role in the absence of visual feedback, and determines switches of attention to
the steering task. The correction threshold plays a role in the presence of visual
feedback and determines the onset of compensatory steering actions.

There is some evidence that analogous criteria occur in longitudinal tracking.
Van der Horst (1991) has studied the correction thresholds in distance-keeping,
analogous to the steering studies. He measured time-to-collision (TTC), a measure that
incorporates speed differences and indicates urgency of conflict situations. Subjects
were approaching a stationary object and were instructed to start braking at the last
moment they thought they could come to a complete stop without hitting the object.
TTC at the onset of braking increased with speed, but not enough to keep a constant
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deceleration at all speeds: at higher speeds deceleration was higher. The minimum
TTC reached was independent of speed. Stroboscopic occlusion was found to deteriorate
braking performance. It was concluded that the direct perception of TTC from the optic
flow field plays an important role in the decision to start braking and in the control of
braking. Thus, the correction threshold in longitudinal control seems to be related to
TTC. The present paper describes the preliminary results of an experiment that was
carried out to analyse the effect of uncertainty on safety margins in longitudinal
vehicle control. The time available for error-correcting and error-neglecting was
manipulated by the application of an occlusion technique.

Method
Subjects

Twelve subjects were recruited from the TRC subject pool. The age of the subjects was
between 25 and 45 years. All participants had their driving licence for more than 3
years and drove at least 5,000 kilometres annually.

Apparatus

The experiment was carried out in the TRC driving simulator. This is a fixed base
driving simulator consisting of an adapted car with original controls. The car is
dynamically interfaced to a virtual environment, which is projected on a large
panoramic screen. All driving variables can be sampled with a desired frequency,
usually 10 Hz.

Procedure

After arrival at the institute, subjects filled out a six-item questionnaire about age,
driving experience, etc. Subjects were told that the goal of the experiment was to
investigate car-following behaviour. The experimental sessions started with a training
session. The goal of the first training session was to familiarise subjects with operating
the simulator car. After the training session, normal following performance was
measured at three different velocities: 50, 80, and 110 km/h. Subjects were instructed
to follow a car as closely as they would do in heavy traffic, but to avoid unsafe
distances. After training the occlusion session followed. The experimental session
consisted of three training trials and nine experimental trials. The training trials were
used to familiarise subjects with occlusion. In the nine experimental trials, velocity
(50, 80, and 110 km/h) and occlusion time (1, 2, and 3 sec) were varied. The order of
the three velocities was balanced across subjects, and the order of the occlusion
conditions was balanced within velocity conditions. The experimental session was
followed by another session of car-following without occlusion at all three velocities.
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Experimental task

Each trial took about 3 minutes and consisted of an initial part, which was necessary
to reach the trial velocity, and a 2.5-minute measurement part, in which occlusion was
applied. At the start of the trial, the subject’s car was on a straight road behind a
simulated car which accelerated from 0 km/h to the trial speed, being 50, 80, or 110
km/h. The subject was instructed to follow this car and to reproduce its speed
variations. When the trial velocity was reached, the occlusion started. Occlusion meant
hat the lead car was invisible, but road markings could still be seen, in order to
provide subjects with sufficient information to steer normally. The time during which
the car was visible was always 1 second, the time during which the car was invisible
was 1, 2, or 3 seconds, depending on the trial. The speed of the lead car varied slowly
within margins of 10% around the trial speed. Sessions without occlusion had the
same structure.

Hypothesés

It was assumed that occlusion would increase uncertainty about the position and
acceleration of the lead car. The driver was expected to anticipate on this higher level
of uncertainty by choosing a larger safety margin. Speed changes of the lead car would
on average be perceived later, which would lead to a delay of the subject’s response.
When occlusion duration is too long compared to view-time duration, the driver’s
strategy might even change from anticipation to simple stimulus-driven reaction.
Therefore, car-following performance was expected to deteriorate with increasing
occlusion duration. Minimal time-to-collision might also become shorter as a
consequence of delayed response. '

Results
Subjects

Twelve subjects, six male and six female, participated in the study. One female subject
suffered from simulator sickness, and could not finish the experimental sessions.
Therefore, analyses were performed the data set of the remaining eleven subjects.
Mean age of the participant was 30 years. Subjects had their driving licence for ten
years on average, and drove about 16,000 kilometres annually. Total driving
experience was about 215,000 kilometres driven.

Anticipation

Figure 1 presents time-headway (THW) for different speeds and occlusion
durations, figure 2 presents minimal time-headway (THW min). THW and THW min
were used as measures of anticipation. Multivariate analysis revealed no significant
effect of trial velocity (Wilks’ lambda = .38, NS). Multivariate tests of the expected
influence of occlusion on THW and THW min revealed a significant effect (Wilks’
lambda = .07, p = .009). Univariate tests show that this effect can be explained by a
linear trend in the effect of occlusion on THW (F(1,10) = 8.73, p = .014). Thus, subjects
chose a longer time-headway when occlusion duration increased. Univariate F-tests
showed an interaction between the effects of trial velocity and occlusion on THW min
(F(1,10) = 9.65, p = .011). When trial velocity is 110 km/h, THW min decreases when
occlusion duration increases, when trial velocity is 50 km/h, THW min increases.
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Figure 2. Minimal time-headway

Car-following performance

Figure 3 shows variations of time-headway (SD THW). Trial velocity affected
SD THW (Wilks’ lambda = .29, p = .004). Univariate F-tests revealed that variation of
THW increased linearly when trial velocity increased (F(1,10) = 20.32, p = .001). There
was a significant effect of occlusion (Wilks’ lambda = .32, p = .022), which could also be
described by a linear trend (F(1,10) = 20.92, p = .001). Thus, occlusion resulted in

deteriorated car-following performance. There was no interaction between speed and
occlusion (Wilks’ lambda = .31, NS).
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Delayed response to speed changes of the lead car may be reflected in minimal
time-to-collision (TTC min). Time-to-collisions shorter than four seconds are usually
regarded to be critical. Figure 4 presents TTC min during all trials. A relation was
found between speed and TTC min (Wilks’ lambda = .43, p = .022). Univariate tests
.showed that this was due to a linear relation; higher trial velocity was associated with
a longer TTC min (F(1,10) = 13.23, p= = .005). Occlusion had no clear association with
TTC min (Wilks’ lambda = .75, NS). There was a significant interaction between speed
and occlusion effects (Wilks’ lambda = .089, p = .016). This multivariate interaction
could be explained as a difference between 50 km/h-trials and 110 km/h trials. In 50
km/h-trials, TTC min decreases when occlusion duration increases, whereas in 110
km/h-trials, TTC min increases when occlusion duration increases from 1 to 3 seconds.
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Figure 4. Minimal time-to-collision
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Discussion

The main research question in this study was how safety margins in car-
following are influenced by uncertainty. From the relation between occlusion and time-
headway it can be concluded that subjects anticipate on the uncertainty that is caused
by occlusion by adjusting the safety-margin. However, variations in time-headway
increased when occlusion duration increased. Thus, subjects were not able to maintain
a constant safety margin. This indicates that car-following performance deteriorated.
Coherence between the speed patterns of the lead car and the simulator car should be
calculated in a further analysis, in order to confirm this degraded performance. The
adjustment of safety-margins prevented minimal time-to-collision from getting critical.
Although car-following performance was worst in the 110 km/h-conditions, time-to-
collision was highest in these conditions. An explanation might be that safety-margins
were very large in these conditions, which prevented speed differences from getting
conflicts. In this study, speed variations of the lead car were proportional to the trial
velocity. Acceleration and deceleration of the lead car were equally fast in all
conditions. The dynamics of the simulator car may have complicated accurate car-
following at high velocities. This may have influenced the results, especially concerning
interactions between the effects of trial speed and occlusion. A suggestion for further
studies would be to apply fixed speed variations of five or ten km/h. Furthermore,
duration of the vision period should be varied, in order to determine how much time
subjects need to perceive velocity changes accurately.
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1. INTRODUCTION

Along with increasing demands for safety,
quality, ecological friendliness and effectiveness of
human-machine systems (HMS), the problem of
their usability in terms of users acceptance and
reusability attracts more and more attention of
research and industrial communities, especially in
the field of industrial control (Johannsen, 1995).

Efficient design of adaptive human-
machine interfaces (HMI) which can be easily
tailoured to the needs of different user categories
and/or individual users in specific task situations
becomes nowadays a fashionable field of research
and development activities (Rasmussen, 1986,
Kawai, 1992). Such interfaces can be regarded as
distributed knowledge-based software systems which
comprise knowledge about the end-users of the
system, i.e., user models, knowledge about technical
system, i.e., application or technical system (TES)
model and also different kind of interaction models,
i.e., dialogue-, task-, presentation-models etc. High
dimensionality and also uncertainty of these
Lheterogeneous knowledge-structures, as well as
required cross-disciplinary design solutions make
HMI design process even more complicated than for
traditional knowledge-based systems. Systematic
user-centred  approaches to  knowledge-based

interface design and software toolkits which
effectively support both usability and reusability of
HMI, as well as creativity and overall job
satisfaction of the designers as end-users of these
toolkits become of high importance.

The paper is focused on one approach to the

design and practical implementation of such
software technology, so-called AMICA-technology. -
The development as well as trial applications of this
technology are carried out within the on-going
BRITE/EURAM Project ,,AMICA-Advanced Man-
Machine Interfaces for Industrial Control
Applications by the team of University of Kassel
together with four industrial partners’.
In the next section the conceptual and logical design
of adaptive interfaces are discussed. Task-orientation
of related knowledge is specified in the third section.
Practical examples are given in the fourth section.

2. LOGICAL MODEL OF ADAPTIVE
INTERFACES

Modemn concurrent engineering paradigms of
HMI life-cycle differ significantly from traditional
so-called ,waterfall* and also ,spiral® models
(Boehm, 1988) towards ,star” models (Hix and
Harston, 1993) with multiple local loops of re-design
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and re-engineering with the help of rapid
prototyping and usability testing techniques(
Schneiderman, 1992).

The whole life-cycle of knowledge-based
adaptive interfaces is accompanied by the task- and
knowledge-acquision and elicitation procedures
(Averbukh, 1994a). These procedures are extremely
time- and labour consuming and highly demand
specific support technologies for their possible
intensification.

Conceptual and logical design of HMI are one
of the first design phases requested by ESA
Standards (1991) and are rather explicitely reviewed
in the literature (see, e.g., Johannsen, 1995). Usually
logical models provide the decomposition of main
functionalities without specifying how to realise
them, as conceptual design focuses on the
implementation strategies.

Conceptual design of adaptive HMI presented
in this paper is one possible extension of the so-
called UIMS (User Interface Management System)
design where dialogue and presentation are clearly
separated from each other concept (see, e.g.,
Johannsen,1994). It refers to user centered
approaches and realised through embedding user-
and application models into HMI system as one of
the most significant functionalities for managing the
whole interaction process.

The explicite logical model of adaptive HMI, as well
as its main managing functionalities and knowledge
sources are presented (see Fabiano et al, 1994).

By analogy with theory of adaptive and
supervisory control (see, e.g., Sheridan, 1992), the
main activities in adaptive HMI organisation and
operation are qualified in relation to monitoring,
supervising, quality assuarance (conftrol) - and
learning, e.g., via explanation etc. Thus Dialogue is
considered as a main managing media which
- provides monitoring and ,supervisory control“ of
the whole interaction process between human and
machine. Monitoring is executed via tracking
interaction context and -content. The controlling of
interaction process is realised, e.g., by devising
appropriate schemes and dynamical plans of the
dialogue which fit to the current interaction context
and to the users goal and task, and provides ,,in-
process” verification and validation of embedded
models and overall usability of the interface system.

Presentation media deals with handling and
generating inputs and outputs to/from the user and
technical system and, hense demands comparatively
less reasoning. Within such concept it is managed by
the dialogue media, particularly by matching actual
user-, TES- and interaction models with expected
ones and sclecting appropriate dialogue plans and
related presentation modes (see, e.g., Averbukh et al,
1994). Alternative paradigms which are based, e.g.,

on flow modelling (Lind, 1981), means-ends
hierarchies and ecological interface design concepts
(Kim, 1993) accumulate more reasoning facilities
and are concurrently designed within the AMICA-
technology (see, R.van Paassen, 1995).

Specific communication activities, such as
explanation, justification etc. comprise both dialogue
and presentation media in. a very specific,
application oriented forms and thus can be designed
in both generic and domain-dependent ways.
Dynamical updating of User-Model and subordinate
Intetaction- and TES-Models which provides a basis
for effective managing and adaptation of interaction
process to the concrete user needs is discussed.

3. TASK ORIENTATION AND DISTRIBUTED
ARCHITECTURAL DESIGN

3.1. Task- and Situation- analysis

Task orientation is widely recognised as an efficient

way to provide HMI systems' flexibility and casy

adaptation to specific users' needs in typical task
situations. This approach is also quite effective in
increasing systems’ software extendability and

reusability (Lind, 1981, Mitchel and Miller, 1987,

Sundstrom, 1993). It becomes possible particularly

due to the generalisation of typical task situations

and near optimal strategies for selection of the
appropriate interaction ,services”, as well as by the
self-consistent  task-oriented HMI design (

Averbukh, 1994b, Kenji Kaijiri, 1994).

Efficient execution of such complicated
multistage cognitive process, as task-orientation is
only possible within systematic approach. The latter
should consider in a unified manner the whole
domain of tasks and subtasks allocated between
different systems' agents, i.e., man, machine or
technical system (TES) and man-machine interface
and also between TES and HMI modules.

Intensive  task-analysis and -evaluation
techniques adapted to the purposes of HMI design
are discussed. The main sources for intensification
are considered as following
e unified task-oriented knowledge representations

for the basic models embedded into interface,
i.e., user-, TES- and interaction-models, e.g., in
the form of so-called ,bottle diagrams® i.c.,
symmetric knowledge hierarchies ,.goals-
Junctions-tasks-means-resources-criteria®, (see,
e.g., Averbukh and Johannsen, 1995),

s analysis and ,dynamic* consideration of
cognitive models of the experts involved in the
task analysis,

¢ situation-analysis and -design, i.c., analysis of
application-dependent task-situations or
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scenarios and design of ,,simulated* situations for
a spectrum of design and evaluation goals, e.g.,
for preliminary testing the end-users and their
behavioural characteristics, for uvsability testing
of HMI design solutions etc., and

e identification of so-called ,critical task
situations“ which comprise significant attributes
of any task situation that affects controlling
activities within the HMI, such as dynamical
adaptation of user model, updating current
interaction knowledge structures, e.g., interaction
context, dialogne goals-pians and related
Jnterface services presented to the user
(Averbukh et al, 1994),

3.2. Task-oriented Architectural Design

Concrete architectural design of HMI Toolkit
normally compromises between the requirements of
the quite ambitious conceptual and logical designs,
the established list of priorities and also by actual
resources, including available tools for software
development. One of possible approaches which
reflect the discussed above concepts logical
decomposition is schematically shown in Fig.1 (
extended after Averbukh, 1994b). It shows necessity
and possibility effectively to realise both goal- and
data-driven reasoning mechanisms within the
proposed  symmetrical task-oriented  human-
computer interaction modelling. Here interaction
~ process comprises dialogue, presentation, explana-
tion, justification and other communication forms.
The goals of end-users are normally determined by
the goals of Technical System, i.e., safety, quality,
ecological goals etc., and also by their internal or so-
called egoistic or usability goals, e.g., under-
standability of the HMI, acceptance etc. The goals of
designers of human-machine interfaces are
determined by the goals of end-users, as well as by
their personal egoistic goals and also by the goals of
the design technological processes, e.g., quality,
effectiveness of design etc. The functions for
achieving these partially intersected goal-domains
and appropriate tasks, needs, resources and criteria
are specified during task- and knowledge-analyses.

4. SOFTWARE TECHNOLOGIES FOR HMI
DESIGN IN CONTROL APPLICATIONS

After explicit market analysis  two software
development tools, GMS and COGSYS have been
selected as a basis for HMI Toolkit architectural
design and implementation on the UNIX platform for
real-time control applications (Kwaan and Averbukh,
1993). The programming languages C(C++) are also

widely used in addition to these development tools.
ANSI C compiler allows running of two selected
software tools, i.e., GMS and COGSYS on the same
UNIX platform. GMS, the Graphical Modeling
System, is a tool for graphical design screen of
layouts by simple connecting graphical objects. It can
be responsible for the realization of every
presentation function, particularly by mediating the
communication between the user and the COGSYS
side of the HMI and for managing all the graphical
aspects related to the presentation, like the managing
of the GMS graphic models as well.

COGSYS is a blackboard based tool for the
development of real-time knowledge-based systems.
The main reasoning functions take place around the
blackboard as a shared data structure and their effects
are communicated to the user through the
functionalities implemented with GMS.

The Toolkit architecture is designed as an open
system architecture. The basic data driven control
approach to the architectural design realised on the
COGSYS basis is extended with concurrent
architectural design concepts ( Averbukh et al, 1994,
Hsu et al, 1994). Independent software C and C++
modules which do not use COGSYS blackboard but
communicate with other Toolkit modules through
the appropriate inputs/outputs are normally
developed after rapid prototyping of some concepts
with the help of COGSYS, e.g., in order to improve
real-time characteristics etc.

The prototype of the discussed Toolkit is
developed within the AMICA project’ and consists
of two basic types of software modules, i.e., generic
or application domain-independent modules and
domain-dependent ones. Two target application
domains are used as a ,poligon* for rapid
prototyping, particularly of  domain-dependent
software modules with further analysis of the
possibility for there generalisation, i.e., power
plants- and cement plants-domains. Industrial
experts from both application domains, particularly
from ENEL and Santa Gilla Power Plant (Italy)
and from FLS/A and Aalborg Portland Cement Plant
(Denmark) are involved in task analysis and
requirements engineering, as well as in rapid
prototyping and evaluating of the results during the
development of both Toolkit and specific for each
domain prototypes. The concrete examples for
software implementation are further specified.

5. DISCUSSION

Different design paradigms of adaptive human-
computer interfaces are analysed as a trade-off
between their complexity und multidimensionality,
on the one hand, and limited resources within
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systems life-cycle, on the other hand. Unified task-
oriented approaches to the design of distributed
knowledge-based interface systems are discussed.
Their practical implementation is examplified for
two industrial conirol applications in cement industry
and for power plants during different design stages.

6. REFERENCES

Averbukh, E.A. (1994a). Multidisciplinary Task
Knowledge Engineering, Proceedings IFAC
Conference on Integrated Systems Engineering,
Baden-Baden, Germany, pp. 47-53, September 27-
29.

Averbukh, E.A. (1994b). Task-Orientation of
Human-Machine Interaction in Distributed Systems.
Proceedings of 3rd IEEE International Workshop on
Robot and Human Communication, Nagoya, Japan,
July 18-20.

Averbukh , E.A. and G. Johannsen. (1995). Human
Performance Models in Control. JEEE Transactions
on Systems, Man and Cybernetics (extended paper
from the Intern. Conference IEEE/ISMC'93, Le
Touquet, France, October 17-20 , P. 397 - 402), w0

appear.

Averbukh, E.A., G. Johannsen, F.Mletzko, R, van
Paassen, J. Rudewig and V. Stefanuk (1994).Toolkit
Architectural Design, Issue 2. Internal Report IR-
03-BRITE/EURAM, Project 6126, December.

Boehm, B.W (1988). A Spiral Model of Software
Development and Enhancement. JEEE Computer,
Vol.21,N.5, pp. 61-72.

ESA Standards (1991). Guide to the software
requirements definition phase. ESA PSS-05-03 Issue
1, October.

Fabiano, A.S., C. Lanza and J.Kwaan (1994).
Toolkit Architectural Design. Internal Topical
Report D4 -2-BRITE! EURAM, Project 6126, April.

Johannsen, G. (1994). Design of Intelligent Human-
Machine Interface, In Proc. of 3rd IEEE
International Workshop on Robot and Human
Communication (RO/Man'94), Nagoya, July.

Johannsen, G. (1995). Knowledge-based Design of
Human-Machine Interfaces, Control Eng. Practice,
Vol.3, No.2, pp. 267-273.

Johannsen, G. and E.A. Averbukh (1994).Human
Interaction for Process Supervision Based on End-

User Knowledge and Participation, Proceedings
IFACIFIP [IMACS Symposium on Artificial Intelli-
gence in Real Time Control, Valencia, Spain,
October 3-5.

Hix , D. and H.R.Hartson (1993). Developing User
Interfaces. Ensuring Usability Through Product and
Process, John Wiley and Sons, Canada. 381p.

Hsu, C., L.Gerhardt, D.Spooner and A.Rubenstein
(1994), Advanced Integrated Manufacturing
Enterprises: Information Technology for the Next
Decade, IEEE Transactions on Systems, Man and
Cybernetics, Vol.24, N.5, pp. 828-837.

Kaijiri, K. (1994). Support of Plan Library
Construction, In Proc. Japan-CIS-Symposium on
Knowledge Based Software Engineering, JCKBSE'
94 (H.Ueno, V.L.Stefanuk Eds.), Pereslavl-Zalesski,
.203-208.

Kawai, K. (1992). Human Interface Technology in
power Plant Monitoring and Control System, In
K.Hiroi (Ed.), Theory and Application of Control
System Technology, Denkishoin.

Kim, W. (1993). Knowledge-based framework for an
automated user interface presentation design tool,
Ph.D. Thesis, Dept. of Electrical Eng. and Comput.
Science,  George  Washington  University,
Washington, D.C.

Kwaan, J. and E.A. Averbukh (1993). Market
Analysis of Tools, Internal Report IR-03-
BRITE/EURAM, Project 6126, June.

Lind M. (1981). The Use of Flow Models for
Automated Plant Diagnosis, in Human Detection
and Diagnosis of System Failures, J. Rasmussen and
W.B.Rouse, eds. London, Plenum Press, p.411-432,

Mitchell, C.M. and R.A. Miller (1987). A Descrete
Control Model of Operator Function. A Methodology
for Information Display Design, In IEEE
Transactions on Systems, Man and Cybernatics, 17,
p-573-593.

Nielsen, J. (1990). Designing User Interfaces for
International Use, Elsevier Science Publishers,
Amsterdam, The Netherlands.

Rasmussen, I. (1986). Information Pro-cessing and
Human- Machine Interaction. New York: North-
Holland.

SESSION 9 -1 page 4



R. van Paassen. (1995). New Visualisation
Techniques for Industrial Process Control, In Proc.
6th IFAC/IFIPIIFORS/IEA Symposium on Analysis,
Design and Evaluation of Man-Machine Systems,
Cambridge, June 27-29.

Sheridan, T. (1992). Telerobotics, Automation, and
Human Supervisory Control. Cambridge, MA: MIT
Press.

Shneiderman, B. (1992). Designing the User
Interface. Strategies for Effective Human-Computer
Interaction. Addison-Wesley, 573.

Sundstrom, G.A.(1993). Model-Based User Support:
Design Principles and an Example, In Proc.
IEEE/SMC'93, Le Touquet, p.355-360.

! The presented work is partly supported by the
Commission of the European Union under the
BRITE/EURAM II Programme in Project 6126
(AMICA: Advanced Man-Machine Interfaces for
Process Control Applications). The consortium
partners are: CISE (ltaly), ENEL (lwaly), FLS
Automation A/S (Denmark), University of Kassel
(Germany), Marconi Simulation and Training
(Scotland).

SESSION 9 -1 page 5






TRACKING HUMAN-COMPUTER DIALOGUES IN
PROCESS CONTROL APPLICATIONS

René van Paassen

Universitdt Gesamthochschule Kassel, Laboratory for Human-Machine Systems
Minchebergstrafie 7, 84109 Kassel, e-mail repa@imat.maschinenbau.uni-kassel.de

Abstract. Communication acts exchanged between a human operator and a machine may be seen
as forming part of dialogues, coherent sets of information exchanged to reach one or more goals in the
Man-Machine System. In process control applications, where many click-and-point type interfaces
are used, dialogues may easily be interrupted temporarily. This paper describes a dialogue tracking
system, that recognises human-computer dialogues and keeps track of their progress. Results from
the tracking system may be used for supporting functions in the Man-Machine System.

Keywords. Process control, man/machine interface, computer interface, human/computer dia-

logue

1 INTRODUCTION

In order to be able to cope with the complexity
of many modern process control applications, the
requirements posed on the economical operation,
and the safety requirements, an increased atten-
tion must be devoted to the design of the Man-
Machine Interface (MMI).

In an MMI, two main components may be distin-
guished (Johannsen, 1995). One is the presenta-
tion system, which is concerned with the format of
the information that is presented to the user. The
second is the dialogue system, which controls the
flow of information between operator and MMI.

A dialogue system cannot always be seen as one
integral component. Often software modules from
different generations and different manufacturers
have to cooperate. Via parallel channels, these
components are then competing for the operator’s
attention and for room on the terminal screen.
When this is the case, a dialogue system cannot
provide support for the user in keeping track of
the dialogues she or he is maintaining with the
various components in the MMI.

These dialogues between the user and the con-
trolled process or the support functions consist
of logically coherent sequences of actions and re-
actions, called interaction acts. Examples of such
interaction acts are the reporting of an alarm, con-

trol actions by the HO, requests for information,
etc.

This paper describes a dialogue tracking system,
which is able to keep track of the dialogues be-
tween various components in the MMI and the hu-
man operator. For this function, the tracking sys-
tem interprets the log of the interaction between
the Human Operator (HO) and the MMI. The
tracking system is in first instance developed for
integration in the software toolkit of the AMICA!
project (Fabiano et al., 1994; Averbukh et al,
1995). This toolkit contains a system for logging
the interaction acts that are exchanged between
the user and the MMI, and these logged data are
used as the input data for the tracking system.

The construction of this dialogue tracking system
is based on a pragmatic approach. The possible di-
alogues between users and the MMI are described
in so-called dialogue schemes. These are prototype
dialogues, that describe of which interaction acts a
typical dialogue consists. Additional information
stored in a dialogue scheme describes in how far ac-
tual dialogues may deviate from the scheme. Such
deviations may take the form of a allowable differ-
ences in order of the interaction acts, whether acts
may be skipped, or repeated and at what points it
is possible to interrupt the dialogue and continue
with another dialogue.

1Brite/EuRam project 6126 AMICA, Advanced Man-
machine Interfaces In process Control Applications, sup-
ported by the European Commission
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Dialogue Tracking System

presentation

support
functions

plant

Fig. 1. An information flow view of the dialogue tracking system in relation with other components in the
interface. The information flow from the HO to the MMI takes place at the level of actions. At the hand
of information flows in the presentation system, the tracking system infers which dialogues the HO is
working on. Information at the base of the pyramids is raw, unprocessed data, in the middle and at the

top information is processed and more abstract.

The output of the dialogue tracking system is a list
of current dialogues that can be presented directly
to the HO. At the top of this list the active dia-
logue is presented, this is the dialogiuie that the HO
is currently working on. The other dialogues in the
list are dialogues that have been interrupted and
are not yet completed. The output of the tracking
system can also be used to check the consistency
and completeness of the human’s actions. When
then one or more essential acts in a dialogue are
forgotten, or the HO starts a dialogue that is prob-
ably not the answer to urgent problems diagnosed
by the MMI, a warning may be issued. This would
be similar to the concept of pilot assistants (Wit-
tig and Onken, 1992; Le Fort et al., 1993) that are
being developed for aeronautical applications.

2 INFORMATION FLOW VIEW OF THE
DIALOGUE TRACKING SYSTEM

It is also possible to view the dialogue tracking
system at a more abstract level. A schematic rep-
resentation of this view is given in Figure 1.

Information from the plant is transmitted as raw
data, i.e. measured values, to the man-machine in-
terface (path a). By the Technical System (TES),
this raw data is processed into integrated data
that provides, at a more abstract level, informa-
tion about the functioning of the plant (path b).
The TES comprises the plant with traditional au-
tomation, and a supervisory control system, and
may provide analysed data and generate alarms.
An alternative for the conventional alarm analy-

sis may be a system that performs a means-ends
based analysis of the data, which results in indi-
cations of how various sub-goals and goals in the
plant are reached. The HO may select at which
level, or combination of levels, the information is
presented on the screen (patlis c1, ¢2, c3).

Information coming from the HO, i.e. his control
actions, information requests, operation and usage
of support system, is usually passed directly to
the appropriate component, either the plant, or a
supporting function (path d).

There is thus a disparity between the informa-
tion coming from the plant, that is available as
both low-level (raw) data and as higher-level (pro-
cessed) data, and the information about the hu-
man’s intentions and actions, that is only available
as low-level data.

The dialogue tracking system attempts to detect
a coherence in the user’s actions, and to detect
which dialogues are maintained by the HO and
the MMI. It provides therefore information at a
more abstract level about the tasks and goals that
the user is working on (path €). This information,
together with the information from the TES can
be used by supporting functions in the MMI, and
fed back to the user.

SESSION 9 -2 page 2



3 APPLICATIONS OF A DIALOGUE
TRACKING SYSTEM

Interpreting the user’s actions and determining
what dialogue (s)he is working on, does in itself
not constitute a contribution to the safety, econ-
omy or usability of a Man-Machine System. One
of the first applications that comes to mind is the
presentation of the current dialogues in a list. This
allows the user to keep track of all dialogues that
have been started. This is especially useful in sit-
uations where the human operator has to manage
a large number of possibly parallel tasks. A task
analysis for one of the example applications in the
AMICA project, a cement mill, indicated that op-
erators would like to have a reminder of pending
tasks that have been interrupted when an alarm or
other urgent situation had to be handled (Heuer
et al., 1993). An example of how such a support
would function is given in Table 1.

On the basis of the results from the dialogue track-
ing system it is also possible to check whether dia-
logues have been completely handled, and that the
user did not forget any essential acts. Such a slip
is an error of omission from the user. When the di-
alogue describes a control operation on the plant,
providing an early warning may also prevent the
plant from getting into an undesirable state.

Analysis of the plant’s state with techniques such
as Multilevel Flow Modelling (Lind, 1990) may in-
dicate which goals of the plant are not met, and
thus need the user’s attention. These goals may
be matched against the activities of the operator,
to determine whether he or she is devoting atten-
tion to the important goals and that the proper
strategies are chosen.

In a multi-user system, an overview of the dia-
logues that the different users are working on can
in addition provide a tool to optimise the coordi-
nation of the crew.

The following applications were considered of most
use and will be the first to be developed:

o Checking that the user does not omit essential
acts from dialogues.

e Ensuring that time-critical dialogues are not
left unattended for too long.

4 INTERACTION LOGGING IN THE AMICA
SYSTEM

To explain the functioning of the dialogue track-
ing system, it is necessary to give a small descrip-
tion of the way interaction acts are logged in the
AMICA toolkit. Interaction acts are for exam-
ple notifications of alarms, inputs by the user to
be sent to the plant, or to supporting functions in
the MMS, changes in the display layout etc. These
acts, whether they come from the user or from
the various components in the MMS, are recorded
and logged by the interaction logging facility in the
AMICA toolkit (Fabiano et al., 1994). All logged
acts have a name, and if applicable information
about the topic is also logged. The topic is, in
analogy to normal communication, the subject of
the conversation. In this case the topic always
refers to a part of the controlled plant.

Not all the information in the interaction log is
necessary to recognise an interaction act. In many
cases knowing the name of the act suffices to
uniquely identify the act, sometimes the topic is
also required.

5 DESCRIPTION OF DIALOGUES;
DIALOGUE SCHEMES

At the start of the AMICA toolkit, the dialogue
tracking system reads a file with descriptions of
typical dialogues. These descriptions, the dialogue
schemes, contain general information about the di-
alogue, such as its name, an associated goal, and
the description of the interaction acts in the dia-
logue, in the form of act_atoms, descriptions of an
interaction act that contain the necessary informa-
tion to uniquely distinguish this act from the other
possible acts. A section of the file with dialogue

- schemes is given in Figure 2.

Additionally, the dialogue scheme contains infor-
mation that describes how the actual dialogues
may differ from the dialogue described in the di-
alogue scheme. The following specifiers may be
given to the act_atoms:

INTERRUPTIBLE It is possible that the dialogue is
interrupted after this act.

SKIPPABLE This act may be omitted.

REPEATABLE To indicate that an act may be re-
peated.
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Table 1 A hypothetical scenario for a cement mill, and the reactions of the dialogue tracking system.
The user has a synoptic presentation of the plant in the background, and pop-up windows for
the electronic diary, for taking a sample of the milled product and for inspecting the dialogue

stack.

Action of user or plant

Dialogue ’I‘rackian System

The user opens the sample window

The user issues the command to take a
sample.

The user closes the sample window
The user opens the diary window.

The user enters some text.

The TES reports an alert for the roller
press (a press that crushes the ce-
ment clinker before it is fed to the mill
proper).

The user closes the diary window.

The user adjusts the roller press speed.
The TES reports that the roller press
values are OK again.

The user opens the diary window again.

The sample results come in.

The user submits the diary entry and
closes the diary window.

The user checks the dialogue stack and

sees that “take sample” is still there.

The user opens the sample window.

This action may belong to the dialogues “take sample” and
“inspect samples”. Both dialogues are started on a tenta-
tive basis, but not yet shown on the stack.

“take sample” is made to be the active dialogue.-

The stack remains unchanged.

“diary entry” is made to be the active dialogue, “take sam-
ple” moves to place two on the stack.

The stack remains unchanged.

The dialogue tracking system starts up tracking of the dia-
logue “roller press adjustment”, but since the user has not
yet worked on it, it is not placed on the stack.

The stack remains unchanged.

“roller press adjustment” becomes the active dialogue.
“roller press adjustment” is considered complete and
marked for ejection.

“diary entry” becomes the active dialogue again, “roller
press adjustment” is removed from the stack.

The tracking system takes notice of this act, but the stack
remains unchanged, because no participation of the user is
involved.

“diary entry” is marked for ejection.

There is no dialogue scheme defined for “inspection of the
dialogue stack”, so the dialogue tracking system does not
react.

“take sample” becomes the active dialogue, “diary entry”
is removed.

Furthermore it is possible to indicate how the or-
dering of the interaction acts in a real dialogue may
differ from the order in which they appear in the
dialogue scheme. For this the acts in the scheme
are grouped into blocks, see Figure 3. Block 1 con-
tains the acts which normally indicate the start
of the dialogue, the last block usually contains
the acts that indicate the end of the dialogue.
The strictness with which the user will follow the
block order can be specified (STRICTORDER). A
new block starts with an interaction act that has
a NEXT_ACTS _BLOCK specifier, the number following
this specifier indicates the order strictness of the
acts within the block.

Block 0 is a special case, it is reserved for “wild-
card” acts, acts that may occur anywhere in the
dialogue. The example dialogue in Figure 2 uses
two such wild-card acts.

The division of a dialogue scheme into blocks gives

sufficient freedom to specify the dialogue that re-
sults when the user has to fill out the questions
in a number of consecutive windows, thus with
STRICT ORDER 1.0, which specifies that the order
in which the windows are presented is fixed, and
NEXT_ACTS BLOCK 0.0, which specifies that the or-
der in which the questions in a window are an-
swered is determined by the user.

Using the order information, the dialogues track-
ing system can resolve conflicts that arise when
the same interaction act occurs at more than one
place in a dialogue, or when it occurs in more than
one dialogue.

The example scheme given in figure 2 describes the
making of an entry in an electronic diary (Fabiano
et al., 1993). Such a dialogue starts with opening
of a diary window on the computer’s screen, then
the user fills out a number of items, of which some
are optional (SKIPPABLE 1.0). The order in which
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DIALOGUE "diary entry"
£
GOAL "administrative work"
GOAL_INPORTANCE 0.3
NORMAL_COMPLETION.TIME 60.5
STRICT_ORDER 0.1
HUST_BE_COMPLETED 1.0
EJECTION complete_last_block
# wild-card acts, may occur anywhere in the diary dialogue
# these acts occur when a user closes the diary window
# vhile the process of making an entry is not complete
ACT_ATOX WaOpen
{
WA_ID diary
REPEATABLE 1.0
}
ACT_ATOM WaClose
{

HA_ID diary
}
# first block, open
ACT_ATOM Walpen

WA_ID diary
NEXT_ACTS_BLOCK 1.0
REPEATABLE 0.0
}
# second block, all possible acts, unordered,
¢ may be repeated, may be skipped
ACT_ATOM DiaryEnterSystem

NEXT_ACTS_BLOCK 0.0
SKIPPABLE 1.0
REPEATABLE 0.2

¥
ACT_ATOM DiaryEnterComponent
ACT.ATOM DiaryEnterVariable
ACT_ATOM DiaryEnterAction
ACT_ATOM DiaryEnterVarious
ACT_ATOM DiaryEnterTime
# sentinel block. submitting an entry and closing the
¢ diary vindow completes the dialogue
ACT_ATON DiarySubmitEntry
{
NEXT_ACTS.BLOCK 1.0
SKIPPABLE 0.0
REPEATABLE 1.0
}
ACT_ATOM WaClose {WA_ID diary}

Fig. 2. A section of the datafile with the dialogue
schemes, description of a diary entry

the acts are performed is only determined by the
user, so the strictness of ordering in the second
block is set to 0. When an entry has been prepared,
the user can press a button to submit this entry,
and then he can close the diary.

The tracking system considers the diary work fin-
ished when at least one entry has been submit-
ted and the window is closed. The way to de-
termine the end of the dialogue is specified with
EJECTION_METHOD complete. last block. In this
case the last block contains the act SubmitDi-
aryEntry, which is specified as not skippable, and
WaClose, which signifies the closing of the work-
ing area (=window) of the diary. The ordering
in this block is strict. When the user temporar-
ily interrupts the work on the diary, the tracking
system will not assume that the WaClose act in
the last block has occurred, because the Submit-

WaOpen Block 0, wild-card acts
WaClose

WaOpen Block 1, start
DiaryEnterSystem Block 2, loose order,

- acts are repeatable and
DiaryEnterComponent skippable.
DiaryEnterVariable
DiaryEnterAction
DiaryEnterVarious
DiaryEnterTime
DiarySubmitEntry Block 3, last block,

when both acts occurred,
WaClose dialogue is finished.

Fig. 3. Division of the acts into blocks. Block 0 is the
block with wild-card acts, that may occur any-
where within the dialogue. The dialogue starts
with acts from block 1. Block 2 contains the
“body” of the dialogue, the last block contains
the actions that close off the dialogue. Strict-
ness of order within the blocks, as well as the
strictness with which the order of the blocks is
followed, can be specified.

DiaryEntry act is “blocking the way”. Instead it
assumes that the user has temporarily closed the
window, and that the WaClose act in the block
with wild-cards is the appropriate act. When Sub-
mitDiaryEntry has occurred, and then the working
area is closed, the tracking system assumes that
the WaClose act in the last block has occurred,
because that fits better than a mere wild-card act.

6 STAGES IN TRACKING DIALOGUES
6.1 The dialogue stack

The tracking dialogue system maintains a stack of
current dialogues. The first place in this stack is
occupied by the dialogue that is believed to be the
active dialogue, i.e. the dialogue that the user is
working on. Other places on the stack contain the
dialogues that have been interrupted.

The tracking system often will have to deal with
more or less ambiguous situations, where it is not
clear to which dialogue an incoming interaction act
belongs. In order to express this ambiguity in the
information about the dialogue stack, a truth value
active is maintained. When a new interaction act
comes in, the active property is updated, in ac-
cordance with the goodness with which the act fits
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in the history of acts in the dialogue, and in ac-
cordance with the fact whether that act is specific
for this one dialogue, or whether it may fit in more
dialogues.

6.2 Look-up of an interaction act

At the initialisation of the tracking system, when
the dialogue schemes are read in, the tracking sys-
tem indexes the acts in the dialogues according to
their name. Each entry in this index array con-
tains possible extra specifications (topic, waid,
etc.), and references to the places in the dialogue
scheme or schemes where the act was specified.

The tracking system interprets an incoming inter-
action act in three stages. In the first stage all the
dialogues and all the places where this act occurs
are looked up in the index array, by comparing the
act.name of the interaction act, with the act_name
specified in the dialogue scheme and, if that infor-
mation is available, by comparing topic, actor,
recipient and wa_id. The result of this stage is
a list of dialogue schemes were this interaction act
may fit, and for each scheme a list of one or more
places where the act may occur.

6.3 Fitting the act in a dialogue scheme

A “goodness of fit” is calculated for all possible
places where the act may fit into a dialogue. When
this dialogue has already been started, and thus
the previous acts are known, the relation between
the new act and the previous acts is considered,
and one or more of the following cases may apply:

1. The present act follows the previous the previ-
ous act, not only in the real-life dialogue, but
also in the description in the dialogue scheme,
therefore the fit is optimal.

2. Both acts do not follow each other in the dia-
logue scheme but are in the same block of acts.
The goodness of fit is ’punished’ according to
the order strictness in the block. If a low value
for order strictness was given, goodness stays
high, otherwise goodness will be lowered.

3. When an act was repeated, the goodness will
be corrected by the value found after the
REPEATABLE specifier.

4. When the previous and present act are not
from the same block, the goodness is corrected

with the order strictness for the blocks. It is
possible that the correction from Item 2 and
this correction are accumulated.

5. Lastly, the evaluation of the goodness of fit
considers the possibility that one or more acts
were skipped. The goodness is each time cor-
rected for the SKIPPABLE property of the pos-
sibly skipped acts.

When the dialogue is new, it is checked whether it
is feasible that the received interaction act signals
the start of the dialogue. In principle only acts in
the first block start the dialogue, but it is possi-
ble to tune the tracking behaviour so that is also
accepts wild-card acts or acts that are specified
elsewhere in the dialogue scheme as starting acts.

6.4 Ascribing acts to a dialogue

After looking up the acts and checking the fit of
these acts at each of the places in the dialogue
schemes where they are specified, a decision is
made how to update the information on the run-
ning dialogues. Three cases are possible:

1. The lookup of the act did not provide any
results, i.e. there were no dialogue schemes
specified with this act, or the act was evalu-
ated to have a very low goodness of fit. In this
case no change is made to the dialogue stack.

2. The search for dialogues resulted in only one
dialogue, or the goodness of fit is only good for
one dialogue. In that case the act is ascribed
to that dialogue.

3. Multiple dialogues proved to have a claim on
the act, and for more than one of them a
reasonable goodness of fit was calculated. In
this case the act is tentatively described to
all these dialogues. The runtime information
for all these dialogues is updated as if they
received the act.

A tentative ascription is made undone at the next
cycle of the tracking program. When a new act
comes in, and it this act is ascribed to one dia-
logue, then it is checked whether this dialogue has
a tentative ascription. This tentative description
is then made definitive for this dialogue, and taken
away from the others. If the next incoming act is
not a definite ascription, but a tentative ascrip-
tion, the older tentative description will be made
definitive for the dialogue that is the most likely
candidate to be active.
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7 DISCUSSION

The dialogue tracking system as described here is
a first, practice oriented solution for interpreting
the user’s actions. Solutions based on other prin-
ciples are also imaginable, such as a knowledge-
based system with rules describing effect of actions
in view of system goals, or a self-learning system
that generates its knowledge from actual dialogues
and questions an expert when it does not properly
recognise the current dialogue. Compared to such
systems the proposed solution is relatively simple
and hopefully easily maintainable and adaptable.

It is possible to describe schemes in which the acts
have a strict or a loose order, to specify acts that
may be omitted or repeated, and acts may also
occur in more than one dialogue. The possibilities
offered for specifying the behaviour of the track-
ing system should be flexible enough to allow de-
scriptions of commonly occurring dialogue types,
such as question and answer and point and click
dialogues. The dialogue schemes are entered in a
data file with a lexically free format, to allow users
of the MMI to make adjustments to the schemes
if performance of the tracking system is not satis-
factory or when operational procedures change.

The inventory of dialogues produced by the track-
ing system provides support for the operator when
he has to switch between multiple concurrent
tasks. Further operator support can be developed
with the output of the tracking system as a basis.

The application of a dialogue tracking system will
keep the operator “in the loop”. The system will
not automise tasks or dialogues, and the operator
will remain aware of all his actions.

Currently, the software of the. dialogue tracking
system is being tested with a simulated interac-
tion log. Integration of the software into a demon-
strative example is planned, this can then be used
to evaluate the tracking system in a more realistic
environment, and interaction with users.
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Abstract

The Servicing Test Facility Pilot (STFP) is a test and
simulation facility being developed by the DLR in
Oberpfaffenhofen. The facility will be used in preparing
for the remote tending or teleoperation of space segment
subsystems and, in particular, to investigate the support
needs of the teleoperator in order for him to perform his
task. This paper will concentrate on one aspect of this
work: the man-machine interface provided to the
operator for control of the robot manipulator and known
as the Teleoperator Interface (TI). The development of
the TI is one of the major aims of the STFP project. The
TI provides the operator with a comfortable and simple
set of tools to control the system.

Key words: man-machine interface, real-time control,
robotics, simulation, satellite, teleoperations.

Introduction

The use of automation and robotics (A&R) technology in
space systems has gained increased importance during
the past decade. The driving forces behind this are
clearly not very much different from those of terrestrial
applications: cost decrease, routine operations with both
high precision and repeatability, human safety and
operations in hostile and inaccessible environments. In
space applications the expected reduction in the immense
operational costs and the less stringent safety
requirements compared to manned systems are the main
drivers. Moreover, looking at planetary rover systems
equipped with one or more small manipulators,
continuous monitoring and possibly telemanipulation
from Earth would reduce tremendously the operational
costs compared to manned systems and could prepare
and initialize manned missions if these were still
required.

In view of the above, A&R systems will play a key role in
future space missions. This applies not only to unmanned
missions but also to manned missions in order to relieve
the astronaut from routine tasks. Up to now the only
flight-proven space robotics system developed in Europe
was the Robotics Technology Experiment, ROTEX.
which flew on the German Spacelab Mission D2 in April

1993, ROTEX was an important step towards the
development and successful demonstration of an
operational r1obotic system with high on-board
intelligence given by a multi-sensorial end-effector. The
operational modes were: an automatic mode, a telesensor
programming mode and a telemanipulation mode via
both an astronaut on-board and, much more spectacular
and challenging, a human teleoperator from the ground.
One of the main objectives was to demonstrate novel
telecontrol components such as the 6 degrees-of-freedom
(6D) control ball and the integrated co-operation of the
complex systems consisting of advanced Man-Machine
Interfaces (MMI), stereo 3D computer graphics
animation, stereo image generation and the 6D control
ball.

The ground-based telerobotic operational mode is
certainly the most challenging for future operational
systems, not only for platforms in low earth orbit but
even more so for those in geostationary orbit. Projects
currently under study include the minisatellite
programme, MINISAT/MINIMAN, in Spain, the
Experimental Servicing Satellite (ESS) in Germany and
the Geostationary Servicing Vehicle (GSV) at ESA.
These missions will rely on robotics for performing
servicing tasks such as maintenance, repair and
inspection as well as payload handling, be it either in an
automated or in a teleoperational mode.

One of the most significant factors guaranteeing mission
success is the development of an effective and powerful
Man-Machine Interface which can enhance the human
virtual presence in space. This article therefore focuses
on the development of an effective human teleoperator
environment. The MMI telerobotic developments are part
of a simulator, the Servicing Test Facility (STF), at the
DLR in Oberpfaffenhofen.

The Simulation Facility

The STF is to be used in preparing for the remote
manipulation or teleoperation of space segment
subsystems. The reasons for developing such a
simulation facility mainly derive from the novel
technological challenges inherent in the remote operation
of space robots:
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o there is a considerably long time delay for
uplink/downlink data transmission that makes
continuous telemanipulation nearly impossible;

o the space robot and its environment are not directly
visible for the human teleoperator on the ground,;

o the teleoperator’s perception of the scene is restricted
by the limited number of camera positions and
viewing angles available on-board;

o further deterioration of the view may arise from the
necessity of compressing the video data;

¢ the possibility of transmission errors in the uplink of
commands must be considered.

The STF will provide a realistic simulation of satellite-based
manipulators that are controlled from the ground. The STF
must thus consist of a computer system capable of full
simulation of the manipulator, its space environment,
ground link communications and a teleoperator workstation.
The simulation must cover the dynamics, kinematics and
sensorics of the operational system.

The STF was originally intended to prepare for remote
tending of Columbus space segment systems. The
specification of the requirements and implementation of the
STF therefore depended heavily on the requirements of this
mission which, as is well known, are far from being finally
decided. The solution to this problem was to introduce an
initial, "pilot" phase. In this phase a reduced function facility
can be developed quickly and cost effectively to investigate
technical problems in and gain experience of the full system.
The Servicing Test Facility Pilot (STFP) will provide a
subset of the functions planned for the final STF system and
will be used to investigate:

« the support needs of the teleoperator in order for him to
perform his task;

e the problems associated with real-time control of a
manipulator;

¢ the use of real-time animated graphics and the necessary
support hardware;

o the man-machine interface requirements in all the
systems;

e which elements of the final, operational system are
important and thus must be simulated;

e the computer power necessary to perform the various
system functions.

The heavy investment in software and hardware in the pilot
will not be wasted as they can be reused in the final
implementation.

The basic approach adopted for the STFP is to guide and
control the space manipulator using computer graphics
animation. Within this telerobotic philosophy, the space
manipulator behaves like a slave, with the computer
simulated manipulator as the master. Since the space
robot will react some seconds later, depending on the
time delay, the simulated robot can used as a predictive
model. The quality of the model strongly depends on the

system knowledge that has been gained so far, on the
availability of efficient modelling tools and of course on
the performance and power of the computer systems.
These aspects in conjunction with the requirement for
simulating in real-time have driven the design of the
facility?. In addition to using real manipulators in the
simulation (hardware-in-the-loop or HIL), software
dynamic modelling tools will also be used (software-in-
the-loop or SIL). Dynamic modelling is especially useful
for large manipulators and Rendez-vous and Docking
installations.

The STFP therefore provides a realistic simulation
environment (see figure 1) for satellite-based
manipulators that are controlled from the ground. The
facility consists of

¢ an industrial robot and a satellite mock-up both
capable of serving as thie relevant flight segment;

e kinematic and dynamic modelling software for the
flight components;

¢ Teleoperator Interface (TI) workstation including the
entire process control environment and the MMI
components,
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Figure 1. The Simulation Environment

The Teleoperator Interface

The development of user interfaces for teleoperations has
the ultimate aim of using human skills and intelligence
to support a remote manipulator system having only
limited intelligence in the best possible manner.

The basic TI can be considered as consisting of the set of
hardware input devices which control the robot or
simulation system, a user interface, a 3D kinematic
animation display and one or more video monitors.
Requirements on the TI

The TI must provide the means by which:

e the teleoperator
necessary:

can control, continuously if
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¢ the position of the end-effector in all 6 degrees of
freedom;

+ the manipulator's joints;
¢ the end-effector functions such as grasping;
+ cach camera's pan, tilt, focus and zoom.

e position, velocity and sensor data are displayed in
real-time, preferably in graphical form;

e the whole system is started, configured or
reconfigured and closed down,;

¢ the machines in the network can communication
with one another;

e experiments can be archived and later retrieved for
post-run evaluation or fault finding,

Choice of Control Devices

The requirements section above listed the types of control
that are needed for the TI. The most basic decision made
at the outset was which, if any, of these would be fulfilled
by attaching additional peripherals over and above the
now standard devices of keyboard, monitor and mouse.
The main advantage of using a screen-based approach is
its flexibility. It is far simpler to change the number of
buttons provided for a given task than provide new
hardware. External devices can, however, provide better
control than solutions using the standard devices alone,
especially when more than 2 degrees of freedom in the
control are necessary. As screens are limited in size,
using external devices also avoids screen clutter and the
risk of confusing the operator.

Controlling 6 degrees of freedom simultaneously is
basically possible using the standard user interface items.
It is also possible using a pair of joy-sticks or similar
devices. A much better solution, however, is to use a
device such as the DLR 6D sensor ball. This responds to
3 translational and 3 rotational impulses and has 8
programmable buttons. The operator can thus easily
control the absolute position and orientation of the robot
or the position of each joint separately.

The main concern with providing the end-effector control
is flexibility. The number of functions required varies
greatly with the particular end-effector in use. This
situation may change even during operations if, for
example, an end-effector tool is exchanged. This implies
that the number and interpretation of the control keys
must be software controllable. Two possible solutions are

e an external digitizer pad with an overlay sheet to
show the key functions;

o the control pad can be displayed on the user interface
as a menu and the mouse or keyboard used to select
options.

This question has not been completely resolved yet in the
STFP. The original designs called for a programmable
control pad. Investigations must be made to see if better
solutions are currently available. It should be noted here

that, whatever solution is adopted, the teleoperator will
need careful training in the use of the control devices.

The camera control could also be implemented using an
input device such as a joy-stick or tracker ball (since not
so many degrees-of-freedom are needed) or via the user
interface. Similar arguments to those for the end-effector
control apply here. As this kind of control does not need
to be as interactive as that for an end-effector it is
probably best implemented via a menu on the user
interface.

The problem as to whether control options should be
offered on the user interface or via programmable keys
on input devices such as the 6D ball is a difficult one and
may only eventually be solved after operational
experience is gained. It is important to note that a
flexible development environment is imperative to allow
such changes to be made ecasily. In view of these
discussions, all the necessary control features are offered
as menus on the user interface screen. It should also be
noted here that there is always the third option available
of controlling the devices via typed-in commands. This
method was used effectively for controlling the robot in
the INTA experiment (see below).

Choice of Hardware and Software

In view of the use of animation displays and simulators
as well as the user interface itself, several computers will
be needed for the system and these must be networked
together to provide the necessary close co-operation. The
choice of hardware and operating system was dictated by
the need for a multi-tasking system with networking
capabilities and a scnsible user interface. There was
originally no realistic alternative to the use of Unix or
VAX workstations and the X Window system.

Silicon Graphics (SGI) workstation were selected for the
animation display due to their excellent graphics
performance and the existence of a 3D animation system
specially suited for robotics, KISMET, which runs on
SGI machines. For the TI machine itself, the choice of
workstation is not so critical and the original
specification called for a 486 based PC running SCO
Unix. At the moment a second SGI machine is in use.
For the simulation machine a more powerful SGI was
selected for running the commercially available
simulation system, SIMPACK.

In order to provide a user interface casily and be able to
modify it readily according to changing needs or new
ideas the use of a user interface building tool is essential.
These tools allow complex user interfaces to be put
together interactively so that the developer can see the
results of his work immediately. In addition, many
systems allow application code to be generated from
which a program can be produced which will display and
control the user interface. Following a comparison of
several systems, the decision was made to choose the
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Transportable  Application  Environment, TAE+,
originally developed by NASA but now available
commercially. TAE+ has many advantages over other
systems including ease of building and modifying a user
interface, implementations for many systems such as
VAX, Silicon Graphics, SCO Unix and Solaris and many
varieties of display type including dynamic data objects
(DDO) which are very useful for the graphical display of
information.

Description of the Teleoperator Interface

Figure 2 shows the current system at DLR. The
computers in use at the moment are as follows:

e Teleoperator Interface computer (TI). This is a
Silicon Graphics Iris 4D/420 VGX with two 40Mhz
CPUs, 64Mb memory and running Irix 4.0.5c.

¢ Animation Display computer (AD). This is a Silicon
Graphics Iris 4D/310 VGX with one 33MHz CPU,
16 Mb memory and running Irix 4.0.1.

¢ Manipulator Laboratory Control computer (MLC).
This is a MVE165 based- VMEbus computer running
VxWorks 5.1. It usés as d& host processor a Sun
Spark Classic running Solaris 2.3.

e Simulation Computer System computer (SCS). This
is a Silicon Graphics "Jurassic Classic" with one
150MHz CPU, 64Mb memory and running Irix 5.2.

Figure 2. The Hardware Environment.

The manipulator is controlled in real-time by the control
software running on the ML.C. This receives commands
from the operator at the TI who uses the control devices
or the menus to control the robot. The commands are
also sent to the animation display so that the operator can
see the results of his actions in real time. Command entry
is via the 6D ball or menu. This can be done either in
local mode by controlling each joint individually or in
global mode by controlling the position and orientation
of the end-effector directly. Apart from being able to
view the effects of commands via the AD, the operator
also has menus which show the command issued and the
actual measured values of the joint angles or positions.
These menus use the TAE+ DDO features to great effect
to display the data graphically as sliders or rotators. The

measured values are continually update from ‘telemetry’
received from the MLC. Menus are also available which
show the velocities of each joint or the end-cffector. Note
that the 6D ball is physically connected to the TI
machine. The reason for this is to avoid overloading the
relatively slow AD machine.

It has been found necessary in practice to use an X
terminal as an extra control device for starting up and
monitoring the MLC and manipulator. This is useful for
avoiding screen clutter both on the TI and AD machines.
The terminal also serves to monitor the progress of other,
subsidiary tasks and the networking system in use.

The manipulator control software for the STFP has
limited intelligence. In particular, no path planning is
implemented. The manipulator is thus not able to plan
tasks from start to finish or find routes through a
workspace containing obstacles. The aim is to provide
this intelligence via the teleoperator who drives the
manipulator to perform its task. There are, of course,
built in safety features such as collision avoidance and
velocity limits to protect the hardware in case of such -
eventualities as misuse, poor planning or command
errors due to transmission failures.

Experience with the Teleoperator Interface

The performance of the MMI layout was successfully
demonstrated in November 1994 by the Teleoperations
Demonstration Experiment (TDE) between DLR and the
Spanish Aerospace Institute, INTA, in Madrid. For this
experiment, a ground version of  the
MINISAT/MINIMAN flight segment located in Madrid
was remotely controlled (teleoperated) from a ground
station located in Oberpfaffenhofen via the HISPASAT
telecommunications  satellite>. Communication was
established by making use of the SLIP protocol over the
satellite link, :

The function of the set-up at DLR was that of a
Teleoperator Station (TOS) controlling a PUMA robot
through the set-up at INTA which represented the flight
segment. The TOS controlled the robot using typed-in
commands and the 6D ball, an animation display
running KISMET and video pictures of the scene at
INTA. Voice contact with INTA staff was also available.
The aims of the experiment were to demonstrate the
feasibility of teleoperations with this configuration,
improve the computer systems on both sides, verify the
command interface description and determine the extent
and effect of transmission errors.

The experiment was successful in that the robot at INTA
could be controlled from DLR to approach a desired
target, the communication links functioned satisfactorily
and the command interface could be wverified. The
communications delay was around 800ms with
approximately 2% packet loss. These losses did not seem
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to degrade the system appreciably. The situation can be
improved by using a better protocol, PPP, for example.
The operator preferred the ‘dominant” mode of the 6D
ball whereby only the strongest signal is used implying
that one joint or axis is controlled at once. The tests also
showed up several ways in which the systems could be
improved:

¢ Because of the lack of collision avoidance features,
the PUMA could only be moved at a low speed. This
meant that the volume of commands had to be
restricted in order not to overload the flight segment
software.

e Problems in the ball control software and the inverse
kinematics were corrected.

¢ Problems with the animation display were corrected.

e Problems with the way in which movement
commands were processed in the flight segment
software pointed the way to changes there.

e The need for a graphical representation of the
commands issued and the current position was
highlighted (this has since been implemented).

The TI set-up shown in Figure 3 is currently used for
testing at DLR. This represents a bare system without
end-effector, camera system, collision avoidance, SIL
simulation or time delay. The experiments have centred
around operating the robot in real-time in both local and
global modes in order to improve the software and
hardware configurations and the user interface. Several
results are worthy of mention:

e The use of the 6D ball to control more than one
degree-of-freedom is difficult. Use of other devices
must be investigated.

e Menus must be carefully designed to avoid screen
clutter and present only the most essential
information to the operator.

e Division of tasks between the various machines and
terminals must be carefully determined to avoid
scheduling problems and screen clutter.

The operator’s work area must be carefully designed.
Software process interaction must be carefully tuned
to avoid scheduling and resource clash problems.

Concluding Remarks and Further Activities

The most important conclusion from the work is that the
devices and methods offered to the teleoperator must be
improved. This involves, in particular, further
investigations into the effectiveness of and alternatives to
the 6D control ball.

The experiments have also shown up deficiencies in the
user interface builder in use. These relate particularly to
resizing of menus, setting up a hierarchy of menus and
about how to avoid screen clutter. A review of current

user interface builders is thus necessary with a view to
the possible replacement of TAE+.

The work on developing a teleoperator interface reported
here can be considered to be a prototyping exercise to
define the requirements on such an interface. Once this
exercise is complete, the requirements can be used as
input to the design process of developing an integrated
system. This design process can be based on more
modern methods of task description and task level
planning? or the establishment of environment models
for known work areas and the involvement of graphical
object-oriented operator methods.

Teleoperator
Interface

Teleoperator

Figure 3. The Telcoperator Interface.
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INTEGRATED DESIGN OF A PILOT VEHICLE INTERFACE
FOR 4-D GUIDANCE AND NAVIGATION:
FROM CONCEPT TO IN-FLIGHT DEMONSTRATION

Erik Theunissen
Delft University of Technology, Faculty of Electrical Engineering
P.O. Box 5031, 2600 GA Delft, The Netherlands, (e.theunissen@et.tudelft.nl)

Abstract. To efficiently utilize the flexibility in data presentation offered by today’s programmable
display systems, an integrated approach to the design of the Man-Machine Interface is required,
necessitating a seamless fusion of knowledge from the different disciplines involved in the design
process. This paper describes the development of the DELPHINS Tunnel-in-the-Sky display, and
shows how an integrated approach has been applied to answer many of the design questions.

Keywords. Integrated design, perspective displays, guidance, navigation, man-machine interface

1. INTRODUCTION

The introduction of digital datalinks between aircraft
and Air Traffic Control (ATC) and the advent of
highly accurate positioning systems, offers the
possibility to increase airspace capacity by decreasing
separations between aircraft. By using flexible curved
approach procedures, ATC has more freedom in
managing the traffic flow, resulting in a better
utilization of airway and runway capacity. The
resulting increase in requirements on position and
velocity control of the aircraft and the fact that
approach paths may contain curved segments, will
certainly increase the pilot’s workload and reduce his
ability to maintain an adequate level of spatial and
navigational awareness. This can be compensated for
by providing the required data in such a way that the
effort for interpretation, integration, and evaluation
is reduced.

Conventional guidance displays employ a very simple
presentation, €.g. a moving bar indicating a deviation
to be zeroed. The design of algorithms driving the
guidance display is a typical control engineering
problem. The introduction of programmable display
systems on the flightdeck offers almost unlimited
flexibility in the presentation of guidance and
navigation data, and as a result the possibility to
improve the information transfer is available.

The development of advanced display formats
requires consideration of perceptual and cognitive
aspects. Due to the interdependency of requirements
and constraints from the different disciplines
involved, and the fact that margins exist, trade-offs
are possible. The efficiency of the design process is
largely determined by the ability to mediate

requirements and constraints between the different
disciplines, while the quality of the final product is
significantly influenced by the trade-offs which have
been made to satisfy the requirements within the
constraints. As a result, it is very important that the
consequences of trade-offs are clear for all
disciplines involved in the design process. An
approach is needed which allows potential concepts
to be qualitatively evaluated against certain
predefined criteria with respect to possibilities for
interpretation, integration, and evaluation of the
presented data.

In 1990 the Delft Program for Hybridized
Instrumentation and Navigation Systems
(DELPHINS) was initiated at the department of
Telecommunication and Traffic Control Systems of
the Faculty of Electrical Engineering. In the context
of DELPHINS, research is performed into
presentation methods for guidance and navigation
data to improve the information transfer from
machine t0o man. An example of a potential display
concept for four-dimensional (4-D) navigation and
guidance is the DELPHINS Tunnel-in-the-Sky
display, which is characterized by a perspective
presentation of the future flightpath.

This paper describes the design of perspective
flightpath  displays for aircraft guidance and
navigation in a control-theoretical, cognitive, and
perceptual context, while taking into account current
and expected future technical possibilities and
limitations.
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2. GUIDANCE AND NAVIGATION

Navigation can be defined as "to direct and control
the course of an aircraft”. To fulfil the navigation
task, guidance is required. This comprises control of
elevator, aileron, rudder, and thrust. It can be
performed manually, or automatically. In the latter
case, since humans possess invaluable qualities in
coping with unpredictable situations, the pilot
functions as a supervisor. His role is to compensate
for the limited flexibility and adaptability of
automated systems in the event of an unforeseen
circumstance for which the system was not designed.
To exploit the flexibility and adaptability of the
human operator, the system must be designed so
that the pilot is able to quickly detect anomalies and
to safely and rapidly take over full control of the
aircraft. For the safe execution of the guidance and
navigation task, it is important that the pilot is able
to determine the relation between his Ego-centered
Reference Frame (ERF) and the World Reference
Frame (WRF), thus establishing an adequate level of
spatial awareness. Furthermore, in order to be able
to anticipate changes, it is important that the pilot is
able to predict the future required ERF-WRF
relation, which is determined by his navigational
awareness.

The Navigation Error (NE) of an aircraft consists of
a Positioning Error (PE) and a Flight Technical
Error (FTE). The PE is the difference between the
true position of the aircraft and the position
reported by the positioning system. The FTE
represents the difference between the desired
position of the aircraft and the position reported by
the positioning system. The pilot is only aware of the
FTE, and a change in PE will be perceived as a
change in FTE.

Today’s aircraft displays mostly employ singular and
sometimes dual dimensional data presentation
methods for guidance and navigation data. The
integration of the data which is required to obtain
spatial and navigational awareness has to be
performed by the pilot. This process involves mental
rotation and scaling operations, which costs time and
may introduce errors. With one-dimensional (1-D)
and two-dimensional (2-D) guidance and navigation
displays, position and orientation data is either
presented separately, or combined into one

parameter. The Navigation Display (ND) presents a -

plan view of the flightpath relative to the aircraft
position (Figure 1).

As a result, it contains 2-D (lateral) position
information, and 1-D orientation information
(heading). Depending on the mode, a WRF (North
Up) or an ERF is used (Track or Heading up). The
Attitude Indicator (AI) presents the pitch and bank

300/15 TRK M

Fig. 1. Example of a Navigation Display

of the aircraft relative to a depiction of the horizon.
In general a so-called inside-out frame-of-reference
is used (fixed airplane symbol against a moving
horizon), although Russian aircraft employ a hybrid
solution, in which the aircraft symbol rolls but is
fixed in the vertical direction, and the artificial
horizon translates in the vertical direction to convey
pitch information. By allowing the aircraft symbol to
roll against a fixed background, the principle of
control display motion compatibility (Johnson and
Roscoe, 1972) is satisfied. The altimeter presents 1-
D position information, and can also be used -to
indicate the desired altitude. The glideslope and
localizer indicators present 1-D position error
information, while a flight director presents guidance
commands. Figure 2 presents an example of a
conventional guidance display.

+~——Glideslope scale

) T:] ‘ +«—Glideslope bug

Horizontal flight
director

Vertical flight
director

[II’I
T

Localizer bug

ﬂ¢————Localizer scale

Fig. 2. Example of a typical guidance display

SESSION 9 -4 page 2



By integrating the information conveyed by the ND,
the Al, and the altimeter the pilot is able to obtain a
certain level of spatial and navigational awareness.
Conventional flight directors are based on a
weighted combination of position- and angular
errors. In the horizontal dimension, Cross-Track
Error (XTE) and Track-Angle Error (TAE) are used
to calculate the deflection of the vertical flight
director bar. In the vertical dimension, Flight path
Angle Error (FPAE) and Vertical Error (VE) are
used to calculate the deflection of the horizontal
flight director bar. As a result of the integration of
multiple parameters into a single dimension, the
pilot is unable to extract information about the
specific errors from the flight director display.
Furthermore, since the error gains of the display are
determined by the flight director algorithms, the
possible bandwidth the pilot can apply for scanning
and executing the flight director commands is rather
limited. In situations where the required
performance is less than the performance for which
the gains have been determined, the pilot is forced
to maintain the higher gain, and the possibility to
neglect errors for a certain time is very limited.
Finally, the flight director does not present the pilot
with preview on the future desired trajectory which
is required for anticipatory control. The ND presents
the pilot with trajectory preview in the horizontal
dimension, required for lateral navigational
awareness. However, the resolution of this data is
too low to be useful for anticipatory control. As a
result, the pilot is forced to apply a continuous
compensatory control strategy.

3. DESIGN QUESTIONS

The goal of the design process is to optimize the
information transfer from machine to man. One of
the most effective mechanisms for the simplification
of complex visual scenes is the human perceptual
system  (Garner, 1970). This simplification
mechanism is developed in humans through years of
repeated confrontation with the rules of perspective
scenes. With this system, the human is capable of
rapid interpretation of otherwise complex visual
scenes. To capture this simplification capability in
man-machine systems requires the use of pictorially
realistic information presentation (Jensen, 1978)

The advancements in the area of computer graphics
make it technically and economically feasible to
present an abstract, dimensionally and dynamically
compatible analogy of the spatial environment in
real-time. Such Computer Generated Imagery (CGI)
can be used to emphasize important features in the

outside world scene, de-emphasize or -eliminate
unimportant features, and introduce artificial cues.
To reduce the required effort for interpretation and
evaluation, emergent features can be used to exploit
certain cognitive abilities which are involved in the
early stages of perceptual processing. The Proximity
Compatibility Principle (PCP) predicts that tasks
requiring the integration of information across
sources benefit from more integrated displays
(Wickens and Andre, 1990). By presenting the data
so that the presentation is compatible with the user’s
expectation, semantic distance can be minimized
(Norman, 1989). The spatial presentation of the
imaginary flightpath in the 3-D environment can be
used to alleviate the pilot from performing the
mental integrations of the separately displayed
position and orientation data into a spatially
coherent picture.

For the design of a 3-D guidance and navigation
displays, questions regarding the contents and
representation of the real-world analog must be
answered. The following first three questions address
the contents, while the latter six address the
representation.

- How to determine which objects in the visual
environment  contribute, and should be
emphasized, and which objects mainly cause
clutter?

- When to employ representations of imaginary
clements?

- How to determine whether and when additional
data presentation is necessary?

- How can the objects be represented and to what
abstraction level can the representation be
reduced?

- How 10 emphasize important objects?

- How to employ representations of imaginary
elements?

- How to integrate additional data
presentation?

- How to select the perspective design parameters
and the frame of reference?

- How to select the presentation medium?

into the

For the implementation and the integration in a
target environment the following additional
questions must be addressed: ‘

- What are the system performance requirements in
terms of memory, speed, and display resolution?

- What data is required?

- What are the requirements with respect to data
latency, update-rate, accuracy, noise?
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Addressing these questions requires a more detailed
analysis of the specific properties of spatial data
presentation in relation to the anticipated tasks to
be performed. Such an analysis also allows the
comparison with findings from other studies related
to a specific aspect. Important questions which must
be addressed are:

What are the specific properties of spatially
integrated environment and trajectory
presentation, and what are the similarities and
fundamental differences with 1-D and 2-D
datapresentation?

- What are the consequences/possibilities of spatially
integrated data presentation with respect to
perception, interpretation, evaluation, and action?

- What are the consequences of a mismatch between
the presented and perceived virtual space?

- What is the influence of data latency, limited
update-rate, limited accuracy, noise?

- What is the influence of non-ideal operating
conditions like turbulence, crosswind?

- What are the specific advantages and disadvantages
of spatially integrated datapresentation?

- What are possibilities to compensate for

deficiencies, limitations and disadvantages?

4. DESIGN

A perspective flightpath displays presents a spatially
integrated view of the future 3-D trajectory on a 2-D
display (Figure 3).

NRE,

" 800

300 C
0.8

|
3
A

I =

I 600

Fig. 3. DELPHINS Tunnel-in-the-Sky display
4.1 Frame of reference

Based on the frame of reference used for the
projection, these displays can be divided into
egocentric and exocentric ones. In an egocentric
perspective flightpath display, the 3-D world is

depicted as seen from the aircraft. In an exocentric
display, the situation is viewed from another
position. With an egocentric perspective projection,
information about position and orientation errors is
conveyed through a distortion of the natural
symmetry of the presented trajectory. Since the
detection of symmetry takes place in the early
processing cycles of visual information, this feature
can be exploited to reduce the required effort for
interpretation and evaluation. Any other frame-of-
reference than an ego-centered one cannot exploit
this advantage, and will require additional mental
processing. Therefore, an egocentric projection was
selected.

4.2 Design parameters

Position and orientation errors distort the symmetry
of the representation of the tunnel. It is the
distortion of the symmetry that is perceived, and not
separate position or orientation errors. Theunissen
(1994b) describes the relation between the distortion
of the symmetry and the position and orientation
errors as a function of the design parameters of the
perspective display.

The motion of the aircraft relative to the virtoal
tunnel allows the extraction of error rates and
produces additional cues which are conveyed through
the presentation of successive snapshot images of the
situation. In Theunissen and Mulder (1995a) it is
discussed how data about position errors, and
rotation rates are present in the visual flow field.
These dynamic cues give the pilot a sense of
egospeed. Besides a cue for egospeed, pilots can
extract temporal range information from the display.
Temporal range judgements are based on global
optical flow rate, which must exceed a certain
threshold to allow accurate estimates to be made.
Temporal range information is often used to
determine the moment to initiate certain
anticipatory control actions. Theunissen and Mulder
(1994, 1995a) studied the relation between the
moment an error-correcting control action is
initiated and temporal range information in a
perspective  flightpath display. In Theunissen and
Mulder (1995b), some requirements on the design
parameters to generate adequate temporal range
cues are discussed.

43. Representation of the flightpath

Just as with real-world objects, the meaning of an
imaginary element should be intuitively apparent
from the representation. Since the real-world 2-D
counterpart of a 3-D trajectory is a road, the desired
flightpath is often visualized as a 3-D road. Various
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representations have been tried in the past, resulting
in designations such as Flightpath Channel
(Wilckens and Schattenmann, 1968), Pathway-in-the-
Sky (Hoover et al., 1983) and Tunnel-in-the-Sky
(Grunwald, 1984). In Theunissen (1994b), the
representation of a flightpath is divided into a
flightpath element, cross sections, and altitude poles
based on the following three different functions:

- provide position and orientation information
- resolve ambiguities in the trajectory
- resolve ambiguities towards other objects

Position and orientation errors are provided by all
elements of the flightpath. The ambiguity within the
representation is resolved through the presentation
of cross-section frames, which in combination with
the observers expectation about the shape of the
object provide a cue for resolving ambiguities. As a
result of the apparent motion of the cross-section
frames towards the observer, and the resulting optic
flow field, the feeling of three-dimensionality
increases, and ambiguities are further reduced. The
ambiguity towards other objects, notably the ground,
is resolved through the presentation of altitude
poles. The altitude poles also provide a possibility to
temporarily use a very high lateral error gain, which
will be discussed later.

Various representations of the flightpath have been
tried in the past. It must be realized that especially
in the early period of research into perspective
flightpath displays, the representation was dictated
by the limitations of the available means to generate
perspective images in real-time. Wilckens and
Schattenmann (1968) used dots to indicate the
corners of cross-section frames in his ‘channel
display’. Hoover et al (1983) represented their
’pathway-in-the-sky” by means of tiles. Jensen (1978)
used ‘telephone poles’ to visualize the desired
trajectory. None of these formats did employ a
continuous presentation of the flightpath, ie. no
interconnections existed between the references. In
the absence of such interconnections, the error gains
in the display are determined by the positions of
these trajectory frames. Grunwald (1984) and
Wickens et al. (1989a) both used interconnections,
yielding a continuous presentation of the desired
trajectory, and as a result of the error gains. As
discussed previously, the height and width of the
tunnel determine the position-error gain. Sometimes,
it is desirable to also have a source of a very high
position error gain which can be used for temporal
fine-tuning. Reducing the tunnel size to obtain this
high gain would force the pilot to continuously apply
a high control gain, which reduces the flexibility.
This problem can be solved by presenting references

indicating the center of the tunnel sections. In this
way, horizontal and vertical error gain can be used
separately. In fact, the altitude poles already provide
such information for lateral control. During
experiments performed in the flight simulator of the
Delft University of Technology, pilots mentioned
that in the final approach they used the alignment of
these poles for accurately positioning the aircraft on
the centerline. An alternative might be to present a
diamond shaped cross-section. This, however,
introduces a number of drawbacks of which the
discussion goes beyond the scope of this paper.

4.4. Identification of objects to.be presented

The identification of objects which are to be
displayed requires a method to identify which objects
in the visual environment contribuie to the tasks to
be performed, and which objects mainly cause
clutter. With respect to the guidance and navigation
task, objects which function as an important
reference for spatial orientation and/or navigation in
the 3-D world are considered relevant. Examples are
objects with a known geographical location, and
objects with a familiar shape and/or size, allowing
the observer to estimate his relative position. With
respect to collision avoidance, the presentation of
objects which might constitute a potential hazard is
desired. The two most important objects of the latter
category are terrain and other aircraft. An imaginary
clement is the position predictor, which depicts the
future estimated position of the aircraft.

4.5. Presentation of objects

For the presentation of objects, the question
regarding the level of detail of the representation
must be addressed. In this context, the highest level
of detail is considered a representation which is
visually indistinguishable from the real-world
analogy. Besides the fact that this would be a
computational extremely expensive operation, in
most cases such a high level of detail is likely to
result in clutter, and hence not desirable. Thus, the
question is: 'to what abstraction level can the object
representation be reduced?”. However, the question
is not complete yet, since an important constraint
regarding the required effort for interpretation must
still be specified. This constraint is formulated as:
’the real-world objects must be intuitively recognized
from the abstract representation’. With the current
version of the display, terrain is depicted as a 3-D
mesh, in which the height of each point is
determined by the maximum altitude within a
predefined range. Color coding is used as an
additional means to convey terrain altitude. Other
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traffic is presented as aircraft symbols, similar to the
symbology used by Elis er al (1987) in their
perspective Cockpit Display of Traffic Information
(CDTI) studies. In certain situations it might be
necessary for the pilot to focus his attention on a
specific object, for example in case the object poses
a potential hazard. Attributes such as color,
intensity, blinking, and magnification can be used to
emphasize such an object. Since the attention of the
pilot is influenced by his expectations and
motivation, features must be used that are strong
enough to attract his attention regardless of a certain
bias. With the current display format, two types of
objects, representing two different types of threats
(terrain and other aircraft), can be emphasized by a
change in color and by blinking, To exploit the
common population stereotype of red for danger,
terrain which is below the aircraft altitude and
aircraft which constitute a potential collision hazard
are colored red. When the time to collision reaches
a certain minimum threshold, the representation of
the corresponding object(s) starts to blink. To
present the future predicted position of the aircraft
to the pilot, an abstract presentation of an aircraft is
used. Position ambiguity is resolved by presenting
the imaginary cross-section of the tunnel at the
future position of the aircraft. This cross-section is
transparently highlighted, which in turn avoids
occlusion of other objects.

4.6. Disadvantages and compensations

A spatially integrated presentation is only beneficent
when integration of information from the three
spatial dimensions is required. With 1-D and 2-D
datapresentation methods it is possible to use a
constant scaling for the depiction of the desired data.
With 3-D displays the accuracy with which a singular
parameter can be determined is often a function of
position, orientation, and velocity of the viewpoint.
3-D displays suffer several other limitations which
must be taken into account. As a result of the
integration of the third dimension, the resolution of
the information along the viewing axis decreases with
increasing distance from the viewpoint. Furthermore,
due to the integration of multiple parameters into a
single object, it is often harder to estimate the value
of a parameter in a single dimension (Wickens ez al,
1989b). Also, angular distortion occurs, which makes
it very hard to estimate angles in planes which are
not perpendicular to the viewing direction
(McGreevy and Ellis, 1986), and finally objects which
are close to the observer might mask objects which
are further away.

From the previous discussion, two drawbacks of
perspectively projected spatially integrated data can

be identified which might neced to be compensated
for: the lack of an angular reference in curved
sections, and the reduced accuracy with which single
spatial parameters can be estimated. The former
problem can be compensated for by presenting a
position or track prediction relative to the desired
track. The latter problem, resulting from the
perspective projection, can partly be compensated
for by integrating virtwal metrical aids, or by
separately presenting the required data. The warping
of virtual metrical references is equal to the warping
of the other data, which reduces the errors resulting
from this distortion.

4.7. Integration of additional data

As indicated in Section 4.6, a disadvantage of
perspective data presentation is that the integration
makes it harder to estimate singular parameters, and
the fact that the accuracy is determined by the
position, orientation, and velocity of the viewpoint.
By analysing the information which is required for
the tasks to be performed with respect to accuracy,
and comparing this with the way this information is
conveyed through the perspective presentation,
assumptions can be made about the necessity of
additional  information. Examples are the
presentation of airspeed, roll angle, and altitude. To
maximize spatial and representational consistency
with current displays, the additional data about
altitude, airspeed, and roll angle is integrated in a
way which is equivalent both in location and
representation with today’s PFD.

48. Dealing with constraints

A major difference between command displays such
as the flight director, and perspective flightpath
displays such as the Tunnel-in-the-Sky, is that the
former is based on the presentation of a weighted
sum of position and angular errors and error rates,
whereas the latter presents an abstraction of the real
world, and thus is based on position and attitude. To
avoid information conflicts, visual stimuli obtained
through the perspective flightpath display must be
compatible with visual stimuli from the outside
world and the motion cues oObtained through the
vestibular system. In order for the pilot to believe
the flight director, the commands must have a
certain degree of consistency with the other
information available. The fact that a flight director
command is not required to have a one-to-one
relation with any other perceivable cue, allows for
certain differences in the update-rate of the required
data. The data which is required for the closure of
the inner control loop (attitude) has to satisfy more
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stringent requirements with respect to latency and
update-rate as compared to the data required for the
closure of the outer loop (position) (Hess, 1987).
With a perspective flightpath  display, the
information is not combined into a single parameter.
As a result, both position and attitude data must
satisfy update-rate requirements which yield a
smoothly animated display.

To achieve such a smoothly animated display, the
data update-rate must exceed a certain threshold.
Update-rates in the order of 20 to 30 Hz prove 1o be
adequate. As a result of the limited bandwidth of the
carrier tracking loop in GPS receivers (typically
about 16 Hz), these receivers output position data at
an update-rate below that required for smooth
animation. In case it is impossible to oversample the
position data, inter- or extrapolation techniques are
needed to increase the position information update-
rate. Interpolation introduces latency, which reduces
the stability of the control loop due to a decrease in
phase-margin. Thus, interpolation is only acceptable
in case the position update-rate is sufficiently high.
With extrapolation, the prediction, which is based on
position data and models which use other elements
of the state vector such as velocity, attitude, and
heading is inevitably accompanied by a prediction
error which is corrected at each new position update.
These corrections, however, can be perceived as a
sudden change in FTE, and introduce a noise
component in the optical flow field with the same
frequency as the position information update-rate,
which can become very distracting. Therefore, the
prediction algorithm must apply some form of error
smoothing to avoid a distortion of the dynamic cues.
An in-depth discussion of position prediction
techniques is beyond the scope of the paper,
however, more information about position prediction
can be found in Mulder (1992). For the in-flight
testing of the Tunnel-in-the-Sky display, a Kalman
predictor with a circular-path message model was
used.

5. RESULTS

In 1990, an initial concept for a perspective
flightpath display was specified in the context of
DELPHINS. In parallel, based on the anticipated
system requirements, development of a display
design system and target hardware for simulator and
in-flight evaluation commenced (Theunissen 1994a).
A first laboratory concept demonstration was given
in the beginning of 91, and at the end of *91 the
flight simulator at the Faculty of Aerospace
Engineering was equipped with a programmable
display system developed in the context of

DELPHINS. Display format evaluations were
performed in 91 and ’92, and in ’93 a study was
performed into pilot closed-loop control behaviour
(Theunissen, 1993). In 1994, open-loop control
strategies were investigated (Theunissen and Mulder,
1994a). Furthermore, a concept for the integration
of terrain and traffic information was developed and
implemented. An in-flight concept demonstration
with the laboratory aircraft of Delft University
followed in december '94 (Theunissen, 1995). For
this purpose, an airborne version of the display
system and a simple experimental Flight
Management System (XFMS) have been developed.
The system is based on commercial of-the-shelf
components. Position data is obtained from a GPS
receiver, and through a datalink with a ground
reference station, DGPS corrections are obtained,
resulting in sub-meter accuracy. A simple XFMS and
a database with the runway coordinates and the ILS
approach path is used for the generation of the
required trajectories. From the data of the XFMS
and the actual position and attitude of the aircraft,
the Display Electronics Unit (DEU) generates the
perspective flightpath, which is presented on the
Display Unit (DU). To execute a curved approach
procedure, ATC vectors the aircraft towards an
arbitrary point on the ILS path. The XFMS
calculates a route from the current position of the
aircraft to this point, and the DEU generates a
perspective flightpath (Figure 4), allowing a smooth
intercept of the final straight segment.

280 300

INTERCEPY / ENGAGED

Fig. 4. Intercept of the ILS path

The radius of the curvature between the intercept
segment and the ILS segment is determined by
aircraft velocity and the desired bank angle.
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6. CONCLUSION

As indicated in the introduction, the large degree of
freedom resulting from the flexibility in data
presentation with programmable displays poses the
designer with new problems. An example is the
design of a perspective flightpath display, which
requires the specification of numerous parameters.
An approach was needed which allows some Kind of
qualification of potential concepts with respect to
the different domains involved in the design process.
By means of a structured analysis of the specific
properties of perspectively projected spatially
integrated data, and by identifying the strengths and
weaknesses, it is possible to:

- reduce the large number of degrees of freedom in
the design,

- compare the possibilities with
interpretation, evaluation and
conventional presentation methods,

- allow trade-offs to be made,

- compensate for deficiencies,

- define system requirements,

justify design decisions.

respect to
action with

The result of such an integrated approach is more
than the sum of its parts.
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