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Abstract

High shares of photovoltaic energy in low-voltage distribution systems lead to voltage
limit violations. Deploying energy storage systems in the network can compensate for
the mismatch between the generation and the consumption; nevertheless, the mismatch is
unevenly distributed throughout the network, suggesting aggregated control strategies as
a solution. This paper proposes two coordination control strategies of batteries to address
network overvoltage conditions caused by high penetration of photovoltaic systems. The
leader—follower coordination strategy determines a battery’s utilization factor by using
the node closest to a voltage violation as a reference. The leaderless control uses a shared
utilization factor to avoid excessive usage of a particular agent in the network. We tested
both approaches in the 18-node CIGRE network for scenarios when not all agents were
available and when they had different starting states-of-charge. Our results demonstrate
that both strategies are capable of voltage control; however, the leader—follower control
leads to uneven storage usage, ultimately leading to short-time failure to comply with the
voltage limits under extreme conditions where neighbouring agents must compensate for
the unavailable one. Conversely, the leaderless approach presents more balanced use of the
agents thanks to the distributed utilization factor, resulting in a more robust control strategy.

Keywords: battery energy storage systems; coordinated control; distribution grid; voltage
regulation

1. Introduction

One of the primary goals set by European countries in the EU Energy Roadmap 2050
and COP28 climate change conference is to achieve carbon-neutral energy production by
2050. According to the IEA, renewable energy capacity is expected to increase by 60% as
of 2026 when compared to renewable energy capacity installed in 2020. Solar power is
a renewable energy source that has grown in popularity over the years [1]. From 2019
to 2020, the installed capacity worldwide increased by 18% [2]. Globally, an increase of
9% is expected every year for photovoltaic (PV) installations until 2050 [3]. However, the
stochastic nature of power generation using renewable energy sources affects grid stability.

The mismatch between local generation and consumption leads to overvoltage when
the supply is greater than the demand [4,5]. This issue was studied in [6], demonstrat-
ing that uncontrolled distributed renewable energy sources (DRES) within low-voltage
distribution networks compromise voltage stability, especially as the distance from the
connection to the substation increases. In these nodes, power injection from the DRES
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into the grid increases voltage, ultimately leading to reverse current flows. Battery energy
storage systems (BESS) are accepted by the literature as a solution to reduce the amount
of power injected into the grid, thereby compensating for power imbalance [7]. Although
geographical proximity of the nodes would produce similar DRES generation profiles,
the number of nodes in a residential network and the different load behaviours of users
requires coordinated BESS control to minimize the DRES effect on the grid.

1.1. Relevant Literature

The use of energy storage to compensate for the effects of the energy transition has
been widely studied in the literature from different perspectives. On the one hand, many
researchers have focused on the optimal sizing and location of assets. For instance, [8]
used the Hy-norm and Kron reduction to simplify a modified version of the IEEE 39-bus
system into 13-bus system. This allowed for optimal size and allocation of the BESS,
permitting transient frequency support through virtual inertia using Matlab/Simulink. The
result was a 77.1 % reduction in the pressure on the generators. However, the inclusion
of DRES includes disturbances and uncertainties which represent a challenge for their
method. An optimal planning method was proposed by [9] to consider economic and
reliability objectives, and was tested in the IEEE 34-node network. The results showed
enhanced capacity to absorb distributed PV generation; however, the authors mentioned
that existing market conditions create a challenge for enterprise investments in such projects.
Similarly, ref. [10] examined the potential of BESS to mitigate transmission network
congestion in order to increase the deployment of DRES projects in South Wales. They used
the flow decomposition technique to determine the optimal sizes and locations and used
DIgSILENT PowerFactory 2024 to model the transmission network for 2024 and 2030. The
results suggested that cost of deploying BESS sized and located using the method proposed
can reduce the cost of line reinforcement by 38% to 63%. However, the cost-benefit analysis
used a simplified model focused on representative peak days; thus, a more complex market
analysis is required.

Similar conclusions were obtained by [11,12]. The former studied the optimal place-
ment of shared BESS in urban energy communities considering economic, technical, and en-
vironmental performances, resulting in an increase of self-sufficiency rates by up to 17.44%
and reducing peak loads by up to 37.19% using a real case study scenario of 191 buildings in
Seoul, South Korea. However, the study lacked economic viability and negative net present
values. The latter study investigated the use of small-scale BESS in energy-intensive cities
in order to maximize electricity self-sufficiency rate while minimizing the grid import from
the network and maximizing the net present value. The study achieved good results for the
first two objectives, but failed to create an attractive business case. Despite the optimistic
results of the previous works in technical terms, actual implementation of such strategies
faces a number of roadblocks apart from th load and DRES generation uncertainty, includ-
ing the need for a framework to allow DSOs their own storage assets, attractive markets
for investment and participation, and availability of connections and physical space in the
selected nodes.

Other works have focused on the optimal usage of available BESS units distributed
throughout the network as response to the challenges of optimal sizing and allocation face.
A centralized control for multiple BESS units was implemented in [13], which required
information on the voltage imbalance and state of charge (SoC) of the batteries at every
node. The control was tested in a radial distribution feeder with different starting SoC and
phase conditions. Despite showing some success, the method showed unfeasible solutions
and slow response. Furthermore, its implementation required a robust communication
channel to control and monitor each storage device, making network expansion projects
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more complex. Although some works, such as [14], have shown good results in off-grid
conditions, works such as [15,16] encounter similar challenges as [13] in grid-tied mode,
confirming the unsuitability of centralized controllers for DRES-rich distribution networks.

In [17], a droop-based active power curtailment technique was implemented to prevent
overvoltage in radial LV feeders. In [18], real-time controllers were used for zonal control,
with multiple agents used to communicate between zones. a Fuzzy logic controller was
proposed in [19] to control the voltage at every bus. The work in [20] evaluated an adaptive
control strategy for a PV-rich network. The authors simulated in a real Australian medium-
voltage feeder using smart meter data from the low-voltage network. In [21], a model
predictive control approach was detailed using adaptive virtual impedance. The recent
literature on electric vehicle (EV) charging stations has focused on using decentralized
control [22-24]. In this context, decentralized control provides a robust approach to ensure
EV charge while minimizing the impact on the grid under high uncertainty conditions and
without the need for complex communication infrastructure.

Distributed control is considered more efficient when it comes to the coordination
of multiple static storage units. In distributed control, each storage unit of the system
is considered an agent, and these agents communicate together. In [25], a method was
implemented for secondary frequency response in a real distribution network. The work
in [26] used distributed control to provide frequency regulation in low-inertial power
systems with high penetration of DRES. In [27], a nonlinear state-of-charge balancing
strategy was proposed for voltage regulation. A consensus algorithm was used in [28] as
part of a hierarchical framework to manage DRES for frequency control. In [29], a similar
algorithm was used to control the frequency and voltage at the common coupling point of
multiple BESS units. Similarly, [30] proposed an algorithm to balance SoC using distributed
estimators for the average desired power and unit SoC. In [31], distributed control was used
to synchronize flexibility providers within a network using BESS. The work in [32] reduced
active power usage from the BESS by utilizing reactive power; however, this approach does
not provide a way to balance battery utilization, i.e., some batteries will be used more often
than others, particularly in distribution networks with evenly distributed topologies.

One common challenge found in most of the literature is scalability due to the complex
observability and controllability of numerous assets in larger distribution networks [33,34],
especially for centralized systems. For distributed control strategies, the burden of informa-
tion exchange is influenced by the number of neighbours but is independent of the number
of control points in the distribution network. In addition, the majority of works focus on
medium- and high-voltage networks, in which voltage stability is often achieved by reactive
power compensation [35], leaving the dominantly resistive low-voltage distribution net-
works outside their scope. In particular, control algorithms based on consensus algorithms
aim to agree on the power value the batteries supply; thus, all batteries should contribute
the same amount to achieve voltage regulation. However, this means that batteries are not
operating efficiently, as they will absorb or produce more power than is needed [26,27].

1.2. Contributions

Based on the literature review, we identified the following research gaps, which are
summarized in Table 1:

1.  Many works focus on optimal sizing and placing of energy storage systems instead of
using available resources; however, most DSOs cannot own energy storage assets due
to regulation limitations.

2. Most of aggregation strategies in the literature focus on medium- and high-voltage
networks; however, low-voltage networks are particularly critical for the energy
transition. They do not have ancillary services providers to support the DSO, and the
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demand increase caused by heating electrification and electric mobility can potentially
cause major voltage challenges. In addition, existing control strategies focus on
reactive power-based voltage control. This is because the reactive component in the
impedance is dominant in medium- and high-voltage networks, whereas low-voltage
networks have mostly resistive line impedances.

3.  Existing aggregation strategies require full observability of all assets; in real imple-
mentations, this would require complex communication infrastructure and controls,
leading to scalability bottlenecks.

Table 1. Literature review summary.

Identified Research Gap
Reference
DSO Asset Ownership MYV or HV Oriented Full Observability

X X X [8]
X X X [9]
X X X [10]
X X [11]
X X [12]
X X [13]
X X X [14]
X X X [16]
X [17]

X X [18]

X [19]

X [20]

X [21]

X X [22]

X X [23]

X [25]

X X [26]

X X X [28]
X X [29]
X [31]

X X [32]

X X X [33]

In this work, we propose and compare two different distributed control strategies,
focusing on low-voltage distribution networks. Both strategies use the consensus algorithm
to control BESS units located in a low-voltage distribution network to provide voltage
regulation services without requiring all the storage units in the system to collaborate
equally. Curtailing PV output to adjust the node power exchange was not considered in
this work. In the context of this paper, these strategies refer to the coordination of multiple
BESS units in providing or absorbing power in the distribution network in order to prevent
voltage deviations outside a particular limit (in our case, £0.05 power units). The first
strategy uses a leader—follower approach for the agents’ power dispatch. The second is
a leaderless strategy in which the agents are only required to communicate with their
immediate neighbours. We tested methods in overvoltage and undervoltage conditions,
different initial SoC conditions, and when not all the agents were available to participate.
In this way, the contributions of both methods are as follows:

1. A scalable control strategy that reaches consensus when voltage is regulated within

the limits; thus, the algorithm is terminated as soon as voltage is regulated as opposed
to when all batteries agree on the same amount of power contribution to the system,
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2. The SoC of each battery is controlled locally; when the limit of the SoC is reached,
the battery is instantly disconnected. Neighbouring batteries contribute the same
amount of power that the battery would contribute if it were available until the battery
becomes available for use again. This allows multiple BESS units to be balanced while
respecting their SoC constraints.

3. Anapproach that provides less communication requirements compared to traditional
distributed control implementations, as each agent only shares information with its
neighbours, thereby reducing the infrastructure requirements and simplifying data
privacy management.

2. Consensus Algorithm

In this work, BESS units coordinated in a distributed manner can be analyzed as
a multi-agent system (MAS). From this perspective, BESS units are agents which can
exchange information with their neighbours. This information exchange can take place in
either a unidirectional or bidirectional way. Furthermore, the links by which the agents
communicate can be represented as a graph. Such a graph comprises a set of vertices,
representing the agents, and a set of edges, representing the communication links in the
MAS. This graph can be written in the form of G = (V, E), where V indicates a set of
vertices and E denotes a set of edges [36]. Furthermore, ref. [36] demonstrated that for a
multi-agent system consisting of n agents, the corresponding graph will be in the form of
G=(V,E),whereV=1,2,3,..,nand E C V x V. An edge represented as (i,j) € E means
that agent j has a relationship with agent i, i.e., both agents have access to each other’s
information [36]. In our case, the only shared information is the utilization factor, for which
the calculation is described in Sections 5.1 and 4.1 for the leader—follower and leaderless
control strategies, respectively. In addition, this means that agent i is a neighbour of agent j.

To describe the number of neighbours that each agent has in a graph, a degree matrix
D(G) is used. A degree matrix is represented as a diagonal matrix with a size of V x V,
where V is the number of vertices in a graph (the agents). The degree matrix of this graph
follows the general form shown below.

dy 0 - 0
0 dyy O

D(G) = 0 o
0 - 0 d

The values assigned to elements d;; (where j = i) are the number of neighbours of agent i.
Another important component in the graph is its adjacency matrix. The adjacency matrix
of the graph, denoted as A(G) = [a;;], describes which agents are neighbours. Similar to
the degree matrix, the adjacency matrix also has a size of V' x V. In general, the following
rules apply to the elements of the adjacency matrix (a; ;).

1, if agentiand jare connected and i # j
aij = aj; = , ey
0, Otherwise

This rule means that if agents i and j are neighbours, then a value of 1 is assigned to
both (element row i, column j) and to (row j, column i) in the matrix. The last important
component of a graph is its Laplacian matrix. The general form of a Laplacian matrix is
provided by

L(G) = D(G) — A(G). 2)
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A consensus algorithm aims to reach a state consensus among the agents. When
consensus is reached, the state difference between neighbouring agents is zero. In the
context of power-sharing between multiple BESS units, consensus is reached when all units
have the same utilization factor, i.e., the ratio between the injected or discharged power
and the rated power of a BESS unit.

To demonstrate consensus effect, let x; (k) be the decision variable with node index i at
timestep ¢, with x;(k) as the decision vector of an adjacent (neighbour) node indexed by ;.
The rate of change of x;(t) is the difference between decision variables at node (i, x(¢)) and
neighbour node x;(t) multiplied by the adjacency indicator a;j, as seen in (3):

%(t) =Y aii[x(t) — xi(t)]. 3)

JEN;

If there are multiple neighbours, then the difference is summed to the number of neighbours
N;. Furthermore, if x;(t = 0) and x;(t = 0) are initialized with arbitrary values and updated
by going forward in time until ¢ — oo while applying (3), then x;(k) and x;(k) will reach a
same final value x*, which is a constant. The proof is provided in [37]
Moreover, if the communication network is a balanced graph (i.e., the vertices have
a similar number of edges), then an average consensus condition [37] will be reached
in which the final value is the average of all initial states at time instant ¢. This can be
written as
o Liki(t=0) @)
n
Because this work involves discrete simulation, the discrete form of (3) is used, which is
provided by
xi(k+1) = xi(k) +€ Y_ aij[x(k) — xi(k)]. (5)
JEN;
In (5), k indicates the k-th step in the simulation, the parameter € indicates the consensus
step size, and g;; is the element of the adjacency matrix, which indicates the communication
link between agent i and agent j. If there is a connection between agent i and agent j, then
a;j = 1; otherwise, a;; = zero.
By applying the consensus algorithm in (3) to a graph, the global dynamics of the
system are provided by
X = —Lx. (6)

Examples of global dynamics when using consensus algorithms in the form of (6) have
been discussed in prior works such as [38,39]; thus, they are omitted here.

3. CIGRE LV Network

To test the methods proposed in this work, we used the CIGRE LV test distribution
network. This test network consists of eighteen buses (see Figure 1), where six PV units and
six BESS units are integrated according to the specifications in Table 2. The loads and PV
units are placed following typical CIGRE LV benchmark placement; meanwhile, the BESS
units are placed at the same bus with PV units and loads, mimicking BESS placement in a
residential setting. The PV and BESS units are sized considering a typical four-household
apartment building installation, while the size variations are arbitrary. Additionally, the
SoC for all batteries is bounded between 0.2 and 0.8 based on the typical usable SoC of
batteries. When expressed in the form of a graph, the network can be represented as shown
in Figure 2. The numbering (1/#1) on the communication lines shows the communication
weights, with n as the number of batteries each BESS unit has as neighbours, including
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itself. For example, it can be seen that BESS 1 communicates with BESS 2, BESS 3, and itself
(n=23).

The CIGRE LV network was modeled in MATLAB Simulink 2022b using the Spe-
cialized Power System (SPS) toolbox [40]. The SPS toolbox has pre-built PV, battery, and
variable load models that can be readily used for load flow calculations. More specifically,
the PV model is a five-parameter model that utilizes a light-generated current source, a
diode, series resistance, and shunt resistance to represent the irradiance- and temperature-
dependent I-V characteristics of the modules [41]. The model for battery charging and
discharging is empirical and uses a Coulomb counting method to estimate SoC [42]. Read-
ers may refer to the Simulink SPS documentation for detailed descriptions of the models.
Finally, the voltage, current, and power at all nodes within the LV network model can be
simulated for a given operating condition. Load flow simulations were deemed sufficient
for this work, as electromagnetic transient analysis in the millisecond range is not required.

14 15
‘ 15
=)
13 ¢
12¢ o N
[
400 V
GD 1 2 3 5 6 7 8 10

fi 1 s [

Figure 1. CIGRE LV test distribution network.

Table 2. Per-node sizes considered for the PV and BESS.

Node BESS Agent Ppy [kW] PpEss [kW] Eggss [KWh]
1 1 11 55 38
11 2 9 4 30
15 3 12 6 40
16 4 11 55 38
17 5 9.5 45 32
18 6 12 6 40

Figure 2. Communication graph of the BESS.
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4. Leader-Follower Coordination Strategy
4.1. Control Method and Algorithm

The developed control strategy for coordinating multiple BESS units combines local
and distributed control. The distributed control is based on the consensus algorithm, as it
reaches an agreement on a certain decision by the agents towards a goal. In our case, the
goal is to keep the voltage in the nodes within a desired range. The lines that connect the
buses are used as communication links that share the information (the utilization factors)
between the neighbouring agents (in our case, BESS units) to achieve consensus when the
voltage magnitude of one or more buses is violated. Each of these buses and BESS units has
an initial state, and a utilization factor is allocated to each BESS unit. The utilization factor
determines how much power each BESS contributes to the voltage regulation. This power
is restricted by the available BESS SoC. The consensus algorithm updates the utilization
factors until the voltage magnitude does not surpass the limit points, ensuring that all BESS
units contribute the necessary amount of power to achieve voltage regulation.

To initialize the consensus algorithm, we define a leader utilization factor (Ujeader),
which is updated until the voltage regulation of the system is achieved. This utilization
factor is considered as a leader because it performs as a reference for the utilization factors
of the other follower batteries (U;) [15]. To achieve voltage regulation of the LV distribution
network using the consensus algorithm, the leader utilization factor (Ujeager) represents
the battery connected to the leader bus. This can be the bus with the highest voltage (if
the higher voltage limit is violated) or the bus with the lowest voltage (if the lower limit is
violated). Each BESS agent has observability of the voltage at the node it is connected to,
but not of the remaining nodes. The leader utilization factor is updated until the voltage is
regulated within limits, and the other utilization factors follow that value. Their value is
determined by communication with the neighbouring agents.

The consensus algorithm uses voltage limits as parameters to activate the BESS. In our
case, we used the standard ANSI C84.1, which establishes a permitted range of £0.05 p.u.
for low-voltage distribution networks. In this way, the battery charges if the voltage
exceeds the upper limit (1.05 p.u.) and discharges if the voltage falls below the lower limit
(0.95 pu). More specifically, if the voltage of the leader bus exceeds the upper limit (case 1:
overvoltage), then the utilization factor increases; if the voltage of the leader bus falls below
the lower voltage limit (case 2: undervoltage), then the utilization factor decreases. In all
other cases, i.e., when the voltage of the buses does not exceed any limits, the utilization
factors are zero and the batteries do not contribute to the system. In this way, the leader
utilization factor is as follows:

uleader(k - 1) + Gov[Vn(k) - 1~05] Vn(k) > 1.05
Uieader (k) = 0 0.95 < Va(k) < 1.05 @)
Uieader (k — 1) + Gun[Va (k) — 0.95] Vo (k) < 0.95

where k is the time step index, V,, is the node voltage (in power units, p.u.), and Goy, Gun
are gains that control the speed of overvoltage and undervoltage regulation.

The battery connected to the leader bus is the first to be informed about any changes
in the utilization factor. The other batteries are informed about changes in their utilization
factor following (5). Here, the decision variable x;(k) is substituted by Uj, as shown in (8):

Ui(k) = ¥ Gy (k— 1), ®)

j=1
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with As(k—1)
1]( ) 2;1:1 Al](k_l) ( )
where A is the adjacency matrix.

Following the proposed control scheme, all batteries contribute to the grid despite
their respective limitations and capabilities. Thus, the available capacity of each BESS unit
does not affect their power contributions. Each BESS unit’s power contributes based on its
utilization factor multiplied by its nominal power (Pnom,i) in kW. In this way, each BESS
provides the necessary power based on

Pref,i = Pnom,i X Ui/ (10)

where P is the fraction of the nominal power of the battery delivered or consumed by
a particular agent. If the utilization factor is positive, then the BESS charges; on the other
hand, a negative utilization factor discharges the BESS. Figure 3 summarizes the algorithm
followed by the proposed control. In this way, the ideal resulting SoC of each BESS is
estimated by

SoCi(k +1) = SoCi(k) + 1 feg(k at, (11)
1

where E; is the energy capacity of the BESS and At is the step length (in this case, 1 s).

For constraints, we considered a minimum SoC value of 20% and a maximum of 80%. If

the utilization factor requires the BESS to go outside that range, the BESS delivers up to

its feasible power to later become unavailable. In such cases, the algorithm ignores the

unavailable agent and continues the control with the available agents.

Pp (k)

SOCj(k)

Critical point
monitoring

® O,

Vilk)

Local control
Eq.(7)

D O —O
Consensus O \

algorithm

Eq. (8)(9) Ui(k-1)

T

Ureader (k-1)
I

l

Ui(k-1)

SOC control
Eq. (10)(11)

U to BESS
power

Pregilk).
K=k

Figure 3. Leader—follower coordination strategy algorithm.

4.2. Results

To demonstrate the algorithm’s functionality, a base base case without control is first
set up as a reference. Figure 4 shows the magnitude of mismatch between PV generation
and load, further defined as net load, while Figure 5 shows the resulting voltage profile
from a load flow calculation. The voltage in buses 15, 17, and 18 exceeds the upper limit of
1.05 p.u. between 15:00 and 19:00. Furthermore, between 21:00 and 23:00, the voltage on
buses 15 and 18 exceeds the lower limit of 0.95 p.u. The upper voltage limit violation occurs
when PV unit production is higher than demand, resulting in large power insertion into
the grid. Meanwhile, the lower voltage limit violation occurs at low PV unit production
and high demand. By integrating BESS and implementing the developed control, we aim
to regulate the over/underpower, helping to limit these violations.
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Figure 4. Net grid exchange power (mismatch) per node considering the base load and PV generation.
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Figure 5. Voltage magnitude of buses with no control implemented.

After setting up the base case, we tested our proposed algorithms under two starting
SoC conditions. First, we considered the case with the same SoC for all BESS units. Then,
we considered the case with different SoC levels for the BESS units. The voltage of the buses
after implementing the proposed control strategy in the case with all BESS units having the
same starting SoC can be seen in Figure 6. It can be seen that the voltage magnitudes of
the buses that exceed the limits are restored to values within the limits. Figure 7 depicts
the utilization factors used during the coordination control. These determine how much
power each BESS unit should absorb or provide to the network in order to achieve voltage
restoration within limits. When overvoltage occurs, the utilization factor of each BESS unit
becomes positive; the higher the voltage violation on a bus, the higher the utilization factor
of the BESS connected to that bus. As a result, a more significant amount of power must be
absorbed from the batteries. When undervoltage occurs, the utilization factors are negative
and the batteries must provide power to the network.
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The SoC of the batteries is shown in Figure 8. When the utilization factors are equal to
zero, the batteries do not contribute to the network and the SoC remains constant; when
the utilization factors are positive, the batteries charge and the SoC increases until voltage
restoration is achieved. When there is undervoltage and the utilization factors are negative,
the batteries discharge to keep the voltage within limits, and the SoC begins to decrease.
In this case, because the undervoltage lasts for only a very short period (30 min) and the
amount of power needed from the battery is smaller than during overvoltage, the decrease
in the SoC is very small compared to the increase during overvoltage.

In real scenarios, not all BESS units would have the same SoC; in some cases, one or
more might not even be available. For this reason, we also investigated the operation of
the control strategy when one BESS unit is unavailable. In this case, the SoC of BESS 4 is
set at 65%; however, at 18:00 the SoC of the battery reaches the limit of 80% (see Figure 9).
The developed coordination control distributes the power required from BESS 4 equally to
the neighbouring batteries, ensuring voltage stability. Even though one of the batteries is
not available for use, the voltage magnitude of the buses is kept within limits, as can be
observed in Figure 10. A small peak is observed when the battery is disconnected, but the
control strategy manages to regulate the voltage and mitigate this transient voltage change.
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Figure 8. SoC of BESS using leader—follower coordination strategy.
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When BESS 4 is unavailable, the utilization factors of its neighbouring batteries (BESS 2,
BESS 3, and BESS 5) increase compared to the original values, as shown in Figure 11a. More
specifically, the utilization factor of BESS 4 is 0.12, which needs to be divided among three
neighbouring BESS units. As a result, the neighbouring batteries cover the required power
that BESS 4 cannot store. At the highest point, BESS 2 increases from 0.13 to 0.17, BESS 3
increases from 0.16 to 0.2, and BESS 5 increases from 0.08 to 0.12. Figure 11b shows the
power contribution of BESS 4 under normal operation when no SoC limit is violated in
comparison to the case where the SoC limit is violated. When the SoC reaches 80%, the
battery is disconnected until it becomes available again.
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Figure 11. (a) Changes in utilization factor between normal operation and operation with one BESS
unit unavailable; (b) power contributed by BESS 4 under normal operation compared to when BESS
4 becomes unavailable.

To compare the results of the decentralized control strategy with our proposed leader-
follower control strategy, the same mismatch profile is used; thus, the voltage magnitude
of the buses with no control implemented is the same as in Figure 5. Under decentralized
control, each battery is controlled locally, meaning that the amount of power required
is determined by the voltage magnitude on the bus to which the battery is connected.
Figure 12 depicts the voltage after decentralized control is implemented. Although the
voltage is regulated within acceptable limits, multiple fluctuations can be observed, which
affect the power quality. It can also be noticed that the voltage fluctuations are higher
when the overvoltage is higher. This can be explained by the droop control often having
poor transient performance. In the case of the coordination control strategy, the voltage
behaviour did not include frequent sudden changes around the limit point.
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Figure 12. Voltage magnitude of buses using decentralized control.



Energies 2025, 18, 4566

14 of 23

Furthermore, not all batteries help with voltage regulation. In this study, only BESS 3
(Bus 15) and BESS 6 (Bus 18) contributed; the rest were not operating, as the voltage on their
buses does not surpass any limit. Thus, only a battery connected to a bus that exceeds the
limits contributes, necessitating larger capacity than with the coordinated control strategy.
This is depicted in Figure 13, where it can be noticed that the power provided by BESS 3
is always higher with decentralized control. Moreover, all of the frequent changes in
voltage magnitude can be observed in the power contribution of the battery. The frequent
changes in voltage affect the power contribution due to the poor performance of the droop
control. These frequent changes in the battery’s power output reduce its lifetime, making
the decentralized control strategy less appropriate [43].

5l
4
E 2 | WIIMW \“lu I
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= 0 .
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o
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-6 r P.R16 Coordination Contral
|- PR16 Decentraliced Control |
13 15 18 20 23
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Figure 13. Power contribution of BESS 3 with coordinated control (blue) vs. decentralized control
strategy (orange).

Finally, if one of the batteries used in voltage regulation reaches an SoC limit or is
unavailable due to maintenance, the other batteries cannot provide the necessary power
and the voltage cannot be restored to acceptable levels. This is depicted in Figure 14, where
BESS 3 is unavailable around 18:00. The voltage is not regulated and exceeds the limit.
Using the coordination control strategy avoids this situation.
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Figure 14. Voltage magnitude of buses using decentralized control when BESS 4 becomes unavailable.

A decentralised droop control strategy was used as reference. In this case, each battery
is controlled locally, meaning that the amount of power required is determined by the
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voltage magnitude on the bus to which the battery is connected. Despite being widely
accepted in the literature, this approach results in unbalanced operation among the agents.
Figure 15 depicts the voltage after decentralized control is implemented. Although the
voltage is regulated within acceptable limits, there are multiple fluctuations that affect
power quality. It can be observed that higher overvoltage leads to greater magnitude of
the voltage fluctuations. This behaviour is because of the droop control’s poor transient
performance, as in the case of the coordination control strategy the voltage behaviour did
not include frequent sudden changes around the limit point.
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Figure 15. Voltage magnitude of buses with decentralised droop control implemented.

Unlike our proposed strategy, not all batteries help with voltage regulation when
using droop control. In this case, only BESS 3 (bus 15) and BESS 6 (bus 18) contribute;
the rest are not operating, as the voltage on their buses does not surpass any limit. Thus,
only batteries connected to a bus that exceeds the limits contribute, necessitating larger
capacity than in the coordinated control strategy case. This is depicted in Figure 16, where
it can be observed that the power provided by BESS 3 is always higher with decentralised
control; more specifically, in the coordination control case, the SoC of BESS 3 reaches 68 %,
while in the case with decentralized control the SoC of the same BESS unit reaches 79% and
all frequent changes in voltage magnitude can be observed in the power contribution of
the battery. These frequent changes in the power output of the battery reduce its lifetime,
making the decentralized control strategy less appropriate [43].
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Figure 16. Comparison between the decentralized droop control strategy and the proposed coordina-
tion strategy, showing the power delivered by (a) BESS 3 and (b) BESS 6.
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5. Leaderless Coordination Strategy
5.1. Control Method and Algorithm

Our second method uses the consensus algorithm to coordinate the batteries spread
out in the network without assigning a leader. This method applies three steps to maintain
voltage in the network: local utilization factor calculation, consensus utilization factor
calculation, and final utilization factor calculation. Figure 17 illustrates the calculation flow
for the three main steps.

Pnet,i (k)
SOC;(K)
1 ® ® O —O
Criti . O N\ Consensus\ \
ritical point Local control algorithm SOC control U to BESS
monitoring Vi(k) Eq. (12)(13) Uj(k) Eq. (14) Ueons,i(K) Eq. (15) Usinaui(K) power Pagssi(K)
Ucons,1(k-1) Uia(k) Uia(K)

Figure 17. Calculation of the utilization factors in the leaderless approach. The positive utilization
factor represents charging, while the negative one represents discharging.

In the first step, local utilization factors U; (k) are calculated for every bus based on
their voltage measurement V;, as follows:

Ui(k) = q Ui(k — 1) + Uyqq,i (k) (12)
05U1(k - 1)/ Viow < V1<k) < Vhigh

where Vpign, and Vj,y, are predetermined upper and lower reset limits, respectively. The last
term in (12) works as a utilization factor reset function if the measured voltage is between
the two predetermined values. An immediate reset to zero is undesirable, as it would cause
instability; therefore, a constant value of 0.5 is chosen. Furthermore, (12) can be expanded
as follows:

Gov[Vi(k) —1.05], Vi(k) > 1.05
Uada,i(k) = {0, 0.95 < Vi(k) < 1.05 (13)
Gun[Vi(k) — 0.95], Vi(k) < 0.95

which represents the added or subtracted utilization factor for BESS index i at step k. The
above equation implies no addition or subtraction to the utilization factor if the measured
bus voltage is within 0.95 and 1.05 p.u. After the local utilization factor is calculated for
every bus, the control step moves on to sharing the utilization factors among the batteries
using the consensus algorithm.

The local utilization factors shared among the batteries are called the consensus
utilization factor. This shared utilization factor is denoted by Uconsi(k) and is calculated
similar to (5), as shown in (3):

Ucons,i (k) = Ui(k) +€ ) ay[Uj(k) — Ui (k)] . (14)
jeN;

Within a simulation step k, the consensus utilization factor can be calculated in more than
one iteration (e.g., 11, = 5). The parameter € represents the consensus step size, which
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determines how quickly the consensus utilization factor is calculated for every iteration.
Under steady-state conditions (1, — o0), the consensus utilization factor Ugyns i (k) for
all buses will have the same value (i.e, Ucons1(k) = Ucons2(k) = ... = Uconsn(k)). After
the consensus utilization factor is found, a final modification to the utilization factor is
performed in order to control the battery SoC. The BESS units spread across the LV network
may not always have the correct amount of charge to absorb or release energy to perform
voltage support. Some causes of these include varying initial SoC, unpredictable weather
in different buses, and load variations. These variations affect voltage support readiness
among the batteries. To ensure readiness, a rule-based control filter that follows (15) is
implemented to keep the BESS units within a set SoC limit:

Pretit®) - 50C4(k) < S0Clim,c, and 0 < Paeti (k) < Poos

P, nom,i

Ugi(k) = § Beil®) 560 (k) > S0Cimp, and Paeg < Preti(k) < 0 (15)

P, nom,i

Uconsi(k) otherwise,

The control filter described in Equation (15) overrides the calculated Uconsi (k) accord-
ing to the SoC of a BESS (SoC;(k)) as well as the net power between PV and load at bus i
(pn,i = va - PLoad) as its input.

If a BESS has an SoC that is less than a predefined limit SoCj;, ¢ and if the net power
is between zero and a predefined positive limit Ppos, then the BESS is charged using the net
power P, ;. A similar rule is applied if the BESS has an SoC that exceeds another predefined
limit SoCy;p, p and if the net power is between zero and a negative limit Preg; in this case,
the battery is discharged to compensate for the power deficit in the bus. When none of
these conditions are met, the BESS retains its consensus utilization factor. The main goal
of (15) is to keep the BESS SoC between SoCy;y, p and SoCyip, ¢ as much as possible, where
0< SOCIim,D < SOCIim,C-

The output of the control filter is called the final utilization factor, denoted by U; (k).
This is multiplied by the rated power of the BESS to become its reference power according to

Pref,i(k) = Pnom,i X uf,i(k) . (16)

The calculation of the resulting SoC and constraints follows the same procedure as with the
leader—follower strategy presented in Section 4.1.

5.2. Results

To evaluate the behaviour of the second coordination method, voltage profiles of the
buses, utilization factors, and SoC profiles of the batteries can be observed. Generally, this
second coordination method can also prevent bus voltage from exceeding the limits while
keeping the battery SoC close to uniform throughout the simulation process. The voltage
magnitudes can be kept within the limits, as seen in Figure 18. A slight violation can be
observed for both overvoltage and undervoltage mitigation; however, the deviation is
relatively small with respect to the predefined limit, at only 0.01 p.u.
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Figure 18. Voltage magnitude of buses using the leaderless coordination method. All bus voltages
are kept within limits of 0.95 and 1.05 p.u.

Similar to the leader—follower algorithm, the utilization factors also increase to positive
values when there is overvoltage and decrease to negative values during undervoltage, as
seen in Figure 19. The utilization factors of all batteries are the same during overvoltage
(16:00 to 20:00) or undervoltage (22:00 to 23:00) periods; thus, the batteries contribute
proportionally to their rated power. Meanwhile, between 18:00 and 21:00 for example, the
non-zero utilization factors represent the charging or discharging of batteries outside the
over/undervoltage period to balance their SoC, as shown in Figure 20. This SoC balancing
action is an additional rule on top of the consensus algorithm to ensure uniform voltage
mitigation readiness for all batteries and degradation profile.

0.5 T T T T T T T

04 1

-0.1+ _
-0.21-
-0.3F

[—u.R1 —u.R11 —u.R15 — u.R16 —u.R17 —u.R1g]
-0.5f .

0 3 6 9 12 15 18 21 24
Time (hours)

o

Utilization factor

Figure 19. Utilization factors of BESS using the leaderless coordination method. A positive utilization
factor represents charging, while a negative utilization factor represents discharging.
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Figure 20. SoC profile of BESS using the leaderless coordination method.

The utilization factors are also reflected in the battery power, as they are similar in
terms of their profiles (see Figure 21). One highlight is that the power profiles for all
batteries are different when the utilization factors are uniform; in contrast, the power
profiles are uniform when the batteries have different utilization factors. This behaviour
is due to the variation in the batteries’ nominal power. As indicated earlier in (10), the
reference charging/discharging power is determined by the utilization factor and nominal
power; therefore, uniform utilization factors do not guarantee similar reference powers.

3 T

P.R17

T T T T
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Figure 21. Power profiles of BESS using the leaderless coordination method. This profile mimics the
utilization factors profile shown in Figure 19.

6. Discussion

This section highlights the key difference between the leader—follower and leaderless
control strategies discussed in this work. Three aspects are highlighted, namely, voltage,
utilization factors, and SoC of the batteries.

Bus voltages in both the leader—follower and leaderless strategies are kept within
the predefined limit, albeit with small differences in the voltage of the non-critical buses.
Using the leaderless method, the voltage of the non-critical buses is kept at levels that are
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further from the predefined limit compared to the leader—follower method, as shown in
Figures 10 and 18. This is due to the shared utilization factor. As the leaderless method
aims to distribute the required contribution to ensure the limit instead of depending on
the leader, it minimizes the under and over-usage of the individual agents. Therefore,
the overall SoC of the different agents in the network is more uniform and can react to
sudden load or availability changes. The leader—follower method can charge or discharge
one single agent at the point that it becomes unavailable under extreme conditions. If this
happens, the required compensation is distributed among the neighbouring agents.

In addition, the utilization factor in the leader—follower method is immediately reset
after overgeneration or overdemand has receded. In the leaderless method, the utilization
factor stays until a reset signal is given. This delayed reset prevents voltage fluctuations
following an immediate power reset. In addition to the resetting behaviour, the utiliza-
tion factor in the leader—follower method is not uniform during voltage control action
(see Figure 7), implying that the batteries do not contribute based on their rated capacity
(U (k) = Preti(k)/ Pnom,i)- On the other hand, the leaderless method drives the utilization
factor to be uniform during voltage control, indicating each battery contributing in pro-
portion to its rated power. If their rated powers are the same, then the power each battery
contributes is also the same.

Regarding battery SoC, the leaderless method offers more uniform SoC values across
all batteries than the leader—follower method due to the additional SoC control. Figure 22
shows an extended simulation under the same load and PV profile with different initial
SoC of the batteries. The box marked “1” in the figure indicates varying initial SoC.
The box marked “2” indicates charging before voltage regulation is needed. The box
marked “3” indicates discharging after voltage regulation to make the SoC of all batteries
uniform. As explained in Section 5, an additional SoC control rule ensures uniform voltage
mitigation readiness for all batteries. SoC uniformity is also useful in maintaining the same
degradation profile throughout all batteries.

Moreover, the leaderless approach does not require every node to have full observabil-
ity of the system, only on its neighbouring nodes. In addition to reducing communication
congestion and data privacy boundaries, these features provide more robust voltage control.

Q50—

[—soc.11 —so0cC.15 —S0C.16 —S0C.17 —SO0C.18§]
I

1 2
Time (Days)

Figure 22. SoC profile under extended simulation. The differences in SoC between batteries are kept
low using (15).

7. Conclusions

In this paper, we have presented two approaches for coordinated voltage control using
the consensus algorithm in the 18-node CIGRE low-voltage distribution network. Both
cases rely on a utilization factor defined by the ratio of a battery’s instantaneous power to its
nominal power, ensuring that all batteries within the control coverage contribute according
to their sizes. In this way, the batteries participate in proportion to their capacity, balancing
their degradation rates. In addition, the leader—follower and the leaderless methods both
maintain the voltage within the set limits of +0.05 p.u. However, the leader—follower
approach is less robust than the leaderless approach one of the storage agents becomes
unavailable. Conversely, the leaderless approach does not require full observability of the
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network, instead relying on distributing the utilization factor for all the assets. This leads
to even usage of the agents, making it more robust to unavailability.
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