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Abstract

Most early revisions in total hip arthroplasty (THA) are caused by dislocations. It has been established
that surgeon experience is a major component in the need for revision surgeries. Currently, no standardised
protocol for intraoperative soft tissue tension assessment exists. Furthermore, orthopaedic surgeons do not
have a method of preoperative validation of trial implant configurations. To address this problem, the design
of a physical simulator of the hip joint with muscle force and strain sensors is proposed, mostly made of
widely available materials, manufactured using fusion deposition modeling (FDM) technology. The goal
is to create a training tool for orthopaedic surgeons which will reduce the number of revision operations
caused by poor hip balance. In addition, the simulator could be used to review the effects of varying implant
geometries, which may reduce operation times. The simulator is hypothesised to have a similar joint balance
to an n vivo hip, where an increased femoral offset will result in increased tension around the joint. In
addition, the increased femoral offset is hypothesised to cause an increased external rotation moment and
angle required for subluxation.

A scaling model based on anatomical data is constructed, and an additively manufactured shape is
designed which mimics the tensile characteristic of muscle tissue. Sensors are added to almost each phantom
muscle, to actively monitor the subjected tension and strain. The simulator is then tested by orthopaedic
surgeons, performing two of their preferred movements for hip stability assessment, namely a traction and
external rotation test, using three different implant configurations with varying femoral offsets. The muscle
strains at the point of subluxation are reported. This experiment is then repeated, but not executed by
a specialist, while using an additional implant configuration. During this second traction test, the total
traction force at the foot was also measured. During the second external rotation test, the angle and
moment required for subluxation were also measured at the foot.

The experiments yielded promising results. Muscle strains were recorded during the traction test for the
gluteus maximus, minimus and piriformis which ranged from maxima of 10% to 26% at subluxation. For
these muscles, the recorded force and strain were significantly higher (P < 0.05) for the highest femoral
offset compared to the lowest offset. During the external rotation test, the gluteus medius and minimus were
maximally strained from 12% to 23%, while showing significantly higher force and strain for the highest
offset configuration compared to the lowest offset. An increased femoral offset did cause increased tension in
the joint, suggesting that the first hypothesis may be valid. In addition, the surgeons were able to correctly
answer if there had been an increase or decrease in femoral offset without knowing the current implant
configuration. They were enthusiastic about the potential of the simulator as a training tool, both for
surgeons becoming more acquainted with the stability assessment movements and as a general method of
understanding the mechanics of the hip joint, specifically how an implant configuration can influence these
mechanics. This experiment was followed by an experiment where the same movements were performed, but
not by a specialist.

During the second traction test, the gluteus medius, gluteus minimus, pectineus and piriformis showed
muscle strains ranging from 7% up to 31%. For these muscles, the force and strain were again significantly
higher for the higher femoral offsets compared to the lowest offset. The total traction force ranged from 52N
to 74N, where the force was significantly higher for the higher offsets compared to the lowest offset. During
the external rotation test, maximum muscle strains ranged from 14% to 18% for the gluteus medius and
minimus, where the higher femoral offsets resulted in higher forces and strains compared to the lowest offset,
providing additional support for the first hypothesis. The moment required for subluxation ranged from 9N
to 12N, where the higher offsets caused a significantly higher moment required for subluxation compared
to the lowest offset. Additionally, the angle required for subluxation ranged from 35 to 43 degrees, where
the higher offsets again caused significantly higher external rotation angles at subluxation. The results from
these tests support the second hypothesis, as the increased femoral offset resulted in an increased external
rotation moment and angle required for subluxation.

In conclusion, the hip simulator is promising as a prototype and demonstrates the ability to approximate
the stability of an in vivo human hip, while being affordable and made of widely available materials. With
further improvements, the hip simulator may be implemented in both orthopaedic surgeon and physiothera-
pist tutoring, potentially decreasing the amount of revision surgeries and time spent in the operation room,
to improve patient health and save cost. Furthermore, the simulator may provide additional insight into the
functions of specific hip muscles. A method was designed to model the muscles of subjects based on weight,
height and limb length, which may be used to model the hip joints of specific patients for a more accurate
estimation of their joint mechanics. Lastly, a method was devised to measure the force and strain of flexible
materials, which has possible appliances outside the medical field.



Nomenclature

THA Total hip arthroplasty

ROM Range of motion

EV A Ethylene vinyl acetate

TPU Thermoplastic polyurethane
FDM Fusion deposition modelling
PCSA Physiological cross-sectional area
MTU Muscle-tendon unit

TFL Tensor fasciae latae

FFEA Finite element analysis

SLA Stereolithography apparatus
PLA Polylactic acid

PETG Polyethylene terephthalate glycol
STD Standard neck

KHO High-offset neck

KLA Lateralised neck

FEM Finite elements method

PMM A Polymethyl methacrylate

ECM Extracellular matrix
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1 Introduction

1.1 Background

As the average life expectancy increases, joint implants
are becoming increasingly prevalent. One such implant
is the hip implant. The procedure of replacing a hip
is called total hip arthroplasty (THA). This procedure
is executed by replacing both articulating surfaces of
the hip joint. The femoral head can be either fully
replaced, or trimmed and covered using a cap (this is
called hip resurfacing). In both cases, the acetabulum
is also replaced. A typical hip implant for THA con-
sists of a stem, femoral head, liner and acetabular cup,
shown in Figure 1.

Figure 1: Implant components. Permanent compo-
nents (stem and femoral head) are shown on the left,
trial components are shown on the right. The acetab-
ular cup and liner are shown at the top.

There are multiple ways in which this procedure
can be carried out. The surgical procedure is defined
by the location of the incision. This can be done using
the posterior approach, the lateral approach, the an-
terolateral approach, and the direct anterior approach
[1].

Before a THA surgery procedure, the implant con-
figuration is predetermined using X-ray imaging. Dur-
ing the operation, the surgeon uses modular hip im-
plant parts to assess which geometrical proportions
achieve the best fit [2]. These modular implants are
also shown in figure 1. The surgeon then performs
a series of range-of-motion (ROM) tests to select the
permanent configuration. The surgeon can estimate
whether the hip is implemented correctly by using this
technique.

It has been established that soft tissue balancing is
an important component of THA [3|. However, a stan-

dardised approach does not exist. Orthopaedic sur-
geons often have their own preferred methods and pro-
tocols. The process of restoring soft tissue tension is
not a purely subjective one. Careful preoperative plan-
ning precedes the replacement procedure. This proce-
dure always starts with an x-ray of the joint. At this
stage, incorrect positioning of the limb or pelvis will
cause problems later in the process [4]. Following this,
choices are made regarding the material and type of
fixation. These choices are based on factors such as
the patient’s age and activity level [5].

Subsequently, the sizes of the implant configuration
need to be estimated. This process is called templat-
ing. According to Shaikh, the templating phase can be
divided into five stages [5]:

Anatomical landmarks identification.
Analysing quality of the radiograph.
Choosing mechanical references.
Implant selection and positioning.
The templating task.
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Determining anatomical landmarks is an important
aspect of this process. Using these landmarks, the sur-
geons can determine the biomechanical properties of
the hip, such as the centre of location, the femoral off-
set, and the leg length [6].

After creating a reference frame of the patient’s hip,
the hip implant components deemed most suited to the
task are selected. Then, a ’template’ is created. The
proposed implant configuration is laid over the radio-
graph of the hip, to assess the implant’s shape, size and
position in all planes. Using this process, surgeons can
quantitatively restore the hip’s biomechanical function
to the best of their abilities.

Based on the aforementioned process, a test im-
plant is assembled to be used during the operation.
Then, the operation can commence. The surgeon can
also choose to do an intraoperative leg length measure-
ment. However, in the literature, there seems to be
a consensus that assessing soft tissue tension is more
important [7][8].

During the operation, after the test implant is in-
stalled, the surgeon can assess the soft tissue tension
using a few different methods. One such method is the
shuck test’. During this test, the surgeon applies a
distal pulling force to the femur in line with the joint,
essentially pulling the femoral head out of the acetab-
ular cup [8][9]. This test serves as a method to deter-
mine the overall soft-tissue tension around the joint.
Another possible test is the ’drop kick test’. The hip
is held in extension while the knee is flexed. If the hip
implant is too long, the bi-articular hip extensors will
become too tight, possibly causing the knee to swing
into flexion when the leg is released [8]. This test is a
means to prevent this issue.

Other intraoperative methods involve forcing the
hip into subluxation, which is defined as a partial dis-
location, where the femoral head is on the edge of the



acutabulum. This can be achieved by externally ro-
tating the hip with the leg extended, or by internally
rotating the hip with both hip and knee at 90 degrees
flexion. By observing the ROM at which the hip dislo-
cates, the surgeon can assess the stability. Especially
the internal rotation ROM is a reliable indicator of hip
stability [3].

1.2 State of the art

To obtain a better understanding of the forces in the
hip joint, implants have been used to measure the con-
tact forces in the joint, namely the Orthoload implants
[10][11][12]. This research was however confined to
measuring the forces during the execution of day-to-
day activities, such as walking, cycling, jogging, and
standing up from a sitting position. Wei et al. con-
structed a device to measure the soft tissue tension
and the range of motion in the hip joint [2]. This re-
search attempted to objectively measure the forces in
the hip joint while an orthopaedic surgeon conducted a
series of ROM tests, providing a useful insight into the
forces at play during these movements. Digital muscu-
loskeletal models exist. One such model is the software
package OpenSim [13]|. This package provides a com-
prehensible overview of the musculature of the lower
extremity. The use of this package in this field is lim-
ited, as it is not accurate in replicating passive muscle
forces.

1.3 Problem statement

The problem with hip stability assessment is that it
relies heavily on the experience of the surgeon. Fur-
thermore, there is no standard testing protocol. ROM
testing is a skill accomplished by the surgeon’s ’feel’.
As a result, inexperienced surgeons often have trouble
balancing the hip. In the Netherlands, most early re-
vision operations are caused by dislocation [14]. It was
found that surgeon experience is a major factor in the
need for revision surgeries [15]. Up to twice as many
dislocations are caused by inexperienced surgeons com-
pared to experienced surgeons. This figure decreases
by approximately 50% for every ten operations, until
a plateau is reached after 30 operations [15][2].

There is currently no training protocol for surgeons
to become more proficient at hip balancing movements.
Experience is gained by simply operating on patients,
which results in many early revision operations. There
is no equipment available on the market that would
train surgeons for this procedure.

In addition, surgeons do not have a method of pre-
dicting how a certain implant configuration would af-
fect hip balance. Surgeons can make estimations based
on experience and literature, but tinkering with hip im-
plant configurations and evaluating the effects intraop-
eratively remains the standardised method for these
procedures, which is a costly method as it increases
time spent in the operation room.

1.4 Research goal and hypotheses

The design of a physical hip simulator is proposed. The
proposed idea consists of a physical model of the hip
joint’s bone structure and musculature. The phantom
(replicated) muscles are equipped with sensors which
will estimate the force and strain of each muscle of the
hip joint. An artificial lower leg will also be included.

It is hypothesised that a physical simulator of the
hip joint can prove to be a valuable training tool for in-
experienced orthopaedic surgeons. The proposed idea
of a simulator, equipped with force and strain sensors
on each muscle, would allow the surgeons to estimate
the biomechanics of the hip joint while performing spe-
cific motions with the leg. This would not only benefit
the surgeon’s understanding of the hip joint, but also
potentially reduce the amount of revision operations
needed due to poor soft tissue tension, as well as sav-
ing cost by decreasing operation times. Furthermore,
the proposed hip simulator could be used as a phys-
ical tool to familiarise surgeons with the movements
that an orthopaedic surgeon performs to evaluate hip
balance. In all, the goal of this study is to design, con-
struct and validate a physical simulator of the hip joint,
which accurately replicates the passive muscle forces,
while actively measuring the phantom muscles’ tension
and strain.

The hip simulator is hypothesised to have mechan-
ical properties similar to an in vivo hip. This means
that specific implant configurations should affect prop-
erties such as the force required to achieve subluxation
(partial dislocation of the hip joint), and hip range of
motion. A larger femoral offset has been shown to in-
crease hip soft tissue tension [16][17][18]. Furthermore,
an increased femoral offset implant has been shown to
increase external rotation range of motion [19]. There-
fore, the following hypotheses are formulated regarding
the hip simulator.

An increased femoral offset will result in:

1. Increased muscle tension around the joint.
2. An increased external rotation moment and angle
required for subluxation.

1.5 Structure

Firstly, a material is selected and characterised, de-
scribed in sections 2.1 and 2.2. Then, a model is con-
structed to scale the dimensions of each muscle (section
A.2). A shape is designed to mimic the tensile char-
acteristics of muscle tissue, described in section B.2.
In the rest of section 2, the design of a physical hip
simulator with force and strain sensors is described,
along with its testing methods. The results are shown
in section 3 and discussed in section 4. Conclusions are
drawn in section 5.

Additional resources can be found in the appendix.
These include background theory, the used methods



described in more detail, as well as the results and dis-
cussion of tests regarding multiple aspects of the sim-
ulator. Furthermore, the appendix contains the code
and data used throughout the project.

2 Methods & materials

2.1 Selection

Muscles are known to exhibit hyperelastic properties.
To mimic these properties, a shape is designed that
exhibits a similar stiffness characteristic to passively
lengthened muscle (see appendix A.1). The following
requirements are used:

e The material needs to be capable of being made
into customised shapes using widely available
technology

e The material needs to be capable of high defor-
mation under load

e The material needs to be affordable

It is worth noting that since the material needs to
be capable of high deformations, the material is likely
to be hyperelastic (see appendix A.3), similar to mus-
cle. The software package GRANTA Edupack was used
to conduct an initial material search [20]. A graphical
representation of this search is shown in supplementary
figure 4.

Since human muscle is a hyperelastic material with
a non-linear stress-strain characteristic, Young’s mod-
ulus is not a suitable metric. However, comparison
with FduPack’s data to other biological materials such
as human skin, which is also soft tissue like mus-
cle, and ligament, which is stiffer, yields an indica-
tion of the desired stiffness. Furthermore, from FEdu-
Pack’s database it quickly becomes apparent that flex-
ible polymer foams and elastomeric materials are the
only material families which approximate the charac-
teristics of soft tissue.

While flexible polymer foams also do exhibit hy-
perelasticity, these materials are specifically meant for
compression, not tension [21]. Thus, this material fam-
ily is excluded from selection. Consequently, the focus
lies on elastomers, namely silicone, polyurethane, rub-
bers and ethylene vinyl acetate (EVA). Both rubber
and EVA have complex and expensive fabrication pro-
cesses, therefore these materials are not deemed to be
feasible. On the other hand, silicone is affordable and
can be made into custom shapes by using 3D-printed
moulds. Thermoplastic polyurethane (TPU) is also
considered a feasible option as this material can be
both moulded or additively manufactured by use of fu-
sion deposition modeling (FDM), both with relatively
low cost.

For simplicity of fabrication, a 3D-printing tech-
nique is preferred over moulding. There is a large
variety of TPU-filaments on the market. One of the

most flexible available variants is NinjaFlex by Nin-
jaTek [22]. In addition, it has been characterised
using multiple models, notably the Ogden hyperelas-
tic model [23][24][25][26][27]. Due to its reputability
and widespread available information, NinjaFlez is re-
garded as a suitable material to use for recreating the
mechanical properties of muscle tissue. Just like many
other variants though, this type of TPU does have a
reputation to be difficult to print. Therefore, a few test
prints were carried out at TU Delft.

Unfortunately, the printers available for use at TU
Delft were Ultimaker 3 printers. These printers are
fed the material using Bowden tubes. It appeared that
flexible filaments such as NinjaFlex are troublesome to
use with Bowden extruders. There is friction between
the tube and the filament, which causes the filament to
get stuck in the tube. In addition, the high flexibility
of the filament also causes problems in the feeder. For
these reasons, NinjaFler does not appear to be a suit-
able material to use within the project’s constraints.

At the available workshop at T'U Delft, one of the
materials in stock was Ultimaker TPU 95A [28]. This
material is significantly stiffer than NinjaFlex, which
makes it less ideal, however, it was already known that
this filament was printable using the available machin-
ery at TU Delft.

Due to the significantly better printability of this
material over NinjaFlex, Ultimaker TPU 95A is se-
lected as the most suited material [28]. Although sili-
cone is significantly more compliant, it is hypothesised
that this difference can be compensated for by chang-
ing parameters such as muscle phantom size and shape
[29]. As aresult, the muscles printed from TPU will be
smaller than human muscles, but this is not considered
to be a problem.

2.2 Characterisation

Due to the wide array of TPU filaments available on
the market, not many studies containing a character-
isation of Ultimaker TPU 95A exist. One such study
is Kwon et al. [29]. The samples in this study were
tested at a strain rate of 2 s~!. Unfortunately, this is
deemed to be too high for a realistic simulation of the
hip muscles. Since elastomers are known to be heavily
strain-rate dependent, the choice is made to carry out
a new characterisation of the material. In addition,
performing a new characterisation of the material will
eliminate possible discrepancies in the printing param-
eters used at the T'U Delft workshop compared to those
used by Kwon et al.

Unfortunately, the only grips that are available
have a maximum width of 10 mm. This means that
the ASTM standard method (D412) could not be used.
To accommodate this, a custom dogbone shape is de-
signed with a maximum width of 8 mm. The shape
is based on type C of ASTM D412 [30]. The width
is reduced, while the length between the shoulders, as



well as the total length, is maintained. This shape is
shown in supplementary figure 2.

The samples were tested at 15 mms~!, which cor-
responds with a strain rate of 0.45 s~!. This strain
rate is chosen because it is the fastest that the ma-
chine can go without problems. Furthermore, a high
speed is preferable to capture the viscoelastic proper-
ties of the material, since time-dependent phenomena
such as these are also present in soft tissue. The sam-
ples are tested until failure. A photograph of a sample
being stretched by the Lloyd tensile testing machine is
shown in supplementary figure 16.

The data yielded from the tensile test can then
be fitted with a hyperelastic model. The fitting is
executed by using the curve fitting tool in ANSYS
Workbench [31]. Although the Ogden model is shown
to be more reliable at greater strains (see appendix
A.3), the Mooney-Rivlin model is sufficiently accurate
at the strain range of interest (0-30%) while also be-
ing more computationally simple. Furthermore, the
Mooney-Rivlin provides a more accurate fit in this
range. Therefore, the Mooney-Rivlin model is used to
model the mechanical behaviour of TPU 95A. The fit
is performed using a normalised error, and the material
is assumed to be incompressible.

2.3 Phantom muscle scaling model

To mimic the muscles’ passive mechanical properties, a
material has been selected. Now, a method is devised
to determine the dimensions of each muscle, as well as
the maximum force and strain. In appendix A.1, the
literature around passive muscle stiffness is explained
in more detail. To summarise, the literature states that
there are no specific scaling rules regarding muscle pas-
sive stiffness [32]. Despite this, it was found that one
of the hip muscles, the gracilis muscle, shows only a
modest increase in modulus when going from single fi-
bre to whole muscle [33]. Based on this research, and
the fact that active muscle force scales linearly with
physiological cross-sectional area (PCSA) [34], the as-
sumption is made that passive muscle stiffness is lin-
early related to PCSA as well. Since this is relatively
uncharted territory in the medical field, the causes of
passive stiffness scaling properties are considered to lie
outside the scope of this research.

Thus, for each muscle, the passive force response is
estimated using the corresponding PCSA. Fortunately,
PCSA of all of the hip muscles has been researched in
the past, and they are provided by literature [35][36].
Persad et al. conducted a unique experiment, where
they measured the mechanical properties of the in vivo
gracilis muscle of 11 individuals [37]. This was possible
because the patients were undergoing surgery for free-
functioning myocutaneous tissue transfer to restore el-
bow flexion after a brachial plexus injury. The corre-
sponding graph is shown in figure 2.

Muscle-tendon units (MTUs) are used as a refer-

ence for the maximum strain. Persad et al. reported
an increase in MTU length of 13.4 4+ 1.2 cm, which cor-
responds to 33.6 % MTU strain [33]. Because not every
MTU has the same maximum strain, every artificial
MTU in the hip simulator is assumed to strain to 30%
of its minimal length. Consequently, the whole gracilis
passive muscle stress of 28.83 kPa at full stretch, re-
ported by Persad et al., is multiplied with the PCSA
of each hip muscle to obtain the maximum force for
each corresponding artificial MTU.
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Figure 2: Normalised passive force versus muscle strain
of whole gracilis muscle. The force was normalised by
the maximum tetanic tension, which is defined as the
product of the muscle’s PCSA and a specific tension of
22.5 Nem =2, Taken from Persad et al. [37).

Anatomical parameters such as body mass, body
height and limb length can be used to calculate muscle
architectural properties such as total lower extremity
muscle volume, as well as muscle belly length (see ap-
pendix A.2) [38]. These properties can then be used
to calculate the individual muscle’s physiological cross-
sectional area, which is assumed to be proportional to
passive muscle force. As a consequence, a mathemat-
ical model can be constructed which uses body mass,
height and limb length as input and yields the cor-
responding muscle PCSA and length for every lower
extremity muscle as output. Furthermore, Handsfield
et al. provided coefficients for the best linear fit of
each muscle’s volume relative to the mass-height prod-
uct. The average height, weight and limb length from
Handsfield et al. are used as input parameters for this
scaling model. Combining equations 6 and 7 and mul-
tiplying with the gracilis stress ogrqeiis at maximum
in vivo strain, the expression for the individual passive
muscle force is shown in equation 1.

F,, = Jorecitisfomm 7 4 085

lnfr M



where F}, is the individual muscle force, f ,, is the
individual muscle volume fraction, l,,, is the individual
muscle length and f; is the muscle fibre to belly length
ratio. Similarly, muscle belly length can be estimated
from the subject’s limb length [;, shown in equation 2.

lm = llfl,m (2)

where f;,,, is the individual muscle’s length frac-
tion.

For this mathematical model, some assumptions
have been made due to some data not being available.
The muscle fibre to belly length ratios have been taken
from cadavers with a mean age of 83 [35]. Similar to
Handsfield et al. the assumption is made that these
ratios are conserved for each muscle. However, some
ratios are not reported by Ward et al.. This entails
the pectineus, obturator muscles, piriformis, quadra-
tus femoris and the gemelli muscles. Consequently, the
missing ratios were taken from Parvaresh et al. [36].
In addition, Parvaresh et al. lacked the fiber-to-belly
length ratio of the tensor fasciae latae (TFL). To solve
this issue, the ratio was taken from Friederich et al.
[39]. This ratio was however not normalised to the
optimal sarcomere length.

2.4 Shape design and validation

To design a shape which exhibits a similar tensile char-
acteristic to the one explained in section 2.3, the follow-
ing design requirements regarding the phantom muscle
are formulated:

e The stiffness needs to increase significantly at
~25% stretch.

e The shape should be a symmetrical pattern
across the longitudinal and transversal axis so
that it can be repeated to adjust to the muscle
belly length.

e The arcs need to be tangent with respect to each
other, so that there are no sharp angles which
increase initial stiffness.

A shape is designed by changing the dimensions in
SOLIDWORKS and then simulating a tensile test in
ANSYS. This trial-and-error approach culminated in
an hourglass shape, which can be seen in figure 7a.
The design process of the shape is described in more
detail in appendix B.2.

After designing a shape with a satisfactory stress-
strain characteristic, a tensile test is performed on the
hourglass shape. Since there is often a large discrep-
ancy between results simulated using finite elements
analysis (FEA) and experimental data, the idea is to
validate the hypotheses of the hourglass shape’s me-
chanical behaviour. In turn, the results from this test
can be scaled to approximate the force response of each
muscle by increasing the thickness.

Hyperelastic material models do not account for
strain-rate dependence. Therefore, the same strain rate

must be used in this validation experiment as the one
from the material characterisation described in section
2.2. Thus, a strain rate of 0.45 s~! is used. The results
from this validation test are then used to update the
anatomical scaling model of the muscles, to provide a
more accurate approximation of each muscle’s output
force for the phantoms. This is done by calculating
the output force of the samples at 30% strain, after
which each muscle’s thickness is scaled based on the
required force. The sample used for this test is shown
in supplementary figure 12a.

Figure 3: SOLIDWORKS render of the hourglass
shaped design of the phantom muscles.

2.5 Measurement of muscle strain and
force

As was mentioned in section 1.4, the hip simulator is
deemed to be more effective as a tool for both train-
ing orthopaedic surgeons and hip prosthetic evaluation
when equipped with sensors to measure the muscle dis-
placement and the muscle force. Hall-effect sensors are
widely known to be used as an accurate proximity mea-
surement method [40]. Furthermore, because of their
simplicity of use combined with their small size, they
would be suited to measure the displacement of each
muscle on the simulator. Using tensile testing data of
every muscle, the displacement can also be used to cal-
culate the corresponding force of the muscle, so that
additional force-sensors are not required.

To measure the displacement of each muscle, the
A1326 LUA-T model by Allegro Microsystems is used.
The A1326 is a linear ratiometric Hall effect sensor.
This means that the output voltage of the sensor is lin-
early proportional to the applied magnetic field’s flux
density. In a quiescent state, the output voltage is 50%
of the supply voltage (The supply voltage is 5V). In the
presence of a south-polarity magnetic field, the output
voltage increases. In the case of a north-polarity field,
the output voltage decreases.

This voltage can then be measured using a Red-
board by Sparkfun FElectronics. Since the Redboard
only features six analogue I/O pins, CD74HC4051-E
analogue multiplexers by Tezxas Instruments are used
to connect all of the 25 Hall effect sensors to the Red-
board. Analog multiplexers have three digital inputs,
which can be used to specify which analogue input is



transmitted to the Redboard. Each of these three in-
puts represents a bit of the desired analogue input,
ranging from 0 to 8. Both the multiplexers and the Hall
effect sensors are equipped with decoupling capacitors,
to prevent the voltage output from being affected by
potential voltage drops from the Redboard’s 5V pin.

Each single Hall effect sensor in the circuit shown
in supplementary figure 8 is then calibrated. This is
achieved by tensile testing every individual phantom
muscle, while a sensor is mounted to the muscle. The
output voltage Vg is then measured by the Arduino.
The relation between distance s and output voltage
VEE is approximated by using a power law. The same
is done for the distance s and the force F,,yscie, TESPEC-
tively.

To measure the deflection on each muscle, one needs
to design a method of attaching the Hall effect sen-
sors to the phantom muscle. Modules are designed to
mount the sensors. Attachment holes are added to the
muscles along their length. This way, the modules can
be attached at any point of choice, since there is a lim-
ited amount of space available for this in the simulator.
The modules are shown in figure 4. They feature slots,
so that the bolts can move laterally and have minimal
influence on the stretch of the muscles. The circular
profile allows the sensors to still effectively measure the
displacement when there is torsion present in the phan-
tom muscle. Each module features an N45 neodymium
magnet and a Hall sensor. They are 3D-printed out of
Form Clear resin, using a Form 3 stereolithography
(SLA) printer from Formlabs.

-

s Hall effect sensor

(a)

Figure 4: (a) Sensor mounts with magnet and Hall ef-
fect sensor. (b) Sensor mounts attached to TPU phan-
tom muscle with brass M1 bolts.
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The Arduino continuously reads out all of the 25
Hall effect sensors in ascending order, using a looped
script. At the end of each loop, the Arduino outputs
a line of code, containing the time passed since the
script started running, and the reading for each sen-
sor, separated by commas. To get a live reading of
the sensors and to store the data, a MATLAB script
is written. This script asynchronously reads the serial
device (Arduino) using a callback function. At each
call, the comma-separated line is saved to a .txt file
and viewed live in a table.

Using the MATLAB command "uitable’, the volt-
age of each sensor is shown in a live table, as well as the

force and strain of each muscle, which is calculated in
the same callback function as mentioned earlier. The
'uitable’ functionality allows the user to also highlight
specific muscles, and to read the data more easily. The
MATLAB and the Arduino code can be found in ap-
pendices D and E respectively.

2.6 Design of hip simulator

As previously mentioned, work has been done before at
TU Delft to find a solution for the issues stated in sec-
tion 1.3. The second bachelor student group to tackle
this issue constructed a physical simulator, which is
modified [41]. To approximate an actual hip joint as
optimally as possible, all 25 muscles acting on both
the hip and knee joint are added. Consequently, some
extra holes and threaded inserts are added to the sim-
ulator. The function of the knee is simulated by using
a steel pipe with a hinge joint. To simulate the patella,
a 3D-printed phantom from polylactic acid (PLA) is
added. This will provide a more optimal moment arm
and slightly increase the strain of the quadriceps mus-
cles, as is the function of the patella in the human
body.

Although a method of estimating the length of each
muscle has been presented in section 2.3, a more practi-
cal approach is chosen for optimal results. The muscle
lengths measured by Handsfield et al. will be different
compared to those in the simulator. This is because ev-
ery muscle in the body follows a specific path which is
dependent on many factors, such as the amount of sur-
rounding tissue, the muscle’s thickness and its shape.
Since this research only focuses on the muscles them-
selves and their attachment points to the bone, these
conditions are not replicated. As a result, the MTU
lengths are measured by attaching ropes to the MTU
connection points. This is shown in supplementary fig-
ure 17. These ropes are then tightened while the hip
joint is maintained in a neutral position. Using this
method, the muscles can be pre-tensioned to simulate
the hip balance present in real-life conditions. Then,
the rope lengths are measured in the simulator.

A form-closed fit is used to attach the muscles to
the 3D-printed pelvis and leg. This is preferred over
a clamped fit, since a clamped connection would influ-
ence the mechanical properties of the phantom muscle.
Furthermore, a form-closed fixture can be directly 3D-
printed from PLA and integrated into the simulator,
whereas designing clamps would be a more complicated
solution. Different types of fixtures are designed based
on muscle thickness, as bigger muscles require a larger
head-to-neck ratio of the form-closed connection, as
well as a larger connector to account for the increased
force. Such a connector is shown in figure 5a. A phan-
tom muscle with PLA connectors is shown in figure 5.
For the smaller muscles (under 10 mm thickness), a
3D-printed polyethylene terephthalate glycol (PETG)
clip is designed to hold the muscle in the connector (see



figure 5b). Since this part needs to bend around the
connector to ’snap’ into the slot which also holds the
muscle, the choice is made to use PETG for this part.
This is because PLA is too brittle for this use. At both
ends of each phantom muscle, the PLA connectors are
fixed to the simulator using nylon straps. These straps
are secured to the simulator by perforating them with
bolts and screwing the bolts into the threaded inserts
in the PLA or the threaded holes in the metal leg.

(a) (b) (c)

Figure 5: SOLIDWORKS renders of 3D-printed parts
used to secure phantom muscles to the simulator. a)
PLA fixture to secure the muscle to strap. b) Compli-
ant PETG clip to secure the muscle to the fixture. c)
PLA fixture, PETG clip and phantom muscle.

Figure 6: A length increment of a phantom muscle,
which is used to extend the muscle belly length.

After the connections have been designed, the mus-
cle belly lengths of each phantom muscle can be calcu-
lated. This is done by taking the MTU length I,y
and subtracting the total connector length I, c,tot.
Then, the muscle belly length [,,; is increased incre-
mentally (shown in figure 6) until a desired strap length
lstrap remains. The formula is shown in equation 3.

®3)

Ideally, lstrap is close to 10% of lyry for adjusta-
bility. This way, there is some space for extra pre-
tensioning of the phantom muscle if necessary. How-
ever, this number may vary to accommodate a low
amount of available space in the simulator. Some phan-
tom muscles are too long for the printing bed of the Ul-
timaker S5 printer. In those cases, the phantom muscle

is split into two equal parts which are connected in the
middle of the MTU.

lstrap = ZMTU - lc,tot — lmp

2.7 Material, shape and sensor testing

Additional testing is performed to analyse a few prop-
erties of the TPU material, the phantom muscle shape

and the measuring method of the shape and size. These
include:

Shelf life of the material

Material hysteresis

Strain rate dependence

Stress relaxation

Creep

Overall sensitivity of the measuring method us-

ing Hall effect sensors

o Influence of attachment type (T-fit or clamp)

e Influence of sensor mount location

e Influence on sensor output when a muscle is
curved around a circular surface

e Agreement between strain and force measure-

ment method and tensile tester

The methods employed to perform these tests are
described in detail in appendices B.3 and B.4.

2.8 Sensor calibration

As was mentioned in section 2.5, the Hall effect sen-
sors used are ratiometric. Thus, the sensors need to
be calibrated to measure the strain and force of each
muscle. This is done by elongating the muscles in a
tensile tester while measuring the force. A Hall effect
sensor is attached to the muscle in the middle. Then,
the muscle is elongated at a strain rate of 0.1 s™1, up
to a strain of 50%. Both the Arduino and the tensile
tester record the time, so the data can be synchronised
by finding the moment at which the voltage starts to
increase.

After the tests are performed, the output voltage
Vout of every Hall sensor is directly fitted, using a
power function, to both the displacement and the force,
shown in equations 4 and 5, respectively. The muscle
end displacement d can be described as:

d=adV),, +b

o (4)

where a, b and n are fit parameters specific to the
phantom muscle. The muscle phantom output force is
given by:

F=cVou+f (5)

where ¢, f and m are fit parameters specific to the
phantom muscle.

2.9 Stability testing with orthopaedic
surgeons

As was mentioned in section 1.4, it is hypothesised that
the hip simulator provides both a training tool to im-
prove the performance of surgeons during hip balanc-
ing procedures, as well as a method of preoperatively
assessing the influence of specific hip implant configu-
rations. To validate this, a test needs to be performed
with experienced medical personnel. The hip implant



trial necks can be seen in supplementary figure 19a,
and the trial heads can be seen in supplementary fig-
ures 19b and 19c.

For these tests, the following equipment is needed:

Hip simulator equipped with Hall effect sensors
Arduino module with USB cable.

Laptop with MATLAB readout script

Femoral heads (@ 28 mm) with +1 and +9 offset
STD and KHO femoral necks

Clamps for fixing simulator to table

First, the resemblance of the simulator to an in vivo
hip is evaluated. This is a blind test, the surgeon does
not know which components are used and the goal is
to assess if the subject’s experience is comparable to
performing ROM tests with an n vivo hip, and if the
sensors’ output data is consistent with the subject’s
experience. Since seeing the sensor output may cause
bias, the subject does not have access to the sensors
during this test. The subject is allowed to use the sen-
sors at the end of the test for feedback purposes.

The surgeon’s preferred methods of assessing the
soft, tissue tension are used. These include the traction
and the external rotation test (shown in figures 7a and
7b. During the traction test, the surgeon holds the
ankle while pulling the leg in the coronal plane, until
subluxation occurs. According to the surgeons, sub-
luxation is defined as the moment when the femoral
head stands on top of the edge of the acetabular cup.
The surgeons can feel when this occurs. Similarly, an
external rotation test is performed. During this test,
the surgeon externally rotates the leg while the leg is
extended at the knee and the hip, until a subluxation
occurs. For this test, a standard (STD) and high-offset
(KHO) neck is used. The tested configurations are
STD + 9, STD + 1 and KHO + 9, The number after
the + indicates the depth of the trial head, where a
higher number indicates a higher offset, thus a lower
depth (see figure 1). The test is conducted as follows:

1. Specific component configuration is installed in
the simulator.

2. Surgeon assesses tissue tension by performing a
traction and an external rotation test (both tests
are repeated three times during this step).

3. Configuration is changed without the surgeon’s
knowledge.

4. Surgeon reassesses soft tissue tension.

5. Process is repeated two times.

6. Step 2 is repeated while the surgeon observes the
sensor data.

7. Surgeon fills out a questionnaire.

After the test, the subject is asked to fill out a ques-
tionnaire, in which the surgeon is asked about his sus-
pected changes to the implant configuration, among
other things such as the overall likeness of the biome-
chanics to an in vivo hip, the interface of the sensors

readings and the potential of the hip simulator as a
training tool.

Figure 7: (a) Schematic drawing of the traction test.
A traction force T is applied to the leg in the coronal
plane, with the knee extended. (b) Schematic draw-
ing of the external rotation test. An external rotation
moment M is applied at the foot in the saggital plane,
with the knee extended.

2.10 Additional stability testing

The test mentioned in section 2.9 provides sensor data
as well as qualitative feedback from the surgeons. To
accompany this data, the movements performed by the
surgeons are reproduced to provide a more standard-
ised test protocol, as the leg is now kept in the same
position for each test and the movements are now pro-
duced by the same subject. Furthermore, the trac-
tion force and external rotation moment (by exerting
a moment perpendicular to the foot) and angle are
measured this time, to evaluate the second hypothe-
sis, stated in section 1.4. In addition, the results from
this test can be used to see if the sensor data is in accor-
dance with the hypothesised increased range of motion
and moment. The heads and necks used for this test
can be seen in supplementary figure 19. The following
equipment is used for this test:

Hip simulator equipped with Hall effect sensors
Arduino module with USB cable.

Laptop with MATLAB readout script

Femoral heads (& 28 mm) with +1 and +9 offset
STD, KHO and KLA femoral necks

Newton meter

Goniometer

Strap to hold ankle in place

Clamps for fixing simulator to table

This time, the ankle is held in place for the duration
of the test, which can be seen in supplementary figure
13. An additional neck is used, namely a lateralised
neck (KLA). Four different implant configurations are
used: STD + 9, STD + 1, KHO + 9 and KLA +
9. The sensor output is monitored and saved in a file
while testing. The testing protocol is as follows:



1. A specific configuration is installed in the simu-
lator.

2. Ten traction tests are performed while measuring
the traction force with a Newton meter.

3. Ten external rotation tests are performed.

4. Steps 1-3 are repeated three times.

After the test, the data is processed and the exter-
nal rotation moment is calculated based on the dimen-
sions of the lower leg.

3 Results

In this section, the results are presented by the use of
figures created using MATLAB. The results were tested
for statistical significance using the ANOVA test, fol-
lowed by Tukey’s multiple comparisons test where pos-
sible. The student’s t-test was used if there were only
two datasets to compare.

3.1 Characterisation

The results from the material characterisation of Ul-
timaker TPU 95A are shown in figure 8. The experi-
mental data along with the curve fit using the Mooney-
Rivlin hyperelastic model can be seen.
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Figure 8: Curve fit of tensile test data using the 2-
parameter Mooney-Rivlin hyperelastic model [31].

The material constants Ci;9 = 1.289 MPa and
Co1 = 5.519 MPa are obtained.

3.2 Simulation and experimental test-
ing of hourglass shape

Before every phantom muscle dimension is calculated
so that it can be 3D-printed, their tensile properties
are analysed through FEA, in the form of a simulated
tensile test. Then, the tensile test is conducted using
samples where their ends are clamped. The resulting
graph is shown in figure 9. As can be seen in the figure,

the sample was significantly stiffer than was predicted
by FEA (P < 0.05).
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Figure 9: Tensile characteristic of hourglass-shaped
sample.

3.3 Phantom muscle dimensions

As was explained in section 2.3, the phantom muscle
dimensions are calculated based on the in vivo stiffness
determined by Persad et al. [37]. However, it was sus-
pected that there would be a noticeable difference in
stiffness between the experimental results and those re-
sulting from the FEA. Therefore, the phantom muscle
thickness is scaled based on the experimental results.
The result is shown in a spreadsheet containing the
length and thickness of each muscle. The output force
is calculated using the anatomical scaling model de-
scribed in section 2.3, while the length was measured
using the existing hip simulator, described in section
2.6.

3.4 Material, shape and sensor testing

In section 2.7, multiple tested material and shape prop-
erties are described, which could potentially have an
impact on the performance of the simulator. The re-
sulting plots are shown in supplementary figure 14. Af-
ter five months of shelf life, the sample showed a signifi-
cantly different characteristic, as can be seen in supple-
mentary figure 14a. In supplementary figure 12b, one
can observe a significantly stiffer characteristic with a
clamped sample than is the case with one attached us-
ing a T-fit. The strain-rate dependence test also shows
significantly different results for the comparison of each
condition, as can be seen in supplementary figure 14d.
The stress-relaxation present in supplementary figure
14d can also be observed in supplementary figure 14e.
Lastly, material and shape are prone to creep, as can
be seen in supplementary figure 14f.

The results of the sensor accuracy test, the sensor
location test and the curved surface test, described in



detail in appendices B.3 and B.4, are shown in supple-
mentary figure 15. The range in which the sensor can
detect changes can be seen in supplementary figure 15a.
As can be seen in the figure, the Hall effect sensors can
detect changes up to roughly 11 mm. The influence of
the location where the sensors are placed on the muscle
can be seen in supplementary figure 15b. All conditions
are statistically different from one another. The results
of the curved surface test are shown in supplementary
figure 15c. All conditions are statistically different, ex-
cept for the condition where the sensor was mounted
on the curved surface versus the condition where the
sensor was mounted after the curve.

3.5 Construction of hip simulator

The simulator is built according to the process de-
scribed in section 2.6. Some minor changes had to be
made to the simulator. One of those changes was the
removal of the sensor mounts from both the obturator
internus and the obturator externus muscles. The rea-
son for this is that these muscles are relatively short
and have a line of action that is very close to the joint,
specifically the femoral neck. There was simply not
enough space for these sensor mounts, as they would
have obstructed the movement of the joint. For this
reason, the choice was made to keep these muscles in
the simulator but remove their sensors. To minimise
sensor location influence, most sensors were placed in
the middle of their respective muscles. Some were
placed in other positions due to a lack of space. A
full view photograph of the simulator is shown in fig-
ure 18a. More pictures of the simulator can be seen in
supplementary figure 18.

3.6 Sensor interface

As was described in section 2.5, an interface is created
to visualise the voltage, force and strain values using a
MATLAB script. The code for this script can be found
in appendix D.6. The interface for using the Hall effect
sensors is shown in table 1.

3.7 Stability testing by surgeons

The results from the stability tests conducted by the
two surgeons can be seen in figure 11. The muscles
shown in the graph are the ones that were activated
the most during the respective subluxation movement.
The results from the traction test can be seen in figures
11a and 11b. The ANOVA test, followed by Tukey’s
multiple comparisons test, was used to analyse the sta-
tistical significance of the differences between measured
force and strain across the conditions. Only the mus-
cles that were most active during the movement were
analysed. The result is shown in table 2. As can be
seen in the table, significant differences where found for
the gluteus maximus, gluteus minimus and piriformis,
in both force and strain.
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The results from the external rotation test, per-
formed by the orthopaedic surgeons, can be seen in fig-
ures 11c and 11d. The same statistical analysis method
as mentioned above was used. The result is shown in
table 3. As is shown in the table, significant differences
were observed for the gluteus medius, gluteus minimus
and the TFL, in force and strain.

Table 2: Statistical significance of differences between
implant configurations for the traction test, conducted
by the surgeons.

Muscle Comparison p-value (Force) p-value (Strain)

Gluteus maximus ANOVA 0.0058 0.0082
STD + 9 vs. STD + 1 0.645 0.5048
STD + 9 vs. KHO + 9 0.0348 0.0658
STD + 1 vs. KHO + 9 0.0058 0.0071

Gluteus minimus ~ ANOVA <0.0001 <0.0001
STD + 9 vs. STD + 1 0.0792 0.0164
STD + 9 vs. KHO + 9 <0.0001 <0.0001
STD + 1 vs. KHO + 9 <0.0001 <0.0001

Pectineus ANOVA 0.2102 0.1877
STD + 9 vs. STD + 1
STD + 9 vs. KHO + 9
STD + 1 vs. KHO + 9

Piriformis ANOVA <0.0001 <0.0001
STD + 9 vs. STD + 1 0.0102 0.0006
STD + 9 vs. KHO + 9 <0.0001 <0.0001
STD + 1 vs. KHO + 9 <0.0001 <0.0001

Table 3: Statistical significance of differences between
implant configurations for the external rotation test,
conducted by the surgeons.

Muscle Comparison p-value (Force) p-value (Strain)

Gluteus medius ANOVA <0.0001 <0.0001
STD + 9 vs. STD + 1 0.049 <0.0001
STD + 9 vs. KHO + 9 0.0084 0.0175
STD + 1 vs. KHO + 9 <0.0001 <0.0001
Gluteus minimus ANOVA 0.0009 0.0006
STD + 9 vs. STD + 1 0.3839 0.1694
STD + 9 vs. KHO + 9 0.0128 0.0197
STD + 1 vs. KHO + 9 0.0008 0.0004
Tensor fasciae latae  ANOVA <0.0001 <0.0001
STD + 9 vs. STD + 1 0.0023 <0.0001
STD + 9 vs. KHO + 9 0.222 0.294
STD + 1 vs. KHO + 9 <0.0001 <0.0001

3.8 Surgeon’s feedback

After the experiment, the surgeons were asked about
their experience by the use of a questionnaire. With
both configuration changes during the test, both sur-
geons were able to correctly answer if there had been
an offset change. Furthermore, they correctly answered
if there had been a positive or negative offset change.
They based these answers on the amount of tension
that they could feel in the simulator during the test.
They felt that this change was noticeable. After view-
ing the interface, they thought that both the repre-
sentation of the muscles’ strain and force were feasi-
ble. They agreed that the simulator could be used as a
training tool for surgeons, to improve their capability
of assessing hip balance.

Surgeon #1 thought that the information provided
by the interface was useful because you can see the dif-
ference in force when performing a specific movement.
He felt that the pretension of the muscles had greatly
improved compared to the previous versions of the hip



Patella

Figure 10: The hip simulator. The quadriceps and hamstrings muscle groups are indicated, along with the

patella.

simulator. He found the simulator intuitive in its use
but mentioned that it could be a little more robust.
He emphasised that the simulator felt close to a real
patient.

Surgeon #2 strongly agreed that the sensors pro-
vided useful information while using the simulator. He
found that the consequences of performing a relaxation
strategy (such as performing a stretch at the hip us-
ing a traction movement) were immediately visible. He
also agreed that the simulator felt close to an in vivo
hip. As a point of critique, he felt that the simula-
tor was not very transparent in use. Because of the
high amount of muscles, it was hard to see what ex-
actly was going on in the simulator while performing
a certain action with the leg. Furthermore, he men-
tioned that there were problems due to detachment of
two of the muscles during use. Finally, he mentioned
that he thought the simulator could not only be used
for training orthopaedic surgeons, but also for training
physiotherapists. He saw great value in the ability to
see what happens to the tension of each muscle while
performing a specific motion.

3.9 Additional stability testing

The force measured per muscle during the additional
traction test can be seen in figure 12a. The correspond-
ing strain can be seen in figure 12b. To assess the sta-
tistical significance for the force and strain across all
conditions, the ANOVA test followed by Tukey’s mul-
tiple comparisons test was, once again, used. Only the
muscles that were most activated during the movement
were analysed. The result can be seen in table 4. As
can be seen in the table, significant differences were
observed for the gluteus maximus, minimus, medius,
pectineus and piriformis.

The force and strain measured during the addi-
tional external rotation test can be seen in figures 13a
and 13b respectively. The same statistical analysis as
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mentioned above was used. The result can be seen in
table 5. Significant differences were observed for the
gluteus medius, gluteus minimus, TFL and psoas, in
both muscle force and strain.

Lastly, the same statistical analysis was performed
for the measured properties regarding the whole leg
during both tests, namely the total traction force, the
external rotation moment and the external rotation an-
gle. The results can be seen in figures 12¢, 13c and 13d.
The aforementioned statistical analysis methods were
also used for these variables, of which the results are
shown in 6. As is shown in the table, significant differ-
ences were observed for each of these properties.
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Figure 11: Bar plots showing the data from both the traction and the external rotation test, conducted by two
orthopaedic surgeons, for 23 muscles of the lower leg. The movement is depicted to the left of the legend. t
Muscle detached during testing. (a) Force measured at subluxation during the traction test. (b) Strain mea-

sured at subluxation during the traction test. (¢) Force measured at subluxation during the external rotation
test. (d) Strain measured at subluxation during the external rotation test.
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Figure 12: Force and strain plots of additional traction test. The movement is depicted to the left of the legend.
(a) Bar plot of additional traction test, showing the measured force in 23 muscles for each configuration. (b)
Bar plot of additional traction test, showing the measured strain in five muscles for each configuration. (¢) Bar
plot of the total traction force measured at the foot, for each configuration.
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Figure 13: Plots showing the results of the additional external rotation test. Each implant configuration was
tested 10 times. The movement is depicted adjacent to the legend. (a) Bar plot of additional external rotation
test, showing the measured force in four muscles for each configuration. (b) Bar plot of additional external
rotation test, showing the measured strain in four muscles for each configuration. (c¢) Bar plot of the subluxa-
tion moment at the foot during the additional external rotation test for each configuration. (d) Bar plot of the
external rotation angle needed for subluxation, for each configuration.
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Table 1: MATLAB interface showing the sensor output voltage, muscle force and muscle strain in the simulator.
Yellow rows indicate 5-10% muscle strain, orange indicates 10-20% strain, and red indicates > 20% strain.

Muscle Bits (0-1023) Voltage [V] Force [N] Strain (%)
Gluteus maximus 719 3.5142 5.0858 3.2656
Gluteus medius 622 3.0401 13.1962 17.5402
Glutens minimus 56 27664 128764 207757
Tensor fasciae latae 615 3.0059 1.1146 5.3292
Adductor brevis 961 4.697 3.1435 0.9664
Adductor longus 822 4.0176 3.6668 0.7739
Adductor magnus 763 3.7292 2.5039 0.5968
Pectineus 672 3.2845 1.3233 6.4985
Gracilis 751 3.6706 0.7223 -1.0911
Psoas 671 3.2796 2.7534 3.0005
Iliacus 926 4.5259 2.1111 0.7205
Piriformis 680 3.3236 1.3674 7.1403
Gemelli 833 4.0714 0.549 0.2002
Quadratus femoris 877 4.2864 0.4586 1.3794
Semimembranosus 689 3.3675 2.9363 2.5798
Semitendinosus 750 3.6657 1.9518 0.9777
Biceps femoris long head. 709 3.4653 2.9144 2.4425
Biceps femoris short head 702 3.4311 2.13 2.6788
Sartorius 647 3.1623 0.6036 -0.6972
Rectus femoris 783 3.827 2.9688 0.2591
Vastus lateralis 838 4.0958 10.539 1.4697
Vastus intermedius 738 3.607 6.8953 3.7379
Vastus medialis 740 3.6168 10.4759 2.1062

Table 4: Statistical significance of differences between
implant configurations for the additional traction test.

Table 5: Statistical significance of differences between
implant configurations for the additional external ro-

tation test.

Muscle Comparison p-value (Force) p-value (Strain)
Gluteus maximus ASATI\‘I]?KAS) vs. STD 4 1 288881 :/88881 Muscle ‘ Comparison p-value (Force) p-value (Strain)
STD + 9 vs. KHO | 9 0.0001 £0.0001 Gluteus medius ANOVA <0.0001 <0.0001
STD + 9 vs. STD + 1 0.0003 <0.0001
STD + 9 vs. KLA + 9 <0.0001 <0.0001 STD + 9 vs. KHO - 9 <0.0001 <0.0001
STD + 1 vs. KHO + 9 0.9871 <0.0001 STD 1 9 vs" KLA 9 (0'0001 /\:040001
STD + 1 vs. KLA + 9 0.9862 <0.0001 STD + 1 vs. KHO + 9 200001 20,0001
KHO + 9 vs. KLA +9 0-9066 0.9808 STD + 1 vs. KLA + 9 <0.0001 20,0001
Gluteus medius ANOVA <0.0001 <0.0001 KHO + 9 vs. KLA + 9 ~0.0001 ~0.0001
STD + 9 vs. STD +1 <0.0001 <0.0001 Gluteus minimus ANOVA <0.0001 <0.0001
STD + 9 vs. KHO + 9 <0.0001 <0.0001 STD + 9 vs. STD + 1 0.001 <0.0001
STD + 9 vs. KLA + 9 <0.0001 <0.0001 STD + 9 vs. KHO + 9 ~0.0001 ~0.0001
STD | 1vs. KHO + 9 <0.0001 <0.0001 STD + 9 vs. KLA + 9 ~0.0001 ~0.0001
STD + 1 vs. KLA + 9 <0.0001 <0.0001 STD + 1 vs. KHO + 9 <0.0001 <0.0001
KHO + 9 vs. KLA + 9 <0.0001 <0.0001 STD + 1vs. KLA + 9 <0.0001 <0.0001
Gluteus minimus ~ ANOVA <0.0001 <0.0001 KHO + 9 vs. KLA + 9 0.0025 0.0556
STD + 9 vs. STD + 1 <0.0001 <0.0001  Tepsor fasciae latae  ANOVA <0.0001 <0.0001
STD + 9 vs. KHO + 9 0.0001 0.0007 STD | 9 vs. STD + 1 <0.0001 <0.0001
STD + 9 vs. KLA + 9 <0.0001 <0.0001 STD + 9 vs. KHO + 9 <0.0001 <0.0001
STD + 1 vs. KHO + 9 <0.0001 <0.0001 STD + 9 vs. KLA + 9 0.6797 0.4565
STD + 1 vs. KLA +9 <0.0001 <0.0001 STD + 1vs. KHO + 9 0.2154 0.1955
KHO + 9 vs. KLA + 9 0.024 0.0374 STD + 1 vs. KLA + 9 <0.0001 <0.0001
Pectineus ANOVA <0.0001 <0.0001 KHO + 9 vs. KLA + 9 <0.0001 <0.0001
STD + 9 vs. STD + 1 <0.0001 <0.0001 Psoas ANOVA <0.0001 <0.0001
STD + 9 vs. KHO + 9 <0.0001 <0.0001 STD + 9 vs. STD + 1 <0.0001 <0.0001
STD + 9 vs. KLA + 9 <0.0001 <0.0001 STD + 9 vs. KHO + 9 <0.0001 <0.0001
STD + 1 vs. KHO + 9 <0.0001 <0.0001 STD + 9 vs. KLA + 9 0.4897 0.1856
STD + 1 vs. KLA + 9 0.1261 <0.0001 STD + 1 vs. KHO + 9 <0.0001 <0.0001
KHO + 9 vs. KLA + 9 0.0035 <0.0001 STD + 1vs. KLA +9 <0.0001 <0.0001
Piriformis ANOVA 0.0006 0.0005 KHO + 9 vs. KLA + 9 <0.0001 <0.0001
STD + 9 vs. STD + 1 0.0509 0.0163
STD + 9 vs. KHO + 9 0.3448 0.6061
STD + 9 vs. KLA + 9 0.4112 0.3134
STD + 1 vs. KHO + 9 0.0006 0.0005
STD + 1 vs. KLA + 9 0.6791 0.5049
KHO + 9 vs. KLA + 9 0.0127 0.0246
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Table 6: Statistical significance of differences be-
tween implant configurations for variables regarding
the whole leg during the additional stability tests.

Variable Comparison p-value
Total traction force ANOVA <0.0001
STD +9vs. STD +1  <0.0001
STD + 9 vs. KHO + 9  <0.0001
STD + 9 vs. KLA +9  <0.0001
STD + 1 vs. KHO +9 <0.0001
STD + 1 vs. KLA + 9 0.2024
KHO + 9 vs. KLA +9 <0.0001
External rotation moment ANOVA <0.0001
STD + 9vs. STD +1  <0.0001
STD + 9 vs. KHO + 9 0.9988
STD + 9 vs. KLA + 9 0.1792
STD + 1 vs. KHO + 9  <0.0001
STD + 1 vs. KLA + 9 0.0024
KHO + 9 vs. KLA + 9 0.2334
External rotation angle ANOVA <0.0001
STD + 9vs. STD +1  <0.0001
STD + 9 vs. KHO + 9 0.9593
STD + 9 vs. KLA + 9 0.0319
STD + 1vs. KHO +9  <0.0001
STD + 1vs. KLA +9  <0.0001
KHO + 9 vs. KLA + 9 0.0091

4 Discussion

4.1 Key findings

The results presented in sections 3.7 to 3.9 suggest that
for some muscles, increased femoral offset does result in
an increased soft tissue tension around the joint. Fur-
thermore, the experiences of the surgeons during the
tests are consistent with these findings. In addition,
an increased femoral offset caused an increased exter-
nal rotation moment and angle required for subluxa-
tion. These findings provide support for both hypothe-
ses stated in section 1.4, and are discussed in more de-
tail in section 4.7.

4.2 Characterisation

In section 2.2, the choice was made to select the stiffer
TPU 95A by Ultimaker as the material for printing
the phantom muscles of the hip simulator. This choice
was made due to the poor printability of NinjaFlex
filament. Although, at the time, there were doubts
that the material would be too stiff, this turned out
to be a good decision. The reason for this is that the
smaller muscle size meant that there was more room
for the sensor mounts. While building the simulator,
one could see in person how complex the hip joint is,
and even with the small muscle width of 14.36 mm
(see supplementary figure 10), there were some issues
regarding available space.

The curve fitting tool in ANSYS using the 2-
parameter Mooney-Rivlin hyperelastic model, which
can be seen in figure 8, provided a good quality fit.
This fit was used later to predict the material’s tensile
behaviour in specific shapes.
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4.3 Shape design using FEA

In figure 9, the difference between the experimental
and simulated results using FEA can be seen. The ex-
perimental samples were significantly stiffer than was
expected from FEA. There are a few possible causes for
this. Firstly, the samples were clamped in the tensile
tester. This compresses the material, possibly making
it less compliant during the test. Secondly, the TPU
filament was characterised using only data from a uni-
axial test, which may have limited the accuracy of the
Mooney-Rivlin model. Kim et al. have shown that
the Mooney-Rivlin model can be inaccurate for this
condition [42]. Furthermore, 3D-printed materials are
known to have variable material properties, as they are
subject to many factors, such as printing quality, print-
ing orientation, layer height and thickness and print-
ing temperature. In the finite elements method (FEM)
simulation, the material was assumed to be uniform.
However, due to the anisotropic nature of FDM print-
ing, this may have also been a limiting factor. Lastly,
FEA can be inaccurate due to limiting factors of the
computer. For example, choosing a smaller element
size can increase the accuracy at the cost of calcula-
tion speed.

Despite the stiffness discrepancy, the hourglass
shape did achieve its intended goal. The sample has
a clear strain-stiffening effect, which starts at ~15%
strain and achieves its maximum stiffness at ~30%,
which can resemble human muscle tissue [33]. The dif-
ference between the experimental and simulated results
did not influence the properties of the muscles, as the
results from this test were scaled to calculate the phan-
tom muscle dimensions used for the simulator.

The hourglass shape is designed in such a way that
it can be scaled to meet the required dimensions of
each muscle. Since the shape is a repeated pattern,
the length of the muscles should in theory not impact
the force profile relative to the strain. The force can be
scaled with the thickness, as the cross-section height is
proportional to the output force of the phantom mus-
cle.

4.4 Material, shape and sensor testing

As was described in section 2.7, various properties of
the hourglass-shaped TPU were analysed. As can be
seen in supplementary figure 14a, the material tends
to become tougher as time passes (when not loaded).
This is something to take into consideration when using
the simulator, since the desired strain-stiffening effect
tends to become less prevalent, although still visible
after a time of five months. Unfortunately, clamping
seems to have a significant influence on the charac-
teristics of the shape. This effect can be observed in
supplementary figure 12a. As one would expect, clamp-
ing compresses the material and therefore increases the
stiffness. It is important to consider this effect when
calculating the phantom muscle dimensions.



The TPU sample is significantly dependent on
strain rate (see supplementary figure 14c). This is
likely due to the viscoelastic properties of the polymer,
and it is known that TPU is prone to this phenomenon
[43]. Strain rate dependence is a viscoelastic property
that is also present in muscle, as was shown by Zhai
et al. [44]. Although there seems to be a more sig-
nificant stiffness increase reported by Zhai et al., one
cannot draw any conclusions as the TPU sample was
not tested at a rate as high as 100s~!, as this was
not possible with the available equipment. What does
become apparent from these results, is that it is im-
portant to note that the elongation speed at which the
material is characterised is comparable to that applied
to the muscles during balancing procedures.

As can be seen in supplementary figure 14d, the
TPU sample is prone to hysteresis. During the test,
the machine changed from tension to compression as
fast as it could. Still, stress relaxation is visible. This
is also the case for the stress relaxation test, seen in
supplementary figure 14e. Here, the sample was held
in place at a strain of 50% for 30 seconds. From these
results, it becomes apparent that the simulator will
lose tension over time. Although stress relaxation in
in vivo muscle is also present, it is not as strong as ex-
hibited by the TPU sample. Taylor et al. reported an
11 N decrease in force after 30 seconds while initially
stretching the muscle to a force of 78.4 N [45]. McHugh
et al. reported a decrease of 11.35 + 1.76 N after 45
seconds, after a peak force of 65.75 + 5.31 N [46]. The
stress relaxation test of the TPU sample resulted in a
loss of 10.96 + 1.09 N from a peak force of 33.4 + 0.82
N, which was recorded over a time of 30 seconds. This
is significantly higher than is the case with muscle. It
is however worth noting that the in vivo MTUs are not
likely to have been stretched to 50 % of their original
length. Further research into the mechanical properties
of MTUs needs to be conducted to see how close TPU
is to soft tissue, although these results seem to indicate
that this effect is more pronounced in the polymer.

The results from the creep test can be found in sup-
plementary figure 14f. Even after 10 minutes, creep is
still visible in the figure. No studies were found that
examined creep in human muscle for this amount of
time. However, Ryan et al. examined the viscoelas-
tic creep in a human in vivo MTU for 30 seconds [47].
This study found that 37% of the total creep could be
observed in the muscle during the first 5 seconds. For
the TPU muscle, 71% of the creep could be observed
during the first 5 seconds. At 10 seconds of constant
load, the material crept an additional 11% of the total
creep observed after 30 seconds. For human tissue, this
number was 24%. This comparison seems to indicate
that TPU muscle is more prone to viscoelastic creep,
although the results cannot be directly compared, since
Ryan et al. measured the position in degrees of a joint
while applying a constant torque, and not the linear
position of a single MTU. From this test and the afore-
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mentioned ones, it can be stated that it would be detri-
mental to the simulator’s performance if it is used for
extended periods of time, and that the phantom mus-
cles should be given time to return to their original
length between sessions.

The Bland-Altman plots shown in supplementary
figures 15d and 15e show the sensor method to be
accurate, as the mean differences between the sensor
method and the gold standard are equal to 0.00 and
0.17 respectively. As can be seen in the figures, there is
an increased bias at the lower strains and forces, which
was expected, as is explained in section 4.8. For the
strain, the bias also increases towards the end of the
range, however this is far above the strains measured
during testing (which never reached 40%). Overall, the
reproducibility coefficients RPC. = 0.0305 and RPCF
= 3.48 N indicate acceptable precision across the entire
range.

4.5 Force and strain measurement

In supplementary figure 15a, the sensor output voltage
is measured while increasing the distance between the
magnet and the sensor. As can be seen in the figure,
the sensors can detect changes up to approximately 15
mm. Since the voltage sensor of the Arduino has a res-
olution of 1024 bits, the sensors would not be accurate
in the 10-15mm range. This is not a problem for the
usage of the Hall effect sensors in the simulator. In the
figure, one can see that the accuracy significantly starts
to decrease after approximately 10 mm. A distance of
10 mm equates to a strain of 46%, which is far above
strains that have been reached while using the simula-
tor. In section 2.8, it was explained that each muscle
was tested on a tensile testing machine while measur-
ing the sensor output. The goodness-of-fit data can be
found in appendix F. For all muscles, R? > 0.99 for the
displacement, and R? > 0.97. It can therefore be con-
cluded that this part of the used measurement method
is accurate, although the viscoelastic properties of the
TPU muscles may cause inconsistencies.

In supplementary figure 15b, the influence of sen-
sor location on the voltage is shown. As was shown
in section C.1, there is a statistically significant dif-
ference between these conditions. Between the means,
the largest measured difference amounted to 18 &+ 10.6
bits. Depending on the muscle, this may cause signif-
icant discrepancies in measured force and strain. For-
tunately, this discrepancy mainly occurs in the first
10% of strain, which amounts to a displacement of 2.16
mm in the sensor mount. Due to the voltage following
a power function in relation to the displacement (see
supplementary figure 15a), a difference of 18 +10.6 bits
is not as impactful in this range as it is with higher
strains. Because of the large standard deviation re-
sulting from this test, which was likely caused by the
viscoelastic properties of the samples, further research
should be conducted to see how the sensor location ex-



actly impacts the sensor output. For the most accurate
measurements, one should attempt to place the sensors
as close to the centre of the muscle as possible. If this
is not possible due to spatial limitations, one should
consider doing the calibration process with the sensors
mounted in the same location as where they will be
placed in the simulator.

In supplementary figure 15c¢, it can be seen how
wrapping a piece of muscle around a circular surface
impacts the sensor output. As was mentioned in ap-
pendix B.4, there is no statistically significant differ-
ence between mounting the sensor on the curved sur-
face or having it between the curved surface and the
load. When the sample is wrapped around the circu-
lar profile, there will be friction present between the
profile and the sample. Since the force is applied to
the bottom part of the sample, the tension in this part
will be higher than that in the part between the pro-
file and the attachment (see supplementary figure 11).
Therefore, one would expect the output voltage of the
sensor to be higher when the sensor is mounted be-
tween the attachment and the circular profile (before
the curve) since there is less deformation present in this
part. The results shown in supplementary figure 15c
confirm this. It is important to keep this in mind for
future research, as the sensors should output the av-
erage force and strain of the phantom muscle, instead
of that of a specific part of its length. This could be
achieved by minimising the friction between the phan-
tom muscles and the other parts of the simulator.

The interface used for live reading of the phan-
tom muscles’ force and strain can be seen in table 1.
Colours were used so that the user can quickly see
which muscles are under tension. The live interface
responded to changes quickly (< 0.5 s), which made
it adequate for a live demonstration. Furthermore, the
MATLAB script always saves the data so that the data
can be analysed after using the simulator. As can be
seen in the table, the strains of muscles are never ex-
actly zero, and sometimes even negative. This is due
to mainly two things. Firstly, it is not possible to
achieve a 1:1 fit of the sensor output when using a
power function. Secondly, the viscoelastic properties
of the muscles make it impossible to always accurately
predict the force and deformation of the muscle. This
issue presents itself in the simulator because the phan-
tom muscles are under pretension, and simply using the
simulator to perform movements will load the phantom
muscles and change their length and internal stress.

4.6 Physical hip simulator

The simulator was intuitive in use and an improvement
over the design by van Breukelen et al. in a few areas
[41]. The current version of the hip simulator is the
most detailed yet, consisting of all 25 muscles which
cross the hip and the knee. This resulted in a more
realistic simulation of the hip’s balance. Some parts of
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the previous iteration were used in this version, such as
the 3D-printed PLA pelvis and femoral head, the frame
to which the pelvis was attached, the steel tubes resem-
bling the femur, the steel joint resembling the knee,
and the wooden lower leg. Aside from the amount of
phantom muscles, more additions were made. These
include the PETG clips, the PLA patella and the sen-
sor system. The design of the muscle connectors was
largely based on that of the previous version. It was
improved slightly by increasing the head-to-neck ra-
tio of the T-fit, to allow for a more secure connection.
The fabrication process of the phantom muscles was
also improved. In the previous version, the muscles
were created using laser-cut polymethyl methacrylate
(PMMA) moulds, in which the TPU was cast. Now,
the phantom muscles are directly 3D-printed, which is
simpler and a more efficient use of materials.

Besides the enhanced musculature, the most im-
portant improvement to the previous version of the
hip simulator is the addition of the Hall effect sen-
sors. The sensors greatly improve the potential of the
hip simulator as equipment for the education of or-
thopaedic surgeons and other personnel specialised in
physiology. Moreover, when testing different implant
configurations, they can be used to validate the differ-
ences in hip balance that the surgeon can feel. This
provides another improvement over the last version,
where the surgeon was only able to feel the difference,
which is more prone to confirmation bias.

Aside from the previous version of the hip simula-
tor, perhaps the closest tool to a physical hip simulator
is the software package OpenSim [13]. This is a con-
venient package which was also occasionally used for
this project to better visualise the hip. Unfortunately,
OpenSim did not appear to be very reliable for passive
muscle stiffness, as both the moment arms and force
responses to stretching were not consistent. The hip
simulator offers a physical alternative in this regard.

4.7 Stability testing

In figure 11, the results from the stability testing exper-
iment, conducted by surgeons, are shown. As muscle
force largely differs per specific muscle, the most infor-
mation can be obtained by looking at the muscle strain
shown in figures 11b and 11d. In figure 11b, one can see
that the gluteus maximus, gluteus minimus, pectineus
and piriformis muscles were activated the most during
the traction movement. For these muscles, most of the
differences between implant configurations were statis-
tically significant (see section 3.7). In section 1.4, it
was hypothesised that the tension in the muscle would
increase with an increased femoral offset. The data
for the gluteus maximus, minimus and piriformis mus-
cles suggests that this was the case in the simulator.
This was also consistent with the sensation of the cor-
responding surgeon during testing.

According to one of the surgeons, the strain would



be the most prominent in the rotators of the hip dur-
ing the traction test. Gray’s Anatomy states that the
lateral rotators of the hip include the piriformis, ob-
turator internus, obturator externus, gemelli, quadra-
tus femoris, gluteus maximus and biceps femoris [48].
The medial rotators of the hip include the gluteus min-
imus, gluteus medius, adductor longus, adductor bre-
vis, adductor magnus, semitendinosus and semimem-
branosus. The muscles which were most active all be-
long to this group. Most muscles in this group are
not represented in the results. There were attachment
problems with the gemelli and quadratus femoris dur-
ing testing, which produced inconclusive results. In fig-
ure 11b, it does seem likely that these muscles are very
active during a traction movement, although precise
data is not available for these muscles for this exper-
iment. The obturator internus’ and externus’ sensors
were removed, so these muscles may also have been ac-
tivated during the experiment. It is not clear why the
adductors and hamstrings were not activated during
the traction movement. It may be possible that this
is due to the leg position, but unfortunately, there is
no analysis in the literature on which muscles are most
stretched during a traction movement.

The results from the external rotation test can be
seen in figures 11c and 11d. The results provide addi-
tional support for the first hypothesis stated in section
1.4, as increased tension around the joint would also
result in increased external rotation stiffness. As was
explained in section 3.7, this effect can be observed the
most in the gluteus medius, gluteus minimus and ten-
sor fasciae latae. The same trend is visible as with the
traction test; the higher the femoral offset, the higher
the tension in the corresponding muscles. External ro-
tation stiffness is caused by the resistance of the medial
rotator muscles to stretching. As was also the case with
the traction test, the adductors and the hamstrings do
not seem to have a significant contribution to exter-
nal rotation stiffness, possibly due to leg position. In
the literature, there appears to be a gap in research on
muscle contribution while performing medial rotation.
Interestingly, a recent study by Martins et al. indicates
that the superior portion of the gluteus maximus as-
sists in lateral rotation when the leg is fully extended
[49]. The results from this test would also indicate
that this is the case. The same study reports that
while there is a consensus in anatomy that the TFL is
a medial rotator, they observed that the TFL assists
in lateral rotation with the hip at 90 degrees of flexion.
Unfortunately, the surgeons only performed an exter-
nal rotation movement with the hip fully extended, as
they followed their preferred protocol to assess hip bal-
ance. The function of the TFL regarding hip medial
and lateral rotation is not precisely known [50]. The
results from the external rotation test seem to indicate
that the muscle does not have a significant function
as a medial rotator, but since the muscle’s tension in-
creases with offset, it does appear to have a stabilising
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role with regard to the hip joint.

After the aforementioned experiments, the traction
and external rotation tests were repeated without the
surgeons. The results from these tests can be seen in
figures 12 and 13. From the traction test shown in
figure 12, a notable difference with the test conducted
by the surgeons is the tension observed using the STD
+ 9 configuration. This configuration does not have
the highest femoral offset out of the tested configura-
tions. It is unclear what is the cause of this, though
it likely has to do with the fact that this test was not
conducted by someone who is specialised in perform-
ing these movements (see section 4.8). This may also
explain why there is a difference in the muscle contribu-
tion compared to the surgeon’s experiment. For exam-
ple, the gluteus maximus, pectineus and piriformis are
more stretched during the surgeon experiment, while
the gluteus medius and minimus are more stretched
during this second experiment. One can however still
observe a consistent trend in the fact that STD + 1
causes far lower tension in the muscles than the higher
offset necks do. The KLA neck has a shorter length
than KHO + 9, but longer than STD + 1. A lat-
eralised neck will result in a shorter leg length than a
neck with the same length that is not lateralised. Thus,
one would expect lower tensions in a traction test than
for example the KHO + 9. The results from the trac-
tion test may confirm this hypothesis. In figure 12c
the total force measured at the foot for subluxation is
shown. This data shows that the measurements by the
sensors are consistent with the total traction force ex-
erted on the leg, since STD + 9, STD + 1 and KHO
+ 9 are all statistically different from one another.

The results from the additional external rotation
test are depicted in figure 13. These results are more
consistent with those obtained from the surgeon ex-
periment. As was the case there, here one can also
in figure 13b see that the gluteus medius and gluteus
minimus are the muscles most affected by the move-
ment. The configurations are statistically different for
these muscles. A noticeable difference with the results
from the additional traction test is how the KLA neck
compares to the other configurations. As the medial
rotator muscles have their line of action in the trans-
verse plane, one would expect a more lateralised neck
to have a relatively larger effect on joint stiffness than
is the case with a traction test. The results support
this proposition, as for the gluteus medius, the KLA
neck, which has approximately the same length as the
STD (see supplementary figure 19a), falls between the
STD + 9 and KHO + 9 in terms of tension. For the
gluteus minimus, the effect is similar as the KLA + 9
results in higher tension than the STD + 9, although
the difference between the KHO and KLA neck is not
statistically significant. Interestingly, the TFL tends
to show a higher tension for the STD + 1 than for the
STD + 9. Compared to the surgeon experiment, the
TFL, pectineus and piriformis do not seem to be as



stretched. This may, once again, be due to improper
execution of the subluxation movement. Furthermore,
as was stated in section 4.5, the sensors are not ac-
curate at low strains, so no conclusions can be drawn
from the data of these phantom muscles.

In figures 13c and 13d, the total moment required
for subluxation applied at the foot and the external
rotation angle at subluxation are shown. For the sub-
luxation moment, significant differences were found be-
tween the STD + 1 configuration compared to the
other three. Additionally, significant differences were
found between the subluxation angles as well, as only
STD + 9 vs. KHO + 9 did not have a significant
outcome. The simulator may not be sensitive enough
to detect the smaller changes in femoral offset between
the longer necks. Nevertheless, as STD + 1 results
in a significantly shorter neck length than the other
three, the second hypothesis stated in section 1.4 is
supported by the results of this test. Moreover, a more
lateralised neck resulting in increased external rotation
ROM is consistent with the findings of Burzynski et al.
as KLA + 9 resulted in the highest subluxation angle
[16]. Further testing is needed to accurately assess if
the simulator is sensitive to smaller changes in femoral
offset and leg length.

In section 3.8, the feedback from the surgeons is
presented. They were able to correctly answer if there
had been an offset change, suggesting that the simu-
lator was sensitive to offset changes. They were both
enthusiastic about the potential of the simulator, gen-
erally in an educational sense. It is perhaps in this
aspect that the simulator has the greatest potential,
as no such device currently exists. It allows students
to obtain a better grasp of the influence of both spe-
cific movements and implants on the biomechanics of
the hip. In addition, a physical, visual representation
of the hip would help in this regard, although there is
room for improvement.

4.8 Limitations

This design project was subject to some limitations.
Firstly, special grips designed for polymers, such as
concentric roller grips, were not available for use at TU
Delft. For this reason, the TPU sample was clamped
during the characterisation tensile tests described in
section 2.2. This may have had an impact on the char-
acterisation, modelling the material as stiffer than it is.
Furthermore, FDM-printed materials are anisotropic
by nature, as they are printed in a layer-by-layer fash-
ion. When modelled in FEA software, however, the
material is assumed to be anisotropic, possibly lead-
ing to inaccuracies. These choices may have attributed
to the discrepancy between the simulated and experi-
mental results of the hourglass shape tensile test shown
in figure 9. For future research into FEM of these
materials, it is recommended to use adequate grips
when characterising the material. In addition, a 2D-
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tensile test could have been conducted, which could
have resulted in a more accurate characterisation using
the Mooney-Rivlin hyperelastic model [42]. Additively
manufactured materials have varying mechanical prop-
erties based on printing settings. This may also have
impacted the simulation of the hourglass sample.

About how passive characteristics scale with mus-
cle architecture, much is still unknown [35]. When re-
searching rabbit muscle, it was found that the slope
of the stress-strain relationship curve, the modulus,
changes non-linearly when increasing the scale from fi-
bre, to bundle, to whole muscle [51]. Ward et al. also
measured the titin molecular mass, which was previ-
ously thought to be the primary determinant of pas-
sive stiffness [52]. However, Ward et al. suggest that
this stiffness can be mainly attributed to the extra-
cellular matrix (ECM). Moreover, Ward et al. suggest
that passive scaling is muscle-specific. A systematic re-
view into passive muscle stiffness conducted by Binder-
Markey et al. contradicts this hypothesis, suggesting
that species, size scale (fibre/bundle/fascicle/tissue,/-
muscle) and type of stretch are significant, whereas
muscle region is not [32]. Therefore, it can be con-
cluded that further research into passive muscle scal-
ing is required to accurately predict the tension in each
muscle. Due to this gap in the literature, the choice
was made to scale the passive muscle stiffness based
on PCSA. This decision did result in sufficient resem-
blance to an in vivo hip according to the two surgeons.
It should also be noted that as is the case with any soft
tissue, there is a large natural variability in the tensile
characteristic of human muscle tissue [33]. Therefore,
one should also question if it is worth the time and
resources to attempt to make the simulator more accu-
rate in this regard. The same is true for the assumption
of a maximum n vivo muscle strain of 30%. As people
have varying degrees of joint flexibility, this number is
also likely to be highly subjective, and may also vary
largely per muscle. Further research into the maximum
in vivo strain per muscle over a large sample size may
increase the accuracy of the simulator. No such study
currently exists.

There were also some limitations in the design
choices made for the hip simulator. Firstly, to accu-
rately estimate the muscle lengths for proper preten-
sioning, pieces of rope were attached to the phantom
muscles’ insertions and origins. This assumes a straight
line of action for the muscles, which is an oversimplifi-
cation. Musculoskeletal models such as OpenSim have
divided larger muscles with fibres running in multiple
directions, such as the gluteus maximus, into different
components, which may yield a more accurate simu-
lation of the joint’s mechanics. Following the curved
trajectory of long muscles such as the sartorius, would
require more accurate replication of the muscles’ shape
and size. The downside of this method is that it would
not be possible to use a standardised approach, such
as the one used for this project with the scaling of the



hourglass shape. Further research could look into using
the hourglass shape as the main tensile element while
filling up the rest of the muscle with a soft, compliant
material which does not disrupt the tensile character-
istic of the TPU. Secondly, the clips caused problems
during the experiment with the surgeons. A redesign
was however made later, which provided a tighter fit
and solved the problem.

TPU 95A proved to be a difficult material to print.
For this project, all muscles were printed by the staff
of the Employee Workshop at T'U Delft. They expe-
rienced problems in the feeder of the FDM printer, as
well as clogging issues at the extruder. Due to this,
there was a large variability in the printing quality
of the phantom muscles. Many of the TPU muscles
were more compliant than intended as a result of this.
Whether this higher stiffness would have resulted in
a more accurate simulation of the hip joint remains
to be seen. The choice was made to use these mus-
cles of lesser quality anyway, due to time constraints.
They still caused issues, as the sensors were signifi-
cantly harder to mount to poorly printed muscles. This
was caused by the attachment loops (see supplemen-
tary figure 10) often lacking a hole to put the screw
into. Fortunately, this problem could often be fixed
by using a hand drill with a small diameter. With
phantom muscles of good printing quality, mounting
the sensors is not an issue. In addition, due to the dis-
crepancy in print quality across all phantom muscles,
the influence of phantom muscle length and thickness
on the force-strain profile could not be analysed. It is
hypothesised that the force scales with thickness and
that the length has no influence on the force-strain pro-
file. This was confirmed using FEA, but future testing
needs to be conducted to experimentally evaluate these
hypotheses.

The heavy stress relaxation of the material, ob-
served in 14e, caused difficulties in multiple regards.
While calibrating the sensors, the samples became
more compliant the more they were stretched, exhibit-
ing hysteresis. This makes it difficult to predict the
tensile behaviour of the muscle. For this reason, the
same sample was stretched multiple times to obtain an
average stiffness profile. The stress-relaxation proper-
ties also caused the TPU muscles to lose some of their
pretension in the simulator over time. It is difficult to
address this problem, as simply increasing the preten-
sion will still result in a loss of tension over time (see
section 4.4), and would likely still cause the phantom
muscles to become slack. Furthermore, as discussed in
section 4.5, the viscoelastic properties of TPU made it
difficult to fit the tensile characteristic at lower strains,
leading to inaccuracies in this strain range. Another
limitation of the material is the shelf life. The strain
stiffening characteristic is an important aspect of the
replication of the human muscle stretch profile. As
this effect becomes less prominent over time, it is im-
portant to keep in mind that it may be necessary to
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often replace the muscles while using the simulator.

Regarding the force and strain measuring method,
there are also some limitations to this project. As was
explained in section 4.5, sensor placement has a signif-
icant effect on the output voltage of the sensors. In-
terestingly, both the psoas and the iliacus were not ac-
tivated to a significant extent during the traction test
(see figure 11b). As these muscles have their line of
action in a direction that is relatively parallel to the
direction of the applied force to the leg, one would ex-
pect to see a significant strain on these muscles during
this type of test. The findings regarding sensor location
may explain this, as the sensors were placed between
the attachment and the pelvis, and these muscles were
one of the few ones which were bent along a surface.
This may have caused the sensors to record a smaller
strain than was the case along the entire length of the
muscles. In the future, this phenomenon could be min-
imised by reducing the friction between the TPU mus-
cles and the PLA pelvis, for example by placing strips
of a smooth material on the surface of the pelvis. This
would distribute the tension better across the length
of the phantom muscle, resulting in a more accurate
displacement measurement. The execution of the sen-
sor method comparison using the Bland-Altman plots
was not ideal, as only calibration data was used for
this comparison, while a separate testing session after
the calibration would have been preferred. A separate
session after calibration is recommended for future re-
search, to better evaluate the force and strain measure-
ment method.

Some choices were made regarding the stability
testing which may have impeded the results. Due to
restricted time with the surgeons, the amount of tests
was reduced. It became apparent from the differences
between the two testing sessions that adequacy with
ROM testing is an important aspect when using the
simulator. Ideally, the two tests should have been
combined, with all tests conducted by orthopaedic spe-
cialists with the four configurations, while keeping the
leg in the same position (see supplementary figure 13).
This would have likely led to more consistent results,
with more clarity about the role of a lateralised im-
plant.

4.9 Advantages and future implications

To imitate the characteristic of muscle tissue, an hour-
glass shape for additive manufacturing was designed.
This concept could be applied in other fields as well.
For one, other soft tissues such as skin could be repli-
cated using this shape, in the fields of prosthetics and
orthotics. Additionally, these shapes could be made
using biocompatible materials for scaffolds in tissue
engineering. Another possible application is to make
actuators or exoskeletons in the field of soft robotics.
Accurate replications of muscle tissue could help pre-
vention or rehabilitation of sports injuries by providing



a better understanding of muscle dynamics. Finally,
replications of muscle tissue could be used for crash
dummies in impact testing.

A method was devised to measure the force and
strain in a flexible material. The method uses a magnet
and a Hall effect sensor, glued to an SLA resin sensor
mount. These sensor mounts are then screwed on the
TPU muscles using small bolts. This method could be
interpreted as a universal way of gauging the strain of
a flexible material, and its possible applications are not
limited to this usage. For one, this technology could
be used to measure deformations of materials in soft
robotics and prosthetics. Another possible example is
to measure the deformation in flexible parts of vehicles
or monitor the creeping of flexible materials in build-
ings.

The hip simulator has promising applications
within the medical field. Firstly, it provides a physical
model of the hip joint, which can be used to demon-
strate the functions of each muscle of the joint and
how it contributes to specific motions. The physical
representation is supplemented with a numerical one,
provided by the Hall effect sensors. As was mentioned
in section 3.8, both orthopaedic surgeons and physio-
therapists may benefit from using this tool in an ed-
ucational sense. Another benefit of the simulator is
to familiarise orthopaedic surgeons with the motions
used to assess hip balance and range of motion. This
is another way in which other experts in the field of
physiology may also benefit. In addition, the simula-
tor can be used to preoperatively estimate the effects
of different implant configurations. The ability of the
simulator to serve as a tool for surgeon training and
implant influence on soft tissue tension indicates that
it has potential to decrease the amount of revisions due
to poor hip balance, as well as decrease the time the
patient has to spend on the operation table.

While reviewing literature for this research, it be-
came apparent that there is no thorough research on
the exact function of some of the hip muscles. For ex-
ample, the function of the TFL is discussed in section
4.7. Anatomy textbooks such as Gray’s Anatomy de-
scribe the functions for all of the muscles, which is often
based on the location of the origin and insertion of the
muscles. While the main functions of the muscles can
be interpreted in this way, the joints of the body are
complex systems where muscles work together for mul-
tiple functions. The hip simulator may be used as a
basis for this type of research. For example, the sim-
ulator may show elongation in a muscle for a motion
which is not directly related to that muscle. This func-
tion can then be studied with follow-up research.

This report contains methods to calculate the phan-
tom muscle dimensions based on the patient’s height,
weight and limb length. Furthermore, the shape of the
phantom muscles is designed in a way that they are
scalable. The principles of the simulator could be used

in a patient-specific manner, where the pelvis and fe-
mur could be physically modelled using scan data and
additive manufacturing. This way, surgeons can ap-
proximate the joint geometry and soft tissue tension,
predicting the influence of hip implant configurations
on the soft tissue tension for specific patients. For pa-
tients with difficult joint geometry, this method could
also be used to design and test custom implants.

Lastly, the potential of the simulator to reduce revi-
sion operations and reduce time spent in the operation
room has health and economical benefits. Reducing
revisions improves patient health and saves cost. In
addition, less time spent in the operation room, as use
of the simulator may reduce the need for testing trial
implants in situ, reduces risk for the patient as well as
saving cost.

5 Conclusions

In this research, many promising discoveries were
made. Firstly, a model was constructed to predict the
PCSA and length of hip musculature and the quadri-
ceps, based on height and weight. Secondly, a method
was devised to mimic the passive tensile properties of
muscle tissue, which can be scaled to fit any muscle.
These methods were then used to create a physical
musculoskeletal model of the hip joint. All of these
muscles can be directly 3D printed using widely avail-
able FDM technology. In addition, a method was de-
signed to accurately measure the displacement of a flex-
ible material, which could also have applications out-
side this field. This method was used to estimate the
force and strain of a phantom muscle.

The end product is a physical hip simulator,
equipped with strain and force sensors for the repli-
cated muscles. The prototype was tested by or-
thopaedic surgeons, who were enthusiastic about its
potential as a training tool in their field but also in
that of physiotherapy. Furthermore, the simulator can
be used to observe the differences caused by varying hip
implant configurations, both numerical and by feel. A
higher femoral offset causes increased tension in the
muscles and increases external rotation ROM, as is the
case with an in vivo human hip, suggesting that the hy-
potheses made in this study may be valid. According
to specialists, the simulator has a similar joint balance
to an in vivo hip. In all, the hip simulator is a promis-
ing tool to familiarise orthopedic surgeons with the hip
joint and specifically implant stability assessment. It
can be used preoperatively to assess the influence of im-
plant configurations. Following new design iterations,
the simulator could be improved to a more polished end
product by implementing the recommendations made
in this report. In the future, the hip simulator may de-
crease revision operations and reduce time spent in the
operation room, to improve patient health and reduce
cost.
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A Theory

A.1 Passive muscle stiffness

Passive muscle stiffness has been researched for some
time [53] as well as more recently using hyperelastic
models and validated using muscle from other species
[54][55], and human soft tissue [56]. Furthermore, hy-
perelastic models have been used to fit experimental
stress-strain characteristics from ex vivo muscle [44].

About how passive characteristics scale with mus-
cle architecture, much is still unknown [35]. An exten-
sive systematic review paper by Binder-Markey et al.
concluded that species, size, and type of stretch have
a significant effect on passive muscle stiffness, while
muscle region does not seem to be a significant factor
[32]. The paper further elucidates that a detailed un-
derstanding of passive muscle stiffness is still unclear.
Despite this, it was found that one of the hip muscles,
the gracilis muscle, shows only a modest increase in
modulus when going from single fibre to whole muscle
[33]. How this scaling problem is approached in this
research, is explained in section 2.3.

A.2 Muscle architecture scaling

Similar to muscle passive stiffness, studies have also re-
searched how muscle architecture scales depending on
the subject’s anatomical properties such as height and
mass [38]. For a pool of 24 healthy, mostly young sub-
jects of both sexes, Handsfield et al. discovered corre-
lations for both muscle volume and muscle length, de-
pending on the height-mass product and the subject’s
limb length respectively.

It was found that the total lower extremity muscle
volume can be estimated from the mass-height product
with a coefficient of determination (R?) of 0.92. This
relation is shown in equation 6.

Vi tor = 4Tmh + 1285 (6)

where V,, 10¢ is the total lower extremity muscle vol-
ume, m is the subject’s body mass and h is the sub-
ject’s height. In addition, the study shows that the
muscle volume fractions (fraction of a specific muscle
relative to the total muscle volume) are conserved for
this population. Individual muscle volume thus scales
linearly with total muscle volume. All volume correla-
tions are significant (p < 0.05), excluding the obturator
externus.

The same paper also reports an estimation of indi-
vidual muscle belly length on the subject’s limb length.
These length correlations are significant (p < 0.05),
except for the gemelli, obturator muscles, quadratus
femoris, piriformis and pectineus.

When the muscle’s architectural properties such as
the muscle’s volume and belly length are known, the in-
dividual muscle’s PCSA can also be calculated. Hands-
field et al. also explain how one can do this. The cor-
responding formula is shown in equation 7.
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Vin
PCSA 7 (7)
where V,, is the individual muscle volume, [,,, is the
individual muscle belly length and f is the muscle fibre
length divided by the muscle belly length. The optimal
fibre/belly length ratio f; was taken from Ward et al.,
who obtained this data by analysing cadavers.

A.3 Hyperelastic materials

Muscle, like most soft tissues, is a material which ex-
hibits hyperelastic behaviour [57]. When deformed,
hyperelastic materials show a highly non-linear stress-
strain relationship [58]. Hyperelastic materials can
strain up to as high as 700%. Furthermore, they are al-
most fully incompressible. A typical stress-strain curve
of a hyperelastic material is shown in supplementary
figure 1b. When elongating a hyperelastic material,
the material’s initial response is nonlinear before the
material softens. Subsequently, the material reaches a
linear state. Then, the material stiffens due to the un-
twisting of cross-linked polymer chains. After all the
polymer chains are fully aligned, another linear region
follows before the material softens again due to failure.

The stress-strain response of a muscle specimen is
shown in supplementary figure la [44]. As can be seen
in the figure, the muscle’s response is strongly depen-
dent on strain rate. This behaviour has been observed
before, and is typical for skeletal muscle, as well as
other hyperelastic materials [59]. In skeletal muscle,
strain-stiffening can also be observed, which can be at-
tributed to the untwisting and alignment of muscle fi-
bres under tension.

A.4 Hyperelastic models

Since hyperelastic materials have a non-linear stress-
strain relation, they cannot be modelled with a con-
stant such as Young’s modulus, as is the case with
most metals. Instead, the stress-strain response needs
to be derived from the strain energy density function.
Multiple models have been developed to achieve this.
These include the Neo-Hookean model, the Mooney-
Rivlin model, and the Ogden model, among others [42].
Each of these has its own strain energy density func-
tion, while also being useful for different applications.

The Mooney-Rivlin model has been widely used to
accurately model the mechanical properties of hypere-
lastic materials. The strain energy density function W
of the Mooney-Rivlin model is a linear combination of
the two invariants of the left Cauchy-Green deforma-
tion tensor [42]. The strain energy density function for
an incompressible material is shown in equation 8.

W =Ci(I, —3) + Cy(Iy — 3) (8)

where C7 and Cy are empirically obtained material
constants and I; and I are the first and second invari-
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Taken from Wang et al. [60].

ants of the deviatoric component of the left Cauchy-
Green deformation tensor.

Although the Mooney-Rivlin is not as accurate as
the Ogden model for strains closer to material failure,
the Mooney-Rivlin model has been proven accurate for
strains up to 200% [61]. Furthermore, it is not as com-
putationally demanding as the Ogden model.

A.5 Lattice structures

One of the largest challenges of this design is to
mimic the muscles’ strain-stiffening behaviour at lower
strains. As was elaborated in section A.3, muscles show
this behaviour at much lower strains than most elas-
tomeric materials do. This difference is shown in sup-
plementary figure 1b. Specific structures have been
designed to tackle this issue. Wang et al. designed a
soft tissue mimicking phantom, consisting of a wavy
stiff elastomer, enclosed by a compliant elastomer [60].
This structure was 3D-printed using SLA technology.
The structure allowed them to achieve strain-stiffening
behaviour at a strain range of 0%-8%, which is theo-
retically impossible to achieve when using a single elas-
tomeric material.

The idea mentioned by Kwon et al., however, is
complex and requires expensive SLA printing technol-
ogy. For this research, it is therefore preferred to look
at more inexpensive methods. Zhang et al. researched
the possibilities of stretchy elastomer lattices [62]. It
was hypothesised that all lattice structures (bending-
or stretching-dominated) are stretching-dominated if
subjected to a large stretch.

The idea of using lattice structures to tune the
strain-stiffening behaviour can also be utilised for the
goal of replicating soft tissue’s mechanical properties.
The idea is that when using a lattice structure, the
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structure will be mainly loaded in bending. If a mate-
rial is used which is relatively compliant in bending in
comparison to elongation, it is hypothesised that the
stiffness will increase at higher stretches. When the
material is sufficiently stretched, the lattice’s beams
will be close to parallel, increasing the stiffness. Fur-
thermore, they investigated the mechanical behaviour
of hierarchical lattice structures. As a result, they were
able to successfully tweak the strain-stiffening effect,
finding that increasing the hierarchical order of the lat-
tice structures makes the steepening of the response
curve appear more gradual. Moreover, it was found
that strain-stiffening can be achieved at stretch ratios
below two using octahedral lattice shapes. At low-
volume fraction scenarios, the bending-induced stress
was negligible compared to the elongation-induced
stress as the stretch increased, resulting in a heavily
steepening curve. Despite this, increasing the volume
fraction resulted in a more gradual steepening effect.

3D-printed thermoplastic polyurethane (TPU) lat-
tices have been researched in the past to achieve a sim-
ilar goal [29]. Kwon et al. attempted to recreate the
compressive properties of the aortic wall. They were
able to successfully change the strain at which stiff-
ening occurs. However, they did not succeed in ma-
nipulating the material’s properties in such a way that
strain-stiffening occurs at strains lower twice the origi-
nal length. It is worth noting that the lattice structures
were only two-dimensional, and therefore it is hypoth-
esised that better results can be achieved when a more
complex structure is tested.



B Methods

B.1 Lattice structure design

The desired forces are known and the material to be
used has been characterised. Before the design of the
muscle phantoms can commence, one first needs to de-
termine what the mechanical response of the muscle
should look like. As can be seen in figure 2, there is
high variability present in the mechanical response of
the gracilis muscle. As a result, the data cannot be fit-
ted with a function which results in a high coefficient
of determination R2.

115.00

8.00 _
2.00

Supplementary figure 2: Test sample design based on
ASTM D412-C with dimensions in millimeters, used
for the characterisation of the TPU filament [30].

This report aims to achieve a mechanical response
which mimics the response experienced by a surgeon
when performing a series of ROM tests. This means
that when the muscle is approaching maximum length-
ening, the stress response needs to increase signifi-
cantly. As is explained in section 2.3, the muscles
are assumed to stretch up to 30%. Therefore, stiff-
ening needs to occur shortly before that, at 25%. In-
spired by the literature mentioned in appendix B.1, the
possibility of recreating the passive mechanical prop-
erties of muscle using 3D-printed lattice structures is
researched.
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Supplementary figure 3: 3D-printed TPU 95A sample
with octahedronal lattice structure.

To test the feasibility of lattice structures using
Ultimaker TPU 95A, a simple lattice structure was
printed. This pattern is shown in supplementary fig-
ure 3. When using FDM printers, it is generally not
recommended to print circular, unsupported profiles at
diameters less than 3 mm. Consequently, the minimum
thickness of one beam in the lattice is 3 mm. However,
when extrapolating the data reported by tensile test-
ing by Kwon et al., one finds that elongating a beam
with a diameter of 3 mm will already result in a force
of roughly 42N. Based on an extrapolation using the in
vivo passive muscle stiffness data reported by Persad et
al. (see section 2.3 for more detail), it is concluded that
creating FDM-printed lattice structures is not feasible
using this material. This is a result of the material not
being compliant enough. Correspondingly, a different
approach was chosen, which is elaborated further in
section B.2.

B.2 Hourglass shape design

It is hypothesised that strain-stiffening can also be
achieved by utilising a flat, circular profile, as shown
in supplementary figure 5.
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Supplementary figure 5: 3D-render of circular spring
concept. A force is applied perpendicular to both
square surfaces to create a force with increasing stiff-
ness modulus.

As the ring is pulled apart at the thickened edges,
the bending-dominated stress transforms to tensile
stress, increasing the total stress significantly. A
SOLIDWORKS render of this concept is shown in sup-
plementary figure 5. This concept is tested in ANSYS
using the previously obtained Mooney-Rivlin material
constants (see section 2.2). Using finite element analy-
sis (FEA), a simulated tensile test is carried out using
an input displacement. The result is shown in supple-
mentary figure 6.

Force-strain response of circular spring concept

50

o 0.1 0.2 0.3 0.4 0.5 0.6
Strain [-]

Supplementary figure 6: Force-strain response curve of
circular spring concept. Obtained using FEA in AN-
SYS.

As can be seen in supplementary figure 6, this shape
can theoretically be used to achieve the goal of stiffen-
ing the material at a specific strain. However, this is
not a feasible shape to use in a hip simulator. There are
more than twenty lower extremity muscles that need
to be modelled, and a circular shape takes up as much
width as it does length. Consequently, a more spatially
efficient shape needs to be designed.
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A circular shape is not the only way of transform-
ing bending-dominated stress into tensile-dominated
stress. It is hypothesised that a similar result can be
achieved while using an S-shape. An optimisation pro-
cess is carried out to create an appropriate S-shaped
spring. Since the mechanical response of both the ma-
terial and the shapes are highly non-linear, this opti-
misation process follows a trial-and-error approach.

The shape was found by applying a few constraints:

e The stiffness needs to increase significantly at
~25% stretch

e The shape should be a symmetrical pattern
across the longitudinal and transversal axis so
that it can be repeated to adjust to the muscle
belly length

e The arcs need to be tangent with respect to each
other, so that there are no sharp angles which
increase initial stiffness

To ensure a significant stiffness increase, the initial
stiffness of the muscle needs to be kept to a minimum.
Therefore, the amount of arcs needs to be as low as
possible. For a symmetrical shape, however, an odd
amount of arcs is required. The choice is made to im-
plement three arcs on each side. This is the optimal
choice since a higher amount of arcs would result in a
higher initial stiffness. The reference length [,, which is
defined as the length between the two opposing rectan-
gular surfaces inside the spring shape, is kept constant.
The dimensions of the clamped ends are also kept con-
stant.

It is hypothesised that the total arc length [, .
will determine which stretch the stiffness will increase.
While retaining some space between the spring leaves,
the total arc length [, ; is changed until a satisfactory
force-strain response is obtained from simulating ten-
sile tests using FEA in ANSYS. These tests were con-
ducted using a strain rate of 0.45 s~!, elongating up
to 50% strain. Changing the total arc length while
the central arcs’ midpoints are kept in line with the
transversal centerline of the muscle, means that the
arcs’ radius, angle and centre position are the affected
properties. As was done in section 2.2, an input dis-
placement is used to simulate a tensile testing machine.
The obtained hourglass-shaped spring design is shown
in supplementary figure 7.
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Supplementary figure 8: Schematic drawing of the circuit used to measure the muscles’ displacement. Red wires
represent wires connected to the Arduino’s supply voltage pin, while black wires are connected to the ground.
Blue represents the wires used to select the pin on the multiplexers, green wires are connected to the sensors’
output voltage pins and purple wires are connected to the Arduino’s analogue pins.
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Supplementary figure 7: a) SOLIDWORKS render
of the hourglass-shaped spring. b) Drawing of the
hourglass-shaped spring. The reference length [, and
the total arc length [, ; are indicated in the figure.

B.3 Material property testing

Some further tests need to be performed to fully char-
acterise the TPU’s mechanical behaviour in the rel-
evant conditions. Hyperelastic materials are known
to exhibit visco-elastic properties, such as stress-
relaxation and creep [63]. To completely analyse the
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performance of the hip-simulator, all of these poten-
tially impactful properties are investigated. These
properties are as follows:

Shelf life

Material hysteresis
Strain rate dependence
Stress relaxation
Creep

Firstly, a series of tensile tests is performed using
a Zwick tensile tester. The testing settings are shown
in supplementary table 1. Schematic drawings of each
sample can be found in supplementary figure 12. The
first test is meant to assess the shelf life of the TPU
material, as well as establish a possible difference in
print quality. The ’old’ samples mentioned in supple-
mentary table 1 are the same ones as those used in
the testing session described in section 2.4. The time
passed between these two sessions is approximately five
months. After that, samples fastened using the T-fit



method are tested in loading and unloading to anal-
yse material hysteresis. The samples are also extended
at slower speeds to determine the influence of strain-
rate dependence. In the next test, the samples are
extended, held in place for 30 seconds and unloaded,
to analyse the influence of stress relaxation. Creep is
also researched by loading the sample with a force of
10 N and measuring the length for 10 minutes.

B.4 Sensor testing

To obtain a better understanding of what factors could
influence the performance of the simulator, some addi-
tional testing is conducted. These include:

Precision of Hall effect sensors

Influence of attachment type (T-fit or clamp)
Influence of sensor mount location

Influence on sensor output when a muscle is
curved around a circular surface

e Agreement between strain and force measure-
ment method and tensile tester.

The sensor sensitivity is assessed by mounting the
two sensor mount parts shown in figure 4a to two alu-
minium plates. Each plate is clamped by using the
grips of the Zwick tensile tester. The magnet was in-
serted into the tube with the Hall effect sensor, after
which the magnet and sensor were separated (see sup-
plementary figure 9). The settings can be found in
supplementary table 1. During this test, the output
voltage of the Hall effect sensor is measured by the
Arduino.
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Supplementary figure 9: Sensor accuracy test in the
Zwick tensile tester.

The influence of the attachment type is also tested
on the Zwick tensile tester. The data of the clamped
sample, described in section 2.4, is compared to that of
the loading phase of the T-fit (see supplementary table
1 at a crosshead speed of 9.72 mm/s.

The design of the 3D-printed muscles allows for the
placement of the sensor mounts along its entire length.
This decision was made for practical purposes. How-
ever, there is a possibility that placing the sensor closer
to the edge of the muscle instead of in the middle could
influence the output voltage of every sensor. Therefore,
the sensor is placed in three positions, specifically at
the edge of a sample muscle, at roughly a third of the
length of the muscle, and in the middle (see figure 10).
This test is performed 10 times for each of the three
samples. The testing settings can be found in supple-
mentary table 1.

The data from the middle position was also used
to assess the agreement between the measurement
method using Hall effect sensors and the gold standard,
namely the tensile tester. The data is fitted using the
same method as described in section 2.8. Then, the
force and strain are calculated using the obtained curve
fits. The measured force and strain using the Hall effect
sensors are compared to the force and strain measured
using the tensile tester, using a Bland-Altman plot.
A non-parametric statistical analysis was performed.
The reproducibility coefficient (RPC) is calculated as



Supplementary table 1: Testing settings for the third tensile test.

Sample type Crosshead speed [mm/s|  Elongation [mm] Repetitions Notes

Clamped (old) 9.72 10.8 5

Clamped (fresh) 9.72 10.8 5

T-fit 9.72 10.8 5 Loading and unloading

T-fit 4.32 10.8 5

T-fit 0.972 10.8 5

T-fit 9.72 10.8 5 Loading, hold for 30 seconds, unloading

T-fit 9.72 10.8 5 Hold for 10 minutes

Plates with sensor mounts  1.00 40.0 10

T-fit 17.348 86.74 10 Three specimens with sensor mounted in three positions

CHi—TaA [hd hd dd hh 6dd 6dd b6 dd Al AT (I

4.00
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Supplementary figure 10: Top and side view of sample muscle used for testing the sensor location influence and
the curved surface influence. The different colours indicate the positions in which the sensor was mounted to
test the sensor location influence. Only the yellow position was used for the curved surface test.

follows:

RPC = 145IQR (9)

where IQR is the interquartile range [64].

It is suspected that the output voltage of each Hall
effect sensor can be affected when the muscle is curved
around a surface (such as the pelvis or parts of the fe-
mur). To simulate this condition, a sample muscle is
curved around a circular surface. The muscle is then
loaded with weights using increments of 500 g, up to
a total load of 6 kg. The sensor is mounted in the
middle of the muscle, but the muscle is moved for each
condition. These conditions are the following:

1. The sensor is mounted between the fixture and
the circular profile

2. The sensor is mounted on top of the circular pro-
file

3. The sensor is mounted between the circular pro-
file and the applied load

Supplementary figure 11: Setup of the curved surface
test.

To reduce viscoelastic effects, the muscle is
stretched using the maximum load for a minute before
initiating the test. This test is repeated using three dif-
ferent samples, with the same dimensions as those used
to test the sensor location influence (see supplementary
figure 10). The test setup can be seen in supplementary
supplementary figure 11.
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Supplementary figure 12: Schematic drawings of TPU samples used for tensile testing. Top and side views are
shown. (a) Clamped TPU sample (b) Sample with T-fit.

Supplementary figure 13: Ankle is held in place during
the additional stability testing.

C Results

C.1 Material and shape property test-
ing

In section B.3, a testing method was described to assess
multiple material and shape properties, which could
potentially have an impact on the performance of the
simulator. The resulting plots are shown in supplemen-
tary figure 14. After five months of shelf life, the sam-
ple showed a significantly different characteristic (P <
0.0001), as can be seen in supplementary figure 14a. In
supplementary figure 12b, one can observe a stiffer (P
< 0.0001) characteristic with a clamped sample than
is the case with one attached using a T-fit. The strain-
rate dependence test also shows statistically different
results (P < 0.0001) for the comparison of each con-
dition, as can be seen in supplementary figure 14d.
The stress-relaxation present in supplementary figure
14d can also be observed in supplementary figure 14e.
Lastly, material and shape are prone to creep, as can

35

be seen in supplementary figure 14f.

C.2 Sensor testing

The results of the sensor accuracy test, the sensor lo-
cation test the curved surface test, and the measurent
method comparison are shown in supplementary figure
15. The range in which the sensor can detect changes
can be seen in supplementary figure 15a. As can be
seen in the figure, the Hall effect sensors can detect
changes up to roughly 11 mm. The influence of the lo-
cation where the sensors are placed on the muscle can
be seen in supplementary figure 15b. All conditions are
statistically different from one another (P < 0.0001).
The results of the curved surface test are shown in sup-
plementary figure 15c. All conditions are statistically
different (P < 0.0001), except for the condition where
the sensor was mounted on the curved surface versus
the condition where the sensor was mounted after the
curve (P = 0.4978).

The Bland-Altman plots for the strain and force
measurement methods are shown in supplementary fig-
ures 15d and 1be respectively. The non-parametric
analysis resulted in RPC. = 0.0305 and RPCr = 3.48
N.
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Supplementary figure 14: Plots showing the results of different tests on the influence of shape and material
properties on the muscles’ force-strain characteristic curves. The more transparent lines indicate the individual
datasets, while the less transparent lines indicate the mean. (a) Force-strain characteristic of old samples versus
freshly printed samples. (b) Influence of attachment method on force-strain characteristic curve of TPU muscle
sample. (¢) TPU muscle samples, connected with T-fit and tested at different strain rates. (d) Hysteresis loop
of TPU muscle sample. (e) Stress relaxation of TPU muscle sample, secured with T-fit. (f) Creep of TPU
muscle sample, secured with T-fit.
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Supplementary figure 15: The more transparent lines indicate the individual datasets, while the less transparent

lines indicate the mean. (a) Results of sensor accuracy test. (b) Results of sensor location influence test. (c)

Results of curved surface test. Each set of data is fitted using a power law. (d) Bland-Altman plot of strain
measurement method using Hall effect sensors in reference to tensile tester data (e) Bland-Altman plot of force
measurement method using Hall effect sensors in reference to tensile tester data.
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C.3 Photos

Supplementary figure 16: Tensile test of 3D-printed
samples using a Lloyd tensile testing machine.
Supplementary figure 19: (a) Trial necks used for the
implant configurations. 1. STD neck 2. KHO neck 3.
KLA-125 neck. Only necks 1 and 2 were used for the
experiment with the surgeons (b) STD neck with a 49
offset trial head. (c¢) STD neck with a +1 offset trial
head.

Supplementary figure 17: Side view of the hip joint
part of the simulator, with ropes attached to measure
the required MTU lengths.

Supplementary figure 20: One of the surgeons testing
the simulator.
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Supplementary figure 18: (a) Full view of the hip simulator. (b) Patella and quadriceps. (c) Side view of the
pelvis. The joint is also visible. (d) View of the hamstring muscle group on the simulator.
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D MATLAB code

D.1 Characterisation data processing

~
%% Stress strain curves of TPU 95A

clc
clear all
close all

%% Reading data

X51 = readmatrix (’20230307 15mms 01.txt’); %strain rate of 0.45/s
X52 = readmatrix (’20230307_15mms_02. txt ’);
X53 = readmatrix (720230307 15mms 03.txt’);

X051 = readmatrix(’20230307_1.5mms 0l.txt’); %strain rate of 0.045/s
X052 = readmatrix (720230307 1.5mms 02.txt’);
X053 = readmatrix(’20230307 1.5mms 03.txt’);

X0051 = readmatrix (20230307 _0.15mms Ol.txt’); %strain rate of 0.0045/s
X0052 = readmatrix(’20230307 0.15mms 02.txt’);
X0053 = readmatrix (20230307 _0.15mms 03.txt’);

%% Creating force and displacement matrices

F5(:,1) = X51(5:1000,2);
F5(:,2) = X52(5:1000,2);
F5(:,3) = X53(5:1000,2);

FO5(:,1) = X051(2:1000,2);
FO05(:,2) = X052(2:1000,2);
FO05(:,3) = X053(2:1000,2);

F005(:,1) = X0051(3:1000,2);
F005 (:,2) = X0052(3:1000,2);
F005(:,3) = X0053(3:1000,2);

d5(:,1) = X51(5:1000,3);
d5(:,2) = X52(5:1000,3);
d5(:,3) = X53(5:1000,3);

do5(:,1) = X051(2:1000,3);
do5 (:,2) = X052(2:1000,3);
do5 (:,3) = X053(2:1000,3);

d005 (:,1) = X0051(3:1000,3);
d005 (:,2) = X0052(3:1000,3);
d005 (:,3) = X0053(3:1000,3);

% Creating alternate arrays using deflection from preload
FF51 = X51(66:1000,2);
FF52 = X52(53:1000,2);
FF53 = X53(194:1000,2);
dd51 = X51(66:1000,4);
dd52 = X52(53:1000,4);
dd53 = X53(194:1000,4);

%% Constants

w = 2; %width in mm
t = 1.9; %thickness in mm
10 = 33; %original length between shoulders in mm (reference length)

A = wxt; %cross—sectional area
%% Stress and strain matrices
sigmab = F5/A;

sigma05 = F05/A;
sigma005 = F005/A;
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71 | epsh = d5/10;
72 | eps05 = d05/10;
73 | eps005 = d005/10;

75 | % Creating alternate arrays using deflection from preload
77 | sigmabl = FF51/A;
78 | sigmab2 = FF52/A;
79 | sigmab3 = FF53/A;
s1 | epsbl = dd51/10;
s2 | epsb2 = dd52/10;
83 | epsb3 = dd53/10;

s5 | % Making them the same length and combining them into one matriz

s7 | sigmab true = [sigmabl (1l:length(sigma53)) sigmab2(1:length(sigmab3)) sigmab3];
ss | eps5 true = [eps5l(1l:length(eps53)) eps52(1l:length(eps53)) eps53];

90 | % Finding the mean curve by wusing linear interpolation

92 | numPoints = 1000; % Whatever resolution you want.

93 | xCommon = linspace (max(eps5 true(l,:)), 6, numPoints);
94 | ySum = zeros(1l, numPoints);

o5 | for k =1 : 3

96 % Somehow get this particular set of z and y

97 thisx = eps5 true(:,k);

98 thisy = sigmab true(:,k);

99 % Interpolate y so that it ’s wusing a common T azTis.
100 yCommon = interpl (thisx, thisy , xCommon);

101 % Add it in to the other curves.

102 ySum = ySum + yCommon;

103 | end

104 | % Divide the sum by the number of curves to get the average curve.
105 | yAverage = ySum / 3;

107 | epsd_mean = xCommon’;
108 | sigmab mean = yAverage’;
110 | data = [eps5 mean sigmab mean|;

111 | data = data(1:924,:)
13 | %% Plotting

115 | figure

116 | title (' Tensile properties of TPU 95A samples’)

117 | plot (eps5 ,sigmab, 'k’ ,eps05 ,sigma05,’b’ ,eps005 ,sigma005, 'r’)
118 | grid minor

119 | legend (’Strain rate 0.45s~—1’,’’,’’ ’Strain rate 0.045s~—17,7 7"
120 >Strain rate 0.0045s~—17,77,7")
121 | xlabel(’Engineering strain [—]’)

122 | ylabel(’Engineering stress [MPa]’)

124 | figure

125 | plot (eps5 ,sigmab)

126 | title (’Stress—strain of 0.45/s using extension values’)
127 | xlabel(’Engineering strain [—]7)

128 | ylabel(’Engineering stress [MPa]’)

130 | figure

131 | plot (eps51 ,sigmabl ,eps52 ,sigmab52 ,eps53 ,sigmab3 ,epsd mean,sigmab mean)
132 | title (’Stress—strain of 0.45/s using deflection from preload’)

133 | xlabel(’Engineering strain [—]")

134 | ylabel(’Engineering stress [MPa]’)

135 | legend (’Sample 1’ ,’Sample 2’ ,’Sample 3’ , mean’)

136 | grid minor

138 | figure
139 | plot (eps5,F5)
140 | xlabel(’Engineering strain [—]")
141 | ylabel(’Force [N]”)
U

41



D.2 Shape optimisation

~
1 | %% Optimisation

3 | cle
4 | close all
5 | clear

7 | %% Reading data

o | Xnomiddle = readmatrix(’No middle beam R=32.10 t=2.5.txt’);

10 | Xnomiddlet5 = readmatrix(’No middle beam R=32.10 t=5.txt");

11 | Xnomiddlescaled = readmatrix (’No middle beam d0=80 t=5.txt’);
12 | XSTarc = readmatrix (’S—shape 7 arcs d0=54.txt’);

13 | XS9arc = readmatrix (’S—shape 9 arcs d0=54.txt’);

14 | XS3arc = readmatrix (’S—shape 3 arcs d0=54 t=1.4.txt’);

15 | XSt5di9 = readmatrix (’S—shape 3 arcs d0=54 t=5 di=9.txt’);

16 | XSt3la71l = readmatrix(’S—shape 3 arcs d0=54 t=3 la=71.txt’);

17 | XSt41a715 = readmatrix (’S—shape 3 arcs d0=54 t=4 la=71.5.txt’);
18 | XSt4la645 = readmatrix(’S—shape 3 arcs d0=54 t=4 la=64.5.txt’);
19 | XSt41a679 = readmatrix (’S—shape 3 arcs d0=54 t=4 la=67.9.txt’);

20 | XSt41a679long = readmatrix(’S—shape 3 arcs d0=92 t=4 la=67.9.txt’);

23 |d = 54; %Length of middle leaf in mm
25 | %% Creating matrices

27 | Fnomiddle = Xnomiddle (: ,4);

28 | Fnomiddlet5 = Xnomiddlet5 (:,4);

20 | Fnomiddlescaled = Xnomiddlescaled (:,4);
30 | FSt5di9 = XSt5di9 (:,4);

s1 | FSt3la7l = XSt3la7l (:,4);

s2 | FSt41a715 = XSt4la715 (:,4);

33 | FSt4la645 = XSt4la645 (:,4);

34 | FSt4la679 = XSt41a679 (:,4);

35 | FSt4la679long = XSt41a679long (:,4);

37 | dnomiddle = Xnomiddle (:,5);

ss | dnomiddlet5 = Xnomiddlet5 (:,5);

30 | dnomiddlescaled = Xnomiddlescaled (:,5);
w0 | dSt5di9 = XSt5di9 (:,5);

41 | dSt3la7l = XSt3la7l(:,5);

42 | dSt4la715 = XSt4la715 (:,5);
43 | dSt4la645 = XSt4la645(:,5);

44 | dSt41a679 = XSt41a679 (:,5);

45 | dSt4la679long = XSt41a679long (:,5);

47 | enomiddle = dnomiddle/d;

4s | enomiddlet5 = dnomiddlet5/d;

49 | enomiddlescaled = dnomiddlescaled /80;
50 | eSt5di9 = dSt5di9/d;

51 | eSt3la7l = dSt3la71/d;

52 | eSt4la715 = dSt4la715/d;

53 | eSt4la645 = dSt4la645/d;

54 | eSt41a679 = dSt41a679/d;

55 | eSt4la679long = dSt4la679long /92;

ss | %% Plotting

60 | figure
61 | plot (enomiddle , Fnomiddle , enomiddlet5 , Fnomiddlet5 ,eSt3la7l ,FSt3la71,

62 eSt41a715 ,FSt4la715 ,eSt41a645 ,FSt4la645,eSt41a679 ,FSt41a679 ,
63 eSt4la679long , FSt4la679long)
64 | xlabel(’Strain [—]’)

65 | ylabel(’Force [N]7)
66 | legend (’No middle beam R=32.10, t=2.5",’No middle beam R=32.10, t=5’,

67 ’S—shape 3 arcs t=3 la=71’,’S—shape 3 arcs t=4 la=71.5",
68 ’S—shape 3 arcs t=4 la=64.5",’S—shape 3 arcs t=4 la=67.9",
69 ’S—shape 3 arcs t=4 1a=67.9 lengthened’)

71 | % figure
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72 | % plot(enomiddlets , Fnomiddlet5 , enomiddlescaled , Fnomiddlescaled )
73 | % xlabel (’Strain [—]’)

74 | % ylabel(’Force [N]’)

75 | % legend (’d0 = 547,°d0 = 807)

77 | figure

7s | plot (enomiddle , Fnomiddle)
70 | xlabel(’Strain [—]’)

so | ylabel(’Force [N]’)

s1 | title (’Force—strain response of circular spring concept’)
L

D.3 Hourglass shape tensile test

p
%% S—shape tensile test simulation

1
2 | cle

3 | clear all

4 | close all

6 | %% Data

7 | X08 = readmatrix(’Tensile test t=0.8.txt’); % simulated tensile test 0.8mm thickness
s | X4 = readmatrix(’Tensile test t=4.txt’); % simulated tensile test 4mm thickness

10 | % Ezperimental data

11 | Xvl = readmatrix(’Trek Flex Matthijsl.csv’);
12 | Xv2 = readmatrix (’Trek Flex Matthijs2.csv’);
13 | Xv3 = readmatrix (’Trek Flex Matthijs3.csv’);
14 | Xv4 = readmatrix(’Trek Flex Matthijs4.csv’);
15 | Xvb = readmatrix (’Trek Flex Matthijs5.csv’);

17 | dO = 21.6;

19 | %% Cleaning data

22 | %% Force, deformation and strain
23 | % Simulated tests

24 | F4 = X4(:,4);

25 | FO8 = XO08(:,4);

27 | d4 = X4(:,5);
28 | d08 = XO08(:,5);

30 | ed = d4/d0;
31 | e08 = d08/d0;

33 | % Ezperimental data
34 | Fvl = Xvl(:,4);

35 | Fv2 = Xv2(:,4);
36 | Fv3 = Xv3(:,4);
37 | Fvd = Xv4(:,4);
38 | Fvh = Xv5(:,4);
40 | dvl = Xvl(:,1)—Xv1(1,1);
a1 [ dv2 = Xv2(:,1)—Xv2(1,1);
42 | dv3 = Xv3(:,1)—Xv3(1,1);
43 | dvd = Xv4(:,1)—Xv4(1,1);
44 | dvbh = Xv5(:,1)—Xv5(1,1);

46 | evl = dv1/d0;
a7 | ev2 = dv2/d0;
48 | ev3 = dv3/d0;
49 | evd = dv4/d0;
50 | evh = dv5/d0;

52 | %% Plotting
53 | figure
54 | plot(e4,F4,evl Fvl,ev2 ,Fv2,ev3 ,Fv3,evd Fvd, ev5 Fv5);

55 | xlabel (’Strain [—]7)

56 | ylabel(’Force [N]7)

57 | legend (’Simulated results’,’Experimental results 17,
58 "Experimental results 2’,’Experimental results 3,
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59 >Experimental results 4’,’Experimental results 57)

61 | figure

62 | plot(d4,F4)

63 | xlabel(’Deflection [mm] )
64 | ylabel(’Force [N]’)

66 | F _max = interpl(e08,F08,0.5)
L

D.4 Live readout script for characterisation

-
1 %% Sensor readout temsile tester
% Run this section to stop reading and writing

M)

4 | try

5 fclose(s);
6 delete(s);
7 | catch

8 | end

10 | cle;

11 | clear all;
12 | close all;

14 | %% Initialisation
16 | % Prompt
17 | prompt = "Specify file name >> ";

18 | filename = input(prompt,"s");

20 | % Ensure the file name has a .tzt extension

21 | if “endsWith(filename , ’.txt’)
22 filename = |[filename, ’.txt’];
23 | end

25 | % Check if the file already exzists

26 | if exist(filename ,’ ' file’) =— 2
27 error (’File name already in use. Please enter a different file name.’)
28 | end

30 | % Open file
31 | fid = fopen(filename,’a’);

33 | % Check if the file was opened successfully

34 | if fid =— —1
35 error (’Unable to open the file for writing.’);
36 | end

38 | % Connect to Arduino
30 | s = serialport ("COM5", 9600); % Connect to serial device (Arduino)

12 | %% Callback function
43 | % Set up callback function
44 | callbackFunction = @Q(src,”) readAndUpdate(src, fid);

46 | % Set up asynchronous reading
a7 | configureCallback (s, "terminator", callbackFunction);

49 | function readAndUpdate(src, fid)

50 persistent r myfile saveline;

51 if isempty(r)

52 r = zeros (26, 1);

53 myfile = fid;

54 saveline = "0";

55 end

56 sensordata = readline(src); % Read Arduino output

57 try

58 sensordata s = strrep(sensordata, ’,’, ' ') % separate data
59 r = str2num/(sensordata_s)’; % Convert data to array

60 saveline = sensordata; % Save line for printing to file
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61 catch

62 % Handle data conversion errors
63 end

64 fprintf(myfile ,saveline);

66 end

D.5 Sensor calibration

% Script for calibrating hall sensors using tensile test data of every
% muscle
clear all
close all
clc

[T U R CR

%% Initialisation
s | % Enter muscle number
9 | musclenum = 25;

~

11 | %% Tensile test data
12 | % Create cell

13 | Xt = cell (1,5);

14 | Yt = cell (1,5);

16 | % Read data
17 | for i = 1:5

18 specimen = |[’Specimen ’, num2str(i)];
19 Xt{i} = readmatrix ([num2str(musclenum), ’.xlsx’], ’Sheet’, specimen);
20 | end

22 | % Get muscle extension wvalues
23 |d max = readmatrix(’MuscleExtensions.xlsx’);

25 | % Clean data
26 | for i = 1:5

27 % Order columns

28 Yt{i} = [Xt{i}(:,4) Xt{i}(:,1:2)];

29 % Remove zero displacement values and highest strain wvalues

30 Yt{i} = Ye{i}(Yt{i}(:,2) > 0.001 & Yt{i}(:,2) < 0.98+d max(musclenum) ,:);
31 % Set time to 0

32 Ye{i}(:,1) = Ye{i}(:,1) — Ye{i}(1,1);

33 | end

35 | %% Calibration data
36 | % Create cell

37 | Xs = cell (1,5);

38 | Ys = cell (1,5);

10 | % Read data

a1 | for i = 1:5
42 Xs{i} = readmatrix ([ num2str(musclenum), ’ ', num2str(i)]);
43 | end

45 | % Select time and relevant sensor number

46 | for 1 = 1:5

a7 Ys{i} = [Xs{i}(:,1)/1000 Xs{i}(:,musclenum+1)|; % Also convert from ms to s
48 | end

50 | % i_exclude = 5; % Ezclude one set if necessary

52 | % Find the start of the test

53 | 1_start = zeros(1,5); % Create empty array

54 | threshold = 20;

55 | for 1 = 1:5

56 drop = ischange (Ys{i}(:,2), mean’,’ Threshold’,threshold);
57 indices = find (drop =— 1);

58 i_start(i) = indices (1);

50 | end

61 | % Brute force deviant starting point
62 | % i_start(1) = 47;
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64 | % Plot to check starting points
65 | for 1 = 1:5

66 figure
67 plot (Ys{i}(:,1),Ys{i}(:,2),’.7,Ys{i}(i_ start(i),1),Ys{i}(i start(i),2),’ro’, MarkerSize’ ,5)
68 | end

70 | % Clean data
71 | for i =1:5

72 % Set start of test as first point

73 Ys{i} = Ys{i}(i_ start(i):end,:);

74 % Set time at first point to 0

75 Ys{i}(:,1) = Ys{i}(:,1) — Ys{i}(1,1);

76 % Remove data after end of test

77 Ys{i} = Ys{i}(Ys{i}(:,1) <= max(Yt{i}(:,1)),:);
78 | end

s0 | % Plot to check
s1 | figure
s2 | for i = 1:5

- plot (Ys{i}(:,1),Ys{i}(:,2));
84 hold on
s5 | end

86 | legend

ss | %% Interpolate data at sensor timestep

80 | % Find the lowest final timestamp across all tests

90 |t last = zeros(1,5); % Create empty array for final timesteps
91 | numRows = zeros(1,5); % Create empty array for vector lengths

93 | for i = 1:5

94 t last(i) = Ys{i}(end,1); % Find last stamps

95 numRows (i) = length(Ys{i}); % Find number of rows

96 | end

98 | t_lastmin = min(t_last); % Find lowest t value

99 | numRowsmin = min(numRows); % Find lowest timestep number
101 Create time, displacement, force and voltage arrays

%
w2 | % t = linspace (0,t_lastmin ,numRowsmin); % Create common time array
t = linspace (0,t lastmin ,1000);
d = zeros(length(t),5);
F = zeros(length(t),5);
(t),5);

105

106 |V = zeros(length(t),5)

108 | for i = 1:5

w9 | % if i "= i_exclude % Uncomment this and ’end’ to exclude a bad dataset
110 d(:,i) = interpl (Yt{i}(:,1),Yt{i}(:,2),t);

111 F(:,i) = interp1 (Yt{i}(:,1),Yt{i}(:,3),t);

112 V(:,i) = interp1 (Ys{i}(:,1),Ys{i}(:,2),t);

us | % end

114 | end

116 | % Convert bits to wvolts
w7 |V = V/1023 * 5;

119 | %% Create mean arrays
120 |d_avg = mean(d,2);
121 |F_avg = mean(F,2);
122 | V_avg = mean(V,2);

124 | % % Use this method instead when excluding a dataset
125 | % % Create empty array for sum of columns

126 | % d_sum = zeros(length(t),1);

127 | % F_sum = zeros(length(t),1);

128 | % V_sum = zeros(length(t),1);

N

120 | %

130 | % for i = 1:

131 | % if i "= i_exclude

132 | % d_sum = d_sum + d(:,1);
183 | % F sum = F sum + F(:,1);
134 | % V.sum =V sum + V(:,i);
135 | % end
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end

AN

% % Calculate average
130 | % d_avg = d_sum/4;
140 | % F_avg = F _sum/4;
141 | % V_avg = V_sum/4;

143 | % Plot to check average curves

144 | % figure

145 | % for i = 1:5

146 | % plot(t,d(:,i))
1ur | % hold on

148 | % end

149 | % hold on

150 | % plot(t,d avg)

151 | % legend

152 | %

153 | % figure

154 | % for ¢ = 1:5

155 | % plot (t,F(:,1))
156 | % hold on

157 | % end

158 | % hold on

150 | % plot(t,F avg)

160 | % legend

w62 | %% Fit data

164 | % Create fit objects
165 | [fitfn _d, gof d] = fit(V_avg,d avg, 'power2’);
166 | [fitfn F, gof F| = fit (V_avg,F_avg, 'power2’);

168 | % Save gof data into matriz
160 | gofdata = [gof d.sse gof d.rsquare gof d.dfe gof d.adjrsquare gof d.rmse;
170 gof F.sse gof F.rsquare gof F.dfe gof F.adjrsquare gof F.rmse];

172 | %% Check fits
173 | % Create wvoltage array from 2.5V — 5V
174 | Vfit = linspace (2.5,5,100);

176 | % Calculate fitted data
177 | dfit = fitfn d(Vfit);
178 | Ffit = fitfn F (V{fit);

180 | % Plot to check fits

181 | figure

152 | plot (V_avg,d avg, Vfit , dfit)

183 | title (’Displacement fit )

184 | xlabel(’Voltage [V]7)

185 | ylabel(’Displacement [mm]|’)

186 | legend (’Experimental data’,’Fitted data’)

188 | figure

180 | plot (V_avg,F avg, VIit , Ffit)

190 | title (’Force fit’)

191 | xlabel(’Voltage [V]’)

192 | ylabel(’Force [N]’)

193 | legend (’Experimental data’,’Fitted data’)

195 | %% Save coefficients prompt

196 | response = input(’Save coefficients? (yes/no): ’,’s’);

198 | if strcmpi(response, ’yes’)

199 % Save coefficients

200 filename = [’Fit coefficients/coeff ’ num2str(musclenum),’.txt’];
201 coeff = [coeffvalues (fitfn _d); coeffvalues (fitfn F)|; % Put coefficients into matriz
202 fid = fopen(filename ,’w’); % Open file

203 % Check if file was opened successfully

204 if fid = —1

205 error (’Cannot open file for writing’);

206 end

207 fprintf(fid , "%d\t%d\t%d\n’,coeff ’);

208 fclose (fid);
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% Save GOF data

filename gof = [’GOF data/GOF ’ ,num2str(musclenum),’.txt’];
fid gof = fopen(filename gof, 'w’);
% Check if file was opened successfully
if fid gof — —1
error (’Cannot open file for writing’);
end
fprintf(fid , "%d\ t%d\ t%d\ t%d\ t%d\n’ , gofdata ’);
fclose(fid);
disp(’File saved’);
elseif strcmpi(response, ’'no’)
disp(’File not saved’);
else
disp(’Invalid response. Please enter "yes" or "mo".’);
end
.

D.6 Live table

-
% Run this section to close the table and to stop reading data
try
all fig = findall (0, ’type’, ’figure’); % Close ui figure
close(all fig)
catch
end

try
fclose(s);
delete(s);
catch
end

clc;
clear all;

close all;

%% Initialisation

% Prompt
prompt = "Specify file name >> ";
filename = input(prompt,"s");

% Ensure the file name has a .tzt extension
if “endsWith(filename, ’.txt’)

filename = [filename , ’.txt’];
end

% Check if the file already exzists

if “stremp(filename, ’test.txt’) % Test file can be overwritten
if exist(filename,’ file’) =— 2
error (’File name already in use. Please enter a different
end
end

% Open file
fid = fopen(filename, ’a’);

% Check if the file was opened successfully
if fid = —1

error (’Unable to open the file for writing.’);
end

% Connect to Arduino
s = serialport ("COM5", 9600); % Connect to serial device (Arduino)

%% Initialise wvariables
b = zeros (23, 4); % Create empty array for storing sensor data

% Read coefficients
coeff d = load(’coeff d.txt’);
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coeff F = load(’coeff F.txt’);

% Read extensions
d0_read = readmatrix(’d0.xlsx’);

%% Create UI table

fig = uifigure(’position’,[100, 100, 1200, 740]);

uit = uitable(fig, "Data", b, ’ColumnName’ ,[" bits (0 — 1023)"," Voltage [V]|",
"Force [N]|","Strain (%)"], position ’,[50 50 800 600]);

musclenames = {’Gluteus maximus’; ’Adductor magnus’;’ Gluteus medius’; Psoas’;
"Tliacus ’;’Sartorius ’; ’Adductor longus’;’Gluteus minimus’;
’Adductor brevis’;’Gracilis’; Pectineus’; Tensor fasciae latae’;
’Obturator externus’;’ Piriformis’; Quadratus femoris’;
’Obturator internus’;’Gemelli’; ’Semimembranosus’; ' Biceps femoris long head’;
’Semitendinosus’; ’Biceps femoris short head’;

"Rectus femoris’; ’Vastus lateralis’; ’Vastus intermedius’;’Vastus medialis’};

order = [1 3 8 12 9 7 2 11 10 4 5 13 16 14 17 15 18 20 19 21 6 22 23 24 25]; % Reorder

musclenames = musclenames(order ,:);
musclenames ([12, 13],:) = [];
uit .RowName = musclenames;

%% Update table

% Set up callback function
callbackFunction = @(src,”) readAndUpdate(src ,uit ,fid ,coeff d,coeff F ,d0 read);

% Set up asynchronous reading
configureCallback (s, "terminator", callbackFunction);

function readAndUpdate(src,uit, fid ,coeff d,coeff F,d0_read)
persistent uitHandle r b V F d eps myfile saveline a d b dc da Fb Fc F;
persistent dO colorData order data;
if isempty(uitHandle)
uitHandle = uit;
end
if isempty(r) % Run once
r = zeros (26, 1);

% d0 = 53.7;
myfile = fid;
saveline = "0";

% Create arrays for displacement and force coefficients
data = zeros(25,4); % Empty array for storing all data

d coeff d(:,1);
d = coeff d(:,2
d coeff _d(:,3

)

a F = coeff F(:,1)
)i
)

b F = coeff F(:,2
¢ F = coeff F(:,3
% Unloaded lengths

d0 = d0_read;

% Initialise colors

colorData = repmat (|1 1 1],25,1);

% Change order based on muscle group

order = [1 3 8 12 9 7 2 11 10 4 5 13 16 14 17 15 18 20 19 21 6 22 23 24 25];

)

end
sensordata = readline(src); % Read Arduino output
try
sensordata s = strrep(sensordata, ’,’, ’ ’); % separate data
r = str2num/(sensordata_s)’; % Convert data to array
b = r(2:26); % Remove timestamps
V = (b/1023)%5; % Calculate voltage
F=a F.«V."b F 4+ ¢ F; % Calculate force
d=a d.«xV."b_d + ¢c_d; % Displacement
eps = (d./d0)x100; % Strain
saveline = sensordata; % Save line for printing to file
data = [b V F eps]; % Store data in matriz

data = data(order ,:); % Order data

% Change row background color depending on strain value
white indices = eps < 5;
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125 yellow indices = eps >= 5 & eps < 10;

126 orange indices = eps >= 10 & eps < 20;

127 red indices = eps >= 20;

129 % White color for strain less than 5

130 colorData (white indices ,:) = repmat([1,1,1],sum(white indices),1);
131 % Yellow color for strain between 5 and 10

132 colorData (yellow indices ,:) = repmat([1,1,0],sum(yellow indices) ,1);
133 % Orange for strains between 10 and 20

134 colorData(orange indices ,:) = repmat ([0.9290 0.6940 0.1250],sum(orange indices) ,1);
135 % Red color for strain greater than or equal to 20

136 colorData(red indices ,:) = repmat([1,0.2,0.2],sum(red indices),1);
139 catch

140 % Handle data conversion errors

141 end

142 data([12, 13], :) = []; % Remove rows 13 and 16

143 colorData = colorData(order ,:);

144 colorData ([12, 13],:) = [];

145 set (uitHandle , 'Data’,data, ’BackgroundColor’ ,colorData); % Update table
146 fprintf(myfile ,saveline);

147 | end

D.7 Material and shape property testing

1 %% Data processing of final tensile tests

2 | clc;

3 | clear all;

4 | close all;

6 | %% Reading matrices

7 | % New sample test

s | Xnsl = readmatrix ("New sample test.xlsx", ’Sheet’, ’Specimen 17);
9 | Xns2 = readmatrix ("New sample test.xlsx", ’Sheet’, ’Specimen 2’);
10 | Xns3 = readmatrix ("New sample test.xlsx", ’'Sheet’, ’Specimen 37);
11 | Xns4 = readmatrix ("New sample test.xlsx", ’Sheet’, ’'Specimen 4’);
12 | Xns5 = readmatrix ("New sample test.xlsx", ’'Sheet’, ’Specimen 57);
14 | % Old sample test

15 | Xosl = readmatrix ("Old sample test.xlsx", ’Sheet’, ’Specimen 7’);
16 | Xos2 = readmatrix ("Old sample test.xlsx", ’Sheet’, ’Specimen 2’);
17 | Xos3 = readmatrix ("Old sample test.xlsx", ’'Sheet’, ’Specimen 37);
18 | Xos4 = readmatrix ("Old sample test.xlsx", ’Sheet’, ’Specimen 4’);
19 | Xos5 = readmatrix ("Old sample test.xlsx", ’'Sheet’, ’Specimen 5’);

21 | % T—fit loading and unloading at 9.72mm/s crosshead speed

22 | Xtffastl = readmatrix("T-fit 972 loading unloading.xlsx", ’Sheet’, ’Specimen 1’);
23 | Xtffast2 = readmatrix ("T—fit 972 loading unloading.xlsx", ’Sheet’, ’Specimen 2’);
24 | Xtffast3 = readmatrix ("T-fit 972 loading unloading.xlsx", ’Sheet’, ’Specimen 3’);
25 | Xtffast4 = readmatrix ("T—fit 972 loading unloading.xlsx", ’Sheet’, ’Specimen 4’);
26 | Xtffastsh = readmatrix ("T-fit 972 loading unloading.xlsx", ’Sheet’, ’Specimen 5’);

28 | % T—fit loading 4.32mm/s

29 | Xtfmedl = readmatrix ("T-fit 432.xlsx", ’'Sheet’, ’Specimen 1’);
30 | Xtfmed2 = readmatrix ("T-fit 432.xlsx", ’'Sheet’, ’Specimen 2’);
31 | Xtfmed3 = readmatrix ("T-fit 432.xlsx", ’'Sheet’, ’Specimen 3’);
32 | Xtfmed4 = readmatrix ("T-fit 432.xlsx", ’'Sheet’, ’Specimen 4’);
33 | Xtfmed5 = readmatrix ("T-fit 432.xlsx", ’'Sheet’, ’Specimen 6°);

35 | % T—fit loading 0.972mm/s

36 | Xtfslowl = readmatrix ("T—fit 0972.xlsx", ’Sheet’, ’Specimen 1’);

37 | Xtfslow2 = readmatrix ("T—fit 0972.xlsx", ’Sheet’, ’Specimen 2’);

38 | Xtfslow3 = readmatrix("T-fit 0972.xlsx", ’Sheet’, ’Specimen 3’);

39 | Xtfslowd = readmatrix ("T—fit 0972.xlsx", ’Sheet’, ’Specimen 4’);

40 | Xtfslowh = readmatrix ("T—fit 0972.xlsx", ’Sheet’, ’Specimen 5’);

a2 | % T—fit loading at 9.72mm/s, hold 30 seconds, unload 9.72mm/s

43 | Xtfholdl = readmatrix ("Load hold unload.xlsx", ’Sheet’, ’Specimen 1’);
44 | Xtfhold2 = readmatrix ("Load hold unload.xlsx", ’Sheet’, ’Specimen 2’);
45 | Xtfhold3 = readmatrix("Load hold unload.xlsx", ’'Sheet’, ’Specimen 3’);
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Xtfhold4 = readmatrix("Load hold unload.xlsx", ’Sheet’, ’Specimen 4’);
Xtfhold5 = readmatrix("Load hold unload.xlsx", ’Sheet’, ’Specimen 5’);

% Old sample old test
Xosot = readmatrix ("Old sample old test.xlsx");
Xosot _all = readmatrix("Old sample old test (all datasets)");

% FEM simulation
Xsim = readmatrix (’Simulated S—shape tensile test.txt’);

%% Cleaning data
d0 = 21.6; % Unloaded wvertical length of sample
n = 100; % number of points

xCommon = linspace (0, 0.5%d0, n)’;

% Separate Xtffast in loading and unloading part
% Loading

Xtffastll = Xtffastl (diff(Xtffastl(:, 1), 1, 1) > 0, :);
Xtffast2] — Xtffast2 (diff(Xtffast2(:, 1), 1, 1) > 0, :);
Xtffast3l = Xtffast3 (diff(Xtffast3 (:, 1), 1, 1) > 0, :);
Xtffastd]l — Xtffastd (diff(Xtffastd (:, 1), 1, 1) > 0, :);
Xtffastb5l = Xtffastb (diff(Xtffasts5(:, 1), 1, 1) > 0, :);

% Unloading

Xtffastlu = Xtffastl (diff(Xtffastl(:, 1), 1, 1) < 0, :);
Xtffast2u — Xtffast2 (diff(Xtffast2(:, 1), 1, 1) < 0, :);
Xtffast3u = Xtffast3 (diff(Xtffast3(:, 1), 1, 1) < 0, :);
Xtffastdu = Xtffast4 (diff(Xtffast4(:, 1), 1, 1) < 0, :);
Xtffastbu = Xtffasts (diff(Xtffasts(:, 1), 1, 1) < 0, :);

% Remove extension values > 10.8mm

Xtfmedl = Xtfmedl (Xtfmedl (:, 1) < 0.5%d0, :);

Xtfmed2 = Xtfmed2 (Xtfmed2 (:, 1) < 0.5x%d0, :);

Xtfmed3 = Xtfmed3 (Xtfmed3 (:, 1) < 0.5%d0, :);

Xtfmed4 = Xtfmed4 (Xtfmed4 (:, 1) < 0.5x%d0, :);

Xtfmed5 = Xtfmed5 (Xtfmed5(:, 1) < 0.5%xd0, :);

% Split Xtfhold in load, hold and wunload arrays

% Remove vales > 10.8mm ezxtension

% Xtfholdllu = Xtfholdl (Xtfholdl (:, 1) < 10.79, :);

% Xtfhold2lu = Xtfhold2(Xtfhold2(:, 1) < 10.79, :);

% Xtfhold3lu = Xtfhold3(Xtfhold3(:, 1) < 10.79, :);

% Xtfhold4lu = Xtfhold4 (Xtfhold4 (:, 1) < 10.79, :);

% Xtfhold5lu = Xtfhold5(Xtfhold5(:, 1) < 10.79, :);

%

% Xtfhold1l = Xtfholdllu(diff(Xtfholdllu(:, 1), 1, 1) > 0, :);
% Xtfhold2l = Xtfhold2lu(diff(Xtfhold2lu(:, 1), 1, 1) > 0, :);
% Xtfhold3l Xtfhold8lu (diff (Xtfhold3lu(:, 1), 1, 1) > 0, :);
% Xtfhold4l = Xtfhold4flu(diff(Xtfhold4lu(:, 1), 1, 1) > 0, :);
% Xtfhold5l Xtfhold5lu (diff(Xtfhold5lu(:, 1), 1, 1) > 0, :);
%

% Xtfhold1h Xtfhold1 (Xtfholdl (:, 1) > 10.79, :);

% Xtfhold2h = Xtfhold2(Xtfhold2 (:, 1) > 10.79, :);

% Xtfhold3h Xtfhold3 (Xtfhold3 (:, 1) > 10.79, :);

% Xtfhold4h Xtfhold4 (Xtfhold4 (:, 1) > 10.79, :);

% Xtfhold5h = Xtfhold5 (Xtfhold5(:, 1) > 10.79, :);

%

% Xtfholdlu — Xtfholdllu(diff(Xtfholdllu(:, 1), 1, 1) < 0, :);
% Xtfhold2u Xtfhold2lu (diff (Xtfhold2lu(:, 1), 1, 1) < 0, :);
% XtfholdSu = Xtfhold3lu(diff(Xtfhold3lu(:, 1), 1, 1) < 0, :);
% Xtfholdju Xtfhold4lu (diff (Xtfholdflu(:, 1), 1, 1) < 0, :);
% Xtfhold5u = Xtfhold5lu (diff(Xtfhold5lu(:, 1), 1, 1) < 0, :);

%% Get the averaged curves

Fns = getAverageCurve (Xnsl,Xns2,Xns3,Xns4,Xns5 ,xCommon ) ;

Fos = getAverageCurve (Xosl, Xos2,Xo0s3,Xos4, Xos5 ,xCommon ) ;

Ftffastl = getAverageCurve (Xtffastll , Xtffast2]l , Xtffast3l , Xtffast4l , Xtffast5l ,xCommon);
Ftffastu = flip (getAverageCurve (Xtffastlu , Xtffast2u , Xtffast3u , Xtffast4u , Xtffastb5u ,xCommon));
Ftffast = [Ftffastl; Ftffastu];

Ftfmed = getAverageCurve (Xtfmedl,Xtfmed2,Xtfmed3 , Xtfmed4 , Xtfmed5 ,xCommon ) ;

Ftfslow = getAverageCurve (Xtfslowl , Xtfslow2 , Xtfslow3 , Xtfslow4 , Xtfslow5 ,xCommon ) ;
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119 | % Fitfhold = [getAverageCurve (Xtfhold1l, Xtfhold2l, Xtfhold8l , Xtfhold4l , Xtfhold5l ,zCommon);
120 | % getAverageCurve (Xtfhold1h , Xtfhold2h , XtfholdSh , Xtfhold4h , Xtfhold5h ,zCommon ) ;

121 | % getAverageCurve (Xtfholdlu , Xtfhold2u , Xtfhold3u , Xtfholdfu , Xtfhold5u ,2Common)];

122 | Ftfhold = mean ([ Xtfholdl (:,2),Xtfhold2 (:,2),Xtfhold3 (:,2), Xtfhold4 (:,2), Xtfhold5 (:,2)],2);

124 | % Old sample old test (already averaged in separate file)
125 | xosot = Xosot (:,1);
126 | Fosot = Xosot (:,2);

128 | % x point sets to match data
120 | xtffast = [xCommon; flip (xCommon)]|;
130 | xtfhold = mean(|Xtfholdl (:,1),Xtfhold2(:,1),Xtfhold3(:,1),Xtfhold4 (:,1),Xtfhold5(:,1)],2);

132 | % Compensate for higher preload of T—fit sample

133 | preload = min(Ftffastl);

134 | cor = Fns > preload; % Logical array to remove forces below IN

135 | Fns_¢ = Fns(cor);

136 | xns_¢ = xCommon(cor) — xCommon(length (Fns(Fns < preload))); % Set elongation at IN to 0

138 | %% Calculate strain curves

139 | epsCommon = xCommon/d0;
140 | epsns_c = xns_c/dO0;
141 | epsosot = xosot/dO0;

142 | epstffast = xtffast/dO;
143 | epstfhold = xtfhold /dO;

145 | %% Extra cleaning before plotting
146 | % Make one matriz for z and vy

147 | Ytffastl = [epsCommon Ftffastl|;
148 | Ytfmed = [epsCommon Ftfmed |;

149 | Ytfslow = [epsCommon Ftfslow |;

151 | % Remove rows under 0.45 strain
152 | keeprows = epsCommon < 0.47;

153 | Ytffastl = Ytffastl(keeprows ,:);
154 | Ytfmed = Ytfmed (keeprows ,:);

155 | Ytfslow = Ytfslow (keeprows ,:);

157 | %% Plotting

159 |ax = [0 0.6 —1 80];

% Hysteresis

figure;

plot (epstffast, Ftffast);
zlabel (’Strain [—]’);
ylabel (’Force [N]’);

azis (ax)

161 | % % Comparison of fresh and old clamped sample
162 | % figure;
163 | % plot(epsCommon, Fos, ’'r’, epsosot, Fosot, ’g’);
164 | % wzlabel (’Strain [—]7);
165 | % ylabel(’Force [N]’);
166 | % legend (’Old sample’, ’Fresh sample’)
167 | % azis(azx)
168 | %
160 | % % Comparison of clamp and T—fit
170 | % figure;
11 | % plot(epsns ¢, Fns ¢, ’c¢’, Ytffastl(:, 1), Ytffasti(:, 2), 'm’);
172 | % zlabel (’Strain [—]’);
173 | % ylabel(’Force [N]’);
174 | % legend (’Clamped sample’, ’Sample with T—fit ’)
175 | % azis (az)
176 | %
177 | % % Strain—rate dependence
178 | % figure;
19 | % plot(Ytffastl(:,1), Ytffasti(:,2), ’'r’, Yifmed(:,1),Ytfmed(:,2), ’g’,
180 | % Yifslow (:,1), Yifslow(:,2), ’b’);
181 | % zlabel(’Strain [—]’);
182 | % ylabel(’Force [N]’);
183 | % legend (70.45/s7, ’0.225/s’, ’0.045/s’)
184 | % azis(ax)
185 | %
%
%
%
%
%
%
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197
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200

225

247

%
% % Stress relazation
% figure;

% plot(epstfhold, Ftfhold);
% zlabel (’Strain [—]’);

% ylabel (’Force [N]’);
%

azis (ax)
%% Statistics processing

% Old vs new sample test

% Fos_int = interpl (epsCommon, Fos, epsosot);

x_osot_all = Xosot_all(:,1);

Fos int = getlnterp (Xosl, Xos2,Xos3,Xos4,Xos5,x osot_all);
eps_osot_all = x_osot_all/d0;

Y oldvsnew = [eps_ osot all Xosot all(:,2:end) Fos_ int];

% Clamp vs T-fit

% Ytffast int = interpl (Yiffastl(:,1), Ytffastl(:,2),epsns_c);

% Y clampustfit = [epsns ¢, Fns c, Ytffast int];

Ytffastl int = getInterp (Xtffastll , Xtffast2l , Xtffast3l ,6 Xtffast4l,
Xtffastbl ,xCommon); % Interpolate T—fit sample at same points

Fns all = getInterp (Xnsl,Xns2,Xns3,Xns4,Xns5,xCommon ) ;

% Compensate for higher preload of T—fit sample

preload = min(min(Ytffastl int));

cor = all(Fns_all > preload ,2); % Logical array to remove forces below IN

Fns all ¢ = Fns_ all(cor,:);

% Set elongation at IN to 0

xns_all ¢ = xCommon(cor) — xCommon(length(Fns all) — length(Fns all c¢));

Ytffastl int c¢ = getInterp (Xtffastll , Xtffast2l , Xtffast3l, Xtffast4l,
Xtffastbl ,xns all c); % T-fit set corrected

% Everything in one matriz for graphpad

Y clampvsfit = [xns_all ¢/d0 Fns_all ¢ Ytffastl int c];

Y clampvsfit = Y clampvsfit (all(Tisnan(Y _clampvsfit) ,2) ,:); % Remove NaN values

% Strain rate dependence

% Y strratedep = [Yiffastl(:,1) Ytffastl(:,2) Yifmed(:,2) Yifslow(:,2)];

% Y strratedep = Y strratedep (3:end,:); % remove nan rows

Ytfmed all = getInterp (Xtfmedl ,Xtfmed2, Xtfmed3 , Xtfmed4 , Xtfmed5 ,xCommon ) ;
Ytfslow all = getInterp (Xtfslowl , Xtfslow2 , Xtfslow3 , Xtfslow4 , Xtfslow5 ,xCommon ) ;
Y strratedep = [epsCommon Ytffastl int Ytfmed all Ytfslow all];

Y strratedep = Y strratedep(all(Tisnan(Y strratedep),2),:);

% FEM vs new T—fit test

% Ysim = [Xsim(:,5) Xsim(:,4)];

% Ysim(any(isnan(Ysim),2),:) = []; % Remove NaN wvalues

% Ytffastl intshort = getInterp (Xtffastil , Xtffast2l, Xtffast3l , Xtffast4l,
% Xtffast5l ,Ysim(:,1));

% Y FEMuvsexp = [Ysim Ytffastl intshort];

% Y FEMuvsexp(any(isnan (Y FEMuvsexp),2),:) = []; % Remove NaN rows

%
%% Plots with all datasets

% Comparison of old and fresh sample
figure
hold on
for i = 1:5
plot (Y oldvsnew (:,1),Y oldvsnew (:,i+1),’color’, .
[0.4660 0.6740 0.1880 0.18],’Handlevisibility ’, off”)
plot (Y oldvsnew (:,1),Y oldvsnew (:,i+6), color’, .
[0.6350 0.0780 0.1840 0.18],’Handlevisibility ’, off’)
end
plot (epsCommon, Fos, ’color’,[0.6350 0.0780 0.1840]);
plot (epsosot , Fosot, ’color’,[0.4660 0.6740 0.1880])

xlabel (’Strain [—]’);

ylabel (’Force [N]’);

legend (’5 months old sample’, ’Fresh sample’,’Location’, ’northwest’)
axis(ax)
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265 | % Clamp vs T—fit
266 | figure
267 | hold on

268 | for i = 1:5

269 plot (Y clampvsfit (:,1),Y clampvsfit(:,i), color’, .

270 [0.3010 0.7450 0.9330 0.18], Handlevisibility ',  off’);

271 plot (Y clampvsfit (:,1),Y clampvsfit(:,i+5), ’color’, .

272 [0.4940 0.1840 0.5560 0.18],’Handlevisibility ',  off’);

273 | end

274 | plot(epsns_c, Fns c,’color’,[0.3010 0.7450 0.9330])

215 plot (Ytffastl(:, 1), Ytffastl(:, 2), color’,[0.4940 0.1840 0.5560]);

276 | xlabel (’Strain [—]");

277 | ylabel (’Force [N]’);

278 | legend ( ’Clamped sample’, ’Sample with T—fit ")
279 | axis (ax)

281 | % Strain—rate dependence
282 | figure
283 | hold on

284 | for i = 1:5

285 plot (Y strratedep(:,1),Y strratedep(:,i+1), Color’, ...
286 [0.3010 0.7450 0.9330 0.18], HandleVisibility’,  off”’)
287 plot (Y strratedep(:,1),Y strratedep(:,i+6), Color’, ...
288 [0.9290 0.6940 0.1250 0.18], HandleVisibility’,  off’)
289 plot (Y strratedep (:,1),Y strratedep(:,i+11), Color’, ...
290 [0.4940 0.1840 0.5560 0.18], HandleVisibility ', off’)
201 | end

202 | plot (Ytffastl (:,1), Ytffastl(:,2), color’,[0.3010 0.7450 0.9330]);
203 | plot (Ytfmed (:,1),Ytfmed(:,2), ’'Color’,[0.9290 0.6940 0.1250])

204 | plot (Ytfslow (:,1),Ytfslow (:,2), Color’,[0.4940 0.1840 0.5560])
205 | xlabel(’Strain [—]|’);

206 | ylabel (’Force [N]’);

207 | legend (’0.45/s’, ’0.225/s’, ’0.045/s”)

208 | axis (ax)

300 | % Hysteresis
so1 | Ftffastl all = getInterp(Xtffastll , Xtffast2l , Xtffast3l, Xtffast4l,

302 Xtffast5] ,xCommon); % Get all datasets

s03 | Ftffastu all = flip (getInterp (Xtffastlu , Xtffast2u , Xtffast3u , Xtffastdu,
304 Xtffast5u ,xCommon) ) ;

305 | Ytffast all = [epsCommon Ftffastl all;

306 flip (epsCommon) Ftffastu all]; % Put everything in one matric

307 | % Remove rows with NaN entries

sos | Ytffast all = Ytffast all(all(Tisnan(Ytffast all),2),:);
300 | figure

310 | hold on

311 | for i = 1:5

312 plot (Ytffast all(:,1),Ytffast all(:,i+1), color’, .
313 [0 0.4470 0.7410 0.18], 'HandleVisibility >, off’)
314 | end

315 | plot (epstffast , Ftffast,’color’,[0 0.4470 0.7410]);
s16 | xlabel (’Strain [—]’);

317 | ylabel (’Force [N]’);

318 | axis(ax)

320 | % Stress relazation

321 | Ytfhold {1} = Xtfholdl;
s22 | Ytfhold {2} = Xtfhold2;
323 | Ytfhold {3} = Xtfhold3;
324 | Ytfhold {4} = Xtfhold4;

325 | Ytfhold {5} = Xtfhold5;

326 | figure

327 | hold on

328 | for i = 1:5

329 plot (Ytfhold{i}(:,1)/d0, Ytfthold{i}(:,2), color’, ...
330 [0 0.4470 0.7410 0.18], 'HandleVisibility ', off’)
331 | end

332 | plot (epstfhold, Ftfhold, ’color’,[0 0.4470 0.7410]);
333 | xlabel(’Strain [—]’);

334 | ylabel(’Force [N]’);

335 | axis(ax)

337 | %% Standard error of the mean
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338 | % Put all data in one array
330 | Ftfhold all = zeros(length(Xtfholdl) ,5);

340 | for i = 1:5
341 Ftfhold all(:,i) = Ytfhold{i}(:,2);
342 | end

344 | % Calculate std and SEM
345 | Ftfhold std = std(Ftfhold all ,0,2);
346 [N = 5;

347 | Ftfhold sem = Ftfhold std / sqrt(n);

340 | % Confidence Interval

350 | alpha = 0.05;

351 |t _val = tinv (1 — alpha/2, n — 1);

352 | CI lower = Ftfhold — t val % Ftfhold sem;
353 | CI_upper = Ftfhold + t_ val * Ftfhold sem;

355 | % Calculate difference and error margin for loss of force

356 |1 = 125; % First point index

357 | j = 431; % Second point index

358 | difference Fdrop = Ftfhold (i) — Ftfhold(j);

350 | error _margin Fdrop = sqrt(Ftfhold sem(i)~2 + Ftfhold sem(j)"~2);

361 | % Calculate mazimum force
362 | [Ftfhold max, iFtfhold max| = max(Ftfhold)

363 | Ftfhold max std = Ftfhold sem (iFtfhold max)
N

D.8 Sensor location test and Bland-Altman plot

%% Sensor location test

1

2 | cle

3 | clear all

4 | close all

5 | %% Initialisation
6 | % Create cells

7 | Xt_e = cell (5,3);
s | Xt t = cell(5,3);
o | Xt m = cell(5,3);

11 | Xs e = cell (5,3);
12 [ Xs_ t = cell (5,3);
13 [Xs m = cell (5,3);

15 | % Read temsile tester data
16 | for i = 1:15

17 Xt e{i} = readmatrix(’sensorlocation edge.xlsx’,’Sheet’ ,[’Specimen ’ ,num2str(i)]);
18 Xt _t{i} = readmatrix(’sensorlocation third.xlsx’,’Sheet’ ,[’Specimen ’,num2str(i)]);
19 Xt m{i} = readmatrix(’sensorlocation mid.xlsx’,’Sheet’,[’Specimen ’ ,num2str(i)]);
20 | end

22 | % Read sensor data
23 | for i = 1:3

24 for j = 1:5

25 Xs e{j,i} = readmatrix ([ ’spec’ ,num2str(i),’ e’ ,num2str(j),’ .txt’]);
26 Xs t{j,i} = readmatrix ([ spec’ ,num2str(i),’ t’ ,num2str(j),’.txt’]);
27 Xs m{j,i} = readmatrix ([ "spec’ ,num2str(i),’ m’,num2str(j),’.txt’]);
28 end

20 | end

31 | % Unloaded length
a2 | d0 = 173.48;

34 | %% Clean data
35 | for i = 1:15

36 % Remove third row

37 Xt e{i}(:,3) = [];

a5 Xt_e{i}(:.3) = [I;

39 Xt m{i}(:,3) = [];

41 % Remove steps with 0 strain

42 Xt ef{i} = Xt e{i}(Xt_e{i}(:,1) > 0.001,:);
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43 Xt t{i} = Xt_t{i}(Xt_t{i}(:,1) > 0.001,:);
1) > 0.001

44 Xt m{i} = Xt m{i}(Xt m{i}(:, ;1)
46 % Convert time to s

a7 Xs e{i}(:,1) = Xs_e{i}(:,1)/1000;

48 Xs t{i}(:,1) = Xs_t{i}(:,1)/1000;

49 dXs_m{i}(:J) =Xs m{i}(:,1)/1000;

s2 | %% Find sensor starting points

53 | close all

54 | % Find the start of the test

55 | i_start = zeros(3,5); % Create empty array

56 | threshold = 50;

51 | % In the loop below the points are checked for each dataset manually, then
55 | % entered into a separate matriz below.

s0 | % for i = 1:15

60 | % rows = 1:length (Xs m{i});

61 | % drop = ischange(Xs m{i}(:,2), 'mean’,  Threshold ’, threshold);

62 | % indices = find(drop == 1);

63 | % i_start(i) = indices (1);

6a | % figure

65 | % plot (1:length(Xs m{i}(:,1)),Xs m{i}(:,2), —o0’,rows(i_start(i)),
66 | % Xs m{i}(i_start(i),2),’ro’, MarkerSize’,5)

67 | % end

60 |1 _start e = [774 258 286 294 209

70 366 257 191 242 192;

71 220 206 223 180 268];

73 |1 _start _t = [323 197 224 147 201;
74 184 200 200 184 219;

75 205 205 177 163 177];

77 | i_start_m = [194 178 187 157 160
78 166 194 256 169 160

79 166 182 161 169 156];

81 | %% Synchronise data
s2 | % Remove t0 from sensor dataset
g3 | for i = 1:15

84 % Remove t0 from sensor dataset

85 Xs e{i}(:,1) = Xs_ e{i}(:,1) — Xs_e{i}(i_start_e(i),1);
86 Xs t{i}(:,1) = Xs_ t{i}(:,1) — Xs_t{i}(i start_ t(i),1);
87 Xs m{i}(:,1) =Xs m{i}(:,1) — Xs m{i}(i_ start m(i),1);
89 % Remove rows before starting point

90 Xs e{i} = Xs_e{i}(i_start_e(i):end,:);

91 Xs t{i} = Xs_t{i}(i_start_ t(i):end,:);

92 Xs m{i} = Xs m{i}(i start m(i):end,:);

94 % Subtract t0 from tensile tester data

95 Xt e{i}(:,3) = Xt_e{i}(:,3) — Xt _e{i}(1,3);

96 Xt t{i}(:,3) = Xt_t{i}(:,3) — Xt_t{i}(1,3);

o7 Xt m{i}(:,3) =Xt m{i}(:,3) — Xt m{i}(1,3);

98 | end

100 | % Create averaged dataset
101 | xCommon = linspace (0,5.6,1000);

103 | Xt_e_int = cell (5,3);
104 | Xt ¢t int = cell (5,3);
105 | Xt _m_int = cell (5,3);

17 | Xs_e_int = cell (5,3);
108 | Xs_t_int = cell (5,3);

100 | Xs m_int = cell (5,3);
111 | Xt BA int = cell (5,3); % Cell for bland—altman plot
113 | for i = 1:15

114 Xt e int{i} = interpl (Xt_e{i}(:,3),Xt e{i}(:,1),xCommon);
115 Xt _t int{i} = interpl(Xt_t{i}(:,3),Xt_t{i}(:,1),xCommon);

56




116 Xt m_int{i} = interpl (Xt m{i}(:,3),Xt m{i}(:,1),xCommon);

118 Xs e int{i} = interpl(Xs_e{i}(:,1),Xs e{i}(:,2),xCommon);
119 Xs t_int{i} = interpl(Xs t{i}(:,1),Xs t{i}(:,2),xCommon);
120 Xs m_int{i} = interpl(Xs m{i}(:,1),Xs m{i}(:,2),xCommon);
122 Xt BA int{i} = interpl (Xt m{i}(:,3),Xt m{i}(:,2),xCommon);
123 | end

125 | % Create mean sets

126 | Yt_e sum = zeros(size (xCommon));
127 | Yt_t sum = zeros(size (xCommon));
128 | Yt m sum = zeros(size (xCommon));
130 | Ys_e sum = zeros(size (xCommon));
131 | Ys_t sum = zeros(size (xCommon));
132 |Ys m sum = zeros (size (xCommon));
134 | Yt BA sum = zeros(size (xCommon));

136 | for i = 1:15

137 Yt e sum = Yt e sum + Xt_e int{i};

138 Yt t sum = Yt t sum + Xt t int{i};

139 Yt m sum = Yt m sum + Xt m_int{i};

141 Ys e sum = Ys e sum + Xs e int{i};

142 Ys t sum = Ys_ t sum + Xs_t_int{i};

143 Ys m sum = Ys m sum + Xs m_int{i};

145 Yt BA sum = Yt BA sum + Xt BA int{i};
146 | end

148 | % Create mean datasets and convert bits to wvoltage

149 | f _conv = 5/1023; % Conversion factor

151 | Y e = [Yt_e sum/15 (Ys_e sum/15)*f conv];
152 | Y t = [Yt t sum/15 (Ys_ t sum/15)*f conv];
153 |Y m= [Yt m sum/15 (Ys m sum/15)*f conv];

154 Y:BA: [Yt m sum/15 Yt BA sum/15]|; % Left column displacement, right column force

156 | %% Plot data

157 | % Mean plot

158 | figure

150 | plot (Y e(:,1),Y e(:,2),Y t(:,1),Y t(:,2),Y m(:,1),Y m(:,2));
160 | xlabel (’Extension [mm]|’);

161 | ylabel(’Voltage [V]’)

162 | legend (’Edge’,’One third of length’,’Middle’)

164 | %% Statistical analysis
165 |Y s = [Y e(:,2) Y t(:,2) Y m(:,2)];

167 | Ys_e_all = [|; % Create empty matriz
w68 | Ys_t_all = [];
160 | Ys m_all [1;

11 | Yt e all = [];
2 | Yt _t_all = [];
173 | Yt _m_all = []

175 | Yt BA all = [];

177 | % Put everything into columns
178 | for j = 1:size(Xs_e_ int,2)

179 for i = 1:size(Xs_e_int,1)

180 Ys e all = [Ys e all Xs e int{i,j}];

181 Ys t_all = [Ys_ t_all Xs_t_int{i,j}];

182 Ys m all = [Ys m all Xs m_int{i,]}];

184 Yt e all = [Yt e all Xt e int{i,]}];

185 Yt t all = [Yt_ t_all Xt t_int{i,j}];

186 Yt m all = [Yt m all Xt m_int{i,j }];

188 Yt BA all = [Yt BA all Xt BA int{i,j}];
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245
246
247

250
251
252
253
254

257
258
259
260
261

end
end

Ys all = [Ys e all Ys t_all Ys m_all|;
Yt all = [Yt_ e all Yt t all Yt m all];
V_all = Ys_ all/1023 = 5;

% Calculate largest difference

Y diff =Y m(:,2) — Y t(:,2);

Y diff max = max(Y diff)

Y diff max V = Y diff max/f conv;

% Standard deviation and SEM
Ys m std = std(Ys_m_all,0,2);
Ys_ t_std = std(Ys_t_all,0,2);
Ys m sem = Ys m std/sqrt (15);
Ys_t_sem = Ys_t_std/sqrt(15);

% SEM of largest difference
Y diff max sem = sqrt(Ys m sem(Y diff =— Y diff max)~2 + Ys_t sem(Y diff = Y diff max)"2)

%% Plot all data
epsCommon = xCommon/d0;
colors = [0 0.4470 0.7410;
0.4660 0.6740 0.1880;
0.6350 0.0780 0.1840];
transp = 0.1;
figure
hold on
for i = 1:15
plot (Yt all(:,1)/d0,V _all(:,i), color’,[colors(1l,:) transp],’HandleVisibility’,’ off’);
plot (Yt all(:,i+5)/d0,V _all(:,i+5), color’ ,[colors(2,:) transp]|,’HandleVisibility’, off’);
plot (Yt all(:,1+10)/d0,V _all(:,i+10), color’ ,[colors(3,:) transp], HandleVisibility’, off’)
end
~e(:,2), color’,colors (1,:))
plot (Y t(:,1)/d0,Y t(:,2), color’,colors(2,:))
plot (Y m(:,1)/d0,Y m(:,2), color’,colors(3,:));
xlabel (’Strain [—]")
ylabel(’Voltage [V]’
legend (’Edge’, ’One third of length’,’Middle’)
ax = gca;
ax.YLim = [2.4 5];

%% Prepare Bland—Altman data

% Create separate datasets for plot
d BA all = Yt m_all;

F BA all = Yt BA all;

V_BA all = V_all(:,31:end);

% Curve fit wsing the mean
[dfit ,dgof] = fit (Y m(:,2),
[Ffit ,Fgof] = fit (Y m(:,2),

" BA(:,1), ’power2’); % Displacement fit
~BA(:,2),’power2’); % Force fit

% Create set of fitted data
for i = 1l:size(V_BA all,2)
dfit_data(:,1) = dfit (V_BA all(:,i));
Ffit data(:,i) = Ffit(V_BA all(:,i));
end

%% Create Bland—Altman plot

close all;

% Create Bland—Altman plot wusing ’Bland—Altman and Correlation Plot’

% Copyright (c) 2017, Ran Klein

% All rights reserved.

% d_BA = BlandAltman (dfit_data/d0,d BA all/d0,’ Strain [—]’,[],[], baYLimMode’,[—0.02 0.04]);
% F BA = BlandAltman (Ffit data ,F BA all, ’Force [N]’,[],[], baYLimMode’,[—3 3]);

[rpc_d,figBA d,stats d] = BlandAltman(d_ BA all/d0,dfit data/dO,’Strain [—]’,
[1,[], symbols’, ’num’, markerSize’ ,1.1, datalMode’,’ ’truth’,’baStatsMode’,
"Non—parametric’, ’balnfo’ ,[]);

[rpc_F,figBA F,stats F| = BlandAltman(F_BA _all,Ffit data, Force [N]’,[],[],
’symbols’, 'num’, ’markerSize’ ;1.1, ’datalMode’, ’truth’,’baStatsMode’, ..
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L ’Non—parametric’, ’balnfo’ ,[]);

D.9 Sensor accuracy test

%% Sensor accuracy test
clear all
clc
close all
%%
% Create cells for storing data
Xt = cell(1,10);
Xs = cell (1,10);

% Read data

for i = 1:10
Xt{i} = readmatrix(’sensoraccuracy data.xlsx’,’sheet’,[’Specimen ’ ,num2str(i)]);
Xs{i} = readmatrix ([ ’acc_’ ,num2str(i),’.txt’]);

end

%% Calculation
% Tensile data
Yt = cell (1,10);

for i = 1:

Yt{i} [Xt{i}(:,4) Xt{i}(:,1)]; % Time in left common, displacement in right
Yt{i} = Yt{i}(Yt{i}(:,2) > 0.001,:); % Remove all columns except displacement,
% remove zero displacement values
Ye{i}(:,1) = Yt{i}(:,1) — Yt{i}(1,1); % Set time to O

end

10

% Sensor data

% Find the start of the test
i_start = zeros(1,10); % Create empty array
threshold = 500;
for i = 1:10
drop = ischange (Xs{i}(:,2), linear’,’ Threshold’,threshold);

indices = find (drop =— 1);

i start(i) = indices(1);

% figure

% plot (Xs{i}(:,1),Xs{i}(:,2),". ,Xs{i}(i_start(i),1),
% Xs{i}(i_start(i),2), ’ro’, MarkerSize’,5)

end

% Clean sensor data
Ys = cell (1,10);

for i = 1:10
Ys{i} = Xs{i}(i_start(i):end,:); % Remove values before start of test
% Set t to 0 at start of test and convert to second
Ys{i}(:,1) = (Ys{i}(:,1) — Ys{i}(1,1))/1000; s
Ys{i}(:,2) Ys{i}(:,2)/1023 x 5; % Convert to wolts
end

% Interpolate data at common timesteps
n = 1000; % Amount of steps
xCommon = linspace (0,40,n);

Y = cell(1,10);

Y mean = zeros(n,2);

Y gr = [|; % Graphpad

for i = 1:10
Y{i}(:,1) = interp1 (Yt{i}(:,1),Yt{i}(:,2),xCommon); % Interpolate displacement
Y{i}(:,2) = interp1(Ys{i}(:,1),Ys{i}(:,2),xCommon); % Interpolate wvoltage
Y mean = Y mean + Y{i};

Y gr = [Y _ gr Y{i}(:,2)];% Data for graphpad
end

Y mean = Y mean/10;
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%% Plotting

figure

% azes(’XScale’, ’log’, ’YScale’, ’log’)

hold on

% for i = 1:10

% plot (Y{i}(:,1),Y{i}(:,2), color ’,[0 0.4470 0.7410 0.18]);
% end

plot (Y mean(:,1),Y mean(:,2),’.", color’,[0 0.4470 0.7410]);

xlabel (’Displacement [mm] )
ylabel(’Voltage [V]’)

ax = gca;

ax.YLim = [2.4 5];

=

D.10 Curved surface test

%% Curved surface plots
clc
clear all
close all
%% Initialisation
% Read data
X = cell (3,3);

for i = 1:3

% Top row

X{1,i} = readmatrix(’Before curve.xlsx’,’Sheet’ ,[’Sheet’ ,num2str(i)]);

% Middle row

X{2,i} = readmatrix(’On_curve.xlsx’,’Sheet’ ,[’Sheet’ ,num2str(i)]);

% Bottom row

X{3,i} = readmatrix(’After curve.xlsx’,’Sheet’,[’Sheet’ ,num2str(i)]);
end

%% Calculation
V = cell(size(X)); % Voltage cell

% Remove first row
for i = 1l:numel(X)

X{iH(1,0) = 11;

V{i} = X{i}(:,2)/1023 x5;
end

% Calculate average
b _sum = cell (length(X) ,1);
b _mean = cell (length(X) ,1);
for i = 1:size(X,2)
b _sum{i} = zeros(length(X{i}),1);
for j = 1l:length(b_mean)
b sum{i} = b sum{i} + X{i,j}(:,2);
end
b _mean{i} = b_sum{i}/length (X);
end

% Calculate wvoltage
V_mean = cell (size(b_mean));
V _std = V_mean; % Standard deviation
for i = l:length(b_mean)
V _mean{i} = b _mean{i}/1023 x 5;
V_std{i} = std ([V{i,1} V{i,2} V{i,3}],0,2);
end

% Create one cell for all data
Y = cell (length(V_mean) ,1);

for i = 1l:length(Y)
Y{i}(:,1) =X{i}(:,1)/1000%9.81; % Convert to force in N
Y{i}(:,2) = V_mean{i};

end

% Make one array with all data for graphpad
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Y gr = zeros(length(Y{1}),1+numel(X));
Y gr(:,1) = Y{1}(:,1);

count = 1;
for i = 1:3
for j = 1:3
count = count+1;
Y gr(:,count) = V{i,j};
end
end

%% Curve fitting

fits = cell(size(Y));

fitteddata = fits;

gof = fits;

x_fit = linspace(Y{1}(1,1),Y{1}(end,1),1000);

for i = 1l:length(fits)

[fits{i}, gof{i}] = fit (Y{i}(:,1),Y{i}(:,2), power2’);
fitteddata{i} = fits{i}(x_fit);

end

%% Plot
figure
hold on

%

colors = zeros(3:3); % Array for saving color data

colors = [0 0.447000000000000 0.741000000000000;

0.929000000000000 0.694000000000000 0.125000000000000;
0.466000000000000 0.674000000000000 0.188000000000000];

transp = 1; % Transparency
% Plot all data
for i = 1:3
if i =1
plot (Y gr(:,1),Y gr(:,14+i),’.’, color’ ,[colors(1,:) transp],
’displayname’ , ’Before curve’)

plot (x_fit, fitteddata{i}, Color’,colors (1,:), ’DisplayName’,
"Power law fit’)

plot (Y gr(:,1),Y gr(:,44+1),’.’, color’ ,[colors(2,:) transp],
’displayname’,’On curve’)

plot (x_fit,fitteddata{i+1}, Color’,colors (2,:), DisplayName’,
"Power law fit’)

plot (Y gr(:,1),Y gr(:,7+1i), ., color’ ,[colors(3,:) transp],
"displayname’,’ After curve’)

plot (x_fit, fitteddata{i+2}, Color’,colors (3,:), DisplayName’,
"Power law fit )

else
plot (Y gr(:,1),Y gr(:,14+1i), ., color’ ,[colors(1,:) transp],
"HandleVisibility >, off )
plot (Y gr(:,1),Y gr(:,4+1i), ., color’ ,[colors(2,:) transp],
"HandleVisibility >, off )
plot (Y gr(:,1),Y gr(:,74+1i), ., color’ ,[colors(3,:) transp],
"HandleVisibility >, off’)
end
end
%
% for i = 1:length(V_mean)
% %p:plOt(Y{i}(.’,]),Y{i}(!,2),7*7);
%
% % colors(i,:) = p.Color;
% end
% Plot errorbars

%

%

%

for i = 1:length (V_mean)
% errorbar(Y{i}(:,1),Y{i}(:,2),V std{i}, LineStyle ’, 'none’, ’Marker’,
% 'none ’, *Color ’, colors (i,:))
% errorbar(Y{i}(:,1),Y{i}(:,2),V std{i}, LineStyle ’, "none’, ’Marker’,
% 'none’, "color ’, ’k’)

end

title ("Influence of curved surface on sensor output voltage ’)
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xlabel (’Force [N]”)
ylabel (’Voltage [V]’)
% legend (’Before curve

(measured) ’,
% ’On curve (measured)’

,’On curve (power law fit)’,

% 'After curve (measured)’

legend show
ax = gca;

ax.YLim = [2.4 5];
L

"After curve (power law fzt)’)

’Before curve (power law fit)’

D.11 Surgeon experiment

%% Surgeon experiment plots
clc
clear all
close all
%% Initialisation

% Read data

for i = 1:3
% Traction tests
STD9 T(i,:) = dlmread ([’ ’Bryan STD9 T’ ,num2str(i), txt ])7
STD9 T(i+3,:) = dlmread ([ "Huub_STD9 T’ ,num2str(i) xt7]);
STD1 T(i,:) = dlmread ([’ ’Bryan STD1 T’ ,num2str (i ) txt’]),
STD1_T(i+3,:) = dlmread ([ "Huub_STD1_T’ ,num2str(i),’.txt’]);
KHO9 T(i,:) = dlmread (| 'Bryan KHO9 T’ ,num2str(i),’ txt ]),
KHO9 T(i+3,:) = dlmread ([ '"Huub KHO9 T’ ,num2str(i),’.txt’]);
% Exzternal rotation tests
STD9 E(i,:) = dlmread ([’ ’Bryan STD9 E’ ,num2str (i ) txt’]),
STD9 E(i+3,:) = dlmread (| "Huub_STD9 _E’ ,num2str(i),’.txt’]);
STD1 E(i,:) = dlmread ([ ’Bryan STD1 E’ num2str(i),’ txt ])7
STD1 E(i+3,:) = dlmread ([ "Huub_STD1 E’ num2str(i),’.txt’]);
KHO9 E(i,:) = dlmread (| 'Bryan KHO9 E’ ,num2str(i), txt ])7
KHO9 E(i+3,:) = dlmread (| "Huub KHO9 E’ ,num2str(i) xt’]);

end

% Fit coefficients

coeff d = readmatrix(’coeff d.txt’);

coeff F = readmatrix(’coeff F.txt’);

% Unloaded muscle lengts

d0 = readmatrix(’d0.xlsx’) ’;

a d = coeff d(:,1)7;

b d = coeff d(:,2)7;

c d = coeff d(:,3)";

a F = coeff F(:,1);

b F = coeff F(:,2)7;

c_F = coeff F(:,3)7;

% Putting everything into a cell

% Top row = traction , bottom row = external rotation , columns =

bits = cell (2,3);

bits{1,1} = STD9 T;

bits{1,2} = STDI_T;

bits{1,3} = KHO9 T;

bits {2,1} = STD9 E;

bits{2,2} = STD1_E;

bits{2,3} — KHO9 E;

% Remove time

for i = 1:6
bits{i} = bits{i}(:,2:end);
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end

%% Calculation
% Create cell for wvoltage, forces and strains

V = cell (2,3);
F = cell(2,3);
d = cell(2,3);
eps = cell (2,3);
for i = 1:6
for k = 1:6
V{i} = bits{i}/1023 x 5; % Calculate voltage
F{i}(k,:) =a F.xV{i}(k,:)."b_F + c_F; % Calculate force
d{i}(k,:) =a d.«V{i}(k,:)."b_d + c_d; % Displacement
eps{i}(k,:) = (d{i}(k,:)./d0).*100;
end
end

% Calculate average forces and strains
F _mean = cell (2,3);
eps_mean = cell (2,3);

for i = 1:6
F mean{i} = mean(F{i} ,1);
eps_mean{i} = mean(eps{i},1);
end

% Calculate standard deviation across each column
F _std = cell (2,3);
eps std = cell (2,3);

for i = 1:6

F std{i} = std(F{i},0,1);

eps _std{i} = std(eps{i},0,1);
end

%% Plotting

% Select muscles for plotting

% tractionmuscles = [1 8 11 14];

tractionmuscles = [1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25];

% Same muscle order as live table

order = [1 3 8 12 9 7 2 11 10 4 5 14 17 15 18 20 19 21 6 22 23 24 25];

tractionmuscles = tractionmuscles (order);

% Create matrices for traction test plotting

for i = 1l:length(tractionmuscles)
for k = 1:3
yF_T(i,k) = [F_mean{l,k}(tractionmuscles(i))];
yF T std(i,k) = [F_std{1,k}(tractionmuscles(i))];
yveps T (i,k) = [eps _mean{l,k}(tractionmuscles(i))];
yeps T std(i,k) = [eps_std{l,k}(tractionmuscles(i))];

end
end

% Plot force figure traction

f = gecf;

fdim = [100 100 1200 300]; % Figure dimensions

set (f, ’Position’, fdim); % Set dimension

musclenames = [" Gluteus maximus"," Adductor magnus"," Gluteus medius" ,...
"Psoas","Iliacus"," Sartorius"," Adductor longus"," Gluteus minimus" ,...
"Adductor brevis"," Gracilis","Pectineus"," Tensor fasciae latae"
"Obturator externus","Piriformis","Quadratus femoris"
"Obturator internus"," Gemelli" " Semimembranosus" ,...
"Biceps femoris long head"," Semitendinosus"
"Biceps femoris short head","Rectus femoris"," Vastus lateralis " ...
"Vastus intermedius"," Vastus medialis "|;

tractionmusclenames = musclenames (order );

b T = bar(tractionmusclenames ,yF T);

hold on
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134 | % Calculate the number of groups and number of bars in each group
135 | [ngroups ,nbars| = size(yF_T);

137 | % Get the z coordinate of the bars

138 | x_err T = nan(nbars, ngroups);

130 | for i = 1l:nbars

140 x err T(i,:) =b T(i).XEndPoints;
141 | end

142 |x_err T = x err T7;

144 | % Plot the errorbars
145 | % errorbar(c_err T(:),yF T(:),yF T std(:),’k’, linestyle ’, 'none’);

147 | ylabel (’Muscle force (N)’);
148 | % title (’Mean muscle force at subluzation during traction test by surgeons ’);

1490 | legend (’STD + 9’, ’'STD + 1’, 'KHO + 9’, ’Standard deviation’, ’Location’ ,...
150 "northeast ’);
151 | ax = gca;

152 | ax.YLim = [0 14]; % Y limst
153 | hold on

155 | % Make arrays to plot Bryan’s and Hub’s data

156 | xAllDataPoints = zeros(length(tractionmuscles) ,9);
157 | yBryan F T = xAllDataPoints;

158 | yBryan eps T = xAllDataPoints;

150 |[yHub F T = xAllDataPoints;

160 | yHub_eps T = xAllDataPoints;

162 | for i = 1l:length(tractionmuscles)

163 for j = 1:3

164 for k = 1:3

165 xAllDataPoints (i,(j—1)*x3+k) = x_err_ T(i,j);

166 yBryan F_ T(i,(j—1)*3+k) = F{1,j}(k,tractionmuscles(i));

167 yBryan eps T(i,(j—1)*3+k) = eps{1l,j}(k,tractionmuscles(i));
168 yHub F T(i,(j—1)*3+k) = F{1,j}(k+3,tractionmuscles(i));

169 yHub _eps T(i,(j—1)*3+k) = eps{1,j}(k+3,tractionmuscles(i));
170 end

171 end

172 | end

174 | % Plot Bryan’s and Hub’s data into figure

175 | scatter (xAllDataPoints (:) ,yBryan F T(:),10, 0’ , MarkerFaceAlpha’ ,0.01)
176 | scatter (xAllDataPoints (:) ,yHub F T(:),10, ", MarkerFaceAlpha’ ,0.01)
177 | errorbar(x_err T(:),yF T(:),yF T std(:),’k’,’linestyle’, none’);

178 | legend (’STD + 9°, ’STD + 1’, ’KHO + 9’, ’Surgeon #1’,’Surgeon #2’ ,
179 "Standard deviation’,’Location’, ’northeast’);
181 | %%

183 | % strain figure traction

184 | figure

185 | bar (tractionmusclenames ,yeps T);

186 | hold on

187 | % Plot Bryan’s and Hub’s data into figure

188 | scatter (xAllDataPoints (:) ,yBryan eps T(:),10,’0’, MarkerFaceAlpha’ ,0.01)
180 | scatter (xAllDataPoints (:) ,yHub _eps T(:),10,’"’, MarkerFaceAlpha’ ,0.01)
190 | errorbar(x_err T,yeps T,yeps T std,’k’,’linestyle’, ’none’);

191 | ylabel(’Muscle strain (%)’);

192 | % title (’Mean muscle strain at subluzation during traction test by surgeons ’);
193 | legend (’STD + 9’, 'STD 4+ 1’, 'KHO + 9’,’Surgeon #1’,’Surgeon #2’ ...

194 ’Standard deviation’, ’Location’, ’'northeast’);
195 | ax = gca;

196 | ax.YLim = [0 35];

197 | f = gef;

198 | set(f, ’Position’, fdim); % Set dimension

200 | % Create matrices for external rotation test plot

201 | extrotationmuscles = tractionmuscles;

203 | for i = l:length(extrotationmuscles)

204 for k = 1:3

205 yF_E(i,k) = |[F_mean{2,k}(extrotationmuscles(i))];

206 yF E std(i,k) = [F_std{2,k}(extrotationmuscles(i))];
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veps _E(i,k) = [eps_mean{2,k}(extrotationmuscles(i))];

veps E std(i,k) = [eps_std{2,k}(extrotationmuscles(i))];
end
end
figure
extrotationmusclenames = tractionmusclenames;

b E = bar(extrotationmusclenames ,yF _E);

% Errorbars

[ngroups ,nbars| = size(yF_E);
x_err E = nan(nbars, ngroups);
for i = 1l:nbars
x err_ E(i,:) =b E(i).XEndPoints;
end
x err E = x err E7;

% Make arrays to plot Bryan’s and Hub’s data
xAllDataPoints = zeros(length(extrotationmuscles) ,9);
yBryan F E = xAllDataPoints;

yBryan eps E = xAllDataPoints;

yHub F E = xAllDataPoints;

yHub _eps E = xAllDataPoints;

for i = 1l:length(extrotationmuscles)
for j = 1:3
for k = 1:3

xAllDataPoints (i,(j—1)*3+k) = x_err E(i,j);
yBryan F E(i,(j—1)*3+k) = F{2,j}(k, extrotationmuscles (i)
yBryan eps E(i,(j—1)*3+k) = eps{2,j}(k,extrotationmuscle
yHub F E(i,(j—1)*3+k) = F{2,j}(k+3,extrotationmuscles (i)
yHub _eps E(i,(j—1)*3+k) = eps{2,j}(k+3,extrotationmuscle
end
end
end

)
s(i));
)

s(i));

(
(

% Force

hold on

scatter (xAllDataPoints (:) ,yBryan F E(:),10, ’0’,’MarkerFaceAlpha’,0.01)

scatter (xAllDataPoints (:) ,yHub F E(:),10, ", MarkerFaceAlpha’,0.01)
errorbar(x_err E,yF E,yF E std,’k’,’linestyle’, ’none’);

ylabel (’Muscle force [N]’);

% title (’Mean muscle force at subluzation during ezternal rotation test by surgeons ’);
legend (’STD + 9°, ’STD + 1’, ’KHO + 9°’,’Surgeon #1’,’Surgeon #2’ ,...

’Standard deviation’, ’'Location’, ’'northeast’);
f = gcf;
set (f, ’Position’, fdim); % Set dimension
% Strain
figure
bar (extrotationmusclenames ,yeps E);
hold on

scatter (xAllDataPoints (:) ,yBryan _eps E(:),10, 0’ ,’MarkerFaceAlpha’ ,0.01)

scatter (xAllDataPoints (:) ,yHub_eps E(:),10, ", MarkerFaceAlpha’,0.01)
errorbar(x_err E,yeps E,yeps E std,’k’,’linestyle’, ’none’);

ylabel (’Muscle strain (%)’);

% title (’Mean muscle strain at subluzation during external rotation test by surgeons ’);
legend (’STD + 9°, ’STD + 1’, ’KHO + 9°’,’Surgeon #1’,’Surgeon #2’ ,...

’Standard deviation’, ’Location’, ’northeast’);
ax = gca;
ax.YLim = [0 35];
f = gcf;

set (f, ’Position’, fdim); % Set dimension

%% Create data table for import into graphpad

% Create matriz where every 3 columns represent one muscle in /4
% configurations.

% Every row is one dataset

% F T gp = zeros (6,75);
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% for i = 1:25
% for j = 1:8
% F T gp(:,(i—1)x3+5) = F{1,5}(:,i);
% end
% end
% Create matriz where every 6 columns represent 6 different points for the
% same muscle. Ewvery row is one configuration.
% F T gp = zeros(8,6%25);
% for i = 1:25
% for j = 1:8
% F. T gp() =
% end
% end
F gluteusminimus = zeros(6,3);
for j = 1:3
F_gluteusminimus (:,j) = F{1,j}(:,8);
end
% Traction test
F T gp = cell(1,length(tractionmuscles));
eps T gp = cell(1l,length(tractionmuscles));
for i = 1l:length(tractionmuscles)
for k = 1:3
F T gp{i}(:,k) = F{1,k}(:,tractionmuscles(i));
eps T gp{i}(:,k) = eps{1l,k}(:,tractionmuscles(i));
end
end
% External rotation test
F E gp = cell(1,length(extrotationmuscles));
eps E gp = cell(1,length(extrotationmuscles));
for i = 1l:length(extrotationmuscles)
for k = 1:3
F E gp{i}(:,k) = F{2,k}(:,extrotationmuscles(i));
eps E gp{i}(:,k) = eps{2,k}(:,extrotationmuscles(i));
end
end
.
D.12 Additional stability test
%% Stability testing of hip simulator
clce
clear all
close all
%% Initialisation
% Read data
F T = readmatrix (’balancing data.xlsx’,’Sheet’,’F_trac’)*9.81; % Calculate force in N
F_ext = readmatrix(’balancing data.xlsx’,’Sheet’,’F ext’)*9.81; % Calculate force in N
alfa _ext = readmatrix(’balancing data.xlsx’,’Sheet’, alfa_sub’);
% Read coefficients and muscle lengths
coeff d = readmatrix(’coeff d.txt’);
coeff F = readmatrix(’coeff F.txt’);
d0 = readmatrix(’d0.xlsx’)’;
a d = coeff d(:,1)7;
b d = coeff d(:,2);
c_d = coeff_d(:,3)";
a F = coeff F(:,1)7;
b F = coeff F(:,2)";
¢ F = coeff F(:,3)7;
% Read sensor data
sensordata = cell (2,4); % Top row is traction test, bottom row external rotation
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% Put data into cell

sensordata{l,1} = readmatrix("STD9 T.txt");
sensordata{l,2} = readmatrix("STDl T.txt"
sensordata{1l,3} = readmatrix( B

sensordata{l,4} = readmatrix("KLA9 T.txt"
sensordata{2,1} = readmatrix("STD9 E.txt"
sensordata{2,2} = readmatrix( B ");
sensordata{2,3} = readmatrix ("KHO9 E.txt");
(

"KHO9 T. txt"

"STD1 E. txt"

sensordata{2,4} = readmatrix ("KLA9 E.txt");

%% Find peaks
close all
% Find measurement points for traction test by hand

musclenumber = 7; % Muscle number used for finding peaks

% for i = 1:4

% figure

% numrows = 1:size (sensordata{1,i},1);

% % threshold = 100000;

% % tf = ischange(sensordata{i}(:,9), Threshold’, threshold);
% % indices = find(tf==1);

% % mpoints = sensordata{i}(indices ,:);

%

% % plot(sensordata{i}(:,1),sensordata{i}(:,9), mpoints(:,1),mpoints(:,9),
% % ’ro’, MarkerSize ’,5)
plot (numrows, sensordata{1,i }(:, musclenumber+1));

% end

%% Calculation

% Extract points of subluzation from separate file

peaks T = readmatrix(’peaks sensordata.xlsx’,’Sheet’, trac’);
peaks E = readmatrix (’peaks sensordata.xlsx’,’Sheet’,’ext’);

% Get relevant rows from sensordata
sensordata peaks = cell (2,4);

for

end

for

end

i = 1:4
sensordata peaks{l,i} = sensordata{l,i}(peaks T (:,i),:);
sensordata peaks{2,i} = sensordata{2,i}(peaks E(:,i),:);
j = 1:8

sensordata peaks{j} = sensordata peaks{j}(:,2:26); % Remove time

% Calculate displacement, strain and force

end

cell (2,4);
cell (2,4);

= cell (2,4);

= cell (2,4);

i = 1:8

for k = 1:10

V{i} = sensordata peaks{i}/1023 * 5; % Calculate voltage
F{i}(k,:) =a F.«V{i}(k,:)."b F +c F; % Calculate force
d{i}(k,:) =a d.*xV{i}(k,:)."b d + c_d; % Displacement
eps{i}(k,:) = (d{i}(k,:)./d0).x100;

end

% Create mean and standard deviation cells for sensor data
F _mean = cell (2,4);

eps__

mean = cell (2,4);

F_std = cell (2,4);
eps_std = cell (2,4);

for

i = 1:8

F mean{i} = mean(F{i} ,1);
eps_mean{i} = mean(eps{i},1);
F std{i} = std(F{i},0,1);

eps _std{i} = std(eps{i},0,1);
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end

% Subtract neutral angle from measured angles

alfa0 = 100.7; % Neutral angle measured during experiment
alfa ext = alfa ext — alfal;

% alfa_ext = deg2rad(alfa_ext); % convert to radians

% Calculate extermal rotation moment
r = 0.07; % moment arm in m
M= F_extx*r;

% Mean and std for measured data
F T tot mean = mean(F T,1);

M mean = mean(F ext,1);

alfa mean = mean(alfa ext ,1);

F_T tot_std = std(F_T,0,1);
M std = std(M,0,1);
alfa std = std(alfa ext ,0,1);

%% Plot

% Select muscles for plotting

tractionmuscles = [1 2 3 45 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20
21 22 23 24 25];

% Same muscle order as live table

order = [1 3 8 12 9 7 2 11 10 4 5 14 17 15 18 20 19 21 6 22 23 24 25];

tractionmuscles = tractionmuscles (order);

% Create matrices for traction test plotting
for i = 1l:length(tractionmuscles)
for k = 1:4
yF_T(i,k) = [F_mean{l,k}(tractionmuscles(i))]; %#ok<+SAGROW>
yF T std(i,k) = [F_std{1,k}(tractionmuscles(i))];

veps T(i,k) = [eps_mean{l,k}(tractionmuscles(i))];

yeps T std(i,k) = [eps_std{l,k}(tractionmuscles(i))];
end

end

% Plot force figure traction

figure

musclenames = [" Gluteus maximus"," Adductor magnus"," Gluteus medius" ,...
"Psoas","Iliacus " ," Sartorius"," Adductor longus"," Gluteus minimus" ,
"Adductor brevis" " Gracilis","Pectineus"," Tensor fasciae latae"
"Obturator externus"," Piriformis","Quadratus femoris" ,
"Obturator internus","Gemelli"," Semimembranosus " ,
"Biceps femoris long head"," Semitendinosus"
"Biceps femoris short head","Rectus femoris"," Vastus lateralis" ,...
"Vastus intermedius"," Vastus medialis "];

tractionmusclenames = musclenames (order);

b T = bar(tractionmusclenames ,yF T);

f = gecf;

fdim = [100 100 1200 300]; % Figure dimensions

% fdim = [100 100 1200 350]; % Figure dimensions

set (f, ’'Position’, fdim); % Set dimension

ax = gea;

Flim = [0 16];

axdim = [0.130000000000000 0.323519209935670 0.775000000000000
0.601480790064330]; % Plot dimensions

% azx. Position = axdim;
ax.YLim = Flim;
hold on

% Calculate the number of groups and number of bars in each group
[ngroups ,nbars| = size(yF_T);

% Get the z coordinate of the bars

x_err_T = nan(nbars, ngroups);
for i = 1l:nbars

x_err_T(i,:) = b T(i).XEndPoints;
end

% Plot the errorbars
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errorbar(x_err T’ ,yF T,yF T std,’k’,’linestyle’, none’, marker’,
"none’ ,’CapSize’ ,2.5);

ylabel (’Muscle force (N)’);

% ax.XTickLabel = {}; % Remove = awxis label

% title (’Mean muscle force at subluzation during traction test ’);

% Plot total traction force

% colors — {"#0072BD","#D95319","#EDB120"," #7E2FSE" } ;
% b T F tot = bar("Whole leg",F T tot mean);

% for k = 1:4 % Specify color

% b T F tot(k).FaceColor = colors{k};

% end

% ylabel (" Traction force [N]")

% set(gca,  YScale’, ’log ’); % Logarithmic y axis

% Total force error bar

% x_err_T_F _tot = nan(size (F_T_ tot_mean’));

% for i = 1:length(z_err T F_tot)

% z_err_T_F _tot(i,:) =b_T F tot(i). XEndPoints;
% end

% errorbar(x_err_ T _F_tot’,F_T tot mean,F T_ tot_std,’k’, linestyle ’, 'none

% "marker ’, 'none )

legend (’STD + 9°, ’STD + 1’, ’KHO + 9’ ,’KLA + 9’ ,’Standard deviation’,

)

"Location’, 'northeast )

% strain figure traction

figure

b T = bar(tractionmusclenames ,yeps T);

hold on

errorbar(x_err T’ ,yeps T,yeps T std, 'k
"none’ ,’CapSize’ ,2.5);

ylabel (’Muscle strain (%)’);

% title ('Mean muscle strain at subluzation during traction test ’);

’,’linestyle’, ’none’, ’marker’,

legend (’STD + 9°, 'STD + 1’, 'KHO + 9°,’KLA + 9’,’Standard deviation’

"Location’, ’northeast’);
f = gecf;
set (f, ’Position’, fdim); % Set dimension
ax = gca;
epslim = [0 35];
ax.YLim = epslim;
% ax. Position = azdim;

% ax.XTickLabel = {}; % Remove z azxis label

% Create matrices for external rotation test plot

extrotationmuscles = tractionmuscles;
for i = 1l:length(extrotationmuscles)
for k = 1:4
yF_E(i k)

F mean{2,k}(extrotationmuscles (i))]
i

= [F_ 5
yF E std(i,k) = [F_std{2,k}(extrotationmuscles(i))];

veps_E(i,k) = [eps_mean{2,k}(extrotationmuscles(i))];

yveps E std(i,k) = [eps_std{2,k}(extrotationmuscles(i))];
end
end
figure
extrotationmusclenames = musclenames(order);
b E = bar(extrotationmusclenames ,yF E);

% Errorbars

[ngroups ,nbars| = size(yF_E);
x_err_E = nan(nbars, ngroups);
for i = 1l:nbars

x err E(i,:) =b E(i).XEndPoints;
end
% Force
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hold on

errorbar(x_err E’ ,yF E,yF E std,’k’,’linestyle’, ’none’,’CapSize’ ,2.5);
ylabel (’Muscle force [N]’);

% title (’Mean muscle force at subluzation during ezternal rotation test ’);
legend (’STD + 9°, ’STD + 1’, 'KHO + 9’ ,’KLA + 9’, ’Standard deviation’,

’Location’, ’northeast’);
% set(gca, YScale’, ’log ’); % Logarithmic y awis
f = gef;
set (f, ’'Position’, fdim); % Set dimension
ax = gca;

ax.YLim = Flim;
% ax.XTickLabel = {}; % Remove z axis label

% az.Position = axdim;

% Strain

figure

bar (extrotationmusclenames ,yeps E);
hold on

) )

errorbar(x_err E’ ,yeps E,yeps E std, 'k
ylabel (’Muscle strain (—)’);
% title (’Mean muscle strain at subluzation during external rotation test’);

,’linestyle’, ’none’,’CapSize’ ,2.5);

legend (’STD + 9°, ’STD + 1’, ’KHO + 9’ ,’KLA + 9’, ’Standard deviation’,
"Location’, ’northeast’);

f = gef;

set (f, ’Position’, fdim); % Set dimension

ax = gca;

ax.YLim = epslim;

% az.Position = azxzdim;

%%

% Plot total traction force

figure

hold on

colors = {"#0072BD","#D95319","#EDB120" " #7E2FSE" } ;
b T F tot = bar(1,F_T tot mean);
ax = gca;
ax.XTickLabel = {}; % Remove = axzis label
ax.YLim = [0 100];
for k = 1:4 % Specify color
b T F tot(k).FaceColor = colors{k};
end
ylabel (" Traction force [N]")

% Total force error bar
x_err_ T F tot = nan(size(F_T tot mean’));
for i = l:length(x err T F tot)
x err T F tot(i,:) = b T F tot(i).XEndPoints;
end

errorbar(x_err T F tot’ ,F_T tot mean,F T tot std,’k’,’linestyle’, ’none’,
>marker’, "none’)

% title (’Total traction force during subluzation ’)

legend (’STD + 9°, ’STD + 1’, ’KHO + 9’ ,’KLA + 9’, ’Standard deviation’,
"Location’, ’northeast’);
%%

% % % Subluzation force and angle during external rotation

% figure

% plot(alfa ext M, 'x’)

% title ("Moment and angle required for subluzation ’)
% zlabel (’Exzternal rotation angle [deg]’)

% ylabel (’External rotation moment [Nm]’)

% legend (’STD + 9°,’STD + 1’,’KHO + 9’,’KLA + 9°’, ’location ’, 'northwest ’)
% azx = gca;

% azis ([0 50 0 1])

% Moment plot

figure

b M = bar(1,M mean);

ax = gca;

ax.XTickLabel = {}; % Remove = axzis label
ax.YLim = [0 18];
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s10 | % title (’Subluzation moment during external rotation test ’)
320 | ylabel (’Moment [Nm]| )

321 | hold on

322 | % Errorbars

323 |x_err M = nan(size(M_mean’));

325 | for i = 1l:length(x_err M)

326 x_err_M(i,:) = b M(i).XEndPoints;

327 | end

s2s | errorbar (x_err M,M mean,M std, 'k’,’linestyle’, ’none’, ’marker’, 'none’)
320 | legend (’STD + 9’, ’STD + 1’, 'KHO + 9’ ,’KLA + 9’, ’Standard deviation’,
330 ’Location’, ’northwest’);

332 | % Angle plot

333 | figure

334 | b_alfa = bar(1,alfa mean);

335 | ax = gca;

336 | ax.XTickLabel = {}; % Remove z azis label
337 | ax.YLim = [0 65];

338 | % title ("External rotation angle at subluzation ’)
339 | ylabel(’Angle [deg]’)

340 | hold on

341 | % Errorbars

342 | x_err alfa = nan(size(alfa mean’));

saa | for i = l:length(x_err M)

345 x_err_alfa(i,:) = b_alfa(i).XEndPoints;
346 | end
347 | errorbar(x _err alfa,alfa mean,alfa std,’k’,’linestyle’, ’none’, marker’, 'none’)

348 | legend (’STD + 9’, ’STD + 1’, 'KHO + 9’ ,’KLA + 9’, ’Standard deviation’,
349 ’Location’, ’northwest’);

351 | %% Statistics

352 | % Make empty arrays with all data points for selected muscles
353 |F s = cell(2,4);

354 | eps_s = cell(2,4);

356 | % Put selected muscle data points into cells
357 | for i = 1l:length(F_s)

358 F s{1,i} = F{1,i}(:,tractionmuscles);
359 eps_s{l,i} = eps{1,i}(:,tractionmuscles);
360 | end

s62 | for i = 1l:length(F_s)

363 F s{2,i} = F{2,i}(:,extrotationmuscles);
364 eps_s{2,i} = eps{2,i}(:,extrotationmuscles);
365 | end

367 | % Make empty arrays
ses | gr T = cell(1,length(tractionmuscles));
369 |eps_gr T = F gr T;

311 |F gr E = cell(1,length(extrotationmuscles));
372 |eps_gr E = F gr E;

374 | for j = 1l:length(tractionmuscles)
375 for k = 1l:length(F)
376 F_gr T{j}(:,k) = F_s{1,k}(:,j);
eps_gr_T{j }(: k) = eps_s{1k}(:,j);
378 end
379 | end
381 | for j = l:length(extrotationmuscles)
382 for k = 1:length(F)
Fogr B{j (k) = F s{2,k}(:,j);
ebs_gr_E{j}(: k) = eps_s{2.k}(:1));
385 end
386 | end

L
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E Arduino code

E.1 Sensor live readout script

int r0 = 0;
int rl = 0;
int r2 = 0;

int s2 =
int s3 =
int s4 =
int s5 =
int s6 =
int s7 =
int s8 =
int s9 =
int sl10 =

~e N

o~

« Ne Ne N

O 0 J o U b WD
~

=~
o
~

int count = 0;
int V[25]
int 1 = 0;

1
—~
—
~.

void setup () {

// put your setup code here, to run once:
pinMode (A0, INPUT) ;
pinMode (Al, INPUT) ;
pinMode (A2, INPUT) ;
pinMode (A3, INPUT) ;
pinMode (s2, OUTPUT)
s3,0UTPUT)
s4,0UTPUT)
s5,0UTPUT) ;
s6,0UTPUT) ;

)
)
)
T

4
pinMode ;
pinMode
pinMode
pinMode
pinMode
pinMode
pinMode

pinMode

4

4

4

s7,0UTPUT
s8, OUTPUT
s9,0UTPUT
s10,0UTPU

4

e~ o~ o o~

) ;
Serial.begin (9600) ;

void loop ()

float voltage;
for (count=0; count<=7; count++) {

// select the bit

r0

bitRead (count, 0);

rl

bitRead (count, 1) ;

r2 = bitRead(count, 2);
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58 digitalWrite (s2, r0);

60 digitalWrite(s3, rl);

62 digitalWrite(s4, r2);

66 //Either read or write the multiplexed pin here
67 voltage = analogRead(A0);

69 //save voltage to array

70 V[count] = voltage;

72 /+xvoltage = (voltage/1023.0)*5;*/

74 }

76 for (count=0; count<=7; count++) {

80 // select the bit

82 r0 = bitRead (count,0);

84 rl = bitRead(count,1);

86 r2 = bitRead(count,?2);

90 digitalWrite (s5, r0);

92 digitalWrite(s6, rl);

94 digitalWrite(s7, r2);

98 //Either read or write the multiplexed pin here
99 voltage = analogRead(Al);

101 //save voltage to array

102 Vicount+8] = voltage;

104 /+xvoltage = (voltage/1023.0)*5;*/
107 }

110f for (count=0; count<=7; count++) {
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114 // select the bit

116 r0 = bitRead(count,0);
118 rl = bitRead(count,1);
120 r2 = bitRead(count,2);
124 digitalWrite (s8, r0);

126 digitalWrite(s9, rl);

128 digitalWrite(s1l0, r2);
132 //Either read or write the multiplexed pin here
133 voltage = analogRead(A2);
135 //save voltage to array
136 V[count+16] = ;

138 }

141| // Sensor 25
142| voltage = analogRead (A3);
143|v[24] = voltage;

146| Serial.print (millis());
147| Serial.print (', ") ;

148| for (i = 0; i <= 24; i++)
149] {

150 Serial.print (V[i]);
151 Serial.print (’',’);
152} }

154| Serial.println();

156 }
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F Goodness of fit data

Supplementary table 2: Goodness of fit data for the displacement fit.

Muscle SSE R? DFE adj. R?> RMSE

Gluteus maximus 90.67959 0.997261 44 0.997136 1.435583
Adductor magnus 31.81046 0.998385 39 0.998303 0.903135
Gluteus medius 22.44579 0.991391 39 0.99095 0.758639
Psoas 33.69417 0.998679 41 0.998614 0.906537
Iliacus 36.31342 0.997357 44 0.997237 0.908463
Sartorius 126.34 0.997774 41 0.997666 1.75541

Adductor longus 106.3562 0.996952 40 0.9968 1.630615
Gluteus minimus 10.42766 0.993275 164 0.993193 0.252157
Adductor brevis 81.9458 0.996857 43 0.996711 1.380477
Gracilis 8.65361 0.999773 44 0.999763 0.443478
Pectineus 20.86894  0.995219 40 0.99498 0.722304
Tensor fasciae latae 374.8066 0.993959 40 0.993657 3.061073
Obturator externus 4.741267 0.998983 43 0.998936  0.332057
Piriformis 10.81379 0.998799 39 0.998738 0.526571
Quadratus femoris 1.89114  0.99582 39 0.995605 0.220206
Obturator internus 16.77132  0.998341 44 0.998266 0.617387
Gemelli 95.63165 0.990439 997 0.99042 0.309709
Semimembranosus 1464.111 0.997745 997 0.99774 1.211824
Biceps femoris long head  760.9505 0.998867 997 0.998865 0.873636
Semitendinosus 1115.943 0.998549 997 0.998546  1.05797

Biceps femoris short head 1025.027 0.998688 997 0.998685 1.013958
Rectus femoris 90.90709 0.999758 717 0.999757 0.356073
Vastus lateralis 2066.421 0.997774 997 0.997769 1.439666
Vastus intermedius 2323.341 0.997087 997 0.997081 1.526542
Vastus medialis 1935.773 0.997116 997 0.99711 1.393412
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Supplementary table 3: Goodness of fit data for the force fit.

Muscle SSE R? DFE adj. R?> RMSE

Gluteus maximus 585.4393 0.997198 44 0.997071 3.647662
Adductor magnus 386.9374 0.997429 39 0.997298  3.149837
Gluteus medius 285.272 0.995732 39 0.995513 2.704564
Psoas 39.34658 0.998444 41 0.998368 0.979629
Iliacus 22.42361 0.998418 44 0.998346 0.713882
Sartorius 4.918004 0.997045 41 0.996901 0.34634

Adductor longus 103.1794  0.996587 40 0.996417 1.606077
Gluteus minimus 34.29266  0.98439 164 0.984199 0.457276
Adductor brevis 42.58734 0.997868 43 0.997769 0.99519

Gracilis 6.759152 0.997086 44 0.996954 0.39194

Pectineus 9.224861 0.99482 40 0.994561 0.480231
Tensor fasciae latae 12.38301 0.995233 40 0.994995 0.556395
Obturator externus 5.577913 0.99775 43 0.997645 0.360165
Piriformis 5.753341 0.997884 39 0.997775 0.384085
Quadratus femoris 0.72389 0.992331 39 0.991938 0.13624

Obturator internus 2.577841 0.998945 44 0.998897 0.242048
Gemelli 48.18877 0.977587 997 0.977542 0.219849
Semimembranosus 1664.185 0.999218 997 0.999216 1.291972
Biceps femoris long head  1661.42  0.99863 997 0.998627 1.290899
Semitendinosus 300.1456  0.998609 997 0.998607 0.548679
Biceps femoris short head 295.3155 0.998635 997 0.998632 0.544246
Rectus femoris 1114.207 0.993821 717 0.993804 1.246589
Vastus lateralis 22883.04 0.997129 997 0.997124 4.790814
Vastus intermedius 9026.87 0.996447 997 0.99644 3.008992
Vastus medialis 43469.65 0.993446 997 0.993433 6.603064
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