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 a b s t r a c t

In this paper, we address the problem of secure estimation in networked systems, by focusing 
on false data injection attacks in large-scale systems, where malicious attackers alter the original 
transmitted data between subsystems. We propose a technique that ensures asymptotic secure 
estimation of the original transmitted data under two attack classes, termed stealthy and non-stealthy, 
while also providing detection and isolation capabilities. We give conditions under which asymptotic 
recovery of nominal performance is guaranteed, thus providing the large-scale system with resilience. 
Furthermore, we demonstrate the effectiveness of the proposed technique through a simulation-based 
case study.
© 2025 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY-NC license 

(http://creativecommons.org/licenses/by-nc/4.0/).
1. Introduction

Networked systems represent many societal applications, in-
cluding energy and transportation. Such systems are vulnerable 
to cyber attacks, specifically on their control systems and trans-
mitted data, which can cause severe consequences that range 
from disruption of nominal behavior, to reaching unsafe trajecto-
ries, and even to complete operational failures. Real-world exam-
ples of successful cyber attacks include Stuxnet and Industroyer, 
which respectively targeted an Iranian uranium enrichment fa-
cility and a Ukranian power grid (Hemsley & Fisher, 2018). Thus, 
ensuring cyber security in networked systems is critical.

In response to the growing threat of cyber attacks on net-
worked systems, researchers have pursued various directions to 
address different attack types. According to Teixeira et al. (2015), 
based on the information and resources available to the attacker, 
the threat can be categorized based on (1) model knowledge, (2) 

I The material in this paper was not presented at any conference. This paper 
was recommended for publication in revised form by Associate Editor Davide 
Martino Raimondo under the direction of Editor Alessandro Chiuso.
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disclosure resources, and (3) disruption resources. Accordingly, at-
tack types are categorized as (1) disclosure attacks, where system 
information is accessed maliciously, e.g., eavesdropping transmit-
ted data (e.g., Wang et al., 2022), (2) denial-of-service attacks, 
where system information is intercepted, e.g., jamming data 
transmission (e.g., Gupta et al., 2010), and (3) integrity/deception 
attacks, where system information is altered, e.g., stealthy manip-
ulation of transmitted data, like replay attacks (e.g., Barboni et al., 
2022; Mo & Sinopoli, 2009) and covert attacks (e.g., Ansari Rad & 
Al-Dabbagh, 2025).

Researchers have explored different detection and isolation 
techniques for integrity/deception attacks, for example, based 
on designing observers (e.g., Al-Dabbagh et al., 2020), modifying 
system structures (e.g., Teixeira et al., 2012), altering input behav-
iors and watermarking (e.g., Hoehn & Zhang, 2016; Yang et al., 
2023), and deploying moving target algorithms (e.g., Griffioen 
et al., 2021). Although detection and isolation techniques may 
offer effective preliminary diagnosis of cyber attacks, they alone 
do not eliminate the effects of the attacks on system operation 
and performance. Accommodating the presence of the attacks 
goes beyond their detection and isolation, and requires corrective 
actions to compensate for the malicious data alteration.

Attack accommodation can be achieved through reconstruc-
tion of the original transmitted data and other system vari-
ables/signals, including states, inputs, and outputs in the presence 
cle under the CC BY-NC license (http://creativecommons.org/licenses/by-nc/4.0/).
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of cyber attacks, namely secure estimation.1 This can be devel-
oped using techniques similar to those that address state and 
unknown input reconstruction, such as in fault accommodation 
and fault-tolerant control (e.g., Lan & Patton, 2021; Tan et al., 
2023). However, developed techniques must account for the 
fundamental differences between cyber attacks and faults, as well 
as the distinct challenges introduced by the presence of attacks. 
For example, unlike faults, cyber attacks are malicious by design: 
attacks cannot be easily modeled as faults. Furthermore, while 
robust control methods can address unknown inputs, they tend to 
be conservative during nominal system operation, leading to de-
graded system performance. Thus, customized secure estimation 
techniques are needed for attack accommodation in networked 
systems.

Researchers have studied different problems related to secure 
estimation/control in networked systems, including the presence 
of denial-of-service attacks (e.g., Yan & Yang, 2023), deception at-
tacks (e.g., Chang et al., 2018; Kazemi et al., 2022), and their com-
bination (e.g., Mousavinejad et al., 2021). However, only a few 
techniques were developed for the specific class of networked 
systems, termed Large-Scale System (LSS), which integrates mul-
tiple subsystems through physical and cyber interconnections 
(i.e., couplings), including those that address deception attacks 
within a subsystem (e.g., Barboni & Parisini, 2020; Ma et al., 
2024), while neglecting attacks between interconnected/coupled 
subsystems.

1.1. Objectives and contributions

In this paper, we consider an LSS composed of multiple sub-
systems with both physical and cyber couplings. The physical 
couplings stem from the partitioning of the LSS, while the cyber 
couplings, in the form of data transmitted over communication 
links between the subsystems, are deployed for control objectives 
and allow for distributed control architectures. We suppose the 
cyber couplings are vulnerable to two classes of integrity/decep-
tion attacks, in the form of False Data Injection (FDI) between 
subsystems; namely, non-stealthy FDI and stealthy FDI (SFDI) at-
tacks. Unlike the former, SFDI attacks are designed and executed 
by intelligent/resourceful attackers to remain undetected by con-
ventional observers (i.e., detectors) that are deployed locally in 
subsystems. These include covert attacks, a complex form of 
integrity/deception attack (Smith, 2015), hence posing additional 
challenges in secure estimation and attack accommodation.

To address the two classes of cyber attacks in LSSs, we present 
two distributed schemes to be implementated in each subsystem, 
in order to achieve the following:

• Accommodate non-stealthy FDI attacks, while achieving full 
reconstruction/secure estimation of received signals from 
neighboring subsystems;
• Partially or fully reconstruct local and received signals from 

neighboring subsystems under SFDI attacks.

We develop the two schemes by introducing customized ob-
server designs that are integrated together, where the observers 
are constructed based on an Unknown Input Observer (UIO) de-
scribed in Chen et al. (1996), and a Luenberger observer discussed 
in Luenberger (1964). In addition to secure estimation, we show 
how the reconstructed signals can be used for the detection and 
isolation of cyber attacks. We also demonstrate attack accommo-
dation by utilizing the reconstructed output signals (i.e., sensor 

1 Reconstruction/secure estimation refers to estimation while being decou-
pled from cyber attacks, similar to the notion used in the literature (e.g., Keijzer 
et al., 2023; Ma et al., 2024).
2

measurements) of neighboring subsystems in the local controller 
design, instead of the received output signals that may be altered 
by the attacker. Moreover, the first scheme can potentially reduce 
the number of required sensor measurements for the observer 
design, compared to other schemes in the literature (e.g., Gallo 
et al., 2020). We also evaluate the detectability properties of the 
second proposed scheme given a mismatch between the phys-
ical and cyber interconnection topologies, which is a condition 
that has not been thoroughly explored in the literature, while 
we provide a solution tailored for specific LSS structures and 
configurations.

The organization of this paper is as follows. In Section 2, 
we formulate the problem. Sections 3 and 4 present the pro-
posed schemes for reconstruction/secure estimation and attack 
accommodation, including stability analysis for the LSS given the 
proposed schemes. Section 5 discusses the computational com-
plexity of the proposed schemes.  In Section 6, simulation results 
are presented to demonstrate the effectiveness of the proposed 
schemes, and in Section 7, concluding remarks are provided.

1.2. Notation and definitions

For a square matrix A, σ (A) denotes the set of its eigenval-
ues. Given a set of vectors xi, i ∈ I, the operators row

i∈I
(xi)

and col
i∈I

(xi) denote their row or column concatenation; the same 
operators are also used for matrices of compatible dimensions. 
For a vector x, its jth component is represented by x[j]. For ma-
trices Ai, i ∈ I, the operator diag

i∈I
(Ai) denotes the block-diagonal 

matrix composed of the matrices. For any matrix, the Hermitian 
concatenation operator is defined as He(M) = M + M⊤, while 
the operators Im(·), Rank(·), and ker(·) denote its image or range, 
rank, and kernel. Suppose A ∈ Rm×n is column-rank deficient, 
i.e., r = Rank(A) < n. One can always find two (non-unique) 
matrices Ā ∈ Rm×r  and Ǎ ∈ Rr×n, such that A = ĀǍ, where 
Ā is full column rank, and such that Im(Ā) ≡ Im(A). Note that, 
once Ā is fixed, Ǎ is unique. For convenience, we often rewrite 
Ax = Āx̄, where x̄ = Ǎx. This operation also follows for sums 
of matrix multiplications: given a set of N matrices Ai ∈ Rm×ni

and vectors xi ∈ Rni , i ∈ {1, . . . ,N}, one can define Ā and x̄ such 
that Āx̄ =

N∑
i=1

Aixi. In this paper, we imply the above procedure by 

introducing Ā as the ‘‘full column rank counterpart’’ of A. Given 
a set of indexed matrices Aij, i, j ∈ I of appropriate dimensions, 
we use the notation A = [Aij] to indicate a block-diagonal matrix 
with Aij in the ith block-row and jth block-column.

2. Problem formulation

2.1. Modeling large-scale systems

We consider an LSS as a distributed and networked system 
partitioned/divided into N subsystems. Each subsystem Si, i ∈
N = {1, 2, . . . ,N} is composed of a physical process Pi, a 
local controller Ci, and an estimation module Ei. The dynamics of 
Pi,∀i ∈ N  are 

Pi :

{
ẋi = Aixi + Biui + Bci x̄i,
yi = Cixi,

(1)

where xi ∈ Rni , yi ∈ Rqi , and ui ∈ Rpi  are its state, output, 
and control input, respectively. The term Bci x̄i models the physical 
couplings between Pi and a subset of the other subsystems, N p

i ⊂

N . Specifically, 

Bci x̄i =
∑

p

Aikxk, (2)

k∈Ni
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Fig. 1. A schematic of an LSS consisting of N subsystems: each subsystem Si includes a process Pi , a local controller Ci , and an estimator unit Ei , i ∈ {1, . . . ,N}.
where Aik models the physical effect of xk on the dynamics of 
Pi (i.e., physical couplings); Bci x̄i is then defined such that Bci ∈

Rni×nci  is full column rank. Subsystems Sk, k ∈ N p
i  are referred to 

as physical neighbors of Si.

Assumption 2.1.  For each Pi, i ∈ N , the pair (Ai, Ci) is detectable 
and the pair (Ai, Bi) is controllable.

We suppose that ui is the result of a distributed control archi-
tecture, requiring subsystems to exchange sensor measurements 
over communication links (i.e., cyber couplings), possibly com-
promised by attacks. To model the communication links, we 
introduce the set N c

i ⊂ N , consisting of those subsystems with 
communication links to Si. Subsystems Sk, k ∈ N c

i  are referred to 
as cyber neighbors of Si.2 Note that N c

i ̸= N p
i  in general.

We give a pictorial representation of the LSS in Fig.  1, illustrat-
ing the interconnections for subsystems, with both physical and 
cyber couplings. The red circles represent potential target points 
for attackers, i.e., the communication links between subsystems, 
where Aki represents a malicious attacker capable of altering 
data transmitted from Sk to Si. Finally, Ei indicates an estimation 
module, including observers to reconstruct the original state and 
output of Sk.

2.2. False data injection attacks

Following Gallo et al. (2020), Teixeira et al. (2015), false data 
injection attacks between subsystems are modeled by defining 
ỹki = yk + Γki, (3)

where ỹki denotes the received output (i.e., altered sensor mea-
surements) and Γki denotes the malicious signal injected by Aki
to alter the original transmitted output yk. The injection of Γki
allows the attacker to disrupt the nominal behavior of Si through 
the action of ui. Here, Γki = 0 whenever no attack is present on 
the communication link ki from Sk and Si. Otherwise, it is selected 
by the attacker to achieve its malicious aim.

As we will demonstrate, and in agreement with literature on 
false data injection attacks (Teixeira et al., 2015), the injected 
data Γki can be defined by a sufficiently sophisticated malicious 
attacker to avoid detection. We define the following two classes 
of attacks.

2 In this paper, we are only interested in the in-neighbors of Si , i.e., those 
subsystems transmitting information to S .
i

3

Definition 2.1 (Non-stealthy FDI Attack). An FDI attack manipu-
lating the output transmitted over the communication link ki, i ∈
N , k ∈ N c

i  as in (3) is non-stealthy if the residual error ỹki − ŷki
does not asymptotically converge to zero, for ŷki any estimated 
output using information of Pk.

Definition 2.2 (SFDI Attack). An FDI attack that manipulates the 
output transmitted over the communication link ki, i ∈ N , k ∈
N c

i  as in (3) is stealthy if the residual error ỹki− ŷki asymptotically 
converges to zero, for ŷki any estimated output using information 
of Pk.

Remark 2.1.  In Definitions  2.1 and 2.2, we do not refer explicitly 
to the estimation mechanism to produce ŷki, i ∈ N , k ∈ N c

i , but 
rather only focus on the fact that it is an estimate which relies on 
information on Pk. Indeed, it is the set of resources possessed by 
the attacker Aki compared to those of the estimator unit Ei that 
restricts SFDI attacks. Furthermore, inspired by Smith (2015), we 
introduce covert FDI attacks, a sub-class of SFDI attacks.

Definition 2.3 (Covert FDI Attack). An SFDI attack that alters the 
transmitted output over the communication link ki, i ∈ N , k ∈
N c

i  is covert if its design is based on the attacker satisfying the 
following dynamics: 

Aki :

{
̇̃xki = Ãkx̃ki + B̃kαki,

Γki = C̃kx̃ki,
(4)

where x̃ki ∈ Rnk  is its state, αki is its driving input (i.e., an 
attacker’s design parameter), and Ãk = Ak, B̃k =

[
Bk row

j∈N p
k

(Akj)
]
, 

and C̃k = Ck.

2.3. Problem statement

Definition 2.4 (Full State Reconstruction).  The estimator module 
Ei, i ∈ N  achieves full reconstruction of xk, k ∈ N c

i  if its observer 
can determine an estimate x̂k such that ∥xk − x̂k∥ → 0, for any 
Γki ̸= 0.

Definition 2.5 (Partial State Reconstruction). The estimator mod-
ule Ei, i ∈ N  achieves partial reconstruction of xk, k ∈ N c

i  if 
its observer can determine an estimate x̂k such that ∥Πkixk −
Πkix̂k∥ → 0, for some full row rank matrix Πki and any Γki ̸= 0.

In this paper, we address the following two objectives:
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• For non-stealthy FDI attacks, both Γki and yk are recon-
structed, and secure state estimation allows to obtain a 
secure estimate of xk (Section 3).
• For SFDI attacks, partial or full reconstruction of xk (and yk) 

is achieved via estimation of x̄i (Section 4).

For attack accommodation, we use the reconstructed yk in 
the controller design, rather than the received ỹki, which may be 
altered by false data injection. By doing so, each subsystem can 
asymptotically restore its nominal operation, even under cyber 
attacks, providing the large-scale system with resilience.

3. Accommodation of non-stealthy FDI attacks

In this section, an FDI attack is considered as in Definition  2.1, 
which acts as an additive input, Γki, to the transmitted output, 
formulated in (3). The main problem to investigate, then, is to 
derive asymptotic estimation of xk, yk, and Γki within Ei for i ∈
N , k ∈ N c

i .
A cascade of observers, including a UIO, Ot

i , and a Luenberger-
like observer, Or

i , is designed in each Ei. The superscripts t and 
r denote that Ot

i  is designed to reconstruct transmitted data 
potentially targeted by an attacker and that Or

i  uses the residual of 
Ot

i . The estimates produced by Ot
i  are designed to be independent 

from inputs to Pk unknown to Si (i.e., the control input and some 
physical couplings of Pk). It is shown that these estimates are 
affected by non-stealthy FDI attacks, and thus Ot

i  on its own 
cannot address the first objective presented in Section 2.3. To 
address this, Or

i  is designed to asymptotically estimate xk, yk, and 
Γki by utilizing the output estimation error, or residual, of Ot

i . 
The reconstructed yk can then be used by the local controller to 
asymptotically recover nominal operation.

Assumption 3.1.  Each Si, i ∈ N  has knowledge of the process 
model of its cyber neighbors Sk, defined as in (1), i.e., Ak, Bk, 
Akj, j ∈ N p

k , and Ck.

The knowledge of Ak, Bk, and Ck and the locally available sensor 
measurements ỹki are used to reconstruct signals from the cyber 
neighbors, as assumed in Gallo et al. (2021, 2020), Teixeira et al. 
(2014). Moreover, knowledge of Akj enhances the performance of 
the proposed scheme, as discussed in Remarks  3.2 and 4.1.

3.1. Aggregated system

To estimate xk, k ∈ N c
i , i ∈ N  in Ei, a new partition of the 

LSS is introduced, including the dynamics of all cyber neighbors 
of Si. A unified state-space representation is presented, by which 
Ot

i  and Or
i  are then designed, allowing for looser conditions on 

detectability than those found in the literature, e.g., in Gallo et al. 
(2020).

From the viewpoint of Si, the state dynamics of Pk remain 
unvaried compared to (1), but with the measurement defined by 
(3). Thus, aggregating all Pk, k ∈ N c

i , 
ẋti = At

i x
t
i + Bt

ςi
ς t
i ,

ỹti = C t
i x

t
i + Γ

t
i ,

(5)

where xti = col
k∈N c

i

(xk) is the state vector of all cyber neighbors 

of Si, ỹti = col
k∈N c

i

(ỹki) is the output vector of all received sensor 

measurements, and Γ t
i = col

k∈N c
i

(Γki) is the aggregated vector of 

all false data injections. We define At
i = [Amj],m, j ∈ N c

i , where 
Amm = Am, and Amj ̸= 0 only if j ∈ N p

m. Furthermore, the 
output distribution matrix is defined as C t

i = diag
k∈N c

i

(Ck). For each 

cyber neighbor S , a full row rank matrix Φ  is defined such that 
k ki

4

xk = Φkixti . Similarly, a full row rank matrix Φ ′ki is defined such 
that Γki = Φ

′

kiΓ
t
i  and ỹki = Φ ′kiỹti .

The term Bt
ςi
ς t
i  models the remaining state dynamics of Pk, 

including the control inputs and the remaining physical couplings 
between Sk and its physical neighbors. On one hand, Si does not 
receive any information regarding uk, yet on the other hand, not 
all physical neighbors of Sk are necessarily cyber neighbors of Si, 
and therefore their impact is not captured by At

i x
t
i . The aggregated 

vector of these inputs to the dynamics of Pk, which are unknown 
to Ei, is captured by Bt

ςi
ς t
i . To formally define ς t

i , some preliminary 
definitions are given. The set comprising physical neighbors of Sk
that are not cyber neighbors of Si is denoted as Gk,i = N p

k \(N
p
k ∩

N c
i ), where the subscript k, i denotes that the set is a subset of N p

k
while its definition depends on N c

i . The interconnection inputs of 
these subsystems is reformulated as 

∑
j∈Gk,i

Akjxj = Bck,i x̄k,i, where 

x̄k,i ∈ Rnck,i . Then, Bςk,i  is defined to be the full column rank 
counterpart of [Bk Bck,i ], with ςk,i such that Bςk,iςk,i = Bkuk +

Bck,i x̄k,i. Finally, Bt
ςi
= diag

k∈N c
i

(Bςk,i ) and ς t
i = col

k∈N c
i

(ςk,i). 

Remark 3.1.  Each Ei has access to ỹki, k ∈ N c
i , received online 

from cyber neighbors, as well as knowledge of Ak, Bk, Akj, j ∈ N p
k , 

and Ck according to Assumption  3.1. However, the vectors xti , ς t
i , 

and Γ t
i  are unknown to Ei. Thus, Ot

i  is designed such that its 
estimate of xti  is decoupled from ς t

i , whilst Γ t
i  has an effect on 

the estimate.

3.2. Design and analysis of Ot
i

Following the design procedure in Gallo et al. (2020), to esti-
mate xti  while decoupling the unknown input ς t

i , 

Ot
i :

{ żti = F t
i z

t
i + K t

i ỹ
t
i ,

x̂ti = zti + H t
i ỹ

t
i ,

ŷti = C t
i x̂

t
i ,

(6)

where zti ∈ Rnti  is its state, and x̂ti ∈ Rnti  and ŷti ∈ Rqti  are the 
estimated state and output, respectively, with nt

i =
∑

k∈N c
i

nk and 

qti =
∑

k∈N c
i

qk. Its matrices must satisfy 

(
H t

i C
t
i − I

)
Bt
ςi
= 0, (7a)

T t
i = I − H t

i C
t
i , (7b)

F t
i = T t

i A
t
i − K (1)t

i C t
i , (7c)

K (2)t
i = F t

i H
t
i , (7d)

K t
i = K (1)t

i + K (2)t
i , (7e)

where the matrix H t
i  is defined such that the unknown input ς t

i

is decoupled. The matrix K (1)t
i  is desinged to ensure that F t

i  is 
Hurwitz. For each cyber neighbor Sk, k ∈ N c

i , we define x̂k,i =
Φkix̂ti .

Assumption 3.2.  For each Pk with k ∈ N c
i , i ∈ N  and the 

model as (1), the matrix 
[

Ak Bςk,i
Ck 0

]
 is full column rank, and 

Rank
(
CkBςk,i

)
= Rank

(
Bςk,i

)
.

Lemma 3.1. Assumptions  2.1 and 3.2 are sufficient to ensure the 
stability of Ot

i , designed according to (7).
The proof follows from Chen et al. (1996, Thm. 1), noting that 

the aggregated system (5) maintains the properties of each Sk, 
described in Assumptions  2.1 and 3.2. 
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Remark 3.2.  The condition Rank(CkBςk,i ) = Rank(Bςk,i ) in As-
sumption  3.2 necessitates that qi ≥ pi + nck,i , where pi + nck,i =

pi + nck − n′ck,i ≤ pi + nck . If individual observers were designed 
for each cyber neighbor of Si, the number of required sensors 
would need to satisfy qi ≥ pi + nck . However, by leveraging 
the physical couplings among cyber neighbors, Ot

i  can potentially 
reduce the required number of sensors, specifically by n′ck,i , where ∑
j∈G′k,i

Akjxj = B′ck,i x̄
′

k,i with G′k,i = N p
k ∩ N c

i , x̄′k,i ∈ Rn′ck,i , and B′ck,i  is 

defined to be the full column rank counterpart of row
j∈G′k,i

(Akj).

To analyze Ot
i , we define the residual ̃r ti = ỹti − ŷti = C t

i ϵ
t
i +Γ

t
i , 

with ϵti = xti − x̂ti . Thus, applying (7a)–(7e), we obtain 

ϵ̇ti = F t
i ϵ

t
i − K (1)t

i Γ t
i − H t

i Γ̇
t
i ,

r̃ ti = C t
i ϵ

t
i + Γ

t
i .

(8)

Under nominal system operation when Γ t
i = 0, the estimation 

error dynamics are ϵ̇ti = F t
i ϵ

t
i , thereby ϵti → 0. However, this 

is not the case in the presence of cyber attacks, as ϵti ↛ 0, and 
accordingly x̂ti = xti + ϵ

t
i ↛ xti .

Therefore, Ot
i  is not sufficient to provide secure estimation 

under non-stealthy FDI attacks. To address this, Ot
i  is combined 

with another observer, Or
i . This cascade of observers achieves two 

objectives: (1) the reconstruction of the unknown input Γ t
i , thus 

obtaining secure estimate of yti , and (2) the estimation of ϵti  to 
securely estimate xti , as addressed in the next subsection.

3.3. Design and analysis of Or
i

To implement a Luenberger-like observer for (8), while con-
sidering ϵti  as the states, and Γ t

i  and Γ̇ t
i  as unknown inputs, 

we employ an approach similar to those in the literature for 
unknown inputs reconstruction, such as Hou and Patton (1998), 
Lan and Patton (2021), Tan et al. (2023). First, the following is 
introduced: 

Ψ t
i :

{
ψ̇ r

i = Ar
iψ

r
i + Er

i
¯
Γi,

r̃ ti = C r
i ψ

r
i ,

(9)

where ψ r
i =

[
ϵt
⊤

i Γ̇ t⊤
i Γ t⊤

i

]⊤
 and 

¯
Γi = Γ̈

t
i . In addition, 

Ar
i =

⎡⎣ F t
i −H t

i −K (1)t
i

0 0 0
0 I 0

⎤⎦ , Er
i =

[ 0
I
0

]
,

C r
i =

[
C t
i 0 I

]
.

(10)

Lemma 3.2.  Under Assumptions  2.1 and 3.2, (Ar
i , C

r
i ) is unde-

tectable, with unobservable eigenvalues at 0.

Proof.  Let us start by proving that

Rank
([

sI − Ar
i

C r
i

])
= nt

i + 2qti , ∀s ∈ C+.

Given the definition of Ar
i  and C r

i , this is equivalent to the de-
tectability of (F t

i , C
t
i ). Thus, given Lemma  3.1, Assumptions  2.1

and 3.2 are sufficient to prove this condition is satisfied.
Let us now show that (Ar

i , C
r
i ) has unobservable eigenvalues at 

0. By substituting s = 0, we see that

Rank
([

sI − Ar
i

C r
i

])
= qti + Rank(Σ r

i ),

where Σ r
i =

[
F t
i −K (1)t

i
C t
i I

]
. Given its definition, Rank(Σ r

i ) =

nt
+ qt − Null(T tAt ) < nt

+ qt , where Null(T tAt ) indicates the 
i i i i i i i i

5

nullity of T t
i A

t
i . Therefore, the pair (Ar

i , C
r
i ) is undetectable, with 

Null(T t
i A

t
i ) unobservable eigenvalues of Ar

i  at 0.  ■

To estimate detectable components of ψ r
i , a Luenberger-like 

observer for (9) is designed as 

Or
i :

{
̇̂
ψ r

i = Ar
i ψ̂

r
i + Lri

(
r̃ ti − ˆ̃r

t
i

)
,

ˆ̃r ti = C r
i ψ̂

r
i ,

(11)

where ψ̂ r
i ∈ Rnti+2q

t
i  and ˆ̃r ti ∈ Rqti  are the estimated state and 

residual, respectively, and with Lri  such that F r
i = Ar

i − Lri C
r
i  is 

stable, except for the unobservable eigenvalues of Ar
i  at 0. Thus, 

an estimate of ϵti  can be retrieved from ψ̂ r
i , and an estimate of 

the estimation error ϵk,i = xk − x̂k,i of Ot
i  can be computed as:

ϵ̂k,i = Φkiϵ̂
t
i .

Hence, we define the secure estimation of xk in Ei by compensat-
ing the effect of the cyber attack as 
x̂rk,i = x̂k,i + ϵ̂k,i, (12)

while an estimate of yk is reconstructed in Ei as 
ŷki = Ckx̂rk,i, (13)

and an estimate of Γki is obtained in Ei as 
Γ̂ki = ỹki − ŷki. (14)

As noted in Lemma  3.2, there are unobservable modes cor-
responding to eigenvalues of Ar

i  at 0, which may impact x̂rk,i. 
This limitation is addressed explicitly in the following section, 
in Lemma  4.1. In the remainder of this section, we make the 
following assumption, to show the benefits of maintaining the 
cascade of Ot

i  and Or
i  within Ei. Here we define Tai  as the earliest 

start time of the attacks on the communication links to Si. 

Assumption 3.3. ψ t
i (Tai ) is orthogonal to the unobservable 

subspace of Ψ t
i . Furthermore, Er

i
¯
Γi(t) is orthogonal to the unob-

servable subspace of Ψ t
i  for all t ≥ Tai .

The above assumption is not strictly necessary to prove the 
results in the remainder of this section. However, it is sufficient 
to ensure that the unobservable eigenvalues of Ar

i  at 0 do not 
impact remaining modes of the system. Indeed, depending on 
the internal structure of Ψ t

i , it may hold for cases other than 
Assumption  3.3 that the unobservable modes of ψ t

i  corresponding 
to eigenvalues at 0 of Ar

i  do not influence any of the remaining, 
detectable modes of the system, and therefore may not influence 
ϵ̂k,i. We decide, however, to pursue results relying on Assumption 
3.3, as it is more general. As we discuss in Section 4, any initial 
condition ψ t

i (Tai ) can be decomposed into a portion satisfying 
Assumption  3.3, and a portion which behaves as an SFDI attack.

The following theorem formalizes how secure estimation is 
achieved for the data injected by the attacker as well as the state 
and output. 

Theorem 3.1.  Let Assumption  2.1, 3.2 and 3.3 hold, and suppose 
the matrices F t

i  and F r
i  (apart from its unobservable eigenvalues at 

0) are designed to be Hurwitz. Furthermore, assume a non-stealthy 
FDI attack and that 

¯
Γi → 0. The proposed cascade of observers in Ei, 

namely Ot
i  and Or

i , enable reconstruction of xk, yk, and Γki for i ∈ N
and k ∈ N c

i  according to (12)–(14), respectively.

Proof.  The residual for (11) is defined as r ri = r̃ ti − ˆ̃r
t
i = C r

i ϵ
r
i , 

where ϵri = ψ r
i − ψ̂

r
i  has the following dynamics: 

ϵ̇r = F rϵr + ErΓ . (15)
i i i i
¯
i
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Algorithm 1 Secure Estimation Under Non-stealthy FDI Attacks 
and Their Detection and Isolation
1: for i← 1 to N do
2:  UIO Design in Si:
3:  Input: ỹki for k ∈ N c

i  (online)
4:  Ak, Bk, Akj, j ∈ N p

k , Ck (offline)
5:  Aggregated system ← (1) and (5);
6:  K (1)t

i ← placing eigenvalues of F t
i ;

7:  H t
i , T

t
i , K

(2)t
i , K t

i ← (7a)–(7e);
8:  x̂ti , r̃

t
i ← Ot

i  given in (6).
9:  Luenberger-like observer Design in Si:

10:  Input: r̃ ti  (online)
11:  F t

i ,H
t
i , K

(1)t
i  (offline)

12:  Augmented system ← (9);
13:  Lri ← placing observable eigenvalues of F r

i ;
14:  ϵ̂ti ← Or

i  given in (11);
15:  for k ∈ N c

i  do
16:  if Γ̂ki ↛ 0 then
17:  detection and isolation of a non-stealthy FDI attack 

on the link ki.
18:  x̂rk,i ← x̂k,i and ϵ̂k,i via (12);
19:  ŷki ← x̂k,i via (13);
20:  Γ̂ki ← (14).
21:  else
22:  no non-stealthy FDI attack on the link ki.
23:  end if
24:  end for
25: end for

Considering Assumption  3.3 and 
¯
Γi → 0, then ϵri → 0. This in 

turn implies that ϵ̂ti → ϵti , and ϵ̂k,i → ϵk,i. Thus, x̂rk,i → xk, and 
ŷki = Ckx̂rk,i → yk. Therefore, Γ̂ki = ỹki − ŷki = Γki + Ckϵk,i →
Γki. ■

Remark 3.3.  In practice, it is reasonable to assume Γ t
i  is finite 

due to the limited resources of the attacker, justifying the as-
sumption that 

¯
Γi → 0. However, this may not always be satisfied, 

potentially leading to biased estimation if 
¯
Γ t
i ̸→ 0. To address 

this, as outlined in Gao and Ding (2007), Gao et al. (2007), higher 
derivatives of Γ t

i , up to Γ t(m)

i , can be included in the states of 
(9), considering them as auxiliary states to be estimated. Then, 
asymptotic estimation convergence is guaranteed if Γ t(m+1)

i → 0, 
which is reasonable as attacks may typically be designed to be 
incipient and slowly varying over time to avoid detection, as was 
assumed for faults (Gao & Ding, 2007; Gao et al., 2007, 2016; Zhao 
& Polycarpou, 2022). Note that accounting for higher derivatives 
of Γ t

i  does not affect the detectability of (9).
According to Theorem  3.1, under a non-stealthy FDI attack, as 

long as Assumption  3.3 holds, Γ̂ki → Γki. Therefore, given that 
under nominal operation, Γki = 0 holds, having Γ̂ki ↛ 0 indicates 
a non-stealthy FDI attack on communication link ki, enabling 
detection and isolation. The proposed distributed scheme for full 
reconstruction/secure estimation, as well as the detection and 
isolation logic is summarized in Algorithm 1.

Remark 3.4.  Through algebraic manipulations, it can be shown 
that all the assignable eigenvalues in F t

i  via design of K
(1)t
i  are 

also assignable in F r
i , by design of Lri . Thus, the design of F r

i  can 
be fully decoupled from that of F t

i . In Section 6.2, we provide 
some comments relating to how K (1)t

i  and Lri  are to be designed 
to improve the performance of the cascade of Ot

i  and Or
i  for 

detection and reconstruction of non-stealthy FDI attacks. 

6

3.4. Stability analysis under secure control

Having shown that asymptotic reconstruction of the original 
transmitted outputs is possible, we address attack accommo-
dation, showing that closed-loop stability of (1) is maintained. 
Suppose the LSS is regulated via the static, distributed, output-
feedback control law: 
ui = Kiiyi +

∑
k∈N c

i

Kikŷki, (16)

where the feedback gains Kii and Kik are designed to ensure 
closed-loop stability under nominal conditions (i.e., Γki = 0,∀i,
k ∈ N ). The following theorem addresses the stability of the LSS 
under attack accommodation.

Theorem 3.2.  Consider Pi,∀i ∈ N  as given in  (1) with the control 
input specified in (16). Then, Pi is asymptotically stable, assuming a 
non-stealthy FDI attack on communication link ki,∀k ∈ N c

i , such 
that 
¯
Γi is bounded with an unknown bound while Assumption  3.3 

holds.

Proof.  By substituting (16) in (1) and aggregating the dynamics 
of Pi,∀i ∈ N , we obtain 
ẋ = AK x+ BKΘϵr , (17)

where x = col
i∈N

(xi), ϵr = col
i∈N

(ϵri ), AK = A+BKC , such that A = [Aik]

with Aii = Ai, K = [Kik], B = diag
i∈N

(Bi), C = diag
i∈N

(Ci), and Θ is such 
that

KΘϵr = col
i∈N

⎛⎝ ∑
k∈N c

i

Kik(Γki − Γ̂ki)

⎞⎠ .

Furthermore, the estimation error dynamics of all Or
i , i ∈ N  can 

be aggregated as:
ϵ̇r = F rϵr + Er

¯
Γ ,

where F r
= diag

i∈N
(F r

i ), Er
= diag

i∈N
(Er

i ), and 
¯
Γ = col

i∈N
(
¯
Γi). Introducing 

η =
[
x⊤ ϵr⊤

]⊤, whose dynamics are 

η̇ =

[
AK BKΘ
0 F r

]
η +

[
0
Er

]
¯
Γ , (18)

Under Assumption  3.3 and given (15), ϵr  is bounded as long as 

¯
Γ  is bounded. This together with that AK  is Hurwitz by design of 
the control gains implies that the system (18) is bounded-input 
bounded-output stable. Thus, η is bounded for bounded 

¯
Γ , and 

η→ 0 if 
¯
Γ → 0.  ■

In the case 
¯
Γ ↛ 0, it can be treated as a disturbance in (18), 

whose effect can be mitigated through the design of Lri , i ∈ N , for 
example, using H∞ optimization.

4. Accommodation of SFDI attacks

4.1. Vulnerability of Ot
i  and Or

i  under SFDI attacks

In this section, we provide sufficient conditions under which 
cyber attacks remain stealthy to the cascade of observers Ot

i  and 
Or

i , thus highlighting their limitations through Lemmas  4.1 and
4.2.

Lemma 4.1.  Consider (3). If Γ t
i (Tai ) is such that ψ t

i (Tai ) lies within 
the unobservable subspace of Ψ t

i , and 
¯
Γi(t) is such that ψ t

i (t), t ≥
Tai  remains in the unobservable subspace of Ψ t

i , then the attack is 
stealthy to Or .
i
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Proof.  The first statement is sufficient, for 
¯
Γi = 0, as ψ t

i (t), t ≥
Tai  remains in the unobservable subspace of Ψ t

i  by definition. The 
latter statement is sufficient, as 

¯
Γi is such that ψ t

i (t) does not 
affect the output.  ■

It is possible for ψ t
i  to not satisfy either Assumption  3.3 or 

the conditions in Lemma  4.1. In this case, by superposition, it 
is possible to decompose ψ t

i = ψ t
i,o + ψ

t
i,u, where ψ t

i,o satisfies 
Assumption  3.3, and thus the corresponding components of Γ t

i
are considered non-stealthy, while ψ t

i,u satisfies the conditions in 
Lemma  4.1. As such, the combination of Ot

i ,O
r
i  and the estimator 

described in this section can properly accommodate them.
Let us now address covert attacks, as formulated in (4). In 

Lemma  4.2, we demonstrate that the attacker cannot freely de-
sign αki in (4) if it is to maintain stealthiness, as defined in 
Definition  2.2, in case of multiple simultaneous cyber attacks. For 
the statement of Lemma  4.2, we define Φ̃G′ki,j

 as the full row rank 
block-matrix that maps the attacker-defined input αki in (4) to 
the components corresponding to Akj, j ∈ G′k,i.

3

Lemma 4.2.  Consider an FDI attack implemented by injecting data 
as in (3), where the attacker is specified as in Definition  2.3. The 
attack is stealthy to Or

i  if 

col
j∈G′k,i

(
Φ̃G′k,j

αki − x̃ji
)
∈ ker

(
row
j∈G′k,i

(Akj)
)
, (19)

leading to x̂rk,i → xk + x̃ki for i ∈ N  and k ∈ N c
i .

Proof.  We rewrite the dynamics in (4) as
̇̃xki = Akx̃ki + Bςk,iας,ki +

∑
j∈G′k,i

AkjΦ̃G′ki,j
αki,

where the definition of ας,ki follows from the definition of Bςk,i  as 
the full column rank counterpart of [Bk Bck,i ]. Aggregating these 
reformulated dynamics yields

̇̃xti =A
t
i x̃

t
i + Bt

ςi
αt
ς,i + col

k∈N c
i

⎛⎜⎝∑
j∈G′k,i

Akj(Φ̃G′ki,j
αki − x̃ji)

⎞⎟⎠ ,

where x̃ti = col
k∈N c

i

(x̃ki), αt
ς,i = col

k∈N c
i

(ας,ki), and Bt
ςi
= diag

k∈N c
i

(Bςk,i ). 

For an attack to be covert, the last term of the above equation 
should be zero, so that the dynamics of Sk can be replicated by 
the attacker. Thus, cyber attacks must satisfy, for all k ∈ N c

i :∑
j∈G′ki,j

Akj

(
Φ̃G′k,j

αki − x̃ji
)
= 0,

which is equivalent to (19). If this holds, (8) turns into
̇̃ϵti = F t

i ϵ̃
t
i ,

r̃ ti = C t
i ϵ̃

t
i ,

where ϵ̃ti = xti − x̂ti + x̃ti . Having ϵ̃ti → 0 yields r̃ ti → 0, and 
therefore, the attack is stealthy, as per Definition  2.2. Moreover, 
given that the resulting dynamics show no trace of an attack, Or

i
is incapable of reconstructing Γ t

i , while ψ r
i → 0, and x̂rk,i →

xk + x̃ki. ■

Remark 4.1.  The limitation posed by (19) for the attacker’s 
input design stems from the definition of the aggregated system 
in (5). Since Ot

i  utilizes the physical couplings of cyber neighbors, 
(19) must be met if multiple communication lines are attacked, 
limiting the attacker’s capability to freely design αki.

3 Recall that G′ = N p
\G , where G = N p

\(N p
∩N c ).
k,i k k,i k,i k k i

7

Having highlighted the vulnerability of the cascade of Or
i  and 

Ot
i  against SFDI attacks, the more challenging problem of secure 

estimation in the presence of this class of attacks remains unre-
solved. This is addressed in the remainder of this section, where 
we focus on covert FDI attacks, as defined in Definition  2.3.

4.2. Design and analysis of the observer

To address the limitations of the cascade of observers, Ot
i  and 

Or
i , we design an observer in this section to provide a secure 

state estimation under SFDI attacks. Given SFDI attacks on com-
munication links between subsystems, for achieving secure state 
estimation, we assume that the attacker cannot alter sensor mea-
surements yi, obtained locally within a subsystem, and therefore, 
yi is considered secure. Because of this assumption, it is possible 
to exploit yi to reconstruct the physical couplings between sub-
systems, x̄i = B̌ci col

k∈N p
i

(xk), leading to the secure estimation of xk, 

either partially or fully, depending on the structure of the physical 
couplings. Therefore, the objective is to design an observer to 
estimate x̄i. Next, we define 
ẋpi = Ap

i x
p
i + Bp

i ui + Ep
i
¯
xi,

yi = Cp
i x

p
i ,

(20)

where xpi =
[
x⊤i ̇̄x⊤i x̄⊤i

]⊤, 
¯
xi = ¨̄xi, and 

Ap
i =

[ Ai 0 Bci
0 0 0
0 I 0

]
, Bp

i =

[ Bi
0
0

]
, Ep

i =

[ 0
I
0

]
,

Cp
i =

[
Ci 0 0

]
.

(21)

Then, a Luenberger-like observer is designed to estimate xpi , with 
the following dynamics: 

Op
i :

{
̇̂xpi = Ap

i x̂
p
i + Bp

i ui + Lpi (yi − ŷpi ),
ŷpi = Cp

i x̂
p
i ,

(22)

where x̂pi ∈ Rni+2nci  and ŷpi ∈ Rqi  are the estimated state and 
output, respectively, and Lpi  is a design variable, determined by 
placing the eigenvalues of F p

i = Ap
i − Lpi C

p
i  at desired locations to 

ensure that F p
i  is Hurwitz. Based on this observer, we obtain 

ˆ̄xi =
[
0 0 I

]
x̂pi . (23)

Assumption 4.1.  For each Pi, i ∈ N  with dynamics as in (1), the 
matrix 

[
Ai Bci
Ci 0

]
 is full column rank.

Lemma 4.3. Assumptions  2.1 and 4.1 are sufficient to ensure the 
detectability of the pair (Ap

i , C
p
i ), and thereby the stability of O

p
i .

The proof follows from the detectability of (Ap
i , C

p
i ) (Luen-

berger, 1964), which requires the detectability of (Ai, Ci). This 
is satisfied under Assumption  2.1. Furthermore, detectability of 
(Ap

i , C
p
i ) requires that x̄i be reconstructable, which is met as per 

Assumption  4.1.

Proposition 4.1.  Let Assumptions  2.1 and 4.1 hold, and F p
i  be 

Hurwitz. In the presence of SFDI attacks on communication links 
between subsystems, if 

¯
xi → 0, then Op

i  enables reconstruction of 
x̄i.

Proof.  Define the residual of Op
i  as r

p
i = yi − ŷpi = Cp

i ϵ
p
i , where 

ϵ
p
i = xpi − x̂pi , whose dynamics are given as 

ϵ̇
p
i = F p

i ϵ
p
i + Ep

i
¯
xi. (24)

If x → 0, then ϵp → 0, thus guaranteeing ˆ̄x → x̄ .  ■

¯
i i i i
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Remark 4.2.  As discussed in Remark  3.3, assuming that cyber 
attacks are bounded, then xi is bounded, making the assumption 

¯
xi → 0 reasonable. Moreover, higher derivatives of x̄i can be 
considered as auxiliary states to decouple the estimation error 
from their effect.

Proposition 4.2.  For k ∈ N p
i , if Rank(Aik) = nk and 

Im(Aik) ∩
(
∪

j∈N p
i \{k}

Im(Aij)
)
= 0, (25)

xk can be fully reconstructed from x̄i, and the original transmitted 
outputs can be reconstructed as ŷki = Ckx̂k.

Proof.  The second condition is equivalent to stating that the 
image of Aik is column-independent to all other interconnection 
matrices Aij, j ∈ N p

i \{k}. This, together with Rank(Aik) = nk and 
the definition of Bci , implies that ̂xk can be uniquely obtained from 
ˆ̄xi. The computation of ŷki = Ckx̂k follows.  ■

Proposition 4.3.  For k ∈ N p
i , if Rank(Aik) ̸= nk and (25) holds, 

then xk can be partially reconstructed.

Proof.  To estimate components of xk from ˆ̄xi, Rank(Aik) = nk and 
(25) must hold (see Proposition  4.2). If Aik is not full column rank, 
then estimates of some components or a linear combination of 
their associated components of xk can be derived from ˆ̄xi under 
(25).  ■

Remark 4.3.  The key difference between the properties of Op
i

compared to those of the cascade of Ot
i  and Or

i  is that O
p
i  depends 

on yi, which is supposed to be uncorrupted by an attacker. As 
such, Op

i  is not susceptible to stealthy and covert FDI attacks, as 
defined in Definitions  2.2 and 2.3, and the obtained estimate is 
secure.

4.3. Stability analysis under secure control

Consider the following static, distributed, output-feedback 
control law: 
ui = Kiiyi +

∑
k∈N c,f

i

Kikŷki +
∑

k∈N c
i \N

c,f
i

Kikỹki, (26)

where Kii and Kik are chosen such that under nominal system 
operation, asymptotic stability of the LSS is guaranteed. More-
over, N c,f

i ⊆ N c
i  consists of the cyber neighbors whose states 

can be fully reconstructed according to Proposition  4.2. For any 
remaining cyber neighbors, their received sensor measurements, 
which are possibly altered by SFDI attacks, are employed in the 
controller. The following theorem addresses the stability of the 
LSS under attack accommodation. 

Theorem 4.1.  Consider Pi as given in  (1), with the control input 
specified in (26). Then, Pi, ∀i ∈ N  is bounded-input bounded-output 
stable, assuming an SFDI attack on communication link ki, such that 

¯
xi and Γki, k ∈ N c

i \N
c,f
i  are bounded with an unknown bound.

Proof.  Given full reconstruction, define x̂k = Φk ˆ̄xi, with full row 
rank Φk. Thus, rewrite (1) as

ẋi =Aixi + BiKiiyi + Bi

∑
k∈N c

i

Kikyk−Bi

∑
k∈N c,f

i

KikCkΦk
[
0 0 I

]
ϵ
p
i

+ Bi

∑
k∈N c

i \N
c,f
i

KikΓki +
∑
k∈N p

i

Aikxk.
8

Aggregating the state dynamics of Pi,∀i ∈ N  yields 
ẋ = AK x− BKΘϵp + BKΓ , (27)

where x = col
i∈N

(xi), and ϵp = col
i∈N

(ϵpi ). Moreover, AK  and B are those 
defined for (17), and Θ is defined such that

KΘϵp =col
i∈N

⎛⎜⎝ ∑
k∈N c,f

i

KikCkΦk
[
0 0 I

]
ϵ
p
i

⎞⎟⎠ ,

KΓ =col
i∈N

⎛⎜⎝ ∑
k∈N c

i \N
c,f
i

KikΓki

⎞⎟⎠ .

Considering (24), the error dynamics for Pi,∀i ∈ N  are 
ϵ̇p = F pϵp + E

¯
x, (28)

where F p
= diag

i∈N
(F p

i ), E = diag
i∈N

(Ep
i ), and 

¯
x = col

i∈N
(
¯
xi).

The derivatives of Lyapunov functions Vx = x⊤Pxx, and Vϵ =
ϵp
⊤

Pϵϵp with Px, Pϵ > 0 along (27) and (28) are
V̇x =ẋ⊤Pxx+ x⊤Pxẋ

=x⊤ He(A⊤K Px)x− He(x⊤PxBKΘϵp)+ He(x⊤PxBKΓ ),

V̇ϵ =ϵp
⊤

He(F p⊤Pϵ)ϵp + He(ϵp
⊤

PϵE
¯
x).

To evaluate the H∞ performance, under zero initial conditions, let

J =
∫
∞

0
(z⊤z − ζ 2Γ ⊤Γ − ζ 2

¯
x⊤
¯
x+ V̇x + V̇ϵ)dt −

∫
∞

0
(V̇x + V̇ϵ)dt

≤

∫
∞

0

[
x⊤ ϵp

⊤

Γ ⊤

¯
x⊤

]
J1

[
x⊤ ϵp

⊤

Γ ⊤

¯
x⊤

]⊤
,

where z = Cxx + Cϵϵp is the measured output employed to vali-
date the stability of the system, Cx and Cϵ are weighting matrices 
and designed based on the desired performance objectives, ζ > 0
is a scalar,

J1 =

⎡⎢⎣ J11 −PxBKΘ + C⊤x Cϵ PxBK 0
∗ J22 0 PϵE
∗ ∗ −ζ 2I 0
∗ ∗ ∗ −ζ 2I

⎤⎥⎦ ,
J11 = He(A⊤K Px)+C⊤x Cx, and J22 = He(F p⊤Pϵ)+C⊤ϵ Cϵ . Guaranteeing 
J1 < 0 is a sufficient condition for J < 0 and achieving H∞
performance ∥z∥2 ≤ ζ 2(∥Γ ∥+∥

¯
x∥). Ensuring J1 < 0 is equivalent 

to holding 

J ′1 =
[

J11 −PxBKΘ + C⊤x Cϵ
∗ J22

]
< 0, (29a)

−ζ 2I <
[

PxBK 0
0 PϵE

]⊤
J ′
−1

1

[
PxBK 0
0 PϵE

]
, (29b)

where (29a) is equivalent to satisfying 
J11 < 0, (30a)

J22 −
(
PxBKΘ + C⊤x Cϵ

)⊤
J−111

(
PxBKΘ + C⊤x Cϵ

)
< 0. (30b)

Guaranteeing J11 < 0 is equivalent to A⊤K Px+PxAK = −Q1−C⊤x Cx, 
where Q1 + C⊤x Cx > 0. This is a Lyapunov equation and always 
feasible since AK  is Hurwitz. (30b) is equivalent to F p⊤Pϵ+PϵF p

=

−Q2−C⊤ϵ Cϵ+
(
PxBKΘ + C⊤x Cϵ

)⊤ J−111

(
PxBKΘ + C⊤x Cϵ

)
, where Q2+

C⊤x Cx +
(
PxBKΘ + C⊤x Cϵ

)⊤ J−111

(
PxBKΘ + C⊤x Cϵ

)
> 0. This is a 

Lyapunov equation and always feasible given J11 < 0 and that 
F p is Hurwitz. Holding both (30a) and (30b) satisfies (29a).

The necessary and sufficient condition to (29b) is ρ[−J ′−11 ] ≤

ζ 2 for which ζ 2 ≥ min(|λ(J ′ )|) is a sufficient condition, where 
1
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Algorithm 2 Secure Estimation Under SFDI Attacks and Their Detection and 
Isolation
1: for i← 1 to N do
2:  Secure State Estimation:
3:  Input: ui, yi (online)
4:  Ai, Bi, Aik, k ∈ N p

i , Ci (offline)
5:  Augmented system ← (20);
6:  Lpi ← placing eigenvalues of F p

i ;
7:  ˆ̄xi ← Luenberger-like observer (22) and (23);
8:  x̂k ← ˆ̄xi (fully or partially, Props. 4.2 and 4.3);
9:  if x̂k is fully attained then

10:  ŷki ← Ck x̂k .
11:  end if
12:  SFDI Attack Detection by Si:
13:  ˆ̄x1i ← Φ1i

ˆ̄xi;
14:  x̂rk,i ←  (12);
15:  Input: ˆ̄x1i , x̂rk,i,∀k ∈ N pc

i  (online)
16:  if ˆ̄xrk,i ↛ ˆ̄x1i  then
17:  SFDI attack is detected in N pc

i .
18:  SFDI Attack Isolation by Si:
19:  Input: x̂k, x̂rk,i, k ∈ N pc

i  (online)
20:  for k ∈ N pc

i  do
21:  if x̂rk,i ↛ x̂k then
22:  SFDI attack is isolated on link ki.
23:  else
24:  no SFDI attack is isolated on link ki.
25:  end if
26:  end for
27:  else
28:  no SFDI attack in N pc

i .
29:  end if
30: end for

ρ[−J ′
−1

1 ] is the spectral radius of −J ′
−1

1  and λ(J ′1) denotes the 
eigenvalue vector of J ′1. This is always satisfied for some ζ > 0
given any chosen Px and Pϵ . Holding (29a) and (29b) leads to 
J1 < 0 achieving the H∞ performance.  ■

4.4. Detection and isolation

The proposed scheme provides two mechanisms for estima-
tion. One relies on the cascade of observers, Ot

i  and Or
i , while 

using sensor measurements transmitted between subsystems, 
which are potentially altered by attacks. The other one relies 
on Op

i , while using secure sensor measurements obtained locally 
within the subsystem. This concept forms the foundation for SFDI 
attack detection. However, detection becomes unattainable if any 
of these observers cannot be implemented. In scenarios where 
N p

i ⊈ N c
i , the outputs of Pk, k ∈ N p

i \N
c
i  are not accessible in 

Si, thus preventing the successful implementation of Ot
i  and Or

i . 
In order to address this, and before presenting the subsequent 
assumption and proposition, we define the set N pc

i = N p
i ∩ N c

i . 
Then, the set of physical neighbors of Si can be divided into two 
disjoint sets as N p

i = N pc
i ∪ (N

p
i \N

pc
i ). The first set denotes those 

physical neighbors whose sensor measurements are received by 
Si, while the second includes physical neighbors whose sensor 
measurements are not available to Si. The interconnection term 
in (1) is then divided as∑
k∈N p

i

Aikxk =
∑

k∈N pc
i

Aikxk +
∑

k∈N p
i \N

pc
i

Aikxk

= Bc1i x̄1i + Bc2i x̄2i ,

where Bc1i  and Bc2i  are full column rank. If N p
i ⊆ N c

i , then 
Bc1i = Bci , x̄1i = x̄i, Bc2i = 0, and x̄2i = 0.

Assumption 4.2.  The interconnection term of Pi adheres to 
either of the following conditions: (1) N p

i ⊆ N c
i  or (2) Im(Bc1i ) ̸=

Im(B ).
c2i

9

In the case N p
i ⊈ N c

i , the condition Im(Bc1i ) ̸= Im(Bc2i ) ensures 
that ˆ̄x1i  can be uniquely derived from ˆ̄xi as ˆ̄x1i = Φ1i

ˆ̄xi, where Φ1i
is a full row rank block-diagonal matrix mapping ˆ̄xi to ˆ̄x1i . 

Proposition 4.4.  Let Assumption  4.2 hold. An SFDI attack is 
detected in N pc

i , if ˆ̄xri ↛ ˆ̄x1i , where ˆ̄xri = B̌c1i col
k∈N pc

i

(x̂rk,i), and x̂rk,i
is obtained using (12).

Proof.  Given Assumption  4.2, secure estimation of x̄1i  is derived 
from ̂̄xi. According to Lemma  4.2, under an SFDI attack, ̂xrk,i → xk+
x̃ki. Therefore, ˆ̄xri = B̌c1i col

k∈N pc
i

(x̂rk,i) → B̌c1i

(
col

k∈N pc
i

(xk) + col
k∈N pc

i

(x̃ki)
)
, 

while ˆ̄x1i → x̄1i = B̌c1i col
k∈N pc

i

(xk). Hence, if ˆ̄xri ↛ ˆ̄x1i , an SFDI attack 

is detected in N pc
i .  ■

Proposition 4.5.  Let (25) hold. A cyber attack on the communica-
tion link ki is isolated if x̂k ̸→ x̂rk,i.

Proof.  If (25) holds, full or partial reconstruction of xk can be 
obtained from ˆ̄xi, based on Propositions  4.2 and 4.3, respectively. 
Hence, x̂k → xk enables secure estimation despite SFDI attacks, 
while x̂rk,i → xk + x̃ki. If x̂rk,i does not converge to x̂k, an SFDI 
attack is located on the communication link ki. The same holds 
for partial secure estimation as in Proposition  4.3.  ■

Remark 4.4.  Based on Proposition  4.4, detecting an SFDI attack 
relies on estimating xk, k ∈ N p

i , derived from ˆ̄xi. Thus, SFDI attack 
detection and isolation are plausible by Ei if the attacker targets 
any sensor measurements received from Sk, k ∈ N pc

i , but not 
from Sk, k ∈ N c

i \N
pc
i .

Remark 4.5.  Note that the detection and isolation approach for 
SFDI attacks relies on both ˆ̄xri  and ˆ̄x1i , as outlined in Propositions 
4.4 and 4.5. Consequently, even in scenarios where N p

i ⊆ N c
i , O

p
i

is indispensable to enable detection and isolation of SFDI attacks.
The following proposition, based on Gallo et al. (2020), dis-

cusses a case of coordinated SFDI attacks, in which an attacker can 
launch simultaneous attacks, such that they remain undetected 
by the proposed scheme.

Proposition 4.6.  If simultaneous multiple SFDI attacks are designed 
such that col

k∈N pc
i

(x̃ki) ⊂ ker(B̌c1i ), then the attacks are not detected by 

the proposed scheme.

Proof. x̂rk,i → xk + x̃ki results in B̌c1i col
k∈N pc

i

(x̂rk,i) → x̄1i +

B̌c1i col
k∈N pc

i

(x̃ki). If B̌c1i col
k∈N pc

i

(x̃ki) = 0, then no SFDI attack is detected, 

and the implemented attacks are undetectable to the proposed 
scheme.  ■

Remark 4.6.  Note that the two mechanisms for estimation have 
complementary properties. Indeed, Op

i  can provide either full
or partial secure estimation, depending on the structure of the 
interconnection matrices, but not on the attack, as demonstrated 
in Propositions  4.2 and 4.3. On the other hand, the combination 
of Ot

i  and Or
i  provides full secure estimation, irrespective of the 

coupling, but only under non-stealthy FDI attacks, as established 
in Theorem  3.1.

The distributed scheme for full or partial reconstruction/se-
cure estimation as well as the detection and isolation logic are 
summarized in Algorithm 2.
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Fig. 2. The LSS with eight subsystems, considered in the simulation-based case study.
5. Computational complexity

For non-stealthy FDI attacks, based on the cascade of observers 
Ot

i  and Or
i  in each Si, i ∈ N = {1, . . . ,N}, the computational 

complexity of Ot
i  is linearly related to 

∑
k∈N c

i

nk, while for Or
i , it is ∑

k∈N c
i

nk + 2
∑

k∈N c
i

qk. In a centralized approach, implementing the 

cascade of observers for all subsystems in the LSS, the computa-
tional complexity is a linear function of 

∑
i∈N

ni and 
∑
i∈N

ni + 2
∑
i∈N

qi. 
Given that N c

i ⊂ N , then Nc
i = |N

c
i | < N . For each subsys-

tem, in turn, the distributed scheme offers lower computational 
complexity and greater scalability, compared to the centralized 
approach. However, the total computational complexity for the 
LSS, considering all subsystems, may be higher. If a subsystem 
has many cyber neighbors, the computational complexity of the 
distributed scheme increases, while it remains constant for the 
centralized approach. The maximum computational complexity 
for Ot

i  and Or
i  occurs when N c

i = N\{i}, resulting in Nc
i =

N − 1. Therefore, even in such cases, the proposed distributed 
scheme exhibits lower computational complexity, compared to 
the centralized approach for each subsystem.

For SFDI attacks, based on Op
i  in Si, the computational com-

plexity is linearly related to ni + nci . In a centralized approach, 
implementing the observer for all subsystems in the LSS, the 
complexity is a linear function of 

∑
i∈N

ni. Therefore, the distributed 
scheme offers lower computational complexity and greater scal-
ability since 

∑
i∈N

ni ≥ ni + nci ,∀i ∈ N . Note that for high-
dimensional processes, where ni is large, both the distributed 
scheme and the centralized approach exhibit a linear increase in 
computational complexity. 

Furthermore, while Op
i  alone enables secure state estimation, 

whether fully or partially, the detection and isolation of SFDI 
attacks require the implementation of both schemes (i.e., Ot

i  and 
Or

i , in addition to O
p
i ), as discussed in Section 4.4. Given that 

each of the distributed schemes offers lower complexity than 
the centralized approach for each subsystem, the detection and 
isolation of SFDI attacks is computationally more efficient. 
10
6. Simulation results

6.1. System definition

We consider an LSS inspired by a model of a DC microgrid that 
is partitioned into eight subsystems, where N = {1, . . . , 8}, with 
physical and cyber couplings, as depicted in Fig.  2. Each subsys-
tem consists of three interconnected distributed generation units 
(DGUs), with a Buck converter connected to a point of common 
coupling via an RLC circuit, while modeling the Buck converters 
via their averaged dynamics (Tucci et al., 2018). Each jth DGU 
in Si is described via the dynamics of its voltage at the point of 
common coupling V j

i  and its terminal current I jti: 

CtiV̇
j
i = I jti − I jLi +

∑
(k,l)∈N p

i,j

V l
k − V j

i

Rjl
ik

,

Lti İ
j
ti = V j

ti − V j
i − RtiI

j
ti,

(31)

where I jLi is the local load current, V
j
ti is the terminal voltage, the 

control input, and Cti, Lti, and Rti are the capacitance, inductance, 
and resistance of the RLC circuit, respectively. The set N p

i,j =

{(k, l) ∈ {{i} ∪ N p
i } × Nw

k :
∂V j

i
∂V l

k
̸= 0} is the set of all DGUs 

in subsystems which are physically coupled with the jth DGU of 
Si, where Nw

i = {1, 2, 3},∀i ∈ N . Rjl
ik is the resistance of the 

interconnection line between the jth DGU in Si and the lth DGU 
in Sk. Note that Rjl

ik = Rjl
ki and R

jl
ik = Rlj

ik.
Each subsystem is equipped with a control unit combining a 

primary decentralized PI controller for stability, and a secondary 
consensus-based distributed controller. The control laws for the 
jth DGU in Ci for each Si  are defined as: 
ν̇
j
i = Vref + ξ

j
i − V j

i ,

ξ̇
j
i = kI

∑
(k,l)∈N c

i,j

ajlik(I
l
tk − I jti),

V j
ti = ki,1V

j
i + ki,2I

j
ti + ki,3ν

j
i ,

(32)

where N c
i,j ⊆ {(k, l) ∈ ({i} ∪ N c

i ) × Nw
k } indicates all those DGUs 

whose information is used by C  to compute the input V j . The 
i ti
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Table 1
System, controller, and observer parameters.
 ki,1 ki,2 ki,3 Rti Cti Lti σ (F t

i ) σ (F r
i ) σ (F p

i )  
 (�) (mF) (mH)  
 S1 −2.134 −0.163 13.553 0.2 2.2 1.8 −5x, x = 1 : 18 −20x, x = 1 : 54 −10x x = 1 : 13 
 S2 −0.869 −0.05 48.285 0.3 1.9 2 −5x, x = 1 : 18 −20x, x = 1 : 54 −10x x = 1 : 13 
 S3 −0.480 −0.108 30.673 0.1 1.7 2.2 −5x, x = 1 : 27 −20x, x = 1 : 81 −10x x = 1 : 15 
 S4 −6.990 −0.175 102.96 0.5 2.5 3 −5x, x = 1 : 27 −20x, x = 1 : 81 −10x x = 1 : 15 
 S5 −0.101 −0.01 16.393 0.4 2 1.3 −5x, x = 1 : 18 −20x, x = 1 : 54 −10x x = 1 : 13 
 S6 −2.134 −0.163 13.553 0.6 3 2.5 −5x, x = 1 : 18 −20x, x = 1 : 54 −10x x = 1 : 13 
 S7 −0.869 −0.05 130.285 0.3 2.8 2.1 −5x, x = 1 : 9 −20x, x = 1 : 27 −10x x = 1 : 11 
 S8 −1.701 −0.06 80.393 0.3 2.7 1.9 −5x, x = 1 : 9 −20x, x = 1 : 27 −10x x = 1 : 11 
Fig. 3. Non-stealthy FDI attack: Γ21[2]  and estimates.

interested reader is directed to Tucci et al. (2018) for further 
details on the design of the controllers. kI = 0.5 and ajlik = 1,∀i ∈
N ,∀j ∈ Nw

i ,∀(k, l) ∈ N c
i,j are some of the chosen controller 

gains. The resistances are R12
ii = 0.04Ω, R13

ii = 0.03Ω and 
R23
ii = 0.05Ω, ∀i ∈ N . Also, R11

12 = 0.05Ω, R23
13 = 0.07Ω, R33

26 =

0.1Ω, R11
34 = 0.1Ω, R22

36 = 0.08Ω, R23
45 = 0.06Ω, R31

47 = 0.09Ω , 
and R21

58 = 0.08Ω . The load currents are set on I jLi = 10A,∀i ∈
N ,∀j ∈ Nw

i . Table  1 lists the rest of the controller gains and 
parameters used in the simulation, which are the same for all 
three DGUs of each subsystem. 

Consider xji =
[
V j
i I jti ν

j
i

]⊤
, uj

i = [V
j
ti], and y

j
i =

[ 1 0.8 0
0 1 0
0 0 1

]
xji.

The dynamics (31) and (32) can be rewritten in the same form 
as (1), with xi = col

j∈Nw
i

(xji), ui = col
j∈Nw

i

(uj
i), and yi = col

j∈Nw
i

(yji). The 
system matrices are then defined following the introduced sys-
tem dynamics. Given that a disturbance-free dynamical system is 
considered in this paper, it is assumed that all disturbance inputs 
di, i ∈ N  are known to Ei, where di is defined in Tucci et al. (2018).

6.2. Design of observers

The system matrices satisfy Assumption  2.1, 3.2, and 4.1, and 
therefore Ot

i , Or
i , and O

p
i  can provide secure estimations based on 

Lemmas  3.1, 3.2, and 4.3.
To evaluate the impact of design parameters on secure estima-

tion, two sets of observers are considered, with eigenvalues of the 
error system matrices being placed more aggressively in the first 
simulation than in the second simulation. For the first experiment 
σ (F t

i ), σ (F
r
i ) and σ (F

p
i ) are given in Table  1; for the second, 

the spectra are scaled by 0.2, 0.1, and 0.1, respectively. In the 

11
following, a superscript s indicates that a variable is associated 
to the second simulation.

6.3. Non-stealthy FDI attack

Consider a non-stealthy FDI attack on the communication link 
between S2 and S1, altering the transmitted output ỹ21 as in (3), 
which is active during [5, 15]s and [25, 35]s; whereas other trans-
mitted outputs are not altered. It is considered that the attacker 
alters only the second component of y2. Fig.  3 presents the profile 
of the second component of the attacker’s injected data, Γ21[2] , 
and its estimates, Γ̂21[2]  and Γ̂ s

21[2]
, using Algorithm 1, based on the 

cascade of observers. The proposed scheme effectively enables E1
to estimate the injected data. 

Fig.  4 presents the nine components of x2, in addition to x̂2,1
and x̂s2,1 associated with Ot

i . As expected, the estimated states 
do not converge to the true value, due to the attack, as evident 
from the error dynamics given in (8). To address this, Or

i  is 
implemented to provide x̂r2,1 and x̂

r,s
2,1, as given in (12).

It is expected that x̂r2,1 → x2, as stated in Theorem  3.1. 
Fig.  4 indeed confirms this, and demonstrates how secure state 
estimation is successfully achieved. Finally, because Γ̂21[1]  does 
not converge to zero (i.e., as seen in Fig.  3), the diagnosis logic is 
able to detect the FDI attack and isolate it to link 21. We expect 
selecting smaller eigenvalues for the second set of parameters 
to result in a slower response, as also shown in Figs.  3 and
4. Comparing the two obtained estimates, a smoother transient 
response can be observed by using the second set of parameters, 
but with longer settling time, resulting in a delay in detection. 
Also, a larger bias in x̂s2,1 can be noted when attacks are active. 
Accordingly, it is evident that there is a trade-off between the 
selection of design parameters and the performance of the state 
estimation.

6.4. SFDI attack

Consider a cyber attack on the communication link from S2
to S1 at time TA21 = 20 s, lasting for 10 s, implemented by 
an attacker with the dynamics in (4) as stated in Definition  2.3, 
which alters y21 as in (3). The attacker-designed input is chosen 
as α21 = [3.5 + 2.7 sin(t − 20), 2 + 3(t − 20), 1.8 − 0.4(t −
20), 0, . . . , 0]⊤ ∈ R81. As only one cyber attack is present, the 
condition on α21 in Lemma  4.2 is met, and therefore the attack is 
stealthy to the cascade of Ot

1 and Or
1.

The profile of the injected data and its estimate are presented 
in Fig.  5. Even though Γ21 ̸= 0, its estimate, Γ̂21, obtained by 
the cascade of Ot

i  and Or
i , converges to zero (Lemma  4.2). This 

confirms the need for an additional step to evaluate whether 
there is any SFDI attack, and if so, to provide secure estimation 
despite the attack. In Fig.  6, we demonstrate the capability of the 
procedure illustrated in Algorithm 2. Note that, by definition of 
A12 and A13, the conditions in Proposition  4.5 are met. In Fig.  6, 
the true value of x̄1 is shown as the black solid line; the estimate 
obtained by Op, ˆ̄x , is shown as the blue dashed line; finally, the 
1 1
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Fig. 4. Non-stealthy FDI attack: x2 , partitioned into its nine components, and their corresponding estimates, x̂2,1 and x̂s2,1 , obtained by Ot
1 , and x̂r2,1 and x̂r,s2,1 obtained 

by the cascade of Ot
1 and Or

1 .
Fig. 5. SFDI attack: Γ21 , and estimate.

estimate ˆ̄xr1 is given as the red dashed line. From the figure, it can 
be seen that ˆ̄x1 is unaffected by the attacker, thus it converges 
to the true value x̄1, whilst ˆ̄xr1 does not. This is to be expected, 
following our discussion in Section 4.

Partial estimation of x2 and x3 can be obtained (Proposition 
4.3), enabling the designed scheme to isolate the attack (Proposi-
tion  4.5). While ˆ̄x1 is a secure estimation of x2[1] , ˆ̄xr1[1]  diverges 
from the true value as a result of exploiting ỹ21 through the 
cascade of Ot

1 and Or
1. As the two estimates of x2[1]  differ, an SFDI 

attack on the communication link 21 is diagnosed, as per Propo-
sition  4.4. Given that ˆ̄xr1[2] → ˆ̄x1[2] , the proposed scheme correctly 
diagnoses that no SFDI attack is present on the communication 
link 31. As a result of using the second set of parameters (with 
smaller eigenvalues), Fig.  6 illustrates that larger magnitudes of 
eigenvalues lead to faster response, though with larger overshoot.

7. Conclusion

In this paper, we address cyber security in large-scale sys-
tems, by specifically focusing on reconstruction/secure estima-
tion, given non-stealthy and stealthy false data injection attacks 
12
Fig. 6. SFDI attack: x̄1 , partitioned into its two components, x̄1[1]  (i.e., x2[1] ) and 
x̄1[2]  (i.e., x3[7] ), and their estimates, ˆ̄x1 and ˆ̄xs1 , obtained by Op

1 , and ˆ̄xr1 and ˆ̄xr,s1 , 
obtained by the cascade of Ot

1 and Or
1 .

on communication links between subsystems. We present algo-
rithms that address two challenges: (1) reconstruction of system 
states, outputs, and attacker’s injected data in the presence of 
non-stealthy FDI attacks, and (2) achieving state reconstruction 
in the case of SFDI attacks. These reconstructed values can be 
exploited for effective detection and isolation of cyber attacks 
in both attack classes as well as for providing secure control 
to enhance the system resilience against FDI attacks. Interest-
ing future research directions include exploring simultaneous 
attack scenarios, and more complex large-scale system models 
that account for uncertainties, such as noise, disturbances, and 
parameter variations. Additionally, investigating nonlinear sys-
tem’s and attacker’s dynamics presents a promising direction for 
further contributions.
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