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ABSTRACT

Monopiles are the dominant foundation type for offshore wind turbines, accounting for approximately 80% of
the installed capacity. Installing offshore monopile foundations on seabeds susceptible to scour erosion requires
monopiles to penetrate several pre-installed scour protection rock layers before securing them into the seabed.
The accurate prediction of the pile penetration resistance is crucial to ensure successful monopile installations.
To complement, and potentially reduce the dependence on the costly and labour-intensive experimental small-
scale penetration tests, a numerical model has been developed using the Discrete Element Method (DEM) that
captures the discrete nature of interactions between rocks and piles and predicts the resistance during the
penetration process. The developed DEM model includes armour and filter rocks represented by multispheres and
sand particles represented by spheres. A multistage calibration, verification and validation DEM modelling
framework is proposed and examined with small-scale penetration tests conducted using plates and piles in a
double-layer scour protection configuration. The sand material model is calibrated and verified using pene-
trometer tests and the rock material models are calibrated and verified using a plate penetration test. The DEM
model with three verified materials predicts the penetration resistance well in small-scale pile penetration tests
and proves the validity of the proposed framework. The DEM model presented in this paper facilitates the
modelling in areas where traditional continuum-based numerical methods give less accurate predictions and
provide insights that are difficult or nearly impossible to obtain through experimental methods.

1. Introduction

cost-effective and durable solution for protecting against scour, partic-
ularly in areas with high flow velocities or turbulent conditions (James

The construction of marine and offshore structures requires careful
consideration of scour protection to ensure the stability and longevity of
the installations. Scour protection is a critical component of infrastruc-
ture design in areas prone to erosion (Gerwick, 2007; Mayall et al., 2020;
Mandviwalla and Christensen, 2021). Scour, the removal of sediment
around structures due to flowing water, can compromise the stability
and safety of various engineering works such as bridges, pipelines, and
offshore platforms (Dahlberg, 1983; Cao et al., 2015). To mitigate the
risks associated with scouring, engineers employ various techniques and
materials to protect the foundations of these structures. One common
method of scour protection is the use of riprap, which involves placing
large rocks or concrete blocks around the base of a structure to dissipate
the energy of flowing water and prevent erosion. Riprap is a
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and James, 2020; Singh et al., 2022). Another approach to scour pro-
tection is the use of geotextile mattresses, which are synthetic materials
designed to reinforce soil and prevent erosion (Wang et al., 2023; Zhang
et al., 2023a). Geotextiles can be combined with other scour protection
measures, such as riprap or concrete mattresses, to provide additional
stability and protection against scour. In addition to these traditional
methods, new techniques are being developed to enhance scour pro-
tection. For example, scour monitoring systems can provide real-time
data on erosion around structures, allowing engineers to assess the
effectiveness of existing protection measures and make adjustments as
needed (Winkler et al., 2023). Furthermore, advances in computational
mechanics have led to the development of advanced and accurate nu-
merical models, which are used to assess the impact of scour protection

Received 6 November 2024; Received in revised form 10 December 2024; Accepted 23 December 2024

Available online 4 January 2025

0029-8018/© 2025 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).


https://orcid.org/0000-0003-3609-9391
https://orcid.org/0000-0003-3609-9391
https://orcid.org/0000-0002-9475-8124
https://orcid.org/0000-0002-9475-8124
https://orcid.org/0009-0003-0139-8460
https://orcid.org/0009-0003-0139-8460
https://orcid.org/0000-0001-5499-7123
https://orcid.org/0000-0001-5499-7123
mailto:h.shi-3@tudelft.nl
www.sciencedirect.com/science/journal/00298018
https://www.elsevier.com/locate/oceaneng
https://doi.org/10.1016/j.oceaneng.2024.120222
https://doi.org/10.1016/j.oceaneng.2024.120222
http://creativecommons.org/licenses/by/4.0/

H. Shi et al.

during offshore wind turbine installations and operations (Zhang and
Wang, 2015; Zhang et al., 2015, 2023b; Ma and Chen, 2021).

Among all types of offshore wind turbine foundations, monopiles
remain the most common choice for offshore wind foundations, espe-
cially where water depths are less than 60 m. One key aspect of scour
protection design is the assessment of monopile penetration into the
seabed, as illustrated in Fig. 1, where a double-layer scour protection is
deployed. Deeper penetration can provide greater stability and resis-
tance to scour, while a shallower penetration may result in inadequate
protection against erosion (Mayall et al., 2020; Whitehouse et al., 2011).
Several factors influence the penetration depth of monopiles in scour
protection design. These include the type of soil at the seabed, the size
and shape of the monopile, the design of the scour protection system,
and the environmental conditions at the site (OuYang et al., 2022). It is
important to consider these factors to ensure that the monopile pene-
trates the seabed to an appropriate depth with effective scour protection
that maintains its designed loading capacity.

With the rapid power growth of a single wind turbine generator, the
outer diameter of the monopile foundation is expected to increase from
around 8 m to above 12 m, leading to an increase in the rock size used for
scour protection, especially on the large size armour rocks which are
already above 200 mm (Whitehouse et al, 2011; DNV, 2022;
Netherlands Enterprise Agency, 2022; Barbuntoiu and Thijssen, 2024).
It is thus more challenging to estimate the resistance during the pene-
tration process through the scour protection rock layer(s) and mitigate
the installation risks. The most straightforward approach is to conduct
field tests and formulate a validated mathematical model (Leimeister
and Dose, 2018). However, this is very time-consuming, expensive and
unpractical in most cases. An alternative and more cost-effective
approach is to perform down-scaled experiments and obtain the rele-
vant model at this scale, then use identified scaling laws to predict the
behaviours at a large/field scale. A typical example is the physical
modelling using a centrifuge test, where the load (gravity) acting on the
soil specimen is artificially increased by the centrifugal force to repre-
sent the actual high load on the soil in the real field (Wang et al., 2021;
Nietiedt et al., 2023a, 2023b).

Apart from experimental testing, numerical modelling techniques,
such as finite element analysis (FEA), computational fluid dynamics
(CFD) and discrete element method (DEM), are commonly used to assess
the installations and operations of monopile foundations due to their
flexibility and cost-effectiveness. For the loading and failure analysis of
the installed monopile, FEA has proven to be the most suitable method.
It assumes soil as a continuum body and deploys constitutive relations to
properly simulate its mechanical behaviour and interactions with the
monopiles, such as nonlinear hysteresis responses of monopiles during
cyclic loading and the evolution of bending moment and lateral

Monopile

v
Sea Level

Scour
Protection

Fig. 1. Schematic illustration of monopile penetration in a double-layer scour
protection arrangement.
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responses (Cheng et al., 2021; Liu and Kaynia, 2022; Sarimurat, 2023).
CFD, on the other hand, is widely deployed in studying hydrodynamics
in offshore engineering, e.g., flows around the monopile foundations
(Chen Ong et al., 2017; Zhai and Christensen, 2022) and fluid-structure
interactions (Jaiman et al., 2010; Tran and Kim, 2018; Varelis et al.,
2021; Li et al., 2024). For the interactions between soil and structures
during installation, DEM has gained popularity in the past decades as
this method simulates the movements based on Newton’s second law
and interactions of each particle based on different contact laws and thus
captures the discrete nature of the materials.

In the premise of modelling geometry penetration into soils, for
example, Liu and Wang simulated the pile driving into the sand using a
two-dimensional DEM model and investigated the effects of sample
porosity, initial stress state and ratio of pile diameter to median particle
diameter on pile penetration behaviour (Liu and Wang, 2016). Similarly,
Esposito et al. studied the pile installation using 2D circular particles
DEM and carried out a multi-scale sensitivity analysis on particle rota-
tions and penetration velocity (Esposito et al.,, 2018). For
three-dimensional DEM, Miyai et al. investigated the plate penetration
into glass beads with different plate thicknesses to particle median
diameter ratio using quasi-two-dimensional DEM simulations and
identified the ratio that changes the resistance fluctuations qualitatively
(Miyai et al., 2019). Using 3D DEM with spherical particles, Cerfontaine
et al. studied the silent piling of a cluster of four piles that progressively
pushed into a sand bed by successive jacking sequences (Cerfontaine
et al.,, 2021a). They also further investigated the influence of particle
upscaling technique or pile penetration rate on the accuracy of simu-
lating a screw pile installation process (Cerfontaine et al., 2021b).
Gezgin et al. utilised both sphere and two-spheres to investigate the
influence of particle aspect ratio and soil characteristics on the pile
penetration process (Gezgin et al., 2022). In addition, with the upscaled
spherical particles, Cerfontaine et al. investigated the potential plugging
effect during an open-ended pile installation in a calibration chamber
with both plain and rotary jacking (Cerfontaine et al., 2023). However,
most of these models focused only on a single (sand) material using
simplified spheres and were not validated against experimental tests.

Therefore, in this work, we aim to develop a multi-material DEM
model of penetration tests and validate it against small-scale experi-
ments. A multi-material DEM calibration, verification and validation
framework will be examined by plate and open-ended pile penetration
tests in a double-layer scour protection setting. Three main challenges
will be addressed during the examination of this framework: i) model-
ling non-spherical particle shapes, e.g., scour protection rocks, ii)
modelling more than a single material, e.g., sand; iii) determination of
DEM material model parameters via calibration, verification and vali-
dation. This paper is structured as follows. In Section 2, we provide an
in-depth explanation of the method employed, i.e. the Discrete Element
Method (DEM), detailing the simulated materials, the contact model
parameters and the setups used. Section 3 presents the concept of model
calibration, verification and validation framework and the calibration of
sand material. Section 4 further explains the application of the full
framework to two different types of rocks used in this study. The method
to identify the dominant DEM parameters using the numerical Design of
Experiment (DoE), and calibration and validation using two separate
laboratory penetration experiments are also addressed. Finally, in Sec-
tion 5 we conclude with our main findings and further work.

2. Materials and methods
2.1. Discrete element method

For spherical particles and multispheres, our DEM model employs
the Hertz-Mindlin (no-slip) (Mindlin, 1949, 1964; Di Renzo and Di Maio,
2005; Zhu et al., 2007) contact model with elastic-plastic (Type C)
rolling friction (Ai et al., 2011; Wensrich and Katterfeld, 2012) that has
been widely used for non-cohesive bulk materials, such as rocks &
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pellets (Tripathi et al., 2021; Chakrabarty et al., 2022). Fig. 2 gives a
schematic representation of the forces between two spherical particles’
contact in DEM. The contact forces between two particles are calculated
using a spring dashpot model in both normal and tangential directions.
In the Hertz-Mindlin contact model, the normal and tangential springs
are non-linear following the Hertzian and Mindlin theories. For
modelling the rotational resistance and energy loss during rotation, the
elastic-plastic (Type C) rolling friction model is chosen as it includes
non-viscous damping torque and offers greater stability than other
rolling models, such as standard or relative velocity dependent (RVD)
rolling friction models. For detailed equations and further information
on the contact model, readers are referred to the relevant literature (Zhu
et al., 2007; Ai et al., 2011; Wensrich and Katterfeld, 2012; Tripathi
et al., 2021; Chakrabarty et al., 2022).

In the current work, Altair EDEM (version 2022.3) and Altair
HyperStudy (version 2022.3) software packages are employed. This is a
suitable solution to simulate both spherical and non-spherical (multi-
spheres) particles, where the latter requires the utilisation of graphics
processing unit (GPU) computing for the sake of computational effi-
ciency. The simulations are all conducted on a dedicated workstation
with NVIDIA RTX A6000 (48 GB) GPU card.

2.2. Materials and their intrinsic parameters

A double-layer scour protection system contains 3 different mate-
rials: armour rocks (dsp = 25 mm), filter rocks (dsp = 6.5 mm) and sand
(dsp = 0.28 mm), as shown in Fig. 3. These materials are used in the real-
world penetration experiments performed in the Water and Soil Flume
facility located at Deltares in Delft, the Netherlands. As we deploy the
Hertz-Mindlin contact model with elastic-plastic (Type C) rolling fric-
tion, there are more than 10 model input parameters for each material,
resulting in over 30 different parameters. To give a clear overview of
these parameters, we categorise them into three types: intrinsic material
properties; morphological parameters and interaction parameters. The
intrinsic material properties include particle (solid) density, shear/bulk
modulus and Poisson’s ratio and the values deployed here are sum-
marised in Table 1. The intrinsic material properties stay unchanged in
the whole study. It is a common practice in DEM modelling to use softer
particles when the shear modulus does not significantly influence the
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Fig. 2. A schematic definition of interaction forces between two particles in
DEM (Hadi et al., 2024).
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material bulk behaviour (Lommen, 2016; Lommen et al., 2019; Mohajeri
et al., 2020). As we study large deformations originating from particles’
rearrangements, we also deploy a shear modulus that is lower than the
actual rock modulus.

The morphological parameters only apply to particles and include
both particle size distribution (PSD) and particle shapes. Fig. 4 illustrates
the particle size distributions of all three materials measured by the
sieving method. As the armour rock size is about 100x larger than the
sand particle, we scaled the sand particles by a coarse grain factor of 10
to reduce the number of sand particles to the order of magnitude in
millions and achieve a feasible computational time that falls within a
few days. Even after the coarse-graining of sand particles, the size ratio
between armour rock and sand is still around 10. However, it is not
possible to further increase the size of sand particles as the size
distinction needs to be captured between the filter rocks and coarse-
grained sand particles.

For particle shape, spheres are well-suited for sand particles since the
original sand particles are nearly round and spherical and a single
coarse-grained sand particle represents multiple original (unscaled)
sand particles. However, the rock particles are mostly non-spherical
(Fig. 3), and using spherical particles with rolling friction cannot cap-
ture the actual mechanical behaviour of the rock particles (Gezgin et al.,
2022). Although the crushing and breakage of large particles may
facilitate the particle arrangement, there was no breakage or crushing of
rocks observed in the penetration experiments. Therefore, we assume no
significant breakage/crushing at the small scale and adopt a clumped
sphere approach to represent the irregular shape of both armour and
filter rocks, as shown in Fig. 5. From each rock material, two rocks are
selected and their surfaces are scanned to obtain the model rocks. The
rocks are scanned using Qlone software and their scanned 3D surface
model is further post-processed using Meshlab to reduce the number of
mesh faces, typically from around 50000 faces to around 1000 faces.
This is necessary to reduce the size of the shape model but pertaining the
shape with a certain accuracy. The simplified shapes are then used to
generate different multispheres that represent the original rock shapes.
During the generation process, the Grid Constant (GC) and the
smoothness factor (S) are chosen as 20 & 3 for armour rocks and 15 & 5
for filter rocks based on the computational efficiency. This results in 44
& 70 spheres for the two armour shapes (Figs. 5a), and 12 & 29 spheres
for the two filter shapes (Fig. 5b), respectively.

2.3. Interaction parameters

Apart from the intrinsic material parameters, there are also inter-
action parameters which determine the key contact behaviours between
particle-particle and particle-geometry, e.g., sliding friction, rolling
friction and restitution coefficient. Within the scope of offshore scour
protection, the rock layers are typically laid on top of the sand layer
(seabed) and different types of rocks and sand are distinctively separated
from each other. Therefore, we assume the interactions between the
same material, i.e. sand-sand or rock-rock, are dominant over the in-
teractions across different materials, i.e. sand-rock. The cross-material
interaction parameters are then set to the same values as the in-
teractions between the same material, i.e., sand-sand. An overview of
defined interaction parameters related to sand is given in Table 2, where
the cross-material interaction parameters (between sand and rocks) are
kept the same as the interaction parameters between sand and sand.
These defined interaction parameters are kept constant throughout the
whole study while other cross-material interaction parameters between
the filter and armour rocks can follow the analogy here and their de-
terminations will be elaborated in detail in the calibration process.

2.4. Simulation setups

For calibration, sensitivity study, verification & validation purposes,
three different simulation setups are employed in this work as shown in
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Fig. 3. Materials used in this study (left to right): armour rocks, filter rocks and sand.

Table 1
Intrinsic material properties for all the materials used in this study.
DEM Parameter Unit Sand Filter Rock Armour Rock Geometry
Density (p) [kg/m?] 2664 2680 2680 7850
Shear modulus (G) [GPa] 0.1 (Combarros Garcia et al., 2016) 0.1 0.1 78
Poisson’s ratio (v) [-1 0.25 (Combarros Garcia et al., 2016) 0.3 (Barbuntoiu, 2021) 0.3 (Barbuntoiu, 2021) 0.28
= 0.5 and then settled to form the initial packing. By varying the fric-
—6—Sand —&—Sand (Scaled) tional parameters between the rock particles, packings with different
—&-Filter Rock —&—Armour Rock initial volume fractions can be obtained.

100 The last setup is the plate/pile penetration in double-layer scour
— 90 protection, as shown in Fig. 6¢. The material domain has an equal length
§ 80 (x-direction) and width (y-direction) of 850 mm and three different
g 70 material layers along the height (z-direction): bottom sand layer (55
8 60 mm), middle filter layer (80 mm) and top armour layer (100 mm). Two
g 50 geometries are deployed here: a steel plate with the dimensions 700 mm
§ 40 x 500 mm x 10 mm and an open-ended steel pile with 323.9 outer
:‘ 30 diameter and 500 mm height. Unlike the plate, two different pile wall
& 20 thicknesses are chosen here: 3 mm and 12.5 mm. The penetration ve-
= 10 locity is kept constant at 50 mm/s and the depth stops at 200 mm where

0 the geometry is getting into the bottom sand layer with the size of
01 I 10 100 approximately one armour rock particle.

Particle size [mm]

Fig. 4. Particle size distribution (PSD) for sand, filter and armour rocks.

Fig. 6, including the penetrometer test, the plate penetration box and the
plate/pile penetration in double-layer scour protection. The penetrom-
eter test (Fig. 6a) is typically used to test the uniformity of the soil and is
a simplified version of the cone penetration test (CPT). The penetration
cone has an 11.28 mm nominal diameter and 1 cm? cone tip area while
the diameter of the penetration rod is 6 mm. The penetration velocity is
kept constant at 30 mm/s with a penetration depth of 200 mm. The sand
material is generated randomly in a rectangular domain with different
volume fractions (¢ = 0.55-0.66) using the volume packing method.
The total number of spherical particles generated is approximately
320000 and 400000 for low and high-volume fractions, respectively.
This setup is used for calibrating the packing density/volume fraction of
the sandy soil underlying the rocks.

Fig. 6b illustrates the plate penetration box used for the sensitivity
study on the DEM interaction parameters during plate penetration inside
rock packing. This cubic box has a length of 750 mm with a steel bottom
boundary (z-direction) and periodic boundaries in both the x & y di-
rections. A steel plate with dimensions 500 mm x 500 mm x 10 mm is
driven into the rock packing at a constant velocity of 50 mm/s until 300
mm depth. Similar to the sand packing generation, approximately 17000
armour rocks (Fig. 5a) are randomly generated at the volume fraction ¢

3. Modelling framework
3.1. Calibration, verification and validation

One of the most crucial aspects of DEM modelling is the calibration of
the unknown model parameters, i.e. determination of the particle-
particle and particle-geometry interaction parameters (Grima and
Wypych, 2011). Two approaches are typically used to obtain these pa-
rameters: direct measurement and calibration using bulk experiments
(Coetzee, 2017). For particles with idealised shapes and more uniform
properties, such as glass beads, it is relatively easy to directly measure
those interaction parameters at the particle scale with small-scale me-
chanical tests (Fuchs et al., 2014). For real-world granular materials,
such as the rocks and natural sand used here, it is very cumbersome to
measure those interaction parameters at the particle contact level and
the measured parameters might not be representative of other particles
in the same bulk due to the high variability of their shapes and surface
roughness. Therefore, bulk experiments are often used for various ap-
plications with different flow regimes, e.g., angle of repose (Marigo and
Stitt, 2015; Roessler and Katterfeld, 2018), drawdown test (Do et al.,
2018), ring shear test (Mohajeri et al., 2020) and rotating drum
(Coetzee, 2019).

The first DEM verification and validation (V&V) framework was
proposed by Ooi (2013), where the verification process was defined as
verifying that the DEM model implementation accurately reproduces the
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GC:15, S: 5, 29 spheres  GC:15, S: 5, 12 spheres

(b)

Fig. 5. Generation of non-spherical rock particles using surface scanning technique and multisphere approach: (a) two armour rocks, (b) two filter rocks. Top to
bottom: original rocks, scanned shapes and corresponding multisphere representations.

Table 2
An overview of the defined interaction parameters related to sand material.
Interactions DEM Parameter Value
Sand-Sand Sliding friction (u,_,) 0.64 (Combarros Garcia
et al., 2016)
Rolling friction Wrp—p) 0.1 (Combarros Garcia et al.,
2016)
Restitution Coefficient 0.75 (Combarros Garcia
(ep—p) et al., 2016)

Sand-Geometry

Sand-Filter & Sand-
Armour

Sliding friction (4, )
Rolling friction (4,,_)
Restitution Coefficient
(ep—g)

Sliding friction (4,,_p)
Rolling friction (4,_,)
Restitution Coefficient

0.5 (Ucgul et al., 2015)
0.05 (Ucgul et al., 2015)
0.6 (Ucgul et al., 2015)

0.64
0.1
0.75

(ep—p)

conceptual model and its solutions. In other words, it is the process of
confirming the code implementation agrees well with benchmark
(semi-)analytical solutions and evaluates the numerical errors from
contact models/algorithms. This is a common step to test the reliability
of a newly implemented DEM contact model and has to be performed
before the calibration process. In the current study, verification refers to
the process after the calibration of the contact model parameters. This is
crucial in the determination of the right (most suitable) material inter-
action parameters as it is common to obtain multiple calibrated sets of
parameters depending on the methods deployed. For validation, the
verified (not just calibrated) set of parameters will be rerun in the DEM
model and compared with the real-world experiment. Note that the
experiments used for the calibration and verification processes cannot
be used again in the validation process, and a different experiment needs
to be employed such that the predictability of the verified model can be
further tested.

The Calibration, Verification and Validation (CV&V) framework
used in the current study is schematically illustrated in Fig. 7. In the
calibration process, three experimental tests are used: penetrometer test,
bulk density test and plate penetration test. Firstly, the sand model

parameters are calibrated using the penetrometer test and the corre-
sponding simulation setup as given in Fig. 6a. Secondly, the penetration
rock box setup (Fig. 6b) is used to generate initial packings and identify
the sensitive model parameters and their validity ranges. Finally, the
plate penetration in a double-layer scour protection (Fig. 6¢) is simu-
lated and the sensitive DEM model parameters (i.e. sliding friction co-
efficients) for filter and armour rocks are calibrated by performing the
numerical Design of Experiments (i.e. full factorial) and then optimising
towards the corresponding packing stiffness (slope of penetration
resistance in armour or filter layer) measured in the real-world experi-
ments. It is common to obtain multiple sets of calibrated parameters,
depending on the number of model parameters and the optimisation
algorithms deployed. Not all the calibrated parameter sets can represent
the material behaviour we observed in the experiments and thus addi-
tional verification simulations were performed with these calibrated
parameter sets and compared them against the experiments that were
used for calibration, which in our case the plate penetration in a double-
layer scour protection. Once the agreement between the simulation and
experiment is achieved, the sets of calibrated parameters are fixed and
the DEM material models are verified. In the validation (prediction)
process, the verified DEM material models stay unchanged while the
geometry used in the penetration process is changed from a plate to a
pile, as shown in Fig. 6¢. Furthermore, two wall thicknesses (3 & 12.5
mm) are chosen here which differ from the wall thickness of the plate
used earlier and the simulation outcomes are compared with corre-
sponding experiments to evaluate the predictability of verified DEM
material models.

4. Results and discussion

The results and discussions are presented here in four sub-sections. In
Section 4.1, the calibration and verification of sand material are
explained. In Section 4.2, we look at the plate penetration inside a rock
box and identify the dominant interaction parameters. Section 4.3 is
devoted to the calibration and verification of the identified dominant
interaction parameters on plate penetration inside a double-layer scour
protection. Finally, in Section 4.4, the verified DEM material models are
further validated using piles with different wall thicknesses and the
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Fig. 6. The simulation setups employed in this work: a) penetrometer test, b) plate penetration box, and c) plate/pile penetration in double-layer scour protection.

model predictability is also discussed.

4.1. Calibration of sand material

For calibration of the sand material, the penetrometer test is used as
shown in Fig. 6a. The original sand particles are too small in comparison
with the rocks and simulating original sub-millimetre-sized particles in a
meter-sized domain is not practical. Therefore, the coarse grain tech-
nique (Combarros Garcia et al.,, 2016) is used here to reduce the
computational cost and the original sand particles are scaled up by a
factor of 10 resulting in the particles that are slightly smaller than the
size of the filter rocks (Fig. 4). For completeness and clarity, the full
overview of both defined and calibrated DEM model parameters of

sand-sand and sand-geometry interactions are summarised in Table A1l
in the appendix. The interaction parameters without references are
directly measured from the North Sea sand used in this study. Note that
the particle density (1664 kg/m®) used here is lower than the actual sand
particle density (2664 kg/m?) due to the buoyancy force experienced in
the fully submerged condition and the reduced particle densities are also
applied to filter rocks, armour rocks and the geometries.

In the penetrometer test, one of the key parameters that determines
the sand bed resistance is the bulk density/packing volume fraction. The
typical values of volume fraction, ¢, range from 0.55 to 0.66 for loose
and dense packings, respectively. Different initial packings are
randomly generated in this volume fraction range for the numerical
penetrometer test and the results are compared with experimental
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Fig. 7. The Calibration, Verification and Validation (CV&V) framework deployed for multi-materials DEM modelling.

penetrometer tests as shown in Fig. 8. Firstly, the stress measured on the
cone tip during the penetration process is illustrated in Fig. 8a. The blue
dashed line represents the mean of the 5 experimental measurements
and the blue area indicates the range of deviations. The three dotted
lines and three solid lines are the simulations with different initial
packing volume fractions, ranging from 0.55 to 0.66. At the first 50 mm
penetration depth, the simulation with the densest volume fraction of
0.66 agrees well with the experiment, all the other volume fractions
show stresses lower than the experiments. When penetrating at a depth
deeper than 50 mm, the simulations with volume fractions 0.62 (cyan
dotted) and 0.63 (black solid) fall within the range of the experiments.

Since the fluctuations of the stress field are high and both volume
fractions 0.62 and 0.63 fall within the experimental deviations, it is
difficult to conclude a single volume fraction value that has the best
agreement with the experiments. Therefore, we include the work done
during the penetration which is integral to the penetration force/resis-
tance over the depth, as shown in Fig. 8b. It is clear that the simulation of
the 0.62 vol fraction matches the lower bound of the experiments while
the 0.63 vol fraction agrees well with the mean of the experiments.
Therefore the 0.63 vol fraction in the simulation is selected as the cali-
brated value to represent the sand soil in the experiments. The bottom
sand soil layer, cf. Fig. 6¢, can then be generated with the calibrated
initial volume fraction of 0.63. This single sand layer has dimensions of

Stress [MPa]

0 1 2 3 4 5
0 ; , : ‘

= = = Experiments-Sand-Soil

Depth [m)]

(a)

850 mm x 850 mm x 55 mm and contains 2.53 million coarse grained
sand particles that are feasible to be simulated with a small CPU cluster
or a single GPU card.

4.2. Identification of dominant interaction parameters using rock box

4.2.1. Packing generation — experimental and numerical packing volume
fraction

To obtain the initial packing volume fractions of the two rocks, bulk
density tests are carried out with a customised container that has
approximately 360 L internal volume as shown in Fig. 9. For each test,
approximately 180L of rocks were filled into the container and the filled-
in mass was measured with 5 repetitions of each rock type.

The experimentally measured bulk densities are 1457 + 26 kg/m>
and 1608 + 9 kg/m® for filter and armour rocks, respectively. By
dividing the bulk density by the skeleton density of rocks (2680 kg/m®),
the corresponding volume fractions 0.54 + 0.01 and 0.60 + 0.01 are
obtained. From previous studies (Lommen et al., 2019; Huang et al.,
2014; Shi et al., 2020), the interparticle frictions, cohesions and particle
shapes are the dominating factors for the volume fractions. As the par-
ticle shapes are fixed from 3D surface scanning and no cohesions are
involved in the coarse particles, the interparticle frictions (sliding usp.p
and rolling u.p,) are the ones of interest. Therefore, these two

Work [J]
0 10 20 30 40 50

0 : :

= = = Experiments-Sand-Soil

(b)

Fig. 8. Penetrometer simulations and calibration with the experimental measurements for (a) the stress on the penetration cone tip and (b) work done during

penetration.
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Fig. 9. Bulk density tests of filter rocks. The container has inner dimensions of
0.828 m x 0.724 m x 0.6 m.

parameters are used to construct a DoE for the simulation of packing
generation. Here, the setup in Fig. 6b is used without the plate geometry.
14934 multisphere particles (~0.88 million spheres) are randomly
generated in this cuboid domain with an initial packing volume fraction
of 0.49 and then settled for 1s process time. The timestep, At = 4e-6s, is
chosen as a 20% Rayleigh timestep that is calculated using the diameter
of the smallest sphere inside the multisphere. The domain has a real wall
at the bottom, a free surface at the top and side periodic boundaries. To
identify the appropriate range of interparticle frictions that can achieve
the low volume fractions measured in the experiments, a numerical
Design of Experiments (DoE) is constructed with a full factorial design:
s,p-p and pr. ., are varied between 0.1 and 1.0 with ten equally spaced
levels, resulting in 100 packing generation and settling simulations. The
range of parameters chosen here is based on the realistic frictions typi-
cally used in the DEM studies for real-world materials, thus frictionless
or very high frictions are out of the scope.

The effect of the interparticle sliding friction coefficient on the
packing volume fractions after settling is depicted in Fig. 10. The min-
imum value to reach a volume fraction of 0.54 is ys,., = 0.3 and above
which is permissible to reach the target experimental volume fractions
of rocks. Similarly, the minimum rolling friction can also be determined
as jir,p.p = 0.5. For the general effect of sliding friction, the increase of y;
pp from 0.1 to 1.0 results in a prominent decrease of packing volume
fraction from 0.620 to 0.495. Along the y,,, = 0.3 line, the effect of
rolling friction is also given by different colours. With increasing the
rolling friction coefficient y,,, from 0.1 (blue) to 1.0 (red), the packing
volume fraction changes from 0.564 to 0.537, which is much less than
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Fig. 10. Packing volume fractions after generation and settlement using the full
factorial DoE: effect of interparticle sliding friction coefficient: yp.p.
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the effect of sliding friction. Normally the rolling friction has a more
prominent effect on packing volume fraction than sliding friction,
however, in the current case, the particle shapes are modelled by mul-
tispheres, thus the rolling friction that represents the shape of particles
becomes less dominant.

4.2.2. Screening Design of Experiments - Plackett-Burman

After the determination of the ranges of both sliding and rolling
friction coefficients, another numerical DoE is needed to identify the
most influential material interaction parameter(s) during the penetra-
tion process. There are 7 free parameters utilised in the Hertz-Mindlin
with elastic-plastic (Type C) rolling contact model and if we make a
full factorial DoE on these 7 parameters and each parameter has two
levels/values, it will require 128 simulations. A single penetration
simulation with 200 mm depth and 10 mm/s penetration speed needs a
6-7 h runtime, resulting in about 1-month simulation runtime, which is
unfavourable. To confront this challenge, we utilise a screen design
method, namely the Plackett-Burman (P-B) design (Antony, 2023;
Emmerink et al., 2023) to reduce the computational costs.

The Plackett-Burman design is an efficient statistical method used for
screening a large number of factors to identify the most significant ones
affecting a process or outcome. For a 7-parameters design, only 8 runs
are required as shown in Table 3. The “+1” and “-1” refer to the high and
low levels (values) of each parameter, which are given in the second row
of the table. For interparticle sliding and rolling frictions, the low levels
are taken from the packing generation results. Whereas other parame-
ters’ levels are determined by reviewing values used in previous relevant
studies (Lommen, 2016; Barbuntoiu, 2021; Imre et al., 2008; Durda
et al., 2011; Sandeep et al., 2021; Hageman, 2022).

The effect of 7 contact model parameters on the penetration force is
shown in Fig. 11. The first three parameters, namely particle-particle
sliding friction coefficient s, particle-geometry sliding friction coef-
ficient s p.¢ and particle-particle restitution coefficient ey, contribute to
73% sensitivity of penetration force. Both y;p,, and sy, are domi-
nating/sensitive parameters as each of these two parameters occupy
31% and 28% of the total contribution, respectively. The particle-
particle restitution coefficient e, sits in third place and has a 14%
contribution, which is around half of the contribution of y; ».¢. The rest of
the parameters all have contributions of less than 10% and are catego-
rized as insensitive parameters.

4.2.3. Effect of inter-particle restitution coefficient

As the parameter e, has a contribution of 14%, the significance of
this parameter is not clear. Therefore, extra plate penetration simula-
tions are performed to gain further insights into this aspect, which al-
lows us to determine the sensitivity thereof. The particle-particle
restitution coefficient is varied between high and low levels as in the P-B
design (0.05 and 0.95) and 5 different initial packings are randomly
generated to reveal the variability caused by different initial packings.

In Fig. 12, the effect of the particle-particle restitution coefficient on
the penetration work is given for 50 mm/s penetration velocity using the

Table 3
Plackett-Burman screen design of 7 material interaction parameters.
Run Gp Hrpp Hrpp €pp Hsp-g Hrpg g
5e7 0.4 0.5 0.05 0.1 0.1 0.05
5e9 1.0 1.0 0.95 1.0 1.0 0.95
1 +1 +1 +1 -1 +1 -1 -1
2 -1 +1 +1 +1 -1 +1 -1
3 -1 -1 +1 +1 +1 -1 +1
4 +1 -1 -1 +1 +1 +1 -1
5 -1 +1 -1 -1 +1 +1 +1
6 +1 -1 +1 -1 -1 +1 +1
7 +1 +1 -1 +1 -1 -1 +1
8 -1 -1 -1 -1 -1 -1 -1
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Fig. 11. Pareto plot: effect of 7 contact model parameters on the penetration
force evaluated from P-B design.
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Fig. 12. Effect of particle-particle restitution coefficient e, on the penetra-
tion work.

work done during penetration. The dashed lines are the means of the 5
simulations with different initial randomly generated packings and the
coloured shading areas are their standard deviations. Within 0.2 m
penetration depth, there is no significant effect of restitution coefficient
observed on the penetration work, the difference due to varying the
particle-particle restitution coefficient (0.05-0.95) falls within the
ranges of the standard deviations. Therefore, the particle-particle resti-
tution coefficient ep., is insignificant during the plate penetration and
will be kept at 0.5 for all future simulations. Similarly, other insensitive
parameters identified from the P-B design are all fixed for calibration
and validation processes, which reduces the total number of free inter-
action parameters and leaves only y ., and i ¢ for further calibrations.

4.3. Plate penetration in double-layer scour protection

Now we have the sand material ready and rock materials where each
has two free interaction parameters to be calibrated and verified. For
calibration and verification, the setup of plate penetration in a double-
layer scour protection (Fig. 6¢) is used.

4.3.1. Determination of bottom domain boundary
To understand the boundary effect at the bottom of the material
domain (underneath the 80 mm filter rock layer), six different
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boundaries are generated: rigid bottom boundary without sand, 50 mm
thick sand layer, 150 mm thick sand layer, 50 mm thick extra filter layer,
150 mm thick extra filter layer and 300 mm extra filter layer. The plate
penetrates with 10 mm/s constant penetration velocity until 200 mm
depth, except for the case of the 150 mm thick sand layer, where a 250
mm penetration depth is deployed.

The penetration resistances of the six different bottom boundaries
are shown in Fig. 13. For the first 150 mm penetration depth, all six
boundaries show very similar resistances, with rigid boundary condi-
tions showing slightly lower resistance at the beginning of the pene-
tration. When the penetration depth is larger than 150 mm, the rigid
boundary and 50 mm extra filter layer give similar overshooting to
unrealistic force values, while the penetration force measured by the 50
mm sand boundary agrees well with the force from the 150 mm sand
boundary, with a slightly stiffer behaviour at the first 30 mm penetration
depth. For the case of 150 mm and 300 mm extra filter layers, the
penetration force increases monotonically with the depth, which gives a
stiffer bottom boundary and is qualitatively different from that of the
sand boundary layer. Therefore, a 50 mm sand layer is chosen to cover
both the real soft bottom boundary as well as the computational
efficiency.

4.3.2. Determination of penetration velocity

In penetration experiments, 11 mm/s velocity was used to minimise
the dynamic effect during the penetration process. The simulations
shown in the previous section are carried out at 10 mm/s penetration
velocity with 20 s process time. For experiments, a lower penetration
velocity is more favourable due to the data logging aspect, however, this
limitation is not present in the numerical simulations. It is thus
favourable to choose a higher velocity to reduce the total simulation
time. For an object penetrating a granular medium, the penetration
velocity should be lower than the critical velocity to achieve a quasi-
static penetration. This critical velocity is calculated as v. = /2gd,/10,
where g and v, are gravitational acceleration and particle diameter,
respectively (Gezgin et al., 2022; Feng et al., 2019). For the armour and
filter rocks, the critical velocity is between 40 and 70 mm/s, thus two
lower velocities, 30 and 50 mm/s, are chosen here for further
comparison.

The influence of penetration velocity on the penetration process is
given in Fig. 14. Increasing penetration velocity from 10 mm/s to 50
mm/s gives a 5% increase in the penetration work. The standard de-
viations of 4.7% and 3.6% are obtained for 10 and 50 mm/s penetration
velocities, respectively. The difference caused by increasing the pene-
tration velocity is comparable to the difference obtained by different
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Fig. 13. Effect of the bottom boundary underneath the filter rocks on the
penetration resistance.
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Fig. 14. Effect of the penetration velocity on the penetration resistance.

initial randomly generated packings, meaning the insignificance of the
difference and thus the validity of using 50 mm/s penetration velocity.
This results in a 5x speed up and an 80% reduction of the simulation
time.

4.3.3. Calibration & verification of armour and filter layers

In total, 4 sliding friction coefficients need to be calibrated, 2 for
armour rocks and 2 for filter rocks. Each sliding friction coefficient needs
a minimum of 3 levels/values in a numerical DoE to form a full factorial
design. There are in general two approaches to performing the calibra-
tion process: i) a full factorial DoE with 4 parameters and 3 levels of each
parameter; ii) two full factorial DoEs with each DoE focus on a single
material. Here, we choose the second approach as the frictional
behaviour inside the filter layer has an insignificant influence on the
frictional behaviour in the armour layer (when friction parameters are
set to intermediate levels/values, data not shown here). This results in a
full factorial numerical DoE of 9 simulations for a single material
(Table 4, 18 simulations in total) and the total simulation time is
reduced by a factor of 3, from ~30 days to ~10 days. The ranges of the
two friction parameters are chosen based on the range used in the P-B
design (Table 3). For the cross-material interaction parameters, such as
armour-filter, filter-sand and armour-sand interactions, the values are
all kept at the intermediate value used in the DoE, under the assumption
that these types of interactions are secondary due to the layering design
of the scour protections.

The calibration process is carried out in two steps: i) the frictional
parameters of the armour layer were calibrated using the packing stiff-
ness of the armour layer, i.e., the slope of 102 N/mm of the first 40 mm
depth as shown in Fig. 15; ii) the frictional parameters of the filter layer
were calibrated using the packing stiffness of the filter layer (20 N/mm)

Table 4
The 3-level full factorial numerical calibration DoE for both armour and filter
layers.

Run Hspp Hs,p-g
0.4,0.7,1.0 0.4,0.7, 1.0
1 0.4 0.4
2 0.4 0.7
3 0.4 1.0
4 0.7 0.4
5 0.7 0.7
6 0.7 1.0
7 1.0 0.4
8 1.0 0.7
9 1.0 1.0
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Fig. 15. Penetration experiments used for the calibration of the armour and
filter layers. The slopes are obtained from linear regression fitting of 0-40 mm
depth and 100-200 mm depth, respectively.

obtained within 100 mm and 200 mm depth. For each calibration step,
the numerical DoE of 9 simulations were performed and results were
then fed into the optimisation model to identify the parameter set that
can reach the target armour rock packing stiffness. Here, two optimi-
sation techniques were used: Genetic Algorithm (GA) (Mohajeri et al.,
2020; Shapiro et al., 2001) and Global Response Search Method (GRSM)
(Locatelli and Schoen, 2013; Horst and Pardalos, 2013; Pardalos and
Romeijn, 2013). GA mimics natural selection, operating on
string-encoded solutions through genetic operators like crossover and
mutation, favouring the exploration of solution space. In contrast, GRSM
is mathematically driven, refining solutions based on system responses
to perturbations, prioritising exploitation. The genetic algorithm used
here has also two variations in its surrogate models: linear regression
(GA1) and Gaussian process regression (GA2). The optimisation objec-
tive is to find the frictional parameters that give the smallest error,
which is the difference between the simulated packing stiffness and the
experimentally measured stiffness. The system identification formula-
tion is used here to minimise the sum of the normalised error squared,

2
min ), (”‘%T) , where f; is the ith response/stiffness from the iteration

and T is the target packing stiffness. The calibrated parameter sets using
different optimisation techniques are summarised in Table 5 for both
armour rocks and filter rocks.

For armour rock, all three methods provide one optimal/calibrated
parameter set. GA1 gives lower particle-geometry sliding friction while
GA2 and GRSM give very similar calibrated parameter sets. For filter
rock, the final calibrated frictions for both GA1 and GA2 are at the lower
boundary of the DoE, while GRSM shows a distinct outcome compared
to the other two methods. To verify the calibrated parameter sets ob-
tained from different optimisation methods, the penetration simulations
have been conducted using the three calibrated parameter sets and the
penetration resistance and work done using the GRSM method show the

Table 5
Calibrated particle-particle and particle-geometry sliding friction coefficients
using 3 different optimisation models.

Method Armour Rock Filter Rock
Hs,p-p Hs,p-g Hs,p-p Hs,p-g
GAl 0.64 0.42 0.40 0.40
GA2 0.59 (Combarros Garcia et al., 2016) 0.91 0.40 0.40
GRSM 0.58 0.95 0.72 0.88
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closest response to the mean of the experiments, as depicted in Fig. 16.
The model prediction matches very nicely with the experimental data
for both the penetration resistance (Fig. 16a) and the work done
(Fig. 16b). Now the DEM model for double-layer scour protection is fully
calibrated and verified. For completeness and clarity, the full overview
of both calibrated & verified DEM model parameters of armour and filter
rocks interactions are summarised in Table A2 & A3 in the appendix.

4.4. Pile penetration in double-layer scour protection

The calibrated and verified DEM model developed for plate pene-
tration needs to be further validated using pile penetration tests illus-
trated in Fig. 6¢. The DEM model validation is to test the predictability
or robustness of the calibrated and verified model using a different
process or environmental/boundary conditions, which is covered by two
aspects here: i) the shape of the penetration object is varied from a plate
to a pile; ii) the wall thickness of the geometry is also varied using both
thinner and thicker values, namely 3 mm and 12.5 mm.

4.4.1. Variations in initial penetration locations

In experiments, the variability is obtained by penetrating the pile at
different locations. Similarly, in the validation simulations, for each pile
wall thickness, triplet simulations are performed by shifting the initial
pile locations for 50 mm in the x-direction to the origin, as shown in
Fig. 17. As periodic boundary conditions are applied in both x- and y-
directions, the outer pile edge distance is kept unchanged before and
after shifting, which allows for capturing the variability due to the dif-
ference in the penetration path.

4.4.2. Validation of the verified model

The simulation results are validated against the experiments for both
the 3 mm pile and 12.5 mm pile as shown in Fig. 18 using the pene-
tration resistance. For the resistance of the 3 mm pile (Fig. 18a), the
simulated penetration resistances agree well with the experiments
within 50 mm and 150 mm penetration depth. For the first 50 mm
penetration depth, a 4 kN peak resistance around 40 mm penetration
depth is observed in the simulation while no peak is present in the
experiment. However, for the three experimental tests carried out, only
one experiment has a peak resistance at 30 mm penetration depth (in-
dividual data not shown in Fig. 18) and this peak resistance is averaged
out when plotting only the mean of the three experimental tests.
Furthermore, at penetration depth deeper than 150 mm, the simulated
resistance is higher than the experiments, where the latter seems to
reach a plateau.

For the resistance of the 12.5 mm pile (Fig. 18b), the simulated
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penetration resistance agrees nicely with the experiments within 180
mm penetration depth, which is the total thickness of both filter and
armour layers. When penetrating deeper than 180 mm depth, the
simulated penetration resistance deviates from the experiments as it gets
closer to the bottom boundary at 250 mm depth which is around 2-3
armour rock size. In general, the calibrated and verified model pre-
dictions on the penetration resistance inside the scour protection (ar-
mour and filter) layers agree well with the experiments, which proves
the validity of the calibrated and verified material model parameters as
well as the calibration, verification & validation (CV&V) framework
proposed here.

5. Conclusion

In this study, we proposed a novel DEM calibration, verification and
validation framework to address the challenges that are commonly
encountered for systems containing multiple granular materials. The
proposed framework was successfully applied to the plate and pile
penetrations in a double-layer scour protection system and resulted in
good agreements with the experiments. The calibration procedure was
conducted on each material and developed based on the sensitivity
factors and computational constraints to reach a calibrated DEM model
that includes sand, filter and armour rocks. The calibrated DEM model
was verified using the plate penetration experiments and validated
against the pile penetration experiments which have different wall
thicknesses. Good agreements on the penetration resistance were ach-
ieved between the model predictions and the experimental measure-
ments. The key conclusions and insights of this work are as follows.

e The sand material was calibrated using the cone penetrometer test
and it is crucial to include a sand layer below the rock layers to form
a soft and realistic boundary. Replacing the sand layer with a rigid
wall or extra layer of rocks gives over-predictions of the penetration
resistance when the penetration geometry is getting close to the
bottom boundary.
e Bulk density (volume fraction), particle shape and interparticle
frictions are key factors dominating the penetration resistance. When
multispheres are used instead of spheres for modelling the rock
shapes, the particle-particle rolling friction becomes less sensitive
contributing to the penetration resistance.
Using the screen and full factorial designs of numerical DoE can
reduce the number of parameters and the space of the sensitive pa-
rameters. The number of calibration parameters is reduced from 7 to
2 by the screen design of the plate penetration box simulation while
the lower bound of particle-particle and particle-geometry sliding
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Fig. 16. Final verified simulation using the calibrated parameter set from GRSM method: (a) penetration resistance & (b) work done.
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Fig. 17. Top view of the initial pile locations for the validation simulations.
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Fig. 18. Penetration resistance comparison between the experiments and the validation simulations using the mean values of simulations (n = 3) and individual tests

of experiments for (a) 3 mm pile, and (b) 12.5 mm pile.

coefficients are limited to 0.4 and 0.5 by the full factorial DoE of the
packing generation simulation.

The model parameters of armour rocks are calibrated separately
from those of filter rocks, and the global response search method
(GRSM) is the most suitable optimisation method here for model
calibration.

The simulation prediction of the calibrated and verified DEM model
came into good agreement with the experimental measurements
within the two rock layers (180 mm thickness). Furthermore, the
standard deviations (variability) obtained from validation simula-
tions are similar to those measured from the experiments in terms of
magnitude, which further proves the predictability of the developed
DEM model.

The results obtained here can be further used to complement labour
and cost-intensive lab experiments and will also facilitate the efficient
and accurate DEM modelling of multi-materials systems. Although the
conclusions are valid only within the scope investigated in the current
work, the proposed modelling framework is expected to have wider
applicability in DEM model calibration, verification and validation.

12

Multiple assumptions are used in this study to achieve a computationally
feasible modelling framework and these assumptions might not be valid
in other systems, e.g., the cross-material interactions are less dominant
due to the distinct layering of the materials. Future research can focus on
modelling the systems where the cross-material interactions are of pri-
mary interest as well as upscaling the small-scale model to predict the
pile penetration behaviours in the real field scale.
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Appendix A

Table Al
Final calibrated and verified sand material parameters on particle-particle (p-p) and particle-geometry (p-g) interactions.

Symbol Parameter Name [unit] Value (scaled)
Pp Particle density [kg/m®] 1664.3
D Volume fraction 0.63
dio Particle diameter at 10% passing [mm] 0.191 (1.91)
dso Particle diameter at 50% passing [mm] 0.278 (2.78)
doo Particle diameter at 90% passing [mm] 0.401 (4.01)
Gp Particle shear modulus [GPa] 0.05 (Combarros Garcia et al., 2016)
vp Particle Poisson’s ratio [-] 0.25 (Combarros Garcia et al., 2016)
Hspp Particle-particle sliding friction coefficient [-] 0.64 (Combarros Garcia et al., 2016)
Hr,pp Particle-particle rolling friction coefficient [-] 0.1 (Combarros Garcia et al., 2016; Pereira, 1997)
ep Particle-particle restitution coefficient [-] 0.75 (Combarros Garcia et al., 2016; Barbuntoiu, 2021)
Hspg Particle-geometry sliding friction coefficient [-] 0.5 (Ucgul et al., 2015)
Hrpg Particle-geometry rolling friction coefficient [-] 0.05 (Ucgul et al., 2015)
epg Particle-geometry restitution coefficient [-] 0.6 (Ucgul et al., 2015; Das, 2019)
Table A2
Final calibrated and verified armour material parameters on particle-particle (p-p) and particle-geometry (p-g)
interactions.
Symbol Parameter Name [unit] Value
s Particle density [kg/m®] 1680
] Volume fraction 0.60
djo Particle diameter at 10% passing [mm] 17.06
dso Particle diameter at 50% passing [mm] 25.81
dog Particle diameter at 90% passing [mm] 31.56
Gp Particle shear modulus [GPa] 0.1 (Gupta and Seshagiri Rao, 2000)
Vp Particle Poisson’s ratio [-] 0.3 (Barbuntoiu, 2021)
Hs,pp Particle-particle sliding friction coefficient [-] 0.58
Hrpp Particle-particle rolling friction coefficient [-] 0.5
epp Particle-particle restitution coefficient [-] 0.5
Hspg Particle-geometry sliding friction coefficient [-] 0.95
Hrpg Particle-geometry rolling friction coefficient [-] 0.5
epg Particle-geometry restitution coefficient [-] 0.5
Table A3
Final calibrated and verified filter material parameters on particle-particle (p-p) and particle-geometry (p-g) interactions.
Symbol Parameter Name [unit] Value
Pp Particle density [kg/m®] 1680
] Volume fraction 0.54
djo Particle diameter at 10% passing [mm] 5.31
dso Particle diameter at 50% passing [mm] 6.56
doo Particle diameter at 90% passing [mm] 9.31
Gy Particle shear modulus [GPa] 0.1 (Gupta and Seshagiri Rao, 2000)
Up Particle Poisson’s ratio [-] 0.3 (Barbuntoiu, 2021)
Hs,pp Particle-particle sliding friction coefficient [-] 0.72
Hrpp Particle-particle rolling friction coefficient [-] 0.5
epp Particle-particle restitution coefficient [-] 0.5
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Symbol Parameter Name [unit] Value
Hspg Particle-geometry sliding friction coefficient [-] 0.88
Hrpg Particle-geometry rolling friction coefficient [-] 0.5
epg Particle-geometry restitution coefficient [-] 0.5
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