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CHAPTER1
Introduction

The future brings opportunity. Large scale, distributed, digital environments
offer vast potential. Environments that are, in general, dynamic and un-
trusted. Within these environments, software systems will provide unprece-
dented support for daily life. Such systems will provide access to vast amounts
of knowledge and resources. They will support community-building, resource
sharing and enable wider participation of society, at large.

The Smart Energy Grid [61], for example, is being designed to increase
sustainability and decrease reliance on fossil fuels. Communities are taking
responsibility for their own production. The energy grid is a critical infras-
tructure on which networked society relies. Intermittent production, however,
not only introduces opportunities but also new challenges. Balancing energy
load, for example. Producers and consumers negotiate terms and conditions
on the basis of which energy is provided and consumed. Service Level Agree-
ments (SLAs) are the result. Conditions may include, for example, penaltes
for failure to comply with agreements. Determining that there is a failure
requires distributed monitoring.

Society depends on such systems: Systems that rely on technology that
is capable of negotiating SLAs and monitoring their success. Multi Agent
Systems (MAS) is one such technology. The MAS paradigm offers a straight-
forward analog for complex systems of autonomous entities. This paradigm is
based on the notion of autonomous agents and their interaction. Autonomous
software agents represent human actors (i.e. owner) and are capable of ne-
gotiating SLAs and coordinating processes with other agents when desirable.
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They know their owner’s preferences and needs. They are capable of negoti-
ating price, Quality of Service (QoS) characteristics and penalties. They also
monitor provisioning of services.

This dissertation presents a MAS framework for distributed negotiation
and monitoring of SLAs in large scale, distributed, open environments. This
framework enables secure discovery, negotiation and access to distributed re-
sources. Specifically, this dissertation focuses on open environments. In this
context, an open environment is a large-scale, distributed environment that is
also dynamic and untrusted. The following section elaborates on open envi-
ronments in the context of this dissertation.

1.1 Open Environments

This dissertation defines open environments as large-scale, distributed, dy-
namic and untrusted environments. A large-scale, distributed environment
connects many users, resources and services across many geographical and ad-
ministrative domains. A dynamic environment changes over time. Users spo-
radically enter, interact with and leave an environment. Resource availability
and attributes change over time. User requirements and activities change over
time. No single authority has complete control over an environment. Users
are autonomous and (partially) anonymous, i.e. the identity of a user is hidden
from other users. No strict rules govern user actions. An open environment
makes no guarantees regarding trustworthiness of users. A user may deceive
others about his/her identity or intentions.

An environment may encompass one or more systems. In this disserta-
tion, a system is defined as a (semi) formal construct that connects users and
resources. A system defines actions, rules, protocols, permissions, authority
and so forth. Operating within an environment, a system must take envi-
ronmental laws, risks and other influences into consideration. For instance, if
an environment is unreliable, a system must provide additional mechanisms
to provide reliability. For example, an energy grid is a system that operates
within the global weather environment. Changes in weather may affect the
system. Therefore, the system includes additional mechanisms (e.g. diversified
energy sources, storage, load balancing) to operate reliably.

Open - An open environment is open to users. A user enters an envi-
ronment, uses resources or interacts with other users at any time. Any users
may access an open environment. Multiple authorities may control subsets
of components of the environment, but no single authority determines which
users are permitted to enter the environment. The environment may grow by
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adding new users or connecting to new resources. No single authority con-
trols, monitors or manages environment growth. To communicate and access
resources, users require standard rules, syntax and semantics.

Distributed - An open environment is distributed across multiple com-
puters, geographical areas and administrative domains. Large-scale distribu-
tion implies thousands or millions of users and resources. Users access re-
sources located in different countries, controlled by different organizations. To
operate in such an environment, distributed systems require specialized mech-
anisms that support user communication, resource discovery and consump-
tion. Distribution also presents challenges, including security and scalability.
Section 2.1.1 describes distributed systems and associated challenges in more
detail.

Dynamic - An open environment is dynamic and changes over time. Users
enter and leave sporadically. User identities are not fixed or permanent. User
roles adapt to changing circumstances. In a digital marketplace, for exam-
ple, sellers become buyers or competitors collaborate. Services and service
attributes change (e.g. prices, quality). Service availability (i.e. supply) and
consumer demand also change over time. Additionally, the structure of an
open environment itself can dynamically change [76]. Open environments of-
fer flexible protocols that enable users to react and adapt to changes.

Untrusted - An open environment is distributed across multiple admin-
istrative domains. Therefore, no single actor (e.g. organization or individual)
has complete control over an open environment. No single actor regulates
all user activity. Users are autonomous and self-interested. A malicious user
may lie, cheat and steal for personal gain. Agreements may be violated, rules
broken and trust betrayed. In this untrusted environment, protocols must
incorporate additional mechanisms to establish and maintain trust between
users. Cryptography (see Section 2.1.1), impartial monitoring authorities, au-
dit logs and policies for resolving conflicts between users encourage user trust
in the system.

Security and privacy of (sensitive) data is a concern for users. During
interactions (e.g. negotiation), users exchange data (e.g. desired price). How-
ever, users specifically keep sensitive data secret (e.g. negotiation strategy,
highest acceptable price). Mechanisms must support the exchange of certain
data while guaranteeing the privacy of other data.

An example of an open environment are future energy markets. In future
energy markets, consumers and providers negotiate the sale of energy ser-
vices. Service availability and price dynamically react to intermittent power
generation from green sources (e.g. wind, solar). Consumers dynamically shift
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demand in response to market changes. Consumers act to minimize costs and
maximize green energy utilization. Providers act to maximize profit and min-
imize energy waste (i.e. produced but not consumed). Chapter 5 describes
future energy markets in more detail.

Open environments present additional challenges to the complex process
of service negotiation. Negotiations quickly react to sporadic changes in avail-
ability or requirements. Users negotiate despite risks of agreement violation.
Design of negotiation protocols in such environments must manage these chal-
lenges.

1.2 Research Overview

This section presents an overview of the research presented in this disserta-
tion. Research objectives describe the overarching pursuits of this research.
Research questions formalize specific knowledge required to achieve the objec-
tives. An overview of the research approach explains the methods and means
applied in this dissertation. Finally, this section summarizes the contributions
of this dissertation.

1.2.1 Research Objectives

The overarching objective of this dissertation is to bring the benefits of au-
tomated negotiation technology to complex, untrusted environments. The
complex nature of such environments impedes manual negotiation and leads
to inefficiencies, such as overproduction or unmet demand. Automated negoti-
ation can reduce (human) workload and increase market efficiency. The main
objectives of this research are to (1) gain insight in the complexities of nego-
tiation in dynamic, distributed, open environments and (2) provide structure
(e.g. languages, protocols, techniques) that supports automated negotiation in
such environments.

The following research questions express the knowledge required to achieve
the research objectives. The general research question asks:

Can a Multi Agent System (MAS) framework be de-
signed to support automated negotiation and moni-
toring of services in dynamic, distributed, open envi-
ronments?

The general research question requires knowledge of negotiation protocols
and supporting mechanisms. Two sub-questions, RQ1 and RQ2, highlight spe-
cific knowledge requirements for negotiation.
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RQ1 Can protocols be designed to support natural negotiation dialogue be-
tween agents?

RQ2 Can mechanisms be designed to facilitate reliable, secured negotiation?

The general research question requires knowledge of monitoring mecha-
nisms to support agreement compliance and promote trust. Two sub-questions,
RQ3 and RQ4, highlight specific knowledge requirements for monitoring.

RQ3 Can agreements be enforced in a transparent and trustworthy manner?

RQ4 Can trust be established and maintained between agents in untrusted
environments?

The remainder of this dissertation pursues knowledge to answer the above
research questions. Chapter 3 focuses on RQ1 and RQ2, while Chapter 4 focuses
on RQ3 and RQ4.

1.2.2 Research Approach

The research philosophy of this dissertation follows the post-positivist school
of thought [41]. In recent years, post-positivism emerges as an evolution of
positivism [70]. Positivists gather knowledge of the universe through care-
ful, empirical observation and measurement. The positivist school of thought
believes that the universe is comprised of immutable objects that exist inde-
pendent of an observer. Therefore, empirical knowledge (e.g. measurements,
observations) of these objects is objective fact. The values of the observer to
not influence the nature of the universe and facts are absolute truth.

Post-positivism builds on the foundations of positivism, but acknowledges
that objectivity of knowledge is not guaranteed when the subject matter in-
volves humans [41]. Humans innately “understand” meaning but cannot ob-
jectively measure or quantify it [70]. This dissertation presents research on
socio-technical systems that involve humans. Therefore, this research follows
the post-positivist approach to combine objective measurement with human
experience.

The research strategy of this dissertation follows the guidelines of design
science presented by Hevner et al. [68]. Design science focuses on solving a
specific (relevant) problem. Research acquires and applies knowledge from
theories and measurement to create problem solving artifacts, such as con-
structs, models, methods and instantiations. Rigorous evaluation of artifacts
leads to a cycle of improvement and reevaluation until an artifact adequately
solves the given problem. This dissertation presents three main artifacts: (1)
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an officially recognized negotiation protocol with extensions, (2) an implemen-
tation of a distributed negotiation framework and (3) an implementation of
an distributed monitoring framework.

Research instruments enable creation and evaluation of the artifacts [158].
This dissertation uses literature review, experimentation, evaluation and two
use cases.

Chapter 2 presents a review of literature from related fields and studies.
This review provides background knowledge of state of the art solutions and
assists evaluation by comparison of the artifacts.

Chapters 3 and 4 design and improve on the negotiation and monitoring
artifacts through experimentation and evaluation. Artifacts are implemented
and experimentally validated. After experimentation, results are analyzed and
evaluated. In addition, the negotiation protocol is evaluated by international
peers from an official standards organization.

Chapter 5 presents two use cases that demonstrate the implementation of
the research artifacts in two example open environments. Case studies provide
qualitative insight into real-world application of the artifacts.

1.2.3 Research Contributions

The main contribution of this dissertation is a framework for service negotia-
tion and monitoring in distributed, dynamic, open environments. The frame-
work consists of several protocols, algorithms and mechanisms to support se-
cure, reliable and enforceable multi agent negotiation. This dissertation de-
scribes the design, development, implementation and testing of the framework.
This contribution advances the state of the art in automated negotiation and
distributed computing. This dissertation also presents both theoretical and
practical contributions, including:

C1 An officially recognized negotiation protocol that supports bidirectional,
service negotiation between autonomous software agents. (See NPS-1 in
Section 3.)

C2 Extensions to the protocol to support symmetrical negotiation roles,
dual negotiation states and explicit negotiation semantics. (See NPS-2
in Section 3.)

C3 A novel, self-adaptive protocol to securely monitor service agreement
compliance in distributed environments and promote trust-building be-
tween providers and consumers.
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C4 Proof-of-concept implementations of negotiation and monitoring proto-
cols in a distributed, MAS environment offering practical examples to
guide future work.

1.3 Dissertation Outline

The structure of this dissertation is as follows:

Chapter 2 - presents an overview of the related fields of research and
practice. This overview includes a literature review of the state of art in
service negotiation and distributed monitoring.

Chapter 3 - introduces the concepts of service negotiation, service spec-
ification and negotiation protocols. This chapter first describes an existing
protocol, then a new protocol proposal [C1] with several extensions [C2] and,
finally, an implementation and evaluation of the new protocol [C4].

Chapter 4 - introduces the concepts and challenges of service monitoring
in distributed environments. This chapter presents several novel monitoring
techniques with respective benefits, including a new hybrid approach [C3].
Finally, the chapter describes an implementation and evaluation of the new
monitoring technique [C4].

Chapter 5 - presents two examples of distributed, dynamic, open envi-
ronments. This chapter applies the negotiation and monitoring framework
from the previous chapters [C4] to (1) the Smart Energy Grid and (2) Cloud
computing.

Chapter 6 - concludes this dissertation with a discussion of the broader
implications of this research and areas of future work.
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CHAPTER2
Research Positioning

This dissertation presents a new approach to automated negotiation and dis-
tributed monitoring in open environments. The research is positioned at the
intersection of the fields of distributed and autonomic computing (see Fig-
ure 2.1). This dissertation combines, extends and applies knowledge from these
fields to the challenges in open environments, such as trust and dynamism.
Automated negotiation and monitoring in such environments requires solu-
tions that are secure, robust, scalable and adaptive. Research in distributed
computing offers guidance for designing such solutions. Autonomic computing
principles offer insight into designing for adaptability. The autonomic moni-
toring loop and self-* properties support flexible and autonomous negotiation.

This chapter positions this dissertation within these related fields and
presents key concepts, terminology and challenges to which the remainder
of this dissertation refers. This chapter also discusses and compares selected
related research from these fields, in particular, on negotiation and monitoring.
This comparison identifies open issues this dissertation addresses. Finally, this
chapter discusses additional technologies that enable application of approaches
proposed by this dissertation. These technologies include software agents and
the AgentScape middleware.

2.1 Distributed and Autonomic Computing

As discussed in Section 1.1, negotiation in open environments presents several
challenges. Principles from the related fields of Distributed Computing [39,165]
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Figure 2.1: Positioning of this dissertation (shaded region) in the related fields.

and Autonomic Computing [60,82,126] offer insights and solutions to some of
these challenges. This section introduces these fields, including key concepts,
terminology and challenges.

2.1.1 Distributed Computing

In this dissertation, a distributed computing system is defined as “a collec-
tion of independent computers that appears to its users as a single coherent
system” [165]. Essentially, a distributed system connects multiple users to mul-
tiple resources while hiding the complexity of the underlying details. These
details include communication, failure, geographical distribution, varying ad-
ministrative domains and heterogeneity of components (e.g. different operating
systems).

An example of distributed computing in the Distributed ASCI Supercom-
puter [8] - version 4 (DAS-4)1. The DAS-4 consists of 198 computer nodes,
distributed across 6 locations in the Netherlands. Users are provided an in-
terface that enables concurrent use of one or more nodes.

Another example of distributed computing is the Internet (or more specifi-
cally, the World Wide Web). This distributed system enables access to remote
resources (e.g. web pages) through a simplified interface (e.g. a web browser).
When a user requests a certain remote resource, the request is routed across
multiple machines in multiple countries before reaching the target domain.
Depending on the size and popularity of a particular web page, the target

1http://www.cs.vu.nl/das4

http://www.cs.vu.nl/das4
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Figure 2.2: A middleware layer distributed across three heterogeneous machines.
Adapted from [165].

domain may itself be distributed across several web servers. A web page is
returned to the user and displayed in his/her browser. The user’s machine, the
web servers and the routing machines in between may use different operating
systems. The complexity of the heterogeneous machines (e.g. routing proto-
cols, load-balancing mechanisms, fault-tolerant transport layer) is hidden from
the user.

Distributed computing systems often use a software layer called middle-
ware [165] to bridge the gap between the complex, heterogeneous hardware
and a simplified, user interface. Middleware lies between the various operating
systems of each machine and the user applications and interface. Figure 2.2
depicts a middleware layer distributed across three heterogeneous machines.
Users interact with this layer to access resources from other machines or run
distributed applications.

A well-known example of distributed middleware for Grid computing is
the Globus Toolkit [58]. The Globus Toolkit includes service libraries, defines
protocols and provides a reference implementation for building middleware
for Grid computing. Users may use predefined services or build custom ap-
plications. A well-defined security model is built into the Globus framework
that includes encrypted communication, authentication and nonrepudiation
mechanisms.

Another example of distributed middleware is the AgentScape distributed
agent middleware. Section 2.3.2 describes this middleware in more detail.

Distributed computing systems are designed using several communication
models. Two models relevant to this dissertation are (1) demand-response and
(2) message passing. The demand-response architecture forms the basis for
many distributed systems, including the World Wide Web. Essentially, all
components (e.g. machines, processes) are separated into two groups: clients
and servers. A client is active and initiates all communication. In contrast,
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a server is reactive and waits for a message to arrive. The communication
model is limited to two actions: request and reply [165]. A client requests
resources (e.g. services, particular information) and then waits for the reply.
A server replies with the requested resource and then waits for a new request
to arrive. The static, passive nature of the client-server communication model
has several drawbacks. Chapter 3 discusses these drawbacks.

An alternative to the demand-response model is message passing [39]. In
contrast to the static roles of client and server, message passing systems enable
symmetrical participation. Two applications of message passing are peer-to-
peer (p2p) [39] and Multi Agent Systems (MAS) [185]. In these systems,
message are passed asynchronously between two ore more autonomous entities,
i.e. peers or agents. A peer or agent assumes different roles, depending on a
specific relationship with one another. In one relationship, a peer or agent
actively initiates communication. In another relationship, a peer or agent
responds to incoming requests. As such, each peer or agent supports the
capabilities of both client and server.

Designing distributed computing systems is an area of ongoing research
[48, 88, 125]. Distributed systems present unique challenges to designers as
these systems need to handle several issues, including heterogeneity, security,
scalability, fault tolerance, concurrency and transparency [39, 111, 165, 168].
Each of these issues is described below in more detail.

Heterogeneity

A heterogeneous environment is one that contains a degree of variation be-
tween components. Each computer may run a different operating system, use
a different CPU architecture, support different programming languages and
follow different protocols. It is the task of the middleware to accommodate
these differences. Middleware can accommodate heterogeneity by running on
a variety of architectures and using a “common tongue” to enable different
machines to communicate with each other. One specific technology using this
approach is a virtual machine. Section 5.2 discusses this technology in more
detail.

Security

Security often forms a triad of confidentiality (i.e. secrecy, privacy), integrity
and availability [105]. Confidentiality of a given resource (e.g. message, data,
file) is protected if no unauthorized access is possible. Integrity of a resource is
protected if no unauthorized modifications can occur. Availability is protected
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Figure 2.3: The process of encrypting and decrypting a message. Adapted from [154].

if a resource can be accessed, without significant delay, whenever needed. Each
of these three aspects is addressed by one or more technologies.

Cryptography is the science of disguising communication to hide its actual
content [154]. This includes multiple technologies for encryption and decryp-
tion that are often used to provide security. Figure 2.3 illustrates the processes
of encryption and decryption. An unencrypted message is referred to as plain
text. Once encrypted, the message is referred to as cipher text. Encryption
ensures that a message or other resource remains confidential.

In addition, certain cryptographic primitives can ensure integrity. One
method to ensure the integrity of a given message is through the use of digital
signatures [154]. A digital signature is a cryptographic “fingerprint” of a given
message. A signature is produced by inputting a message into a cryptographic
function. Each message produces a unique signature. If a message is modified,
the function produces a different signature. Integrity is ensured by comparing
signatures to detect modifications.

In addition, a signature also provides authentication and nonrepudiation.
A message is authentic if the sender is (cryptographically) known. A mes-
sage is nonrepudiable if the sender cannot (cryptographically) deny sending
the message. Section 4.2 discusses encryption techniques, including digital
signatures and nonrepudiation, in more detail.

Scalability

A system is scalable if it is able to grow and remain functional [39]. More
specifically, scalable systems can grow without noticeable effect on perfor-
mance or administrative complexity [182,183]. This dissertation considers sev-
eral dimensions of growth, including size, geography and administration [165].
First, system size increases as users or resources increase. For instance, a sys-
tem can handle one 1 user or 1000 users simultaneously. Secondly, a system
can scale across geographic distances. For instance, a system scales to include
resources in different regions of a country. Finally, a system can scale across
different administrative domains. For instance, a system can scale across dif-
ferent resources controlled by different (private) organizations.

Several issues must be resolved to allow a system to scale. One such
issue is centralization of resources [165]. If a particular resource is centralized
(e.g. there is only one instance on one server), it may become overloaded
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when the number of users increases, creating a bottleneck preventing further
scaling. Several techniques are applied to reduce centralization, including
distribution or replication of resources (e.g. multiple copies of the instance
on multiple servers). Decentralization of resources or algorithms is also used
to increase system fault tolerance. For instance, all users share a certain
specialized resource (e.g. a print server). If that resource fails, their entire
system is affected. However, if the specialized resource is replicated across
several locations, a failure of a copy will have limited scope.

The scalability of applications in distributed computing systems can be es-
timated by measuring the overhead generated by applications. A distributed
version of a given application generates more overhead than a nondistributed
counterpart [135]. Overhead has multiple dimensions, including disk input/out-
put, processing and communication. Additional processing is required for syn-
chronization, security and redundancy. Machines communicate with one an-
other by passing messages across a communications network. The number and
sized of messages exchanged partially determines an application’s scalability.

Fault Tolerance

A distributed system is reliable if it can tolerate and recover from failures.
In distributed systems, it is often difficult to distinguish a slow resource (e.g.
overloaded) from a failed resource [165]. Failures may affect only parts of a
system and thus be difficult to detect. Special failure detection mechanisms
are required.

Redundancy often increases fault tolerance [165]. Essentially, each crucial
component has one or more back-up components to take over when the primary
component fails. Components for which redundancy is used, include physical
components (e.g. 2 power supplies, RAID mirrored hard disks) and software
components (e.g. 2 mail applications, 2 processes listening for incoming mes-
sages). Components may be large, complex components (e.g. a file server) or
small, refined components (e.g. a single process or file). Redundancy ensures
that data is persistent. Data is preserved and is not lost or corrupted during
failures.

Steps can be taken to mitigate or entirely hide failures from users or ap-
plications [39]. For instance, if a message is lost in transit, it may be auto-
matically retransmitted without notifying the user.

Concurrency

Multiple users access shared resources at the same time. Concurrent access
creates complex state transitions for these resources. If transitions occur in an
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unintended order, the result may be invalid. For instance, if two users access
a shared integer (e.g. 10). One user decrements the integer. One user doubles
the integer. Depending on the order of the operations, the value of the integer
is either 18 (i.e. 10 − 1 = 9, 9 ∗ 2 = 18) or 19 (i.e. 10 ∗ 2 = 20, 20 − 1 = 19).
Concurrent access may also result in lost operations (i.e. operations whose
effects are undone or overwritten). For instance, if the first user reads the
current value of the integer, then decrements the value. However, before the
first user can save the new value to the integer, the second user reads, doubles
and saves a new value (i.e. 20) to the integer. Finally, the first user saves the
new value (i.e. 9) to the integer. The value of the integer reflects only the
operations of the first user and the actions of the second user are overwritten
and lost.

Race conditions arise when operations occur in an unintended order [113].
The challenge of concurrency is to ensure that resources remain in a valid
state. Mechanisms prevent lost operations by ensuring mutual exclusion to
such resources. Mutual exclusion mechanisms synchronize access to critical
resources. Note that synchronization in distributed systems presents a unique
challenge as no global clock can be assumed [39]. Two machines may dis-
agree on the exact time that a given message arrives. Therefore, additional
algorithms are required to determine the correct order of messages.

Transparency

Distributed computing systems require mechanisms to handle the complexi-
ties of heterogeneity, security, scalability, communication, fault tolerance, and
concurrency. In the example of the World Wide Web as a distributed system,
the complex inner workings of distributed systems are often invisible to the
user. A transparent system hides this inner complexity [165]. The end user
experiences a single, coherent machine. The level of transparency influences
other requirements, such as customizability, performance and usability [168].

2.1.2 Autonomic Computing

Computing systems are becoming more complex. Systems are becoming larger,
more heterogeneous and dynamic. At the same time, systems are becoming
more critical to today’s modern society. Large, complex systems underpin eco-
nomical infrastructure and daily life. For instance, complex systems control
vast numbers of banking transactions, communication and logistics. These
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Figure 2.4: Common architectural approach to building autonomic element. Adapted
from [82].

systems must be installed, configured, maintained and upgraded. The com-
plexity of these management activities is reaching the limits of human admin-
istrators. In response, the field of autonomic computing emerges to create
systems capable of self-management [60,82,126].

Autonomic principles apply to both low level components (e.g. a single
process, a hard disk), collections of components (e.g. an application, a ma-
chine) and large scale systems, such as a distributed application or computer.
Each autonomic element requires (1) sensor channels to detect changes and
(2) motor channels to react to these changes [126].

Figure 2.4 illustrates a common architectural approach to building auto-
nomic elements [82]. An autonomic manager is responsible for each element
(e.g. hardware resource). The manager consists of four key processes: mon-
itor, analyze, plan and execute (MAPE). Via sensor channels, the manager
collects monitors data. This data is analyzed to detect changes (e.g. failures,
increased CPU load). Corrective action is planned (e.g. rebooting, modifying
a particular variable). Via motor channels, the manager executes the plan.

An autonomic system is characterized by several properties, referred to as
self-* properties. These properties include self-awareness, self-configuration,
self-optimization, self-healing and self-protection [60, 126].

An example web server illustrates these properties. A given organization
operates an internal web server that hosts a page showing a set of dynamically
computed statistics. These statistics reflect the current number of users logged
on to the organization’s network, the average users per hour, the average
duration of a user’s session and so forth. Each time the page is requested, the
server recomputes the statistics. This process involves retrieving several values
from one or more (remote) databases, calculating the averages and generating
the web page. Depending on the number of requests per second, this process
can generate significant network traffic and CPU load.
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Self-awareness

A self-aware system is explicitly aware of itself and its environment. This
includes knowledge of internal state, behaviors, resources, policies and abilities.
A systems monitors key metrics, such as resource usage, performance statistics
and environmental variables. In the above example of a web server, the server
monitors network traffic and CPU load. Self-awareness also reflects knowledge
of possible actions. For instance, knowing which actions are possible and
what effect they have. Self-awareness is fundamental to the remaining self-*
properties.

Self-configuration

A self-configuring system automatically adapts to changes in the environment
by reconfiguring itself. In the case of the web server, the server responds to
high CPU load by caching the statistics page. This reduces CPU load by
giving users a static copy of the page rather than recomputing it for each
request.

Self-optimization

A self-optimizing system monitors itself and fine tunes various settings to
maximize a given goal. The web server from the example above fine tunes the
caching settings to maximize requests per second and minimize the age of a
given statistic. For instance, with 1000 requests per second, the statistics are
computed every 10 seconds. Therefore, a user may receive statistics that are
10 seconds outdated. As requests per second increases, the interval between
statistical computations gradually increases (e.g. 1 minute, 10 minutes).

Self-healing

A self-healing system automatically discovers, diagnoses and recovers from
failures. Failures occur at many levels, from a failed process to failed hardware.
A system detects disruptions, discovers the relevant process or component,
diagnoses the cause of failure and attempts recovery (e.g. restarting a process
or rebooting a machine). A self-healing web server automatically detects a
failure in a web service, determines and restarts the responsible module.

Self-protection

A self-protecting system automatically detects, identifies and defends itself
from attack. Monitoring detects unauthorized attempts to access or modify
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resources. The example web server monitors login attempts. If suspicious
activity is detected (e.g. 100 failed attempts within 10 seconds), the offending
account (or IP address) is automatically blocked.

2.1.3 Open Environments

This dissertation defines open environments as large-scale, distributed, dy-
namic and untrusted environments. No single authority controls the entire
environment or governs the actions of all users. Users are autonomous and
(partially) anonymous. A user’s identity or location may be hidden. An open
environment does not specify or prevent “unacceptable” user actions. There-
fore, a user may deceive others about his/her identity or intentions. Lack of
trust between users requires additional security considerations when operating
in such environments (e.g. negotiating with other users). Open environments
require additional mechanisms to provide privacy of (sensitive) user data, man-
age risk and offer assurance. Section 1.1 above defines open environments in
more detail.

2.2 Related Work

This section provides an overview of research related to the contribution of
this dissertation. Related research is compared and categorized based on the
criteria of open environments. This research is related to two specific research
fields: negotiation and monitoring.

2.2.1 Negotiation Research

This section compares automated, distributed negotiation protocols for use in
open environments. The comparison uses two main criteria: symmetry and
multiround support. In this dissertation, a symmetric protocol enables all ne-
gotiation participants2 with equal access, action, privilege and responsibility,
regardless of role or function. Symmetry of roles (i.e. the consumer and pro-
vider are equals) allows for flexible protocols in open environments. In such
environments, roles are flexible and ambiguous. A “consumer” may resell an
object of negotiation, thus simultaneously becoming a “provider”. A change of
role should not require a change in the underlying protocol. For instance, if
a consumer wishes to become a provider, this change should not require addi-
tional libraries or request of additional methods or permissions. The change

2When engaged in negotiation, users are referred to as participants of a negotiation pro-
cess. Each participant may assume a specific role during negotiation, such as consumer or
provider.
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of roles should be fluid and instantaneous. Each role should have equal (i.e.
symmetric) abilities (e.g. initiate negotiation) and equal access to negotiation
data. The concept of role symmetry is not new. In fact, it is one of the design
conventions of automated negotiation proposed by Rosenschein and Zlotkin
in 1994 [147]. However, many protocols do not include symmetry as a design
goal.

Another criteria by which negotiation protocols are compared is whether
the protocol supports multiple rounds of negotiation. A single round of ne-
gotiation consists of a single request and a single response. For instance, a
consumer proposes a price and a provider accepts or rejects it. Within this
model of interaction, there is only a single chance to reach agreement. If a
price is rejected, a negotiation is completed without reaching successful agree-
ment. In contrast, multiple rounds of negotiation allow participants to explore
possibilities, improve offers and increase the chance of reaching agreement. For
instance, a consumer suggests a price, a provider rejects the price, the con-
sumer increases the price and the provider accepts the higher price. This model
of interaction is called multiround negotiation. The dynamic nature of open
environments leads to changing services, requirements and attributes (e.g. a
lower price, a higher quality). In dynamic environments, multiple rounds of
negotiation provide agents the possibility to together search through these
changes to find a mutually acceptable agreement.

Figure 2.5 positions automated, distributed negotiation protocols found
the literature in one of four quadrants, based on the above mentioned criteria.
Q1 contains monitors that are both symmetric and support multiround negoti-
ation. Q2 contains asymmetric protocols that support multiround negotiation.
Q3 contains asymmetric protocols that do not support multiround negotiation.
Q4 contains symmetric protocols that do not support multiround negotiation.

Q1 - This quadrant contains distributed negotiation protocols well-suited
to open environments. A protocol in this quadrant is designed with symmetric
negotiation roles. A consumer or a provider have equal abilities and equal
access to negotiation data. Both may change roles without requiring a change
of protocols, abilities, permissions or data.

Additionally, a protocol in this quadrant supports multiple rounds of ne-
gotiation. The negotiation process is a bidirectional dialogue. For instance,
a consumer proposes a price, a provider proposes a much higher price, the
consumer proposes a slightly lower price and so on. Chapter 3 presents a
negotiation protocol designed for this quadrant.

Q2 - This quadrant contains asymmetric negotiation protocols that sup-
port multiple rounds of negotiation. The Iterated Contract Net Interaction
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Figure 2.5: Comparison of related negotiation research.

Protocol (Iterated CNP) is a FIPA3 standard that extends the Contract Net
Protocol (CNP) (see Q3) with multiple rounds [57]. A CNP negotiation round
consists of a consumer creating a request and one or more providers submitting
offers. The iterated variant of CNP allows the consumer to repeat this process
with slightly modified requests to guide the resulting offers (e.g. proposing a
lower price). Vokřínek et al. present Competitive CNP (C-CNP) that extends
Iterated CNP with additional explicit phases for decommitment and contract
termination, enforced with (monetary) penalties [171]. Another extension to
Iterated CNP is ECNPro presented by Wong and Fang [184]. ECNPro sup-
ports multilateral (i.e. one-to-many) negotiation between a single consumer
and multiple providers. Consumer requests can be divided into sub-requests
and concurrently negotiated with multiple providers. These extensions follow
the rules of Iterated CNP and thus support multiple rounds of negotiation but
lack symmetric roles.

Mach et al. propose a bilateral bargaining protocol in [100]. A high-level
overview of their negotiation pattern indicates support for multiple rounds
of negotiation (e.g. offer, counter-offer). The consumer and providers roles
appear symmetrical, except that only the consumer is able to accept or reject
an offer. The provider may only propose counter-offers or create agreements

3Foundation for Intelligent Physical Agents, http://www.fipa.org/

http://www.fipa.org/
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in response to offers. At the time of writing, this protocol is not implemented,
thus closer study is not possible.

Green et al. present the Intra-domain Protocol (IdP) for use in the Quality
of experience Delivery In New generation telecommunication networks with E-
negotiation (QDINE) negotiation framework [63]. The framework identifies 5
distinct roles, including consumer, provider and market agent (i.e. mediator
or broker). IdP supports direct negotiation between consumer and provider or
mediated negotiation through a market agent. IdP also supports negotiation
with multiple providers simultaneously. This negotiation protocol proceeds
as follows: (1) a consumer requests a service; (2) a provider accepts, rejects
or proposes a counter-offer; (3) the consumer accepts, rejects or proposes a
new counter-offer; (4) after one or more rounds of proposals, an agreement is
created or the session terminates.

Nguyen et al. propose the Common Open Policy Service protocol for Ser-
vice Level Specification (COPS-SLS) [114]. COPS-SLS extends the general
purpose COPS protocol [18] for negotiation of network level SLAs. Policy
Decision Points (i.e. provider) and Policy Enforcement Points (i.e. consumer)
negotiate quality of service for network services, such as bandwidth. Commu-
nication is initiated by the consumer and occurs in two phases: configuration
and negotiation. During configuration, a consumer and provider discover the
negotiation context, such as the maximum lifetime of an agreement and max-
imum values (e.g. maximum bandwidth available). The negotiation phase
proceeds as follows: (1) a consumer requests (REQ) a service configuration;
(2) a provider decides (DEC) to accept, reject or propose an alternative con-
figuration (e.g. counter-offer); (3) the consumer either reports (RPT) if the
offer is accepted or rejected, or the consumer requests (REQ) an alternative
configuration (e.g. counter-offer). The protocol supports multiple iterations
of requests and decisions. In addition to these steps, a provider may send an
unsolicited decision (DEC) to degrade the service, if necessary.

Q3 - This quadrant contains asymmetric negotiation protocols that do
not support multiple round of negotiation. The Service Negotiation and Ac-
quisition Protocol (SNAP) offers a high-level overview of operations for SLA
creation in distributed environments [43]. A clear distinction is made between
clients and resource owners. These roles have different actions and access. The
issue of multiround negotiation is less clear. The authors stress the importance
of multiphase negotiation as a tool to explore the negotiation space. However,
SNAP operations do not explicitly support multiround negotiation.

Another protocol for establishing agreements in distributed environments
is the Contract Net Protocol (CNP) defined by Smith and Davis [151, 159].
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Two distinct roles are the manager (e.g. consumer) and contractor (e.g. pro-
vider). These roles have different abilities, operations and permissions. For
instance, negotiation is always initiated by a consumer. Providers submit
offers from which the consumer chooses the most acceptable. The protocol
terminates after this single round. Several extensions to CNP add features,
such as concurrent negotiation sessions proposed by Aknine et al. [1] or a bul-
letin board (publish-subscribe) communication model proposed by Wang and
Wang [175]. These extensions follow the rules of CNP and thus lack support
for multiple rounds of negotiation or symmetric roles.

The Web Service Agreement (WS-Agreement) specification defines a pro-
tocol for SLA creation [5]. Different operations are defined for consumer and
provider roles. Interaction is limited to a single round. A consumer makes
an offer and the provider accepts or rejects it. Section 3.2 describes WS-
Agreement in more detail.

Wang and Schulzrinne introduce the Resource Negotiation Protocol (RNAP)
in [176] for resource allocation in distributed environments. The protocol
supports message exchange between a Host Resource Negotiator (HRN) (i.e.
consumer) and a Network Resource Negotiator (NRN) (i.e. provider). The
message exchange is always initiated by the HRN and comprise the following
steps: (1) a consumer sends a query requesting current resource prices; (2)
a provider responds with a quotation containing pairs of services and current
prices; (3) the consumer chooses one or more services with a reserve message;
(4) the provider responds with a commit message stating that the reservation is
either accepted or rejected; (5) after service consumption, the consumer sends
a close message, and (6) the provider ends the service with a release mes-
sage. These steps constitute a single negotiation round. If negotiation does
not result in a successful agreement, the consumer has no option to suggest
an acceptable price (e.g. counter-offer).

Q4 - This quadrant contains symmetric negotiation protocols that do not
support multiple rounds of negotiation. The literature review does not in-
clude service negotiation protocols that incorporate symmetry as a design
goal. Rather than defining one set of actions for all negotiation participants,
regardless of role, the reviewed protocols assign different actions, privileges
and responsibilities to different roles (e.g. consumer, provider). To create
symmetric roles, ad hoc solutions assign multiple roles to each participant.
For example, WS-Agreement allows each participant to offer instances of both
the client and server Application Programming Interfaces (API).



2

2.2 Related Work 23

2.2.2 Monitoring Research

This section compares research on monitoring based on suitability to open
environments. This comparison uses two main criteria: trust and adaptation.
Trust considers whether a monitor is designed for trusted or untrusted envi-
ronments. Open environments make no guarantees that users are trustworthy.
Therefore, monitors in these environments are designed to protect against
malicious, deceitful users. Is the monitoring process transparent to all partic-
ipants? Can monitoring results be accessed and audited by all participants?

Adaptation considers whether a monitor adapts to changes, such as envi-
ronmental or policy changes. Can the monitor adapt itself to increased load or
a user’s changing requirements? Changing circumstances in dynamic, open
environments require adaptive solutions.

The selected monitoring research is limited to distributed, service monitors.
These monitors are designed for distributed environments and thus address the
issues of distributed computing discussed in Section 2.1.1, including scalability.

Figure 2.6 positions monitoring research found in the literature in one
of four quadrants, based on the above mentioned criteria. Q1 contains moni-
tors that are both adaptive and suited to untrusted environments. Q2 contains
adaptive monitors designed for closed, trusted environments. Q3 contains mon-
itors that cannot adapt to changing requirements and operate only in trusted
environments. Q4 contains monitors that cannot adapt, but are designed for
use in open, untrusted environments.

Q1 - This quadrant contains monitors well-suited to open environments.
A monitor in this quadrant adapts to the environment. It senses changes
in requirements or priorities and adjusts itself accordingly. A monitor in this
quadrant is designed for use in an untrusted environment. It includes processes
and mechanisms to guarantee objectivity of monitoring results. Mechanisms
prevent unauthorized, malicious modification of monitoring data. All partic-
ipants can access, audit and verify monitoring data. Chapter 4 presents a
monitor designed for this quadrant.

Q2 - This quadrant contains monitors able to adapt to changes, but not
suited to untrusted environments. Some monitoring frameworks are able to
dynamically adapt to changes in an environment or (internal) policy. Keung
et al. propose a self-adaptive, self-optimizing extension of the Monitoring and
Discovery System (MDS3), based on Globus Toolkit [83]. The monitoring
approach proposed for MDS3 collects measurements from distributed nodes.
The frequency of these measurements is dynamically adjusted in response to
changes in CPU load. For instance, higher load (e.g. more users in the system),
the lower the frequency of measurements.
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Figure 2.6: Comparison of related monitoring research.

Munawar et al. describe another example of an adaptive monitor in [110].
This monitor reduces processing overhead by preselecting key metrics. During
normal operation, only these metrics are monitored. If an anomaly is detected,
the monitor adapts by increasing the number of related metrics that are mon-
itored. The increased number of monitored metrics offers higher monitoring
assurance that failures are detected at the cost of higher processing overhead.

Katsaros et al. present a self-adaptive, hierarchical monitoring mechanism
for Cloud environments [80]. The monitor is distributed across the Software-,
Infrastructure- and Platform-as-a-Service layers. The Software layer allows
users (i.e. Cloud consumers) to specify Key Performance Indicators (KPI),
choose monitoring metrics (i.e. the list of measured resources) and adjust
measurement intervals at run time, based on the requirements of a specific
application. The Infrastructure layer provides access to low-level metrics (e.g.
CPU, network latency). The Platform layer analyzes monitoring results and
takes corrective action if necessary. The consumer subscribes to the monitor-
ing service to receive periodic notifications. While the consumer is able to
specify and adjust metrics and intervals during runtime, the data collection
and storage is controlled by the Cloud Service Provider (CSP). The consumer
implicitly trusts that measurement data is not modified or deleted by the CSP.

Q3 - This quadrant contains monitors unable to adapt to changes and
not suited to untrusted environments. The Lattice Monitoring Framework
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(LMF) monitors resources in virtualized, distributed environments, such as
the Cloud [35]. This framework is designed for use in a closed, trusted envi-
ronment. LMF is designed from the perspective of the provider and is com-
pletely hidden from the consumer. The resource (e.g. Cloud) provider has
complete control over all aspects of the monitor. As such, the consumer can-
not access or verify monitoring results. This monitor is not suited to untrusted
environments in which a provider may deceive a consumer.

Comuzzi et al. present a monitoring framework that also focuses on mon-
itoring from the provider’s perspective [37]. Monitoring data is collected and
stored by the provider. No mechanisms ensure objectivity or integrity of mon-
itoring results. Consumers must trust the provider not to maliciously modify
results.

Ferretti et al. and Stantchev et al. present approaches for monitoring Qual-
ity of Service (QoS) in the Cloud [54,160]. Providers monitor certain metrics to
prevent over- or under provisioning of resources. In effect, these monitors act
as load-balancing mechanisms. These monitors are controlled by the resource
provider and transparency of the monitoring process is not considered.

Niehörster et al. present a mechanism for enforcing service agreements
for Grid computing is in [115]. This monitor uses software agents (see Sec-
tion 2.3.1) to monitor compute jobs: one agent per job. An agent assigns
resources to ensure that a job is completed in accordance with the agreement.
The monitoring process is controlled by the provider. The consumer has no
ability to verify agreement compliance. As with the other monitors intro-
duced in this section, consumers must implicitly trust providers. However, no
mechanisms are in place to prevent deceitful providers from secretly modifying
monitoring data.

Sahai et al. present an architecture for specifying and monitoring SLAs in
commercial Grids [149, 150]. Monitoring data is collected from relevant loca-
tions (e.g. provider components, consumer applications) and stored a central
repository for compliance analysis. The monitor cannot adapt to changes in
requirements. A commercial Grid is a controlled environment that assumes
trust between users.

Q4 - This quadrant contains monitors unable to adapt to changes, but
suited to untrusted environments. In contrast to the monitoring approaches
introduced above, Romano et al. introduce the QoS-MONaaS framework that
acknowledges and addresses the issue of trust [145]. This framework incorpo-
rates an anonymizing function that protects objectivity of monitoring results.
This function anonymizes requests made to the monitor. The monitor cannot
determine if a request is made by a provider or a consumer. As such, there is
no incentive to tamper with monitoring results. For instance, if the monitor
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wishes to deceive the consumer about actual performance measurements. The
monitor is unable to supply the consumer with false results, while supplying
the provider with accurate results.

2.3 Enabling Technologies

This section introduces two technologies that enable the application of the dis-
tributed and autonomic principles discussed above. These technologies include
software agents and the AgentScape middleware. The Multi Agent System
(MAS) paradigm enables autonomous action (e.g. problem solving, decision
making) and social interaction (e.g. communication, negotiation) [22,74,185].
The AgentScape middleware enables distributed, multi agent applications.
AgentScape includes mechanisms for security and reliability. Together, Agent-
Scape and software agents enable autonomous activities in distributed, dy-
namic, open environments.

2.3.1 Software Agents

Jennings et al. define agents as software that is capable of flexible, autonomous
actions that allows an agent to adapt to given circumstances [75,76]. Flexible
autonomy is characterized by agents that are (1) responsive, (2) proactive
and (3) social. Responsive agents are aware of and react to environmental
changes. Proactive agents predict changes in the environment or situation
and take preemptive action. Social agents interact with other actors (e.g.
humans, other agents) in the environment to solve problems or achieve goals.
Social interaction between agents occurs through the passing of messages.

Software agents commonly automate activities, such as negotiation [11,
13, 21, 25, 76, 78, 85, 87, 136, 139, 152, 153, 173]. In such scenarios, software
agents represent participants (e.g. consumer, provider) in the process of ne-
gotiation. Agents encapsulate decision-making strategies and are able to act
autonomously to achieve a desired goal.

As stated in Section 1.1, open environments present challenges to nego-
tiation. Such environments are distributed, untrusted and highly dynamic.
The structure of the environment, resources, participants, requirements and
strategies change over time. Agents are well-suited to such open and complex
environments [76].
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Figure 2.7: AgentScape distributed middleware.

2.3.2 AgentScape Middleware

AgentScape4 is a distributed middleware framework that supports scalable, se-
cure, open, fault tolerant, heterogeneous, mobile, Multi Agent Systems (MAS)
[121]. The AgentScape middleware enables rapid prototyping and deployment
of MAS services in open environments. The technologies presented in this
dissertation are experimentally validated with this middleware.

Figure 2.7 depicts the conceptual structure of this middleware. An Agent-
Scape Location is an administrative domain that groups one or more machines
together. A Location may comprise several geographically distributed ma-
chines running different operating systems (e.g. Linux, OS X, Windows). Each
Location has a single Location Manager (LM) responsible for regulating access
to a Location and resources. Resources include Agent Servers (AS) that host
mobile agents for different programming languages (e.g. Java, C, Jason). Each
separate machine has a Host Manager (HM) responsible for regulating access
to a host and resources. A Web Service Gateway (WSG) provides access to
external web services. A collection of Locations that are aware of, and accessi-
ble to one another, is referred to as an AgentScape World. An external Lookup
Service is responsible for providing listings of known locations and services.

AgentScape supports agent migration between machines and locations. For
instance, an agent is created on a Linux machine. The agent searches the LS
for a desired service on a Windows machine. Once found, the agent requests
access to this service by contacting the HM of that particular machine. Once
access is granted, the agent migrates to that machine and consumes the ser-
vice. Migration between Locations works similarly. Agent migration enables

4More information, including source code available at: http://www.agentscape.org

http://www.agentscape.org


2

28 Research Positioning & Related Work

agents to offer and consume resources distributed geographical or administra-
tive domains.

2.4 Conclusion

This dissertation presents research on designing a framework for automated
negotiation and distributed monitoring in open environments. The research
draws on the related fields of distributed and autonomic computing. This
chapter positions this dissertation within these fields. The following chapters
refer to the principles and terminology of distributed and autonomic comput-
ing.

Within this context, this chapter compares and categorizes related re-
search. Some related negotiation research supports multiround negotiation,
but not symmetry of roles. Chapter 3 presents a multiround, symmetric ne-
gotiation protocol. Several approaches to distributed monitoring are dynamic
and able to adapt to changes in the environment. Other approaches are suited
to untrusted environments. Chapter 4 presents an approach that is both adap-
tive and suited to untrusted environments.



CHAPTER3
Service Negotiation
in Open Environments*

Negotiation is a bidirectional dialogue between two or more users, with pos-
sibly conflicting goals, that together search for a mutually acceptable agree-
ment [75]. When engaged in negotiation, these users are referred to as partic-
ipants of a negotiation process. Each participant may assume a specific role
during negotiation, such as consumer and provider. Consumers and providers
often negotiate access to resources and services. In energy marketplaces, for
example, consumers negotiate energy services with providers. During nego-
tiation, participants often exchange messages (e.g. offers, counter-offers). If
successful, negotiation results in an agreement that specifies the terms and
conditions of the service.

Negotiation is often a complex process as participants may pursue conflict-
ing goals. For instance, a provider often attempts to maximize the price of a
service, whereas a consumer often attempts to minimize this price. Negotia-
tion participants follow negotiation strategies to achieve negotiation goals. For
example, a provider may first decide upon a minimum price for a given service
and then initiate negotiation (e.g. first offer) with a price far above this mini-
mum. The provider predicts that the negotiation process will ultimately lead
to a compromise below this initial price, but still above the chosen minimum.
Negotiation strategies may also change during negotiation to adapt to new

*This chapter is based on three published papers [12,28,174].
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information or requirements. The field of game theory [14,146] studies negoti-
ation strategies in depth (e.g. reaching a Nash Equilibrium or Pareto-efficient
outcome).

The complexity of negotiation limits the speed and efficiency of human
actors. To address these issues, (semi) autonomous, software agents (see Sec-
tion 2.3.1) are used to automate the negotiation process. Agents represent
(human) participants in the negotiation process. Agents act on behalf of re-
spective participants in accordance with defined preferences and goals. This
dissertation presents a Multi Agent Systems (MAS) approach in which a refer-
ence to a particular agent is a reference to the (human) participant that agent
represents.

The field of automated negotiation covers many issues, from defining nego-
tiation strategies to designing supporting frameworks. While other researchers
focus on the former [69,92,93,139], this dissertation focusses on the design of
a framework to support automated negotiation in open, distributed environ-
ments. Multiagent, automated negotiation in requires well-defined structures,
such as specification languages and negotiation protocols. An unambiguous
language specifies the resources and services to be negotiated. This includes
aspects of the services, such as names, locations, prices, sizes, amounts and
durations.

A negotiation protocol defines a frame of reference for negotiating agents.
A protocol defines how agents communicate, what terminology they use and
what actions they are able to perform. A protocol may also determine the or-
der of events; for example, which participant is allowed to initiate negotiation.
A protocol limits and controls the type of information (agent) participants
exchange. This determines whether negotiation involves a single issue (i.e.
a single service) or multiple issues (i.e. complex services). The design of a
negotiation protocol fundamentally influences the subsequent negotiation pro-
cess. Several negotiation protocols exist that support automated negotiation,
including CNP [159], COPS-SLS [114], SNAP [43] and WS-Agreement [5].

The WS-Agreement specification provides a basis for defining services with
Service Level Agreements (SLA). An SLA is an agreement between multiple
participants that specifies terms of service (e.g. price, quality). WS-Agreement
provides basic negotiation objects and a well-defined language for creating
SLAs. This specification, however, provides only a basic protocol for SLA
negotiation. This protocol supports only a single round of negotiation. For
instance, a consumer requests a service; a provider accepts or rejects the re-
quest. If the provider rejects the request, the consumer cannot propose a new
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request1 or inquire the reason for rejection. This model of communication does
not satisfy a bidirectional negotiation dialogue, as defined by this dissertation.

To resolve these issues, this dissertation presents the WS-Agreement Ne-
gotiation [174] specification. This specification extends the WS-Agreement
specification with support for bidirectional, multiround negotiation with lim-
ited argumentation. WS-Agreement Negotiation defines two layers: negotia-
tion layer and agreement layer. The negotiation layer supports bidirectional,
multiround dialogue (e.g. offer, counter-offer). The agreement layer supports
creation of SLA using existing WS-Agreement objects.

The WS-Agreement Negotiation specification meets many of the require-
ments of multiagent negotiation in open environments. However, it does not
support symmetry of roles. This specification defines two main roles, server
and client, with different abilities and permissions. For instance, the server role
has greater access to negotiation data than the client role. The WS-Agreement
and WS-Agreement Negotiation specifications are designed specifically for web
services. Web services traditionally use client-server roles that are often asym-
metric (i.e. a server has more data, access and abilities than a client). These
services also traditionally follow a strict, asymmetric request-response model
of interaction (e.g. a server is always reactive, never proactive).

Negotiation in open environments requires negotiation protocols that sup-
port flexible, symmetric roles. Such protocols support scenarios in which
agents both consume and produce services. To address this issue, this dis-
sertation presents several extensions to WS-Agreement Negotiation to enable
negotiation in open environments.

For clarity, this dissertation will refer to the negotiation protocol specifi-
cations (NPS) in this chapter in the following way:

[NPS-0] The Web-Service Agreement (WS-Agreement or WSAG) specifica-
tion is an existing specification developed by the Grid Resource Allo-
cation Agreement Protocol (GRAAP) working group at the Open Grid
Forum (OGF). This specification provides the basis for the following two
specifications.

[NPS-1] The Web-Service Agreement Negotiation (WS-Agreement Negotia-
tion or WSAN) specification presented in this dissertation was developed
in collaboration with the GRAAP-WG at OGF. This specification ad-
dresses specific requirements for multiround negotiation. The research
presented in this dissertation contributed to this specification to make

1The consumer cannot propose a new request in the same negotiation session. To create
a new request, the consumer must create a new session and begin the negotiation process
from the beginning.



3

32 Service Negotiation in Open Environments

the protocol both stateless and asynchronous. This specification is now
an official OGF standard.

[NPS-2] This dissertation proposes several extensions to NPS-1. These exten-
sions provide (1) a dual state machine, (2) session identifiers that enable
data symmetry between participant roles and (3) explicit semantics to
clarify intervals.

This chapter proceeds as follows. First, an overview introduces the main
concepts of service negotiation. Secondly, this chapter provides an overview of
negotiation protocols, including WS-Agreement (NPS-0). Thirdly, this chapter
presents the WS-Agreement Negotiation protocol (NPS-1), including several
extensions (NPS-2) for negotiation in open environments. Fourthly, this chap-
ter describes an implementation of WS-Agreement Negotiation in the Agent-
Scape middleware, including experimental results. Finally, this protocol is
compared to related work.

3.1 Introduction

This section provides a detailed overview of service negotiation, starting with
the core concepts of negotiation. This overview introduces: (1) various forms
of negotiation, including auctions and bargaining; (2) the components of the
negotiation process, including roles and cardinality, and (3) the concept of
utility.

In addition, this section introduces Service Level Agreement (SLA). An
SLA is a digital document that formalizes the negotiation process by specifying
the terms of service between negotiating agents. SLAs are fundamental to the
negotiation protocols discussed in this chapter.

Finally, this section introduces the challenges and requirements of auto-
mated negotiation. Requirements include a well-defined negotiation protocol
and service specification language.

3.1.1 Service Negotiation

Negotiation is a bidirectional process by which one or more participants (e.g.
a provider and a consumer agent), with possibly conflicting goals, together
search for a mutually acceptable agreement [75]. In the simplest case, negoti-
ation is a one-to-one interaction between two participants: a service provider
and a service consumer. A single negotiation process, often referred to as
a single negotiation session, is characterized by proposals, counter-proposals,
trade-offs and concessions. Negotiation may focus on one or more issues, re-
ferred to as single or multiple issue negotiation [109]. Single issue negotiation,
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for example, most often focuses on price. In contrast, multiple issue negotia-
tion, focuses on more than one attribute, such as price, quantity and Quality
of Service (QoS) attributes.

Negotiation takes several forms, including auctions and bargaining [107].
Generally speaking, an auction uses a centralized auctioneer to accept bids
from all other negotiation participants, after which a winning bid is selected.
Auctions may follow one of several bidding protocols, such as English, Dutch
and Vickrey [14].

This dissertation focuses primarily on the second form of negotiation,
known as bargaining. In general terms, bargaining consists of two or more
participants exchanging offers. Each offer is evaluated using a set of personal
preferences (e.g. utility functions) to determine the offer’s value or score [137].
Various negotiation strategies are followed to increase the utility of an offer
(e.g. maximize quality or minimize costs). Most strategies are rooted in the
principles of game theory, which assumes that negotiation participants are
self-interested and rational [14,146].

A utility function is a method of adding up the relative weights of indi-
vidual issues [167]. For instance, a specific consumer may evaluate offers from
providers based on a combination of price, provider’s reputation and loca-
tion. For this particular consumer, price is the most important of these issues
and location is the least important. Equation 3.1 presents a corresponding
utility function. In this equation, the total utility (Utotal) is calculated by
summing the relative utilities of price (Uprice), reputation (Ureputation) and lo-
cation (Ulocation). Each issue is weighted according to the relative importance
to the consumer.

Utotal = (Uprice ∗ 50%) + (Ureputation ∗ 40%) + (Ulocation ∗ 10%) (3.1)

Several general steps of negotiation are identified, including (1) offer spec-
ification, (2) offer submission, (3) offer analysis, (4) offer matching, (5) offer
allocation and (6) offer acceptance [162]. In the first step, both negotiation
participants (i.e. consumer and provider) specify negotiation intentions (e.g.
range of services) and constraints (e.g. time limitations). In the second step,
one participant (i.e. provider) sends an offer to the other participant (i.e. con-
sumer). In the third step, the recipient analyzes the offer. This involves several
checks to both syntax and semantics of the offer. Questions are posed, such
as: Is the document structure valid?, Does it contain all required data?, Are
the requested services available?, Is the price reasonable?

In the fourth step, offers are compared. For example, consumers com-
pare available service offerings from a given provider to competing offers from
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other providers. Each consumer attempts to find the “best” offer for the given
situation. Once an offer is chosen, the provider of the requested service allo-
cates the requested resources in the fifth step of the negotiation process. This
prevents over-provisioning of services and reduces the likelihood of SLA viola-
tion. In the final step, the offer is officially accepted by both participants. This
typically involves some formality to “sign” the document. In the digital do-
main, this is accomplished with nonrepudiable signing protocols, as discussed
in Chapter 4. If successful, negotiation results in an agreement between the
participants involved. This agreement takes the form of an SLA. The following
section discusses SLAs in more detail.

The cardinality of negotiation specifies the number of participants involved
in a particular negotiation session. A session may be one-to-one, one-to-many
or many-to-many. An example of a one-to-one session is one consumer and one
provider. Many-to-one or many-to-many sessions involve multiple providers
or multiple consumers. For instance, a coalition of consumers may negotiate
with a coalition of providers. Additionally, a single participant may be involved
with multiple negotiation sessions at the same time. For instance, a consumer
may negotiate with several providers in parallel, to compare offers.

Each participant assumes one or more roles during a negotiation session,
such as provider and consumer. A provider provides a service and a consumer
uses or consumes the service. In some environments, participants may assume
more than one role at the same time. For instance, a typical scenario in
Cloud computing is for a resource consumer to install private software and
resell Cloud infrastructure as a separate service. An example of this is the
Dropbox file hosting service2. Dropbox offers file hosting services to customers.
In this relationship, Dropbox fills the role of provider. However, Dropbox
has no private infrastructure, but rather combines hardware from Amazon
Web Services3 with proprietary software to fulfill customer needs. In this
relationship, Dropbox fills the role of consumer.

Additional roles include intermediaries, including Match-Maker, Broker
or Mediator [107]. These roles indirectly assist the negotiation process. The
intermediary may assist by introducing consumers to suitable providers, based
on matching consumer needs to provider offerings. The intermediary may
also negotiate on behalf of one or more participants. For instance, a single
intermediary represents a coalition of participants. Intermediaries may also
assist if a conflict arises as discussed in Section 4.1.6.

Figure 3.1 illustrates several possible negotiation scenarios involving differ-
ent cardinalities and roles. In the first scenario, a single consumer negotiates

2http://www.dropbox.com
3http://aws.amazon.com

http://www.dropbox.com
http://aws.amazon.com
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Figure 3.1: Cardinalities and roles of negotiation. (a) One consumer negotiates simul-
taneously with three providers. (b) A negotiation participant with both consumer and
provider roles in separate negotiation sessions. (c) A consumer with the dual-role of
mediator.

three separate sessions (S1, S2, S3) with three separate providers. In the sec-
ond scenario, a provider offer services (S1) to a consumer. The consumer, in
turn, resells these services to two separate consumers (S2, S3). In the final
scenario, a coalition is formed by three consumers, in which a single consumer
assumes the dual-role of mediator, representing the coalition. This single me-
diator negotiates a single session (S1) with a single provider.

3.1.2 Service Level Agreements

Service Level Agreements (SLA) are agreements between multiple participants
that specify terms of service. They involve at least one provider and at least
one consumer and specify the services that are provided. Traditionally, SLAs
are written and signed between legal entities (e.g. between lawyers or other
human actors), representing each of the participants involved. In recent years,
attention has been given to automating this process [81,94]. This dissertation
focuses on SLA negotiation between software agents (see Section 2.3.1).

Automated SLA creation requires additional legally binding frameworks
[20]. For the purpose of automation, several specifications exist to describe
and negotiate SLAs, including the WSLA [96] and WS-Agreement [5] specifi-
cations. Section 3.2 describes WS-Agreement in more detail.

As an example, two agents negotiate an SLA for web-hosting. One agent
provides access to a web-hosting service. Another agent is interested in this
service to host a website. An SLA contains an explicit description of the
service (e.g. name, URL). A period of validity may be negotiated in terms of
time (e.g. hours, months) or in terms of activities (e.g. after completion of a
specific task). In addition, the SLA contains the exact terms that comprise
the service (e.g. 10 GB of disk space, 1 GB of network traffic).
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An SLA document also includes Quality of Service (QoS) guarantees. QoS
is expressed as a set of (name, value) pairs where name refers to a Service
Level Objective (SLO) and value represents the requested level of service.
An SLO specifies the particular characteristics of the service to measure, how
to carry out measurements and actions to take after measurement. In the
above mentioned example of a website hosting service, an SLA may contain
the following pairs: (uptime, greater than 99%) and (network response
time, less than 2 seconds). An expanded list of SLA terms for online
services is found in [2, 37].

An SLA also specifies what actions to take if an agreement is violated by
one or more of the agents. Actions taken in response to violation may include
cancellation of the service, monetary fines or demerits to an agent’s reputa-
tion [141]. Section 4.1.7 discusses detection and penalization of violations in
more detail.

3.1.3 Automated Negotiation

Automating the negotiation process reduces the amount of required input from
(human) participants, enabling the negotiation process to become (semi) au-
tonomous. Negotiation is often automated using software agents [11,13,21,25,
76,87,136,152,153,173]. To successfully negotiate in open environments, agents
require a well-defined framework to support the negotiation process [11, 108].
A framework provides agents the basic tools and mechanisms required to dis-
cover and communicate with other agents. A framework also offers agents
a well-defined negotiation protocol and service specification language. Fur-
thermore, a framework offers agents a shared ontology that provides a formal
definition of all terms of negotiation [52,164].

Agents require a shared and clear understanding of how negotiation pro-
ceeds and which actions are possible during each step of the negotiation pro-
cess. A negotiation protocol provides this understanding. A negotiation pro-
tocol explicitly states which actions are possible, the possible order of the
actions, the roles of the various agents, the states of negotiation (e.g. nonbind-
ing offer, binding agreement) and the acceptable transitions between states. A
service specification language defines the structure of negotiation objects (e.g.
offers, bids) such that all agents are able to fully describe and understand
the subject of negotiation (e.g. specific services and attributes). Several for-
mal standards exist that specify a particular negotiation protocol and service
specification language, including FIPA and WS-Agreement [5]. The latter of
these uses SLA as a core negotiation object. As this dissertation focuses on
SLA as the central object of negotiation, the remainder of this dissertation
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describes, extends and implements this specification. Section 3.2 describes
WS-Agreement in more detail.

3.1.4 Conclusion

The previous sections provide an overview of the core components, processes
and terminology of service negotiation. This includes the concept of SLA; a
document specifying terms of service. SLAs are fundamental to negotiation
processes.

Negotiation processes are automated with software agents. Automation
requires well-defined structure, including a negotiation protocol and service
specification language. The WS-Agreement specification provides a protocol
and language using SLA as a core negotiation object. The following section
discusses this specification in more detail. This dissertation extends this spec-
ification. Sections 3.3 and 3.4 discuss this extension in more detail.

3.2 Web Service Agreement

The Web Service Agreement specification (NPS-0) standardizes SLA creation
in distributed environments [5]. The Grid Resource Allocation and Agreement
Protocol (GRAAP)4 Working Group of the Compute Area of the Open Grid
Forum (OGF)5 develops and maintains WS-Agreement. WS-Agreement de-
fines (1) an SLA creation protocol, (2) the basic objects of negotiation and (3)
a language to express these objects.

3.2.1 Protocol Specification

The WS-Agreement protocol (NPS-0) is based on a single round, message ex-
change. The exchange of messages consists of three steps. Figure 3.2 illustrates
these steps. In the first step, a consumer requests from a provider an overview
of available services. Upon receipt of request, the provider sends an Agreement
Template object (as discussed in the following section) to the consumer. In
the second step, the consumer analyzes the available services and chooses one
or more options. The consumer then makes an offer to the provider to request
this choice of services. An offer describes the chosen services and relevant
attributes (e.g. price). In the final step, the provider analyzes the offer and
decides either to accept or reject. If the provider accepts the offer, an SLA is
created. If the provider rejects the offer, the protocol terminates.

4https://forge.ogf.org/sf/projects/graap-wg
5http://www.gridforum.org/

https://forge.ogf.org/sf/projects/graap-wg
http://www.gridforum.org/
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Figure 3.2: WS-Agreement SLA creation protocol. Adapted from [108].

Mobach extends the basic protocol with an additional acceptance/rejection
phase [107]. In the original protocol, the responder (i.e. provider) accepts one
offer from the initiator (i.e. consumer) and sends an Agreement to the initiator.
The Agreement is finalized upon receipt. Mobach extends the protocol to
include an additional acceptance/rejection phase allows the initiator to first
consider the Agreement and then send an additional message to the responder
to accept or reject the offer. The agreement phase is therefore a two-way
exchange before an agreement is finalized.

3.2.2 Object Specification

WS-Agreement (NPS-0) specifies three basic objects of negotiation: Agreement
Templates, Agreement Offers and Agreements. An Agreement Template pro-
vides an overview of available services. Providers use Agreement Templates
to advertise available services and possible configurations for each service. For
instance, an Internet Service Provider may advertise several packages (e.g.
basic, medium, extreme) with different configurations of bandwidth, latency
speeds and price. Optionally, a template has Creation Constraints that define
the limits of offers based on the particular template. A constraint may be to
limit the choice of services to a particular set or range. For example, a service
may be limited to an enumeration of working days (e.g. Monday, Tuesday) or
to a range of values (e.g. more than 1, less than 10).

A consumer uses an Agreement Offer to request a set of services proposed
by a provider’s Agreement Template. The consumer indicates the services
and the attributes requested (e.g. preferred price, QoS). Continuing in the
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example above, a consumer selects a particular internet package from the
available choices.

An Agreement is created if both participants accept an Agreement Offer.
Figure 3.3 depicts the basic structure of an Agreement (i.e. an SLA). The
Context contains relevant information that defines a particular agreement,
including the initiator (e.g. a consumer), responder (e.g. a provider), the time
at which the agreement expires and the Template on which this particular
agreement is based. Agreement Terms consist of Service Description Terms
and optional Guarantee Terms.

A Service Description Term (SDT) defines a particular service with a name
and description. Continuing in the example above, an SDT defines an Inter-
net Connectivity package with 3 MB bandwidth for 50 euros per month. This
information also includes information regarding where the service accessed.
Guarantee Terms (GT) define optional information regarding the agreed qual-
ity objectives (QoS), the importance of a particular objective (Business Value)
and the penalties to enforce if an objective is not met. Section 4.1.7 discusses
penalties in more detail. In regard to the example above, a possible GT is
network latency below 2 seconds and connectivity uptime above 99%.

3.2.3 Language Specification

The WS-Agreement specification (NPS-0) describes the above mentioned ob-
jects using the eXtensible Markup Language (XML)6. Figure 3.4 provides an
XML version of the basic Agreement structure (introduced above). This ex-
ample depicts the markup terms (e.g. wsag:Terms, wsag:Penalty) representing
each component of a Template, Offer or Agreement. An XML document pro-
vides a machine readable rendering of each object. All automated analysis,
decision making and negotiation strategies rely on understanding and express-
ing negotiation intentions through this medium. In addition to the markup
terms defined in the official specification, WS-Agreement supports extensibil-
ity. Negotiation participants may add domain specific terms to objects, if
necessary.

3.2.4 Single Round Negotiation

The single round nature of WS-Agreement (NPS-0) limits the dialogue between
participants. The Agreement Initiator makes a proposal and the Agreement
Responder responds with ‘yes’ or ‘no’. If the proposal is rejected, no further
explanation is given. If the Initiator wishes to continue, a new proposal is

6http://www.w3.org/XML/

http://www.w3.org/XML/
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Agreement
Name

Context
initiator, responder, expiration time, template

Terms

Service Description Terms

name, description

name, description

Guarantee Terms

name, service, objective (QoS), business value, penalties

name, service, objective (QoS), business value, penalties

Figure 3.3: WS-Agreement SLA structure. Adapted from [5].

made. However, the Initiator has no knowledge as to the reasons for rejection,
and thus, no guidance on creating a new proposal more likely of being accepted.

In multiround negotiation between participants, argumentation schemes
convey reasoning or explanation for a given decision [7, 142, 155]. Structured
argumentation allows participants (i.e. agents) to explicitly state the reasons
for certain decisions (e.g. offer rejected because price is too high). Argumen-
tation can also persuades a participant to accept a certain decision (e.g. a
competitor is offering a better price) [169]. Formalized argumentation thus
guides negotiation towards acceptable outcomes.

Combining formalized argumentation with a multiround negotiation pro-
tocol supports extensive negotiation discourse between participants. A series
of offers and counter-offers between participants provides them the ability to
iteratively reach an agreement. For example, during a particular negotiation
session, a provider receives an offer. The provider agrees with all but one of
the terms, namely, the term regarding price. The provider creates a counter-
offer consisting of the original terms along with a new price. The consumer
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<wsag:Agreement AgreementID="xs:string">
<wsag:Name >xs:string </wsag:Name >
<wsag:Context >

<wsag:AgreementInitiator/>
<wsag:AgreementResponder/>
<wsag:ExpirationTime/>
<wsag:TemplateName/>

</wsag:Context >
<wsag:Terms >

<wsag:All >
<wsag:ServiceDescriptionTerm >

<wsag:Name/>
<wsag:Description/>

</wsag:ServiceDescriptionTerm >
...
<wsag:GuaranteeTerm >

<wsag:Name/>
<wsag:ServiceScope/>
<wsag:ServiceLevelObjective/>
<wsag:BusinessValueList >

<wsag:Penalty/>
<wsag:Reward/>

</wsag:BusinessValueList >
</wsag:GuaranteeTerm >
...

</wsag:All >
</wsag:Terms >

</wsag:Agreement >

Figure 3.4: WS-Agreement XML language representation.

implies from this counter-offer that the provider is satisfied with all terms ex-
cept price. If negotiation proceeds, the consumer focuses on this term (e.g.
propose a slightly higher price than the initial proposal).

3.3 Web Service Agreement Negotiation

The WS-Agreement Negotiation specification (NPS-1) is the result of collabo-
ration with and participation in the GRAAP working group of OGF. The re-
search presented in this dissertation contributed to this specification to make
the protocol both stateless and asynchronous. WS-Agreement Negotiation is a
protocol for negotiating agreements between two participants [12, 174]. After
passing rigorous review, this protocol is currently an official OGF standard7.

7Version 1.0 available at: http://www.gridforum.org/Public_Comment_Docs/
Documents/2011-03/WS-Agreement-Negotiation+v1.0.pdf

http://www.gridforum.org/Public_Comment_Docs/Documents/2011-03/WS-Agreement-Negotiation+v1.0.pdf
http://www.gridforum.org/Public_Comment_Docs/Documents/2011-03/WS-Agreement-Negotiation+v1.0.pdf
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WS-Agreement Negotiation (NPS-1), presented in this dissertation, ex-
tends the existing WS-Agreement protocol (NPS-0)with an explicit negotiation
protocol. The combination of these specifications has two layers of interac-
tion: (1) negotiation layer and (2) agreement layer. Participants begin in the
agreement layer. This layer consists of three phases: Template(s), Offer(s)
and Agreement. These phases are depicted above in Figure 3.2.

If participants require multiround negotiation during the Offer phase, par-
ticipants proceed to the negotiation layer. The negotiation layer supports
multiround negotiation with limited argumentation. If negotiation results in
an acceptable offer, participants return to the agreement layer to enter the
Agreement phase.

WS-Agreement Negotiation defines (1) an SLA negotiation protocol, (2)
additional objects of negotiation and (3) a language to express these objects.
The language is based on and compatible with the WS-Agreement specifica-
tion.

3.3.1 Protocol Specification

Essentially, the negotiation layer specified by the WS-Agreement Negotiation
standard (NPS-1) defines the exchange of a series of offers during multiple
rounds of negotiation. A series of offers and counter-offers regarding the nego-
tiation of specific services between participants is referred to as a negotiation
session. A negotiation session begins with one participant (e.g. consumer)
making an offer to one or more participants (e.g. providers). A participant
may respond to this offer by accepting, rejecting or proposing a counter-offer.
The counter-offer is based on the previous offer, but may contain service terms
deemed more acceptable (e.g. a lower price) than the previous offer. If an of-
fer is accepted, the negotiation session terminates and the participants create
an agreement using the agreement layer provided by WS-Agreement (NPS-0).
An accepted negotiation offer is nonbinding. Binding of the agreement occurs
elsewhere. If an offer is rejected, the session either terminates or continues
with a new counter-offer with more acceptable terms.

Figure 3.5 illustrates negotiation. This figure portrays the interactions over
time between a single consumer C and a single provider P. Faded lines indicate
the existing agreement layer provided by WS-Agreement (NPS-0). The new
negotiation layer adds an optional phase to the agreement layer and supports
multiple rounds of sending, evaluating and responding to offers. Dotted lines
indicated the negotiation session which encapsulates the series of offers and
counter-offers between these two participants.
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Negotiation Session

send offer
Offer: {offerID="c1", counterOfferTo="T1", state="Advisory", content}

evaluate offer

Offer: {offerID="p1", counterOfferTo="c1", state="Advisory", content}

Offer: {offerID="c2", counterOfferTo="p1", state="Advisory", content}

Offer: {offerID="p2", counterOfferTo="c2", state="Rejected", content}

Offer: {offerID="c3", counterOfferTo="T1", state="Advisory", content}

Offer: {offerID="p3", counterOfferTo="c3", state="Acceptable", content}

evaluate offer send offer

send offer evaluate offer

evaluate offer send offer

send offer evaluate offer

evaluate offer send offer

Figure 3.5: WS-Agreement Negotiation (NPS-1) multiround negotiation protocol. The
existing agreement layer is depicted slightly faded. The new negotiation layer is indi-
cated with the large curly bracket on the left side of the figure.

3.3.2 Object Specification

The WS-Agreement Negotiation specification (NPS-1) uses the same specifica-
tion language as WS-Agreement (NPS-0), with several extensions to the offer
document. An offer contains (1) an offerID, (2) a counterOfferTo field, (3)
a negotiation state and (4) the offer content. The offerID uniquely identifies
an offer within a given session (e.g. c1, c2, p1, p2). The counterOfferTo field
contains the offerID of a previous offer in the session upon which the current
offer is based. For example, if a consumer creates an offer c2 in response to an
offer from a provider p1, then this relationship is recorded in the counterOf-
ferTo field. The negotiation state contains the current phase of negotiation.
Finally, the offer content includes the negotiable service terms, such as SDTs
and GTs.

As with WS-Agreement (NPS-0), the specification also allows for domain
specific extensions. For instance, if a specific offer is rejected, the document
may also contain a domain specific reason for rejection (e.g. price is too low).
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Solicited

Rejected

Advisory Acceptable

Figure 3.6: WS-Agreement Negotiation (NPS-1) state machine. Adapted from [174].

3.3.3 Negotiation State

Each offer contains a field indicating the current negotiation state. Figure 3.6
illustrates the possible state values and valid state transitions. The Advisory
state indicates that the purpose of an offer is to gather information or test a
participant’s response. For instance, to explicitly elicit a provider’s acceptable
price range, an offer is sent containing a specified service, but no specified
price. An offer in this state is not necessarily fully instantiated and may
include empty terms or partially selected services.

If an offer is fully instantiated (e.g. no empty terms) and contains accept-
able terms, a participant may place this offer in the Acceptable state. This
state is nonbinding and only indicates that, if made, such an offer is likely
accepted in the agreement layer.

If a participant chooses to reject an offer, that participant returns the offer
after changing the state to Rejected. This indicates that future offers should
not refer (e.g. the counterOfferTo field) to this offer. For a specific offer, the
rejection state is terminal. However, negotiation may continue by creating a
new offer, based on some other previous offer.

If a participant wishes to converge a negotiation session, an offer is sent
in the Solicited state. This state essentially requests that the responding
participant provide a ‘yes’ or ‘no’ answer. Thus, counter-offers must be fully
instantiated and in either the acceptable or rejected state.

3.3.4 Session Rollback

During the course of a multiround negotiation session, many offers are ex-
changed. Each offer includes a record of the relationship with a previous offer
(e.g. counterOfferTo). This record of the relationships between offers serves to
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offerID = "c1"
counterOfferTo = "T1"

state = "Advisory"
(content)

offerID = "c3"
counterOfferTo = "p1"

state = "Advisory"
(content)

offerID = "p1"
counterOfferTo = "c1"

state = "Advisory"
(content)

Template = "T1"
(content)

offerID = "c4"
counterOfferTo = "T1"

state = "Advisory"
(content)

offerID = "p4"
counterOfferTo = "c4"

state = "Rejected"
(content)

offerID = "c5"
counterOfferTo = "T1"

state = "Advisory"
(content)

offerID = "p5"
counterOfferTo = "c5"
state = "Acceptable"

(content)

Agreement
create agreement

on agreement layer

offerID = "c2"
counterOfferTo = "p1"

state = "Advisory"
(content)

offerID = "p2"
counterOfferTo = "c2"

state = "Rejected"
(content)

offerID = "p3"
counterOfferTo = "c3"

state = "Rejected"
(content)

Figure 3.7: Negotiation offers arranged in tree structure. Adapted from [174].

organize offers within a negotiation session. The record of offers and counter-
offers may be analyzed to learn from past interactions and improve negotiation
strategies.

One possible organization of offers is a tree structure. In terms of a tree,
the root is the Template upon which all subsequent offers are based. When an
offer is made based on a previous offer, the offer is referred to as a child and
the previous offer is referred to as its parent. A particular sequence of related
offers is grouped together as a branch. Offers to which no counter-offers are
made are referred to as leaves. Figure 3.7 illustrates this structure.

This figure provides an example interaction between a single consumer
and a single provider. Each offer contains a unique offerID that indicates the
author and order of that particular offer. For example, offer c1 is the first offer
created by the consumer and p4 is the fourth offer created by the provider.

If a particular offer is rejected, participants may choose to immediately
terminate the negotiation session. Alternatively, participants may choose to
rollback to a previous negotiation round and continue negotiation with a dif-
ferent offer. For example, a consumer makes offer c2 and a provider rejects
this offer. By doing so, the provider has indicated that this particular branch
of negotiation is unacceptable. The consumer responds by creating a new
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branch. This occurs when the consumer performs a rollback to a previous
offer p1 and creates a new offer c3 with content that differs from the rejected
offer.

A rollback occurs again when offer c3 is rejected. The consumer then
performs a rollback to the original template T1 and creates a new offer c4.
When this offer is rejected, another rollback leads to the creation of c5. This
offer’s terms are acceptable to the provider and the negotiation session ends
so an agreement may be created in the agreement layer.

The ability to rollback allows for negotiation to continue despite the rejec-
tion of a particular offer or branch. Unique offerID and counterOfferTo fields
allows all participants to organize offers within a session. This organization,
in turn, makes it possible to identify (and ignore) previously rejected offers or
negotiation branches.

3.3.5 Dual State Machine Extension

Figure 3.6 depicts the current state machine of WS-Agreement Negotiation
(NPS-1). This single state machine models both the current negotiation offer
and, by proxy, the entire negotiation session. As such, this state machine has
several drawbacks. One drawback is that this state machine has no terminal
state. As such, negotiation is not terminated transparently and officially.
Rather, negotiation ends when one participant chooses to ignore new offers
from another participant.

This occurs because the most logical terminal state Rejected is only a
terminal state for the particular offer that has been rejected. The session
does not end, as the rejected participant is always permitted to perform a
rollback and create a new offer with different terms. The Solicited state forces
a negotiation to converge to a ‘yes’ or ‘no’ decision. If a negotiation session is
arranged in a tree structure, as in Figure 3.7, then the current state machine
only models a single negotiation branch, not the entire negotiation tree.

One solution is to maintain dual state machines. Figure 3.8(a) shows the
current WS-Agreement Negotiation (NPS-1) state machine. This first ma-
chine models the “local” state of the current offer and negotiation branch.
Figure 3.8(b) shows a proposed second state machine (NPS-2). This second
machine models the “global” state of the session or entire negotiation tree.

The session state machine contains four valid states: Negotiating, Request,
Demand and Finalized. As the negotiation session may always rollback and
explore different negotiation branches, it essentially remains in a single state.
This state is referred to as the Negotiating state. If a negotiation reaches
a stage that would likely result in an accepted agreement (e.g. an acceptable
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Demand

Request

Negotiating Finalized

Solicited

Rejected

Advisory Acceptable

(a)

(b)

Figure 3.8: Dual state machines. (a) Original, offer state machine (from NPS-1). (b)
Extended, session state machine (from NPS-2).

offer), then the session state should reflect this by transitioning to the Finalized
state.

In the event that a participant wishes to force the session to converge to
a ‘yes/no’ scenario without the option of rollback, the session transitions to
the Request or Demand state. If a participant sends an offer in the Request
session state, the responding participant must reply with an offer that can
immediately be accepted or rejected without further negotiation (e.g. fully
instantiated). If a participant sends an offer in the Demand session state,
the responding participant must reply with an offer in the Request state.
The essentially requests to see the final offer before accepting or rejecting it.
The Request and Demand states allow for either the negotiation initiator or
responder to converge the negotiation tree to termination.

In summary, the Negotiating state is reflexive. The Finalized state is termi-
nal. The Request and Demand states force a negotiation session to convergence
to an explicit and final termination.

Offers contain both states: session state and offer state. Table 3.1 shows
the valid dual state combinations. Session (tree) state is listed along the
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Table 3.1: Valid dual state combinations.

Advisory Solicited Acceptable Rejected

Negotiating X X X X

Request X X X X

Demand X

Finalized X X X X

vertical axis and offer (branch) state is listed along the horizontal axis. A few
of the state combinations have special significance:

Finalized & Acceptable - This dual state combination signifies the end
of the negotiation session with a high chance of an acceptable agreement in
the agreement layer. The negotiation session is successful.

Finalized & Advisory - This combination signifies the end of the nego-
tiation session with a low chance of an acceptable agreement. The offer may
not be acceptable or even fully instantiated (e.g. empty terms remain). The
negotiation session is unsuccessful.

Finalized & Rejected - This combination signifies the end of the nego-
tiation session with zero chance of an acceptable agreement. The negotiation
session is unsuccessful.

Negotiating & Rejected - The current negotiation branch is terminated,
but the negotiation session may continue with a rollback and new offer.

3.4 Agent Negotiation in Open Environments

The new WS-Agreement Negotiation specification (NPS-1) enables multiround
negotiation with limited argumentation. However, when agents represent par-
ticipants during negotiation in open environments, several specific challenges
arise that are not addressed in this specification. This dissertation proposes
several extensions (NPS-2) to the new protocol to address these challenges,
including symmetry and dynamism of multiagent negotiation.

As discussed in Section 1.1, open environments have additional consid-
erations regarding the availability and security of a negotiation framework.
A negotiation framework must be robust against malicious attacks from dis-
honest negotiation agents or other, external agents. These considerations are
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addressed, in part, with service monitoring, auditing, cryptographic primi-
tives and decentralization of negotiation components. Chapter 4 discusses
these topics in more detail.

Agent communication is modeled around asynchronous communication be-
tween autonomous systems, such as peer-to-peer (P2P) relationships [122].
Agents communicate via messages passing that is less strict than the request-
response paradigm of request-response (i.e. client-server) interaction. For ex-
ample, an agent may send more than one message to another agent before
receiving a response8. Multiagent negotiation requires flexible negotiation
protocols that support multiple interaction models, such as unsolicited offers
(i.e. response before request).

An additional challenge of negotiation in open environments is the dy-
namic nature of roles. In contrast to well-defined, static roles of traditional
web services (e.g. the client-server relationship), agents may change roles dy-
namically to adapt to a given situation (e.g. environmental or policy changes).
For instance, in energy markets, distributed generation of energy (e.g. a solar
panel on a roof) allows a consumer to sell overcapacity. Thus, a consumer
agent can also become a producer agent.

In these environments, negotiation protocols must allow dynamic roles
without requiring fundamental changes. Changing roles, therefore, should not
first require fundamental changes in permissions, additional data, methods,
libraries, etcetera. For instance, if all negotiation data is stored by a provider,
this data would need to first be transferred to a consumer before that consumer
may assume the role of provider. If a provider has additional permissions or
actions, time is needed to load additional libraries for a consumer to become
a provider. In open environments, changes in roles must occur seamlessly to
prevent disruption of the negotiation process.

One approach to supporting these changes is to design protocols with sym-
metry. A symmetric protocol grants all participants equal actions, permissions
and (data) access, regardless of negotiation role (e.g. consumer, provider). Ac-
tions, such as negotiation initiation and offer creation, are the same for con-
sumers and providers. Permissions and access to data are the same, regardless
of role. Negotiation data, including the history of messages (e.g. offers) and
current state should be symmetric between negotiating participants. Rather
than a single participant (e.g. the provider role) maintaining all data, data
should be maintained equally by all participants during a negotiation session.
Symmetric negotiation protocols allow participants to change roles without

8This is not possible following a request-response protocol as one agent must first wait
for a reply before sending a second request.
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requiring fundamental changes (e.g. redistribution of data, new permissions,
new objects or methods).

Storing all data with a single participant, provides that participant with
a higher level of access and thus more power/control over that data. For
instance, a provider may change locally stored negotiation data to reach a
favorable outcome (e.g. delete or modify certain offers). Distributing the ne-
gotiation data across all participants removes this imbalance of power. Sec-
tion 3.4.1 discusses an approach to distributing negotiation data symmetrically
between negotiating participants using a Session Identifier.

Another challenge of open environments concerns shared ontologies, such
as those of the Agent Communication Language (ACL) specification from
FIPA [56]. Ontologies define the vocabulary of negotiation terms that are
shared between negotiation agents [50,77,166]. For instance, an ontology may
define precisely how a certain metric (e.g. bandwidth) is measured or what is
precisely meant by a ‘CPU’ Or ‘RAM’. Ontologies may also provide additional
clarification to negotiation issues otherwise left underspecified. Specifically,
service terms that comprise an interval of values (e.g. between 50 and 500)
are often underspecified during automated negotiation, as discussed in Sec-
tion 3.4.2.

This dissertation assumes that shared ontologies are inherently static and
unable to dynamically adapt to changes over time (e.g. new prices, new prod-
ucts). Therefore, shared ontologies must be fully defined before negotiation
begins. Furthermore, ontologies are commonly limited to a specific domain,
such as energy [49], e-commerce [164] or crisis management [131]. As such,
these are not well-suited to dynamic, open environments in which negotiable
objects and relationships may change often. Automated negotiation in such
environments requires a different approach.

One possible approach is ontology matching [157]. This process attempts
to find corresponding terms between two or more, independent ontologies.
For instance, a provider has one vocabulary containing the term ‘Internet
Provider’ and a consumer has a separate vocabulary containing the term
‘Internet Service Provider’. It is the task of ontology matching to link
these two syntactically different but semantically identical terms. Ontology
matching is a nontrivial challenge [156]. An alternative approach is to add
additional Interval Semantics to the negotiation protocol [28,97]. Section 3.4.2
discusses this approach in more detail.

3.4.1 Session Identifier

The new WS-Agreement Negotiation specification (NPS-1) defines a negotia-
tion instance object [174]. A negotiation instance is maintained by a provider
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and contains all information relevant to a given negotiation session, such as of-
fers and state information. Each negotiation instance is identified by a unique
Endpoint Reference (EPR) as defined by the WS-Addressing specification [64].
An EPR contains a Uniform Resource Identifier (URI) that explains how a re-
source is accessed (e.g. a URL accessed via HTTP). EPRs also identify specific
services and agreements (e.g. SLA documents). This approach to identifying
services is appropriate for the area of web services based on the static, asym-
metric roles of server and client. However, services for Multi Agent Systems
(MAS) require a different approach.

In the MAS approach, agents are equals (e.g. peers). Roles are dynamic.
Rather than a single role (e.g. a provider) maintaining all session data, the
negotiation instance is distributed across negotiation agents. This is similar
to the concept of replicated objects [165]. Each agent has a local copy of
the negotiation instance. Unique identifiers link two related, but separate
instances stored at different locations and controlled by different agents [165].
Instances are updated based on the information (e.g. state) stored in received
offers.

Each participant, represented by an agent, thus maintains a separate, but
equivalent, negotiation instance. Both consumers and providers have equal
access to the negotiation instance containing the history of offers and negotia-
tion state. As there is no single negotiation instance, an EPR is not necessary.
Instead of an EPR, this dissertation proposes (NPS-2) that each negotiation
message is labeled with an additional session identifier: a Session ID. This
identifier enables a receiving agent to associate a particular negotiation offer
to the correct negotiation instance.

Session IDs organize multiple, simultaneous negotiation sessions. Agents
exchange asynchronous messages. Messages are stored in message buffers until
the agent reads them and responds. Messages may arrive in the buffer out of
order. Messages from separate, concurrent negotiation sessions may arrive
simultaneously. This is in contrast to synchronous function calls associated
with traditional web services. Using the included Session ID, each message
(e.g. negotiation offer) is correctly organized by an agent itself. Figure 3.9(a)
illustrates the role of session identifiers in each negotiation message from three
separate negotiation sessions. This identifier is unique and is known by all
agents to a given negotiation session. The Session ID is agreed upon before
negotiation begins.

In some cases, multiple sessions are logically related. For instance, an agent
simultaneously negotiates the sale of one car and the purchase of another. Re-
garding the sale of the first car, the agent negotiates with two potential buyers.
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Figure 3.9: An illustration of the application of session identifiers (from NPS-2): (a)
Three separate negotiation sessions with unique identifiers. (b) Logical grouping of
separate sessions.

The agent logically groups these separate, but related, negotiation sessions us-
ing a Multisession ID. The Multisession ID is unique to the agent and is not
necessarily known to the two potential buyers. Figure 3.9(b) illustrates the
application of a Multisession ID: MS1.

3.4.2 Interval Semantics

During automated negotiation of services, autonomous agents use utility func-
tions to evaluate the terms of negotiation, as discussed in Section 3.1.1. These
terms include discrete values, such as {Nuclear, Coal, Gas} for energy sup-
pliers or intervals of values, such as {between 50 and 500}. Evaluating util-
ity of a discrete value is well understood [137]; however, evaluating utility
of an interval of values is an area of ongoing research [167]. If unspecified,
agents can possibly interpret intervals of values incorrectly. If unspecified (or
underspecified), it may be unclear: (1) if the choices are exclusive or inclu-
sive; (2) if an interval embodies a continuum of real numbers or a subset
of natural numbers; (3) if one value may be chosen or multiple, or (4) if a
sub-interval may be chosen or multiple sub-intervals. Automated negotiation
requires clear semantics to correctly interpret intervals and compute utility.
Neither the WS-Agreement (NPS-0) nor WS-Agreement Negotiation (NPS-1)
specifications contain semantics to clarify intervals; therefore, this dissertation
proposes additional semantics (NPS-2).

Figure 3.10 demonstrates the ambiguity of intervals with an example ser-
vice offer. An offer lacking explicit interval semantics requires multiple as-
sumptions. The assumptions made in this example include that Provider is
an exclusive choice, as a contract in this scenario is either signed with one
provider or the other, but not both. Another assumption is that the Source is
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TEMPLATE

Base Rate = {0 - 100}
Quantity = {0 - 10000}
Provider = {A, B, C}
Sources = {Nuclear , Coal , Gas , Wind , Solar}
Green Percent = {0 - 100}
Availability = {75 - 100}
CO2 Compensation = {green investment}
Buy -back Rate Factor = {50 - 500}

Figure 3.10: Example resource offering with intervals. Adapted from [28].

not exclusive, as a contract may contain both solar energy during the day and
coal energy during the night. More underspecification becomes apparent with
the intervals Base Rate and Quantity. As Base Rate represents a monetary
price, the assumption is that this interval is continuous with a precision of
two or more digits. In contrast, the quantity of kilowatt hours is not typically
specified with such a level of precision and this interval may actually only
contain discrete choices in increments of 1000. These semantics, however, are
not explicit and could cause incorrect assumptions, leading to a suboptimal
or unacceptable negotiation offer.

Exclusive choices may describe some intervals. For instance, Base Rate
starts at zero, yet this is not a valid choice, but rather an exclusive lower
limit. The first valid choice may actually be 1 or 0.5 or some other positive
number. When multiple choices are presented, the order of the choices may
have meaning. For instance, Source may be ordered according to price, carbon
emission, or preference. In contrast, when there is no order, it may be useful
to express this fact explicitly, as well.

Often relationships and dependencies between choices require specification.
For instance, some options may be inclusive, such as Solar energy may only
be chosen in combination with a second energy source. Similarly, relationships
between terms are important. For instance, if Nuclear energy is chosen, then
only providers A and B are available. For intervals, the higher the Availability,
the higher the Price. While these relationships could conceivably be derived
from several rounds of negotiation, making them explicit could make for faster
negotiation.

3.4.2.1 Expressing Intervals

Table 3.2 summarizes several issues often underspecified in automated negoti-
ation. Each issue requires clear notation to convey the correct meaning. This
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Table 3.2: Underspecified issues in automated negotiation.

Ordered
or Unordered

Are multiple values ordered or unordered? If ordered, what
is the meaning of the order?

Inclusive
or Exclusive

Are the limiting values of an interval inclusive or exclusive?

Continuous
or Discrete

Is an interval continuous or discrete? If continuous, to what
precision? If discrete, what are the increments?

Value
or Interval

Should choices be in the form of a single value or a sub-
interval? How many of each?

Preference Is there a preference for one choice above another?

Indifference Is an agent indifferent to the value of a certain term?

Relationships
of choices

Are there relationships between multiple choices?

Relationships
of terms

Are there relationships between different terms?

notation is added to service offers and subsequent responses to indicate the
exact meaning of a term to facilitate correct interpretation and evaluation.

Figure 3.11 shows the same resource template as before, but with added
semantics. To differentiate an ordered list from an unordered list, an ordered
list is surrounded by ‘<’ and ‘>’, whereas an unordered list is surrounded by
‘{’ and ‘}’. Standard mathematical notation indicates whether an interval’s
limits are inclusive or exclusive. This requires a ‘(’ or ‘)’ for inclusive and a ‘[’
or ‘]’ for exclusive. The symbol ‘∗ ∗ ∗’ indicates indifference. All other issues
use annotations that take predefined values.

Whether an interval is continuous or discrete is indicated with the annota-
tion ‘CD’ that takes a letter and number as its value. If continuous, the letter
‘C’ is followed by a number indicating the precision. If discrete, the letter ‘D’
is followed by a number indicating the size of the increments.

Whether an agent should choose a value or interval is indicated with the
annotation ‘VI’ that takes a letter and number as its value. If a value, the
letter ‘V’ is followed by the number of values that may be chosen. If an interval,
the letter ‘I’ is followed by the number of sub-intervals that may be chosen.

The ‘PC’ annotation indicates preference between choices. The order of
values conveys order of preference.
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TEMPLATE

Base Rate = (0 - 100] | CD:C5, VI:I1
Quantity = (0 - 10000] | CD:D100 , VI:V1
Provider = {A, B, C} | VI:V1
Sources = {Nuclear , Coal , Gas , Wind , Solar} | VI:V2 , RC:Wi:OR:So
Green Percent = [0 - 100] | CD:C0 , VI:I1, RT:DECREASES:Availability
Availability = [75 - 100) | CD:C0, VI=V1 , RT:DECREASES:Green Percent
CO2 Compensation = {green investment} | VI:V1, RT:ONLY:A
Buy -back Rate Factor = [0.1 - 4] | CD:C1, VI:I1

OFFER

Base Rate = [5.5 - 12]
Quantity = {5000}
Provider = {A}
Sources = <Solar , Gas > | PC:YES
Green Percent = [***]
Availability = {99}
CO2 Compensation = {green investment}
Buy -back Rate Factor = [1 - 2]

Figure 3.11: Resource offer and response with added semantics (NPS-2).

The ‘RC’ annotation indicates that a relationship exists between two choices.
This takes the value of ‘TERM:RELATIONSHIP:TERM’ where ‘RELATIONSHIP’ is a
predefined term, such as ‘INCREASES’ or ‘REQUIRES’. Similarly, the ‘RT’ anno-
tation indicates relationships between two terms. This takes the value of
‘RELATIONSHIP:TERM’ and uses a set of predefined relationships, such as ‘AND’
or ‘ONLY’.

Figure 3.11 is interpreted as follows: Base Rate is an interval that excludes
the lower limit and includes the upper limit. Furthermore, it is continuous to
five digits past the decimal point and one sub-interval may be chosen. Quantity
is also an interval that excludes the lower limit and includes the upper limit.
Furthermore, it is discrete with increments of 100 and a single value may be
chosen. Provider is an unordered list and only one value may be chosen.
Sources is an unordered list and two values may be chosen. Furthermore,
either Wind or Solar may be chosen, but not both. Green Percent is an
interval of continuous natural numbers with inclusive limits. A single sub-
interval may be chosen and as this value increases, Availability decreases.
Availability is an interval with an inclusive lower limit and an exclusive upper
limit. Furthermore, it is continuous with zero digits of precision and a single
value may be chosen. CO2 Compensation is only available from provider
“A”. Finally, Buy-back Factor is an interval with inclusive upper and lower
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limits. Furthermore, it is continuous with one digit of precision and a single
sub-interval may be chosen.

The offer made based on the template also uses added semantics. Base
Rate contains an interval with inclusive limits. Sources is an ordered list
ordered by preference. Furthermore, the offer indicates indifference to the
value of Green Percent.

3.4.2.2 Expressing Intervals in WS-Agreement

Both WS-Agreement (NPS-0) and WS-Agreement Negotiation (NPS-1) specifi-
cations express negotiation objects, such as Templates and Offers, using XML,
as discussed in Section 3.2. The interval semantics this dissertation proposes
(NPS-2) are also expressed in XML. Continuing the earlier example of energy
provision, semantic annotations take the form of XML tags and are added
to the XML schema to resolve underspecified issues. Figure 3.12 and Fig-
ure 3.13 show the same service template and offer, respectively, using XML
structure based on WS-Agreement (NPS-0). Two agents negotiate the pro-
vision of energy. The provider advertises the available choices in a template
using additional semantic tags, as introduced above.

The min- and maxExclusive tags replace the ‘(’ and ‘)’ symbols. The
min- and maxInclusive tags replace the ‘[’ and ‘]’ symbols. The baseRate
and quantity items illustrate these tags. An additional ordering tag replaces
‘{’ and ‘<’ to express ordering. Additionally, each element in the list uses a
“rank” value with ascending order as XML does not natively support ordering
of elements. The sources item of the offer illustrates this value. When an
agent wishes to indicate preferential ordering, the agent modifies the value of
this tag in the offer.

3.4.2.3 Use case scenario

A use case scenario demonstrates the applicability of interval semantics in
a different domain. A single consumer C and a single provider P negotiate
the sale of an automobile. Figure 3.14 provides an overview of the negotiation
process. The consumer first requests a template T1 that advertises all possible
choices, including Make and Price. This template includes additional notation
that describes the semantics of each interval of options. This notation states
that only one value may be chosen for Object, Color and Make. Furthermore,
a single interval may be chosen for Price, starting at 1.1k. The template
lists all options, but describes exclusive options (e.g. diesel or petrol) using
the notation. Finally, the template explicitly states the relationship between
Power and Taxes (e.g. road tax, emissions tax).



3

3.4 Agent Negotiation in Open Environments 57

TEMPLATE

<wsag:Item wsag:name="baseRate" CD="C5" VI="I1">
<minExclusive="0"/>
<maxInclusive="100"/>

</wsag:Item >
<wsag:Item wsag:name="quantity" CD="D100" VI="V1">

<minExclusive="0"/>
<maxInclusive="10000"/>

</wsag:Item >
<wsag:Item wsag:name="provider" VI="V1">

<list ordering="NONE">
<enum value="A"/>
<enum value="B"/>
<enum value="C"/>

</list >
</wsag:Item >
<wsag:Item wsag:name="sources" VI="V2">

<list ordering="NONE">
<enum value="Nuclear"/>
<enum value="Coal"/>
<enum value="Gas"/>
<enum value="Wind"/>
<enum value="Solar"/>

</list >
<RC="Wi:OR:So">

</wsag:Item >
<wsag:Item wsag:name="greenPercent" CD="C0" VI="I1">

<minInclusive="0"/>
<maxInclusive="100"/>
<RT="DECREASES:availability"/>

</wsag:Item >
<wsag:Item wsag:name="availability" CD="C0" VI="V1">

<minInclusive="75"/>
<maxExclusive="100"/>
<RT="DECREASES:greenPercent"/>

</wsag:Item >
<wsag:Item wsag:name="co2Comp" VI="V1">

<enum value="green -investment"/>
<RT="ONLY:A"/>

</wsag:Item >
<wsag:Item wsag:name="buyBackFac" CD="C1" VI="I1">

<minInclusive="0.1"/>
<maxInclusive="4"/>

</wsag:Item >

Figure 3.12: WS-Agreement template with interval semantics (from NPS-2).
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OFFER

<wsag:Item wsag:name="baseRate">
<minInclusive="5.5"/>
<maxInclusive="12"/>

</wsag:Item >
<wsag:Item wsag:name="quantity">

<enum value="5000"/>
</wsag:Item >
<wsag:Item wsag:name="provider">

<enum="A"/>
</wsag:Item >
<wsag:Item name="sources" PC="YES">

<list ordering="PREFERENCE">
<enum value="Solar" rank="0"/>
<enum value="Gas" rank="1"/>

</list >
</wsag:Item >
<wsag:Item name="greenPercent">

<enum value="***"/>
</wsag:Item >
<wsag:Item name="availability">

<enum="99"/>
</wsag:Item >
<wsag:Item wsag:name="co2comp">

<enum="green -investment"/>
</wsag:Item >
<wsag:Item wsag:name="buyBackFac">

<minInclusive="1"/>
<maxInclusive="2"/>

</wsag:Item >

Figure 3.13: WS-Agreement offer with interval semantics (from NPS-2).

After receiving the template, the consumer creates the first offer C1. As
the consumer is unconcerned with the Color, Options or Taxes, this indiffer-
ence is reflected by the ‘∗ ∗ ∗’ notation. Instead of choosing only one Make,
the consumer chooses three, but indicates that they are ordered according to
personal preference. This knowledge guides the provider to a more attractive
offer sooner and, thus, a quicker sale.

Once the provider receives C1, it creates a counter-offer P1. All choices
are now limited to the car Object. The consumer indicates that Make is
preferably ‘Audi’, but there are no Audis available for the given price range,
so the provider removes this from the counter-offer. This limits the Color
to blue and only the available Options, Power and Taxes are included in the
counter-offer.

The negotiation process continues with offers C2 and P2. Each offer be-
comes more instantiated and leaves fewer choices with each iteration. Using
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C P

tim
e

Object  = {car}
Color    = {***}
Make    = <Audi, Saab, Volvo> 
                | PC:YES
Price     = (10k - 20k)
Options = {***}
Power = (200pk - 280pk)
Taxes = (***)

Offer C1

Object  = {car, van, truck} | VI:V1
Color    = {blue, red, green} | VI:V1
Make    = {BMW, VW, Saab, Volvo,
                 Audi} | VI:V1
Price     = [1k - 50k) | CD:C1, VI:I1
Options = {leather, 4x4, automatic,
                  GPS, diesel, petrol} |
                  RC:diesel:OR:petrol
Power   = (120pk - 280pk) |
                 CD:D10, VI:I1,  
                 RT:INCREASES:Taxes
Taxes    = (30e/m - 150e/m) | 
                 CD:C0, VI:I
                 RT:INCREASES:Power

Template T1

Object  = {car}
Color    = {blue}
Make    = {Saab, Volvo} 
Price     = (15k - 20k)
Options = {leather, GPS, diesel}
Power = (200pk - 220pk)
Taxes = (74e/m - 111e/m)

Offer P1

Object  = {car}
Color    = {blue}
Make    = {Volvo}
Price     = (15k - 20k)
Options = {***}
Power = (200pk - 220pk)
Taxes = (74e/m - 100e/m]

Offer C2

Object  = {car}
Color    = {blue}
Make    = {Volvo}
Price     = (18k)
Options = {GPS, diesel}
Power = (200pk)
Taxes = (95e/m)

Offer P2

T1

C1

P1

C2

P2

Figure 3.14: Interval semantic enhanced negotiation process.

notation to convey the semantics, the consumer searches through the possibil-
ities to discover the most preferred options (e.g. offer P2 ).

3.5 Negotiation Protocol Implementation

The new WS-Agreement Negotiation (NPS-1) specification is implemented in
the AgentScape [121] middleware. AgentScape is a distributed, Multi Agent
System (MAS) for development and deployment of distributed applications.
The framework offers a structured interface to shared services (e.g. directory
services). Section 2.3.2 discusses AgentScape in more detail.

Agents represent providers and consumers during service negotiation using
the WS-Agreement Negotiation protocol. The WSAN Service manages access
to the protocol. Agents register with this service to access a standardized
interface to relevant negotiation objects9 and methods. Section 3.5.1 discusses
selected objects and methods.

9The core objects (e.g. templates, offers and agreements) of this implementation are
slightly modified versions from the WS-Agreement Negotiation for Java (WSAG4J) API
written by Oliver Wäldrich of the Fraunhofer Institute for Algorithms and Scientific Com-
puting. Source code available at: http://wsag4j.sourceforge.net/

http://wsag4j.sourceforge.net/
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AS Host/Location 3AS Host/Location 2AS Host/Location 1
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return list of providers
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store agreement
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Figure 3.15: WS-Agreement Negotiation (NPS-1) protocol deployment in AgentScape.

Consumers, providers and the WSAN Service can be deployed in a single
Location or distributed across separate Hosts or Locations. Figure 3.15 illus-
trates a negotiation process using the WSAN Service. A negotiation process
begins when a consumer requests a list of providers from the WSAN Service.
The consumer provides selected keywords to limit the list to only relevant
providers (e.g. energy, electricity, power). Once a list of relevant providers
is received, the consumer selects one or more providers and contacts them
directly using the negotiation methods provided by the WSAN Service. The
consumer requests and receives a list of Templates based on the selected key-
words. Then the consumer chooses one or more Templates and enters into the
negotiation phase. In the negotiation phase, the consumer uses the negotia-
tion methods to create, send and evaluate one or more (counter) offers until
an acceptable offer is reached. Once such an offer is reached, the consumer
enters the agreement phase. This phase consists of a three-way handshake to
confirm an Agreement. The Agreement is then stored at the WSAN Service.

Note that either agent (i.e. consumer or provider) may initiate the agree-
ment phase. For instance, if a provider reaches an acceptable offer in the
negotiation phase and wishes to end further negotiations, then it initiates the
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agreement creation process. In addition, either agent may initiate the negoti-
ation phase. In many situations, the consumer will initiate negotiations with
a selected provider. However, if a provider has had past interactions with a
certain consumer and knows the consumers general service requirements, then
the provider sends an unsolicited offer to the consumer. The consumer may
either ignore or respond to this offer, thus entering the negotiation phase. The
ability of either agent, regardless of role, to initiate these phases is not often
supported in negotiation protocols (see Section 3.6.2).

3.5.1 Overview of Negotiation Tools

The WSAN Service provides the necessary tools for inter-agent negotiation.
Through this service, agents access a structured interface, including objects
and methods, that facilitates the negotiation process.

Table 3.3 provides an overview of relevant negotiation objects. Two im-
portant objects are SessionInfo and NegotiationPolicy. The SessionInfo object
allows agents to store, organize and analyze the ‘tree’ of offers and counter-
offers (see Figure 3.7). Analysis of the SessionInfo object allows agents to
learn the preferences of the counter-agent, discover trends or patterns in the
negotiation process and, in turn, improve negotiation strategies. The Negotia-
tionPolicy object provides agents the core components to create, evaluate and
respond to negotiation offers. Each policy is unique to its agent and contains
the specific preferences (e.g. utility functions) which guide offer evaluation and
(counter) offer creation.

Table 3.4 presents an overview of relevant methods. Methods are cat-
egorized by functionality. Complimentary Assistance offers tools for before
and after the negotiation session, including a method for selecting a unique
session identifier and storing the accepted Agreement. Directory Assistance
offers providers the ability to advertise services via a publicly available service
directory. Methods are also provided for consumers to find needed services
based on related keyword searches. For instance, a consumer searching for
“energy” will find a providers offering “power” or “electricity” as well. Mes-
sage Assistance contains methods for receiving both negotiation messages as
well as regular messages. A regular message is a message that is not part
of the negotiation protocol. Out-of-bounds messages (e.g. agent exiting the
marketplace) are sent via this channel.

The primary negotiation methods are grouped in the Negotiation Assis-
tance. This group provides methods to request a specific Template and process
such a request (e.g. find and return). This group also includes methods to cre-
ate and send negotiation offers and counter-offers. Finally, this group includes
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Table 3.3: An overview of relevant negotiation objects.

SessionInfo Stores relevant information regarding a single negotiation
session, such as the session identifier, agents, roles, negoti-
ation state(s) and a message (e.g. offers) archive. Agents
analyze this archive of past interactions to improve negoti-
ation strategies.

NegotiationPolicy Encapsulates the preferences of each individual agent;
unique to each agent and domain dependent. Enables agents
to evaluate offers using personal utility functions.

NegotiationMessage Encapsulates various negotiation message types, including
(1) template request, (2) template response, (3) negotiation
offer, (4) agreement offer and (5) agreement. Includes rele-
vant metadata, such as agents and the session identifier.

Template A document advertising available services.

NegotiationOffer A document requesting a particular configuration (e.g. price,
quality) of a given service. Serves as offer and counter-offer
during multiround negotiation.

AgreementOffer A document requesting a particular configuration of a given
service. This document is the output of an acceptable ne-
gotiation offer and the input for agreement creation.

Agreement A document representing a successful agreement (e.g. SLA).

methods for the Agreement Layer, including sending an agreement offer and
an accepted agreement.

Providers use the Template Assistance group to create and organize multi-
ple Templates. In addition, methods are available to validate incoming offers
against respective creation constraints. For example, a selected value for a
service term must be within the range specified in the respective Template.

3.5.2 Negotiation Modes

The WSAN Service support two modes of negotiation: (1) independent and (2)
mediated. Independent mode allows agents to communicate directly with one
another using the provided objects and following the specified protocol. Agent
communication with the WSAN Service is limited to the Complementary As-
sistance methods (see Table 3.4). In mediated mode, all agent communication
is mediated by the WSAN Service. Essentially, all messages are sent to the
WSAN Service and are then forwarded to the respective agent. The WSAN
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Table 3.4: An overview of relevant negotiation methods.

Complimentary
Assistance

Collection of methods to assist pre- and post-
negotiation.

requestNewSession Request a unique session identifier from the WSAN
Service.

storeActiveAgreement Store an accepted Agreement with the WSAN Ser-
vice for auditing and monitoring purposes.

Directory
Assistance

Collection of methods to assist discovery of service
offerings.

publishTemplates Publish keywords describing available services to a
publicly accessible service directory.

searchTemplates Search a publicly accessible service directory for all
providers with Templates matching given keywords
(e.g. energy, electricity).

Message
Assistance

Collection of methods to assist communication be-
tween agents.

getNegotiationMessage Retrieve an incoming negotiation message from the
message queue.

getRegularMessage Retrieve an incoming message outside of the fixed
negotiation protocol.

Negotiation
Assistance

Collection of methods to assist the Negotiation
Layer.

processTemplateRequest Search and return Templates matching the supplied
keywords.

requestTemplate Request all Templates matching given keywords
from a specific provider.

sendAgreement Send an acceptable or accepted Agreement in the
Agreement Layer.

sendAgreementOffer Send an offer in the Agreement Layer.

sendNegotiationOffer Send a (counter) offer in the Negotiation Layer.

Template
Assistance

Collection of methods to assist providers with Tem-
plate storage, organization and retrieval.

validateOffer Validate an agreement- or negotiation offer against
the creation constraints of the related Template.
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Service stores a copy of each message but performs no additional analyses on
the content.

Each mode offers several advantages. In terms of scalability, independent
mode reduces communication load on a single WSAN Service. This mode al-
lows a given marketplace to support an increased number of negotiating agents,
compared to mediated mode. Agents use mediated mode if additional assur-
ance, monitoring or auditing is required. Centralizing and recording commu-
nication history lends itself to monitoring and auditing in the case of disputes
between agents.

3.5.3 Experimental Validation

Several experiments measure communication, CPU overhead and scalability
of the negotiation implementation. The first set of experiments measures
communication and CPU overhead with a limited number of agents. The
second set of experiments examines the scalability with an increased number
of agents.

Note that these experiments show relative communication and CPU load
for agents negotiating with the WSAN Service. However, these experiments
do not attempt to define what level of load is acceptable or unacceptable.
This is a subjective threshold that is highly dependent on the context and
application.

The experiments execute on a single machine. The machine is a SUN
SPARC Enterprise T5240 with 2 multicore 1.2GHz CPUs offering 128 hard-
ware threads and 64GB of RAM. This machine runs Solaris 10 and AgentScape
middleware with 1 AgentScape Location.

3.5.3.1 Description of Experiments

In total, 15 experiments investigate the CPU and communication overhead
of the WSAN Service. Consumers and provider agents negotiate energy ser-
vices10. Each experiment runs with a number of providers and a number of
consumers. Table 3.5 lists the combinations of providers and consumers. The
first experiment runs 1 provider and 1 consumer. The second experiment runs
1 provider and 10 consumers. Each experiment runs with a unique combina-
tion of providers and consumers. The final experiment runs 300 providers and
300 consumers.

All experiments proceed as follows. First, the experiment creates a sin-
gle AgentScape Location. Then, this Location loads the provider agents.
Providers publish Templates to the Directory Service of the Location. All

10Figure 5.2 in Chapter 5 gives the details of the energy services.
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Table 3.5: Overview of WSAN Service experiments.

Providers Consumers

1 1, 10, 100, 200, 300

10 10, 100, 200, 300

100 100, 200, 300

200 200, 300

300 300

Templates offer identical services and providers follow identical negotiation
policies. Then, the Location loads the consumer agents. All consumers select
a random Template from the Directory Service and begin negotiations with
their respective provider. All consumers follow identical negotiation policies.
After creating an agreement, a consumer waits for a period of time. This
period of time is chosen randomly between a minimum of 20 seconds and a
maximum of 60 seconds. After this period, a consumer randomly selects a
new Template and the process repeats. After loading all agents, the experi-
ment logs CPU and message overhead every second for a period of 1 hour of
continuous negotiation. The average CPU load is computed.

3.5.3.2 Experimental Results

Figure 3.16 shows the experiments with 1 or 10 providers; 9 experiments in
total. These results indicate the average percentage CPU load of negotiation
between providers and consumers. A single provider and a single consumer (2
agents in total) generate 0.09% CPU load. A single provider and 10 consumers
(11 agents in total) generate 0.30% CPU load. A single provider and 100, 200
or 300 consumers generate approximately 0.90% CPU load. 10 providers and
10 consumers (20 agents in total) generate 0.31% CPU load. 10 providers
and 100, 200 or 300 consumers generate 2.30%, 4.45% and 6.40% CPU load,
respectively.

Figure 3.17 shows the experiments with 100, 200 or 300 providers; 6 ex-
periments in total. These results indicate the average percentage CPU load
of negotiation between providers and consumers. 100 providers and 100 con-
sumers (200 agents in total) generate 2.40% CPU load. 100 providers and
200 or 300 consumers generate 4.79% and 6.79% CPU load, respectively. 200
providers and 200 or 300 consumers generate 5.00% and 7.54% CPU load,
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Figure 3.16: WSAN Service CPU load.
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Figure 3.17: WSAN Service CPU load.

respectively. 300 providers and 300 consumers (600 agents in total) generate
7.92% CPU load.

Communication measurements show message count and message size. In
this experimental setting (i.e. negotiation policy and strategy), a single nego-
tiation session produces 8 messages. A single messages is approximately 2.5
kilobytes (kB). Therefore, a single negotiation session is approximately 20kB.
This number does not change over time. If an agent negotiates 100 sessions
in one hour, then total communication is 800 messages and approximately
2,000kB. This number is independent of the number of providers. For instance,
1 provider and 10 consumers produces the same communication overhead as 10
providers and 10 consumers. In this experimental setting, consumers initiate
negotiation. Therefore, 10 consumers produce the same amount of overhead
whether they all negotiate with a single provider or with 10 separate providers.
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3.5.3.3 Discussion of Results

According to these experiments, the WSAN Service generates relatively low
overhead. Even with 600 agents negotiating simultaneously, average CPU load
is below 8%. In this experimental setting, CPU load is not affected by the
total number of agents, but rather by the number of consumer agents. For this
reason, CPU load is almost identical for 10 consumers and 1 provider or 10
providers. In both cases, the number of negotiation sessions (initiated by the
consumer) remains the same, and thus the CPU load also remains the same.

These experiments show identical CPU load for 1 provider and 100, 200
or 300 consumers. This indicates that the provider is overloaded and can only
process a certain number of the consumer messages within the given time.
Adding more providers allows the system to scale. These experiments reveal
that CPU load is not the main obstacle to scalability. In this case, the bottle-
neck preventing a provider from handling 200 or 300 consumers simultaneously
lies elsewhere (e.g. disk I/0). Further experimentation is required to identify
the exact bottleneck.

3.6 Related Work

The field of automated negotiation is large and active. The scope of this dis-
sertation is limited to the area of multiagent negotiation of SLAs. Even this
limited scope covers several alternative technologies and frameworks. Two
specific technologies relevant to this research are SLA specification and nego-
tiation protocols. A number of alternative approaches are available for each
of these technologies, The following sections discuss these alternatives.

3.6.1 Agreement Specification

The Web Service Level Agreement (WSLA) specification [96] from IBM11 is
part of an extensive framework [81] for creating and monitoring SLAs in the
web services domain. Tags are built into both the SDTs and GTs, using defined
metrics, functions, schedules, triggers, measurement directives and actions.
This framework defines five stages: (1) SLA negotiation and establishment;
(2) SLA deployment; (3) Service level measurement and reporting initiated
either by either the provider or the consumer; (4) Corrective management
actions including notification, termination or prioritization of certain tasks,
and (5) SLA termination. Steps 3 and 4 are the defining features of this
approach and are not found in the WS-Agreement (NPS-0) or WS-Agreement
Negotiation (NPS-1) specifications.

11International Business Machines: http://www.research.ibm.com/

http://www.research.ibm.com/
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XML describes Agreements with a structure similar to those defined by
the WS-Agreement (NPS-0) specification. The three main elements are Par-
ticipants, Service Description and Obligations. These broadly correspond to
Context, Service Description Terms and Guarantee Terms of WS-Agreement.
However, the WSLA Service Description element contains additional informa-
tion regarding how services are measured and monitored This includes SLA
Parameters such as service availability, throughput or response time, as well
as, metrics and functions to compute these parameters. Each function also
has a schedule that determines when it is computed.

In contrast to WS-Agreement (NPS-0), the Obligations element specifies
guaranteed actions, in addition to service level objectives. This specifies the
actions taken if a violation is detected, such as notifications or corrective ac-
tions. Among the corrective actions is the ability to prioritize tasks such that
premium customers or time critical tasks are processed on time by pausing or
canceling other tasks.

While WSLA offers an extensive library for specifying QoS and monitor-
ing metrics, it offers no guidance for negotiation. No negotiation protocol is
specified. Agents may use a negotiation protocol so long as documents use
valid WSLA syntax.

Another approach to SLA specification is presented by [148, 149] from
HP12. This specification offers an SLA specification language that is both
precise and flexible. An XML structure is defined that contains many of
the elements found in WS-Agreement, including the agents involved, the ser-
vice terms and Service Level Objectives (SLO) (e.g. quality guarantees). In
addition, the SLA contains Service Level Indicators, such as availability,
performance and reliability with target levels to achieve. Furthermore,
the SLA contains Penalties that explain exactly what happens if an agent is
unable to meet the objectives in the SLA.

The SLO element contains a set of components to precisely explain how
to test for SLA violation. For instance, these components specify measure-
ments taken at the end of the month to test if availability was at least 99.9%.
The components include: measuredItem - the set of data that is measurable;
evalWhen - when the evaluation clause is triggered (or a fixed time); evalOn -
sample selection and computation (e.g. the five longest periods or the average);
evalFunc - the evaluation function applied to the sample set (e.g. a mathemat-
ical function), and evalAction - what action to take after the measurement.

As with WSLA, the specification from HP offers an extensive library of
functions for measuring SLA compliance. In addition, more consideration is

12Hewlett Packard Laboratories. http://www.hpl.hp.com/

http://www.hpl.hp.com/
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given to explicitly defining penalties in the event of violation. Also, as with
WSLA, no negotiation protocol is specified.

3.6.2 Negotiation Protocol

The Service Negotiation and Acquisition Protocol (SNAP) offers a high-level
overview of operations for SLA creation in distributed environments [43]. SLA
documents are categorized as Task Service Level Agreements (TSLAs), Re-
source Service Level Agreements (RSLAs) and Binding Service Level Agree-
ments (BSLAs). A TSLA specifies a specific task (e.g. compute job). An
RSLA defines the resources or set of resources (e.g. 5GB RAM, 3.0 GHz CPU).
A BSLA binds the task of a specific TSLA to the resources defined in a specific
RSLA.

No specific document language or syntax is defined by SNAP. Rather, a
high-level approach is presented for structuring SLA documents. A composi-
tional language should describe resources as compositions of other resources.
For example, a resource consists of hardware, software and network. Hardware
includes CPU, RAM, DISK, etcetera. SLA documents also include specific re-
source metrics (e.g. time, max, min) to describe specific properties of each
resource.

Resource offerings advertise available services. These offerings contain var-
ious constructions, such as sets or alternatives. A set is a combination of mul-
tiple resources that are all required together. In contrast, an alternative is a
combination of multiple resources of which only one is required. These con-
structions correspond to <ALL> and <CHOICE> descriptors in WS-Agreement.

As in WS-Agreement Negotiation (NPS-1), this protocol explicitly allows
renegotiation of existing SLAs. A client sends a new request for SLA that
uses the existing unique identifier of the existing SLA. The issue of multiround
negotiation capability is less clear. The authors stress the importance of mul-
tiphase negotiation as a tool for clients to explore the negotiation space and
discover optimal resource configurations. However, the operations described
by SNAP do not explicitly support multiround negotiation, in contrast to WS-
Agreement Negotiation. The client makes a request and the provider accepts
or rejects the request. The provider has no operations to explain the reason
for rejection or propose an acceptable offer. It may be assumed that upon
rejection, a client is permitted to alter the original request and try again.

In addition to the consumer and provider, a service manager is identi-
fied. This manager is responsible for complimentary services, such as creating
unique identifiers and setting expiration times for each SLA. The role of the
manager is somewhat similar to that of the WSAN Service (see Section 3.5).
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SNAP assumes a trusted environment in which clients trust resource pro-
viders to act in good faith. As with WS-Agreement Negotiation, additional
security mechanisms must be provided by the underlying architecture.

Another protocol for establishing agreements in distributed environments
is the Contract Net protocol [159]. In contrast to WS-Agreement Negotiation
(NPS-1), Contract Net is always initiated by a resource consumer, referred
to in this protocol as a manager. The consumer advertises the specific task
(e.g. compute job) to process and resource providers (referred to as contrac-
tors) submit bids to process the task. Then the consumer chooses the most
acceptable bid. There is no support for multiround negotiation.

Agents use Contract Net to negotiate SLAs in Grid environments [120]. A
multitiered SLA negotiation layer matches resources to tasks. Each consumer
is presented with one or more resource bids from providers. A consumer
selects one and the SLA is created. The protocol does not support multiround
negotiation. Therefore, the consumer is not permitted to propose a different
resource bid. The protocol does not support argumentation. Therefore, the
consumer is unable to explain why a particular resource bid was rejected with
the intention of improving future bids.

As discussed in Section 2.2.1, symmetry between roles is not a common
design goal in this field. All of the work cited in this section use asymmetric
roles. Roles are static and support different access to data or actions (i.e.
methods). Managers (i.e. consumers) always initiate negotiation in the Con-
tract Net protocol [159] and derivatives [57, 120]. SNAP also distinguishes
between clients and resource owners. Different roles have different actions
and access to data. In contrast, this dissertation presents extensions to the
new WS-Agreement Negotiation (NPS-1) specification that support role sym-
metry. Agents have symmetrical negotiation data and actions (e.g. initiating
negotiation, accepting an offer), regardless of role.

3.7 Conclusions

Automated negotiation requires well-defined protocols. Protocols provide struc-
ture within which software agents communicate (e.g. exchange negotiation of-
fers). A protocol defines how agents communicate, what language they use
and what actions they are able to perform. However, a negotiation protocol
must also be flexible and allow agents to respond dynamically to environmental
changes. Agents may change roles or preferences. Environmental components
may change, such as prices, resources or even terminology.
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The WS-Agreement (NPS-0) specification defines such a basic protocol for
SLA creation. A clear language is used to describe service offerings and qual-
ity guarantees. However, this specification does not support multiple rounds
of negotiation nor is the protocol symmetric. Symmetric protocols support
flexibility, by allowing roles to change without requiring changes to an agent’s
permissions (e.g. data access) or abilities (e.g. initiate, accept).

This dissertation presents the new WS-Agreement Negotiation (NPS-1)
specification. WS-Agreement Negotiation extends the previous specification
with support for multiround negotiation with limited argumentation. With
this new specification, agents enter a bidirectional, dialogue. If an offer is
unacceptable, rather than terminating negotiation, an agent may respond by
creating a counter-offer. In addition, the research presented in this disser-
tation contributed to this specification to make the protocol both stateless
and asynchronous. These attributes make the protocol better suited to MAS.
After rigorous review, WS-Agreement Negotiation (NPS-1) is an official OGF
standard.

In addition, this dissertation proposes several extensions (NPS-2) to WS-
Agreement Negotiation to (1) explicitly converge a negotiation session, (2)
increase symmetry of roles and (3) clarify intervals. This specification is im-
plemented and experimentally validated in AgentScape.
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CHAPTER4
Service Monitoring
in Open Environments*

The previous chapter describes consumers and providers negotiating services.
A successful negotiation results in the creation of a Service Level Agreement
(SLA) (see Section 3.1.2). This document describes the negotiation partici-
pants involved (e.g. consumer and provider), the provisioned services and the
specific quality guarantees of those services. An SLA also specifies what ac-
tions to take if a participant violates the agreement. For instance, a consumer
negotiates access to hardware resources from an online provider. The resulting
SLA specifies the price the consumer must pay as well as the exact descrip-
tion of the resources (e.g. disk space, RAM). Additionally, the SLA guarantees
99% uptime and network latency lower than 1 second. If these guarantees are
violated, the SLA dictates a reduction in price of 10% per violation. Once
the SLA is finalized, the consumer uploads and runs private software on the
rented hardware.

It now becomes necessary for both the consumer and provider to know if,
when and by whom the agreement is violated. If the consumer claims an SLA
violation has occurred, the provider may lose revenue, unless the provider is
able to show that no violation actually has occurred. To offer participants as-
surance that violations are detected and nonviolations are ignored, services are
monitored. Relevant service metrics (e.g. response time) are measured at pe-
riodic intervals to offer assurance that a service is being provided as promised.

*This chapter is based on four published papers [29,33,34,132].



4

74 Service Monitoring in Open Environments

Either a participant (e.g. consumer or provider) or a separate monitoring ser-
vice performs these measurements.

If a participant suspects a violation has occurred, monitoring data are ana-
lyzed. This analysis reveals which, if any, specific service guarantee is violated
and which participant (e.g. consumer or provider) is responsible. In the exam-
ple above, the provider guarantees 99% uptime for its hardware. If monitoring
data reveals that the service crashed and was offline more than 1% of the time,
the provider is responsible for a violation of the SLA. However, the violation
may also be the responsibility of the consumer. For instance, if monitoring
data reveals that the crash was the result of a fault in the consumer’s own
software, the consumer is then responsible for the violation. In addition, there
could also be an external reason for the failure (e.g. force majeur: a light-
ning strike disables the connecting communication lines). Such insight into
violations and responsible participants requires service monitoring.

Service monitoring in open environments presents several challenges. One
challenge is that of trust. Participants are not implicitly trustworthy. Par-
ticipants may lie about the quality of the service they are either providing
or receiving. Therefore, monitoring measurements must be performed objec-
tively, and impartially. One possibility is to provide each participant with
access to the other’s internal monitoring sensors. However, a particular par-
ticipant may not wish to give external participants access to local resources
and (sensitive) data that are required to perform monitoring measurements.
One possible solution to this conundrum is the use of a Trusted Third Party
(TTP) as a separate monitoring service. The TTP offers additional assurance
and performs measurements impartially so monitoring results are trustworthy.

An additional challenge in open environments is that of scalability. A
monitoring solution must be able to scale across multiple machines and han-
dle multiple participants, distributed across multiple administrative domains.
Centralized approaches often become a processing bottleneck. Therefore, mon-
itoring in open systems requires inherently decentralized solutions. Generally
speaking, the transition from centralized to decentralized solutions is a trade-
off of processing overhead for communication overhead. This trade-off must
be taken into consideration when monitoring services.

Another challenge is that of dynamism. Open systems are subject to con-
stant change: changing participants, roles, resources, availability and demand.
A monitoring service must be able to (automatically) adapt to these changes.
A participant’s resource requirements may also change over time. The impor-
tance of certain resources may change as may a particular participant’s rep-
utation. These factors affect a participant’s perceived level of risk. The level
of perceived risk for a specific participant reflects the likelihood and impact of



4

4.1 Introduction 75

violation of a particular service transaction. Changing levels of perceived risk
should be reflected in monitoring policy.

This chapter proceeds as follows. First, an overview introduces the main
concepts of distributed service monitoring, including traditional monitoring
techniques. Secondly, this chapter describes an alternative monitoring tech-
nique known as passive monitoring. Thirdly, this chapter proposes self-adaptive
monitoring that combines traditional and passive monitoring techniques. Four-
thly, this chapter describes an implementation of this monitoring technique in
the AgentScape middleware, including experimental results. Finally, the re-
search in this chapter is compared to related work.

4.1 Introduction

This section provides an overview of the various aspects of service monitoring,
starting with examples from literature of the traditional approach to service
monitoring. The overview also highlights several drawbacks of this approach.
A generic monitor design with an overview of monitoring components provides
insight into the inner workings of service monitors.

After this general overview, this section discusses several specific aspects of
service monitoring design. This includes (1) security and reliability; (2) distri-
bution and decentralization, and (3) dynamism and adaptation. Security and
reliability aspects address possible attacks on monitoring integrity and sug-
gested countermeasures to prevent such attacks. One particular countermea-
sure is the use of a Trusted Third Party (TTP). A TTP performs monitoring
measurements such that results remain objective and trustworthy.

Another important aspect of monitor design is distribution associated with
open systems. As discussed in Section 1.1, open systems are large environ-
ments that are distributed across multiple hosts that span geographical and
administrative borders. In such environments, highly centralized monitoring
processes become bottlenecks that prevent adequate scaling. A successful ser-
vice monitor is designed such that it scales and functions effectively in such
environments.

Service monitors must also be capable of adapting to the highly dynamic
nature of open environments. Factors of adaptation include the overhead
created by the monitoring process, such as communication, processing and
additional costs. Additional costs are associated with certain monitoring ac-
tivities that require additional (hardware) resources or external (paid) services.
Another factor of adaptation is that of perceived risk.



4

76 Service Monitoring in Open Environments

Following the discussion of monitor design, several additional aspects are
presented regarding SLA enforcement. This includes (1) auditing and con-
flict mediation; (2) penalizing violations, and (3) policy specification. Conflict
mediation is the process of determining whether or not an SLA violation has
occurred, which specific term is violated and which participant (e.g. consumer
or provider) is responsible. Once the responsible participant is identified,
penalties are enforced following a defined policy. One approach to specifying
policies is to negotiate and include them directly in the SLA. Policy informa-
tion includes what penalties to enforce, how and when to enforce them.

4.1.1 Active Service Monitoring

Most traditional monitoring services periodically test various metrics at speci-
fied intervals (e.g. 5 seconds) to determine if a system is operating as expected.
For instance, distributed computer systems often use “heartbeat” monitoring
to detect if a node (i.e. a computer or component) has failed [67]. Nodes
are periodically contacted and asked to respond. Failure to respond indicates
that a node (or an intermediate network) has failed and corrective action is re-
quired. This mode of monitoring is sometimes referred to as online, continuous
monitoring or active monitoring. For clarity, the remainder of this disserta-
tion refers to this mode solely as active monitoring. Using this technique, an
impartial monitoring service (e.g. TTP) takes measurements on behalf of the
consumer and provider. If a violation is detected, the monitoring service takes
action. Such action could be to cancel the service or penalize the offending
participant. The chosen action depends on the policy agreed upon by the par-
ticipants during service negotiation. Section 4.1.7 discusses penalties in more
detail.

SLAs are also actively monitored [95, 132]. A service is monitored by
periodically testing whether the terms of an SLA are violated. This may
require measuring a single variable or a complex aggregation of variables. For
instance, ‘Host is reachable.’ may be measured by a single request/response
action. In contrast, ‘Host uptime is greater than 99%.’ is measured by polling
a host multiple times and calculating the average rate of success.

If an SLA violation occurs, measurements collected with active monitoring
identify the responsible participant. In some cases, monitoring data may also
exonerate a participant suspected of violation. For instance, most SLAs assign
no penalties in the case of force majeur (e.g. natural disaster). If a lightning
strike disables the communication lines between a consumer and a provider,
the consumer may incorrectly conclude that the provider is responsible for the
SLA violation. Monitoring data shows that the provider is not responsible for
this particular violation.
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An external, impartial service performing active monitoring offers high
assurance that SLA violations are detected and offending participants are
identified. However, the assurance offered by active monitoring comes at a
cost. This mode of monitoring may require substantial resources, including
monetary, hard- and software. Furthermore, this mode of monitoring relies on
an external service for its impartiality. External services add both additional
complexity and additional costs.

One drawback of active monitoring is the difficulty and importance of
choosing a measurement interval. The interval between measurements ranges
from a few seconds to hourly or daily measurements, depending on the nature
of an SLA. The accuracy of active monitoring depends directly on the cho-
sen interval. The shorter the interval, the more accurate and comprehensive
the results, and vice versa. For instance, if a sporadic service failure lasts for
30 seconds, testing every 5 seconds will be more likely to detect this failure
than testing every 5 minutes. The chosen measurement interval also directly
impacts processing and communication overhead. Overhead is a result of the
tests, messages and analysis generated by a monitoring process. The shorter
the interval, the higher the overhead, and vice versa. The choice of a spe-
cific measurement interval is therefore often a trade-off between accuracy and
overhead. Many optimizations may lower overhead, such as dynamically de-
creasing the frequency [83] or lowering the complexity [110] of measurements.
Section 4.1.5 discusses these optimizations in more detail.

Another drawback of active monitoring is dependence on an external ser-
vice. In some cases, consumers and providers may not prefer to provide ex-
ternal parties (e.g. a TTP) with access to local resources and (sensitive) data.
However, the TTP requires this access to perform accurate measurements. In
other cases, dependence on a TTP forms an obstacle to scalability of a sys-
tem. For instance, if a provider relies on a single TTP and this TTP becomes
overloaded or suffers a severe failure, the provider is affected and is unable to
provide monitoring for existing consumers or accept new consumers. A TTP
may also incur additional costs thus making active monitoring more expensive
in terms of monetary payment or additional overhead. Section 4.2 discusses
an alternative monitoring technique that reduces dependence on a TTP.

4.1.2 A Generic Monitor Design

Two main conceptual components of a service monitor are Monitor Sensors
and Monitor Processes. Monitor Sensors are positioned within strategic lo-
cations to measure services. These sensors must have direct access to local
metrics of host machines of a provider, as well as a direct connection to a
consumer’s machine and all communication in between. Sensors are passive
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Figure 4.1: A generic monitor design.

in the regard that they should not take action or affect the local system until
they receive a request from a Monitor Process. When a request is received, a
sensor becomes active, performs a measurement, returns the results and then
becomes inactive again.

The bulk of monitoring logic is defined in a separate Monitor Process.
The responsibilities of the Monitor Process are: (1) identify which SLA terms
require monitoring; (2) request measurements from Monitor Sensors; (3) check
results for violations, and (4) take appropriate action if a violation is detected.
Figure 4.1 illustrates the design of the Monitor Sensor and Monitor Process.

Each Monitor Sensor provides an interface for communication with a Mon-
itor Process and a local library of measurement formulae. This contents of this
library are standardized or otherwise agreed upon (e.g. during negotiation). A
Monitor Sensor listens for measurement requests, retrieves measurement for-
mulae from a local library, performs the measurement and returns the results.

A Monitor Process has an interface component and four engines: a Man-
agement Engine, a Measurement Engine, a Violation Engine and an Output
Engine. An interface component receives new SLAs, sends measurement re-
quests and receives results. A single Management Engine module coordinates
and stores the SLAs, measurement results and recorded violations. This mod-
ule creates a new Measurement Engine for each active SLA. The Measurement
Engine checks if one or more of the SLA terms require monitoring and, where
appropriate, begins monitoring these items by communicating with sensors.
Results are tested for violations based on a (negotiated) violation policy. If
a violation is detected, the Violation Engine is notified. This module takes
action as specified by a violation policy, such as contacting the Output Engine
to inform one or more participants.

Measurements may include static facts, such as the presence or absence
of a required item (for example, a boolean value, such as ‘host is reachable’).
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These measurements also include dynamic items that require aggregated data
to calculate the average, minimum, maximum or complex functions (for ex-
ample, that return a real number, such as ‘average uptime greater than 99% ’).
If a violation is detected during active monitoring, action is taken, as speci-
fied by the SLA. When the SLA ends, the results are stored, along with the
communications log, in encrypted form for possible later auditing or conflict
mediation. Additional mechanisms are available to secure these data, such as
append-only storage [179].

4.1.3 Security and Reliability

An important aspect of monitoring in open environments is safeguarding ob-
jectivity of monitoring results. A participant may decide to manipulate the
results to its advantage. For instance, an SLA may stipulate that a consumer
receives financial compensation if a specified service is unreachable. Regardless
of the actual status of the service, that consumer may decide to manipulate
monitoring results to make the service appear to be unreachable to collect
financial compensation.

To provide reliable measurements, the monitoring process must therefore
be secure against malicious participants that attempt to violate agreements or
interfere with the provision of services to others. Thus, the data collected from
monitoring must be protected from deletion or modification by unauthorized
participants. A secure logging mechanism [65] accurately records and securely
preserve the record of communications and measurements. Protection of these
data is needed as stored data also serves as an audit trail to detect violations
offline, after service provisioning has ended.

Furthermore, monitoring should rely as little as possible on data provided
by participants and should attempt to rely solely on independent measure-
ments. The concern for independence determines the placement of a moni-
toring module. Rana et al. distinguish three possible locations for monitor-
ing [140]:

Trusted Third Party (TTP) - an independent module that monitors
(and logs) all communication between consumers and providers. Upon suc-
cessful creation of an SLA, both participants receive a signed certificate from
the TTP. This certificate serves as nonrepudiation and/or reputation building
of the provider. However, a TTP is unable to measure the internal state of
either a consumer or provider.

Trusted Monitoring Module (TMM) at provider - functionally
equivalent to a TTP but with access to the internal state of the service pro-
vider. However, a provider may not reveal all of the internal state or may
report incorrect information to the monitor. A module at this location may
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Figure 4.2: Combination of TTP and TMMs at consumer and provider locations.

prove that a provider attempted to avoid violations or took appropriate (i.e.
following official protocol) action when they occurred.

Trusted Monitoring Module (TMM) on the consumer site - func-
tionally equivalent to a TTP but it is difficult to distinguish between provider
delay and network delay. A module at this location is not only useful for
measurements, but also for establishing the trust level for certain providers.

Figure 4.2 depicts a combination of these possible locations. This combina-
tion results in both independence of measurements and access to the internal
state of both provider and consumer. In this figure, a TMM is installed on
each host within both consumer and provider locations. A TTP communicates
directly with each TMM to request measurements and collect results/logs. In-
dependence and objectivity of monitoring results is enforced by a Trusted
Third Party (TTP) [33, 132] that performs, analyzes and stores monitoring
measurements. To prevent participants from manipulating the measurement
results collected at respective locations, a TTP installs Trusted Monitoring
Modules (TMM) within each participant’s location. A TMM performs mea-
surements such that results are trustworthy. Results are objective because a
TMM is designed to resist malicious influence from unauthorized participants.
A TMM could use a secure hardware module (e.g. Trusted Computing Plat-
form [127]) to ensure that measurement sensors and data are protected from
tampering.

The use of TMMs allows participants to have equal access to the same
service metrics. For instance, a consumer may not allow a provider to access
sensitive client data directly. However, a TMM allows a TTP to access these
data securely. Thus, the provider has ‘indirect’ access to the data via the TTP
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and will be notified if it reveals SLA violations. Which TMMs are required to
access which service metrics depends on a specific SLA.

The monitor should also be reliable and robust to system failure and over-
load. In some cases, distribution of the monitoring process supports both of
these requirements. A distributed monitor removes the risk of a single point
of failure. The monitoring process should be self-healing. Firstly, workload
should be automatically balanced across monitors, preventing a single monitor
from becoming overloaded. Secondly, monitors should automatically recover
from failures and these failures should not affect the accuracy or integrity of
the data that has already been collected.

4.1.4 Distributed and Decentralized

Another aspect of open environments is the challenge presented by distribution
of participants and resources. As discussed in Section 1.1, open environments
may be spread across many geographical areas and administrative domains.
Participants from one domain or one area may access resources located far
away and administered by a different organization.

Monitoring services in such environments requires that a monitoring pro-
cess has certain characteristics. Firstly, the monitoring process must be able
to access relevant service metrics regardless of geographical or administra-
tive location. This is accomplished with the use of privileged sensors (e.g. a
TMM). Secondly, the monitoring process must be able to scale as the environ-
ment grows with more participants joining the system from various locations.
The monitor must continue to function even as processing and communication
overhead increases.

Designing monitoring systems for distributed environments is an area of
ongoing research. Grid and Cloud environments currently monitor a wide
spectrum of metrics, from low-level hardware health to high-level service com-
pliance [150]. Two well known monitoring systems are Nagios [112] and Gan-
glia [103]. These systems scale to monitor many system metrics distributed
across many hosts. However, both systems are designed for use within a single
administrative domain and rely on centralized components.

Centralization of components forms a possible roadblock that prevents
systems from scaling in open environments [165]. Centralization may lead to
bottlenecks in communication, processing or storage. For example, consider
the waiting time if a single operator is responsible for personally answering
all emergency telephone calls for an entire country. Several techniques are ap-
plied to reduce centralization, including replication or distribution of data and
processing. For instance, if several, identical monitoring services are available,
a consumer decides to choose the one with the least communication delay or
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fewest current participants. Another option is to create monitoring protocols
that reduce interaction with centralized components. Section 4.2 describes one
such protocol.

Decentralization not only increases the scalability of a system but also
makes the system more robust to failure. For instance, the failure of a certain
monitoring component should not cause the entire system to become inoper-
able. A monitoring framework should be able to replace the failed component
without loss or corruption of monitoring data.

4.1.5 Dynamic and Adaptive

Open environments are subject to constant change. Resources, attributes and
availability, change over time. Participants join and leave systems. During in-
teraction with a system, participant needs, preferences, attributes, reputation
and even identity may change. Depending on the circumstances, a partici-
pant’s monitoring needs may also change. Some service interactions require
more assurance that guarantees are met and some interactions require less. A
service monitor should be able to adapt to these changes.

One area of adaptation concerns monitoring overhead. Monitors may auto-
matically reduce processing or communication overhead when possible. Some
monitoring services are currently able to dynamically adapt monitoring pol-
icy at run-time based on environmental limits or changes in priorities. For
instance, the monitor proposed in [83] collects system notifications from dis-
tributed nodes and dynamically adjusts the frequency of the notifications,
based on CPU load. The higher the load (e.g. more participants in the sys-
tem), the lower the frequency of notifications. [110] describes an adaptive
system monitor. This monitor attempts to reduce monitoring overhead by
pre-selecting and focusing on key metrics. Only when an anomaly is detected
in one of these key metrics, does the monitor adapt by increasing the number
of related metrics that are continuously monitored. Effectively, this monitor
is able to ‘zoom in and out’ of areas when problems are detected.

Another area of adaptation concerns a participant’s perceived risk. Per-
ceived risk is a combination of factors including the importance of a particular
service transaction (e.g. high financial value) and the perceived likelihood that
something may go wrong. A monitor that adapts automatically to perceived
risk offers participants a high level of monitoring assurance when participants
deem necessary. The monitor then also reduces monitoring assurance and its
associated costs (e.g. overhead or monetary charges) when participants deem
permissible. Thus a balance is struck between high assurance and low costs.
Section 4.3 discusses automatically adapting a monitor to the level of perceived
risk.
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4.1.6 Auditing and Conflict Mediation

The next several sections discuss SLA enforcement. Violation detection begins
with auditing. Audit logs are kept, regardless of monitor design or which par-
ticipant performs measurements. All relevant monitoring actions are logged,
including measurement results and relevant communications between partici-
pants. Before service provisioning begins, participants must agree what data
to store and the duration of storage. For example, store audit logs until all
participants acknowledge that the SLA is successfully completed.

When a participant suspects that a violation has occurred, the partici-
pant requests conflict mediation. Mediating conflicts is essentially a process
of auditing the monitoring logs to determine whether or not a violation has
actually occurred and who, if anyone, is responsible. To prevent malicious
manipulation of audit logs, several security measures are taken. These include
secure logging mechanisms [65] and the use of a TTP.

The process of conflict mediation begins with the TTP collecting moni-
toring logs from all relevant hosts (e.g. client, server). Once collected, the
TTP audits these logs by searching for results that violate the SLA. For in-
stance, the TTP may discover measured response times in the logs that exceed
a specific Service Level Objective (SLO). If possible, the TTP identifies the
responsible participant and enforces penalties.

Conflict mediation may also reveal that no participants are responsible for
a particular violation. For example, a provider contests its liability for failing
to meet a given SLO. The SLO is violated; however, the cause of the violation
is beyond the control of the provider. In this case, the violation was a result
of force majeure (e.g. a lightning strike) or even a malicious, targeted attack
by external forces, such as a Distributed Denial of Service (DDoS) [90, 106]
attack.

It is also necessary to determine how violations are recorded. Violations
are either stored in the TTP, added explicitly to the SLA document [123]
or included in usage records [99]. SLA status updates are either pushed to
participants at intervals or published to a secure site to allow participants
on-demand access.

4.1.7 Penalizing Violations

When a violation occurs, often a penalty is incurred. Penalties may be as
simple as terminating the current agreement and finding a different provider,
or more complex reputation or monetary based penalties [133]. Trust and
reputation systems commonly penalize violations in service provisioning [79].
In these systems, reputation is a community-wide metric of an participant’s
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trustworthiness. This metric increases if the a participant completes trans-
actions without violating an agreement. Conversely, the metric decreases if
a term is violated. Reputation based penalties utilize the notion that con-
sumers prefer providers with a higher reputation and try to avoid providers
with a lower reputation. In contrast, monetary based penalties operate on
the assumption that consumers pay less for poor service and more for better
service.

Both of these mechanisms require additional infrastructure and security
measures [79]. A reputation based system requires a persistent record of all
transactions, both successful and violated. A monetary based system requires
a secure means of payment, whether in currency or credit, that has actual
value to the participants of the system. Both of these approaches require a
means of guaranteeing that identities are unique, persistent and legitimate.
For instance, underlying authentication mechanisms verify that participants
are indeed whom they claim to be.

One form of monetary-based penalty is the use of escrow. Essentially, an
agreed upon amount is deposited by both participants at a TTP. In the event
of violation, the deposit effectuates penalty payment. If no violation occurs,
the deposits return to respective participants.

Penalty terms must be both extensive and clear. Both participants must
agree upon several aspects, including what constitutes a violation, how viola-
tions are penalized and which specific TTP to use. The exact penalty terms
may be separately negotiated during SLA negotiation, as describe in the next
section, or follow known policies, such as the following [140]:

All-or-nothing provisioning - provisioning of a service must meet all
SLOs. ALL of the SLO constraints MUST be met to satisfy the SLA;

Partial provisioning - provisioning of a service must meet some SLOs.
SOME of the SLO constraints MUST be met to satisfy the SLA;

Weighted Partial provisioning - provision of a service meets SLOs that
have a weighting GREATER THAN a [participant specified] threshold.

Negotiation of the violation policy is also required to determine, for ex-
ample, the severity of a violation and appropriate action using the policies
introduced above. The violation policy may be negotiated as a separate SDT
during the negotiation phase. Policies are explained in more detail in Sec-
tion 4.1.8.

While current work focuses on penalizing violations of SLAs, one alterna-
tive approach is to renegotiate the SLA during enactment. For example, such
an approach would allow the producer and consumer to alter the SLA towards
providing a more realistic deadline for the consumer and potentially reducing
penalties that the producer would otherwise incur. Such a mechanism could
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<ServiceDescriptionTerm ServiceName="SLAMonitoring">
<Policies agen:type="policy">

<ViolationPolicy xs:type="string">ALLORNOTHING</ViolationPolicy>
<ViolationCount xs:type="int">3</ViolationCount>
<ViolationAction xs:type="string">NOTIFY</ViolationAction>

</Policies>
</ServiceDescriptionTerm>

Figure 4.3: Example monitoring policy Service Description Term.

take advantage of multiround sessions that are part of the original negotia-
tion. For example, if a previous round had a longer deadline, at a lower price,
the renegotiation might entail that both participants agree to select this SLA
session as a replacement. This, however, would require both participants to
store the entire set of negotiation sessions until after provisioning has been
completed.

4.1.8 Policy Specification

The existing WS-Agreement specification (NPS-0) [5] contains a BusinessVal-
ueList to express the importance of a certain SLO. The BusinessValueList
either declares a value explicitly or implies a value through a penalty or re-
ward type. For instance, a penalty or reward type may hold a monetary value
that indicates the importance of the SLO. Although this enables a basic mech-
anism for punishing poor performance and rewarding good performance, it is
possible to use a richer and more flexible method to specify violation policies.
As opposed to explicitly extending the WS-Agreement standard, it is possible
to add a separate SDT to the SLA to specify these policies. This includes the
ability to choose a violation policy, such as those mentioned in Section 4.1.7,
as well as the number of acceptable violations and the actions that to taken.

Figure 4.3 illustrates an example violation policy. The value of Violation-
Policy specifies the violation policy and takes the value of: none, allornothing,
partial or weighted. The value of ViolationCount specifies how many viola-
tions are detected before action is taken. This must be a positive integer. A
higher number allows the provider a chance to detect and correct the service
disruption before being penalized. The value of ViolationAction specifies the
action taken when a violation is detected and takes the value of: none, notify,
penalize or cancel. This allows for no action, notification of the participants,
penalty enforcement (as specified by existing penalty clause) or cancellation
of the service. Figure 4.3 illustrates an example in which the participants will
be notified after 3 violations to an SLO.
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4.1.9 Conclusion

Designing monitors for open environments presents several challenges, includ-
ing security considerations, obstacles to scalability and a high level of dy-
namism. Security threats are substantially mitigated by the use of a TTP and
TMM. Decentralization of the monitoring process allows monitors to scale
in large scale, distributed environments. It is possible to design a monitor to
adapt to changes in the environment, such as overhead or the level of perceived
risk.

Several important aspects of SLA enforcement include maintaining au-
dit logs, mediating conflict and penalizing violations according to participant
specified policy. A monitor must record measurements in logs that are audited
during conflict mediation to identify violations and responsible participants. A
TTP performs conflict mediation to safeguard the objectivity of the mediation
process. If violations are detected, the responsible participant is penalized ac-
cording to policy. The specific policy terms must be agreed upon before service
provisioning begins.

Traditional active monitoring techniques have several drawbacks, includ-
ing overhead, external dependencies and centralized processes. Additional
decentralization and reduction of external dependencies is achieved with an
alternative monitoring technique. The following section presents this tech-
nique.

4.2 Passive Service Monitoring

An alternative to active monitoring (see Section 4.1.1) is passive monitor-
ing [84]. One advantage of this technique is reduced dependence on an exter-
nal monitoring service or Trusted Third Party (TTP). The assurance provided
by the TTP during active mode is provided in passive mode by the Service
Evidential Protocol (SEP). Essentially, passive monitoring uses cryptographic
primitives to build a secure, nonrepudiable audit log. Each participant must
simultaneously commit before adding an entry to the audit log. For instance,
all participants must be satisfied with the current level of service before an
entry is added. However, if one participant is not satisfied, no entry is added.
Therefore, this protocol is also referred to as a mutual commit monitoring
protocol. This section contains a general overview of the protocol.

The protocol is separated into two phases: data collection and conflict
mediation. During data collection, each participant is responsible for local
service measurements and does not use external monitoring service, such as a
Trusted Third Party (TTP). Service provisioning is divided into discrete inter-
vals. For provisioning to continue for the next interval, all participants of the
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agreement must agree that they are thus far satisfied with the service and have
not detected violations. Once all participants agree, a token (e.g. password) is
exchanged. Using cryptographic primitives, the token is encrypted and signed
to ensure that, once sent and received, no participant is able to deny sending
or receiving the token. These tokens are aggregated using other cryptographic
primitives to form an audit log of compliance.

The data collection phase uses cryptographic primitives to ensure con-
fidentiality and nonrepudiation of messages. Messages are encrypted using
asymmetric (e.g. RSA [144]) encryption to ensure that messages are only read
by intended recipients. Messages are signed using digital signatures. Digi-
tal signatures mathematically prove the authenticity and integrity of a single
message. A valid signature indicates that a message has actually been created
by the sender and has not been modified en route. The inverse is also true: if
a message bears the digital signature of a given participant, that participant
is unable to deny or repudiate sending that particular message. This property
is referred to as nonrepudiation. An aggregate signature is a specific type of
digital signature that combines multiple signatures into a single signature [15].
In contrast to a normal digital signature, an aggregate signature can verify a
collection of multiple messages in a single operation. Section 4.2.1 discusses
the data collection phase and the cryptography involved in more detail.

If no violations are detected, no intervention is needed. Tokens are ex-
changed directly between the participants, so no external monitoring services
are required. This reduces the costs associated with interaction with a sep-
arate monitoring service. However, if a participant suspects a violation has
occurred, conflict mediation is performed. There are several approaches to
conflict mediation. In the simplest approach, the service is immediately can-
celed. Another approach is for participants to work together to examine the
audit log to determine which participant is responsible for the violation. Op-
tionally, a TTP also examines the audit log. Section 4.2.2 describes the process
of conflict mediation in more detail.

The passive monitoring protocol presented in this dissertation is a mod-
ified version of the protocol introduced in [84]. Section 4.2.3 describes the
modifications of the protocol. This section also explains why modifications
are necessary and what benefits they offer.

4.2.1 Data Collection

The data collection phase of passive monitoring uses the Service Evidential
Protocol (SEP). This protocol builds a distributed audit log that serves as
evidence as to whether or not a service was correctly provided. This passive
monitoring approach uses several cryptographic primitives to collect evidence
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E(M,pki(RSA)) = C Encrypt: Using the messageM and the public
key pki(RSA) as input, create the cipher text C.

D(C, pk−1
i(RSA)) = M Decrypt: Using the cipher text C and the pri-

vate key pk−1
i(RSA) as input, create the original

message M .

S(M,pk−1
i(BLS)) = σi Sign: Using the cipher text C and the private

key pk−1
i(BLS) as input, create the signature σi.

V (σi, C, pki(BLS)) Verify: Using the public key pki(BLS), the ci-
pher text C and the signature σi as input, ver-
ify the signature.

A(σ1, · · · , σn) = Σ Aggregate Signature: Having signatures
σ1, · · · , σn as inputs, create one short, aggre-
gate signature.

R(σ, pk1(BLS), · · · ,
pkn(BLS), C1, · · · , Cn)

Verify Aggregation: Having several pub-
lic keys pk1(BLS), · · · , pkn(BLS), several ci-
pher texts C1, · · · , Cn, the related signatures,
[σ1, · · · , σn] and one aggregate signature Σ,
verify the signature.

Table 4.1: Service Evidential Protocol functions.

of SLA compliance or violation. These primitives are: (1) asymmetric key
cryptography for encryption and decryption of messages (e.g. RSA [144]), (2) a
signing scheme to sign and verify messages (e.g. BLS [15]) and (3) aggregation
of signatures for verification of multiple signatures. Table 4.1 lists the functions
of SEP.

SEP uses a mediator (e.g. TTP) to resolve conflicts, such as SLA violation.
A TTP has a pair of keys for asymmetric cryptography: pkttp(RSA), pk

−1
ttp(RSA).

Section 4.3.4 describes conflict mediation in more detail.

Essentially, a single iteration of the protocol consists of the same message
being passed back and forth four times between the consumer and provider.
Each time a message is sent, it is encrypted or signed with a different key.
The encryption and signature scheme provides the required security. These
messages are added to an audit log that is later analyzed to prove that a cer-
tain message was indeed received by a certain participant. Figure 4.4 provides
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a high-level overview of the protocol. Figure 4.5 shows the actions and com-
putations of each step. The remainder of this section explains each step in
detail.

Step 1 - A provider encrypts a message (e.g. the access code) with the
TTP’s encryption key to create a cipher text. The provider then signs the
cipher text. The resulting signature is added to the aggregate signature.

Step 2 - The provider sends both the signature and the cipher text to the
consumer.

Step 3 - A consumer receives, but is unable to directly decrypt the cipher
text. First, the signature is verified to ensure that it came from the provider
and was not altered in transit. The consumer then signs the cipher text using
its signing key. Both the resulting signature and the received signature are
added to the aggregate signature.

Step 4 - The consumer sends the new signature back to the provider as
“proof of receipt.”

Step 5 - The provider receives and verifies the signature. The provider
then encrypts the original message again, but now uses the consumer’s encryp-
tion key. The provider signs this new cipher text. Both the resulting signature
and the received signature are added to the aggregate signature.

Step 6 - The provider sends both the new signature and the new cipher
text to the consumer.

Step 7 - The consumer receives and verifies the signature. The consumer
then decrypts the cipher text to reveal the original message. The consumer
then signs the cipher. Both the resulting signature and the received signature
are added to the aggregate signature.

Step 8 - The new signature is sent back to the provider.
Step 9 - The provider receives and verifies this last signature and adds it

to the aggregate signature.
At this point in the protocol, both participants have equivalent aggregate

signatures Σp and Σc. These signatures are can only be created if a participant
has access to the original messages, in the original order. Possession of an
aggregate signature implies possession of the original messages. In addition,
all participants are able to cryptographically show that all messages have been
received and contents have not been manipulated.

4.2.2 Conflict Mediation

When conflict mediation is requested, the mediator (e.g. TTP) uses the data
collected by each of the participants individually using the Service Evidential
Protocol (SEP). The TTP investigates these data to determine if an SLA has
been violated. To this purpose, the TTP first requests all data that has been
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Figure 4.4: High-level overview of Service Evidential Protocol.

collected by each participant (i.e. signatures and encrypted messages). The
TTP then performs cryptographic checks on the data to verify its integrity (i.e.
the data has not been maliciously tampered with). The TTP then determines
which, if any, participant has violated the SLA. This protocol is a modified
version of the protocol introduced in [84].

Essentially, the TTP collects the audit logs from both the consumer and
provider. The TTP then checks if these audit logs are equal or have been
falsified or modified. If a modified audit log is detected, that participant is
penalized. If both logs pass inspection, the TTP assumes that there was an
error in communication, such as a lost message. The TTP generates and
resends these missing messages. Figure 4.6 details the steps of this protocol.

Step 1 - First, the TTP requests the aggregate signatures and collections
of signatures from each participant. In addition, the TTP requests the received
messages (cipher texts) from the consumer.

Step 2 - Given this information, the TTP then tests the validity of the
first cipher text and corresponding signature. If verification fails, the provider
has provided a false message (e.g. access code). The protocol aborts and the
provider is penalized.

Step 3 - The TTP then tests the validity of the first cipher text and
the corresponding receipt signature. If verification fails, the consumer has
provided a false signature. The protocol aborts and the consumer is penalized.
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Step 1 Pr: C1 = E(M,pkttp(RSA))

σp1 = S(C1, pk
−1
p(BLS))

Σp = A(σp1)

Step 2 Pr → Co: message{C1, σp1}

Step 3 Co: V (σp1, C1, pkp(BLS)) = {pass,fail}
σc1 = S(C1, pk

−1
c(BLS))

Σc = A(σp1, σc1)

Step 4 Co → Pr: message{σc1}

Step 5 Pr: V (σc1, C1, pkc(BLS)) = {pass,fail}
C2 = E(M,pkc(RSA))

σp2 = S(C2, pk
−1
p(BLS))

Σp = A(σp1, σc1, σp2)

Step 6 Pr → Co: message{C2, σp2}

Step 7 Co: V (σp2, C2, pkp(BLS)) = {pass,fail}
D(C2, skb) = M

σc2 = S(C2, pk
−1
c(BLS))

Σc = A(σp1, σc1, σp2, σc2)

Step 8 Co → Pr: message{σc2}

Step 9 Pr: V (σc2, C1, pkc(BLS)) = {pass,fail}
Σp = A(σp1, σc1, σp2, σc2)

Figure 4.5: Single iteration of Service Evidential Protocol. Adapted from [84].

Step 4 - If both verification steps succeed, the TTP continues to recom-
pute and test if the original messages are equal. The provider could have
sent a valid first message, encrypted with the TTP’s key. The provider could
have then sent a false second message, encrypted with the consumer’s key.
To detect this, the TTP must compare the contents of the first and second
cipher text. As the TTP does not have access to the decryption key of the
consumer, the messages are compared as follows: First, the TTP decrypts the
first cipher text using its own decryption key. Then, the TTP encrypts this
message using the consumer’s encryption key. The TTP has now effectively
recreated the second cipher text without requiring access to the consumer’s
encryption key. If this newly created cipher text is not identical to the second
cipher text provided by the consumer, the provider has sent a false message.
The protocol aborts and the provider is penalized.
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Step 1 Co → TTP: message{C1, C2,Σc, [σc1 · · ·σcn], [σp1 · · ·σpn]}
Pr → TTP: message{Σp, [σc1 · · ·σcn], [σp1 · · ·σpn]}

Step 2 TTP: IF [V (σp1, C1, pkp(BLS)) = fail ]
THEN abort protocol and penalize Pr

Step 3 TTP: IF [ V (σc, C1, pkc(BLS)) = fail ]
THEN abort protocol and penalize Co

Step 4 TTP: M̄ = D(C1, pk
−1
ttp(RSA))

IF [E(M̄, pkc(RSA)) 6= C2]
THEN abort protocol and penalize Pr

Step 5 TTP: IF [R(Σp, pk1(BLS), · · · , pkn(BLS), C1, ..., Cn) = fail ]
THEN abort protocol and penalize Pr

Step 6 TTP: IF [R(Σc, pk1(BLS), · · · , pkn(BLS), C1, ..., Cn) = fail ]
THEN abort protocol and penalize Co

Step 7 TTP → Pr: message{σc}
TTP → Co: message{C2}

Step 8 Pr: V (σc, C1, pkc(BLS)) = {pass,fail}

Step 9 Co: D(C2, pk
−1
c(RSA)) = M

Figure 4.6: Conflict mediation protocol. Adapted from [84].

Step 5 - If the cipher texts are identical, the TTP proceeds to verify the
aggregate signatures provided by each participant. If verification fails, the
protocol is aborted and the responsible participant is penalized.

Step 6 - If verification succeeds, the TTP concludes that no one has
(intentionally) violated the SLA. For example, perhaps messages were lost or
corrupted in transit. The TTP resends the second cipher text to the consumer
and the corresponding signature to the provider and the service continues.

Step 7 - The provider receives and verifies the final signature.
Step 8 - The consumer receives and decrypts the final message and is now

able to access the service.

4.2.3 Protocol Modification

This version of the protocol is slightly modified from the original, found in [84].
In the original protocol, the second cipher text (C2 in Step 6 in Figure 4.5)
was never signed by either participant, nor was the signature returned to the
provider. This made the protocol susceptible to two attacks: (1) the provider
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could provide a “fake” access code and (2) the consumer could falsely deny
receiving a correct access code.

In the first case, the attack would work as follows. The provider sends the
correct access code in the first message, signed by the public encryption key
of the mediator (e.g. TTP). Receipt of this message is acknowledged by the
consumer with a new signature. The provider then generates a new, “fake”
access code and encrypts this with the public encryption key of the consumer.
This is then sent to the consumer, who is then unable to access the service.
Conflict mediation is requested but the mediator is only able to decrypt and
test the first access code, which is correct and thus is unable to prove that the
second access code was “fake.” The provider may falsely claim that the service
was provided correctly and thus is not subject to penalty.

In the second case, the attack works as follows. The consumer receives
the second message containing the correct access code, but claims that it was
a “fake” code and requests mediation. The mediator is again only able to
test the first message and is unable to make claims about the authenticity of
the second message. The consumer may falsely claim that the provider has
violated the agreement and withhold payment or break a (long term) contract
without penalty.

In both cases, the apparent flaw in the original protocol is that without
the second signature (σc2 in Step 8 in Figure 4.5), the two messages C1 and
C2 are not linked. Furthermore, during mediation, the mediator is only able
to test the first message and thus is unable to verify that the two codes are
equal.

By adding the second signature, both participants are protected from these
two attacks. If conflict mediation is requested, the mediator verifies the second
message and corresponding signature to prove that this was indeed the message
sent by the provider and received by the consumer. This prevents the second
attack. Once verified, the mediator then decrypts the first message and re-
encrypt it using the public encryption key of the consumer (M̄ in Step 4
in Figure 4.6). At this point, the mediator compares the first and second
messages sent by the provider. This prevents the first attack.

4.3 Self-adaptive Service Monitoring

As discussed in Section 4.1.5, a monitor should automatically adapt to fit a
participant’s requirements. This section presents the self-adaptive monitoring
approach that attempts to combine the benefits of active (see Section 4.1.1)
and passive (see Section 4.2) monitoring modes. This offers high assurance
when needed and reduces overhead when possible. This approach is designed
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around the notion that the level of monitoring required for a given service
transaction is a reflection of perceived risk. For instance, the importance of
detecting a violation in a mission critical service differs from that of detecting
a violation in a nonmission critical service. Violations ultimately have different
levels of impact (e.g. financial, operational).

The level of perceived risk of a service is the product of many factors. These
factors include level of trust between participants, likelihood of violation and
impact of violation. In this context, trust is defined as a combination of several
metrics in electronic markets [72, 102, 163]. These metrics include personal
metrics, such as transaction history, transaction cost and ability to verify
results. These also include community metrics, such as popularity, activity
and position of a participant in a community. These metrics change over
time. For instance, a successful transaction 10 years ago has less impact on
the level of trust than a successful transaction yesterday.

A participant’s reputation is an important factor in determining levels of
trust. For instance, reputation often determines the first service provider a
consumer chooses [143]. If a provider is well-known (e.g. Amazon Web Ser-
vices, Ebay), this increases a consumer’s initial trust. Once service provision-
ing has begun, a consumer dynamically adjusts his/her level of trust based on
factors such as the number of successful transactions completed.

Different services have different levels of perceived risk and, therefore, re-
quire different levels of assurance with monitoring. The ‘amount’ or ‘level’ of
monitoring may need to adapt accordingly. The term Self-adaptive monitoring
describes this adaptation.

4.3.1 Adaptation Model

The basic building blocks of the self-adaptive monitor are (1) modes (active
and passive) and (2) intervals. Active mode offers higher assurance than pas-
sive mode due to the continuous interaction with a TTP. Passive mode offers
reduced dependence on a TTP, thus reducing the associated costs (e.g. finan-
cial payments). Intervals may be reduced or increased. Regardless of the
chosen monitoring mode, shorter intervals (e.g. 10 seconds) offer higher assur-
ance than longer intervals (e.g. 1 day). Measurements at shorter intervals are
more likely to detect failures that occur sporadically.

The self-adaptive monitor chooses between these building blocks to offer a
monitoring configuration that best matches a participant’s perceived level of
risk. The higher the risk, the higher the level of monitoring and vice versa.
In this dissertation, high level monitoring equates to frequent active mea-
surements. In contrast, low level monitoring equates to less frequent active
measurements or passive measurements.
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The choice of which monitoring level to use for a particular service transac-
tion or service period is based on a self-adaptive monitoring function. On the
basis of a perceived risk level (RL) and a monitoring policy (P) this function
chooses an appropriate monitoring level. The monitoring level is the com-
bination of (1) a mode (active or passive) and (2) an interval (time between
measurements). Each participant to an agreement performs two actions before
a transaction or period of transactions. First, RL is calculated on the basis of
the risk factors. Based on the RL, a participant then selects an appropriate
monitoring level.

Self-adaptive monitoring requires that all participants use the same level
of monitoring for a given transaction. If participants select different levels of
monitoring, both participants ultimately use the highest level. For instance,
if a service provider selects active mode and a consumer selects passive mode,
then both participants use active mode. This guarantees that all participants
have at least the minimum level of assurance required.

4.3.2 Risk Level

The self-adaptive monitoring function uses the current level of perceived risk.
This level is calculated based partly on knowledge supplied by the service
environment. The environment supplies information about a particular par-
ticipant, including recent activity and popularity in the environment. An
example of environmental knowledge is a reputation authority [163].

In addition to environmental knowledge, local knowledge also influences
the level of perceived risk. This includes the price (or cost) of the current
transaction and history, if any, of transactions with the given participant.
These two factors influence levels of trust and perceived risk [102, 177, 178].
The transaction cost of a current transaction and the transaction history cor-
respond to a particular level of perceived risk. In short, the higher the cost
of a transaction, the higher the perceived risk. Conversely, the better the
transaction history, the lower the perceived risk. Figure 4.7 illustrates the
relationship between transaction cost and transaction history.

Transaction cost is an artificial value that reflects the negative impact
that would occur if a certain transaction were to fail (e.g. the other partici-
pant violates the agreement). This value is derived by first mapping levels of
transaction cost to ranges of actual price. As an example, transactions below
100 euro may correspond to a cost of 1. Whereas transactions between 100
and 200 euro may correspond to a cost of 2 and so on. This mapping dif-
fers between participants. Each participant may have his/her own mapping,
customized following individual policies.
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Figure 4.7: Relationship between local knowledge and perceived level of trust. Adapted
from [102].

Transaction history is defined as a value that reflects the level of satisfac-
tion with a given participant, based on past interactions with that participant.
The higher the number of successful interactions in the past, the higher the
transaction history. This value also takes into consideration the effect of infor-
mation decay, as proposed in [163]. In this context, information decay means
that recent transactions influence transaction history more than transactions
that occurred long ago. Therefore, a weighting scheme assigns more weight
(i.e. importance) to the outcome of the most recent transaction and less weight
to older transactions.

4.3.3 Monitoring Policy

Each participant maintains a personal monitoring policy that specifies the
relationship between a level of perceived risk and a level of monitoring. A
monitoring level is defined as a monitoring mode (active or passive) and the
frequency of measurements. For instance, a participant P decides that a risk
level of 1 corresponds to a low level of monitoring. P thus defines a low level
of monitoring as passive mode with an interval of 90 seconds. This participant
decides that a risk level of 10 corresponds to a high level of monitoring. A high
level of monitoring is then defined as active mode with an interval of 5 seconds.
Each and every participant creates his/her own customized mapping between
the level of perceived risk and the level of monitoring. A policy may change
over time, based on lessons learned through interactions in the marketplace.
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# context #
PolicyName=paranoid
ReactionThreshold =1

# age weighting #
10 MostRecentTransactions =0.8
100 MostRecentTransactions =0.1
...

# type weighting #
TransactionHistory =0.2
TransactionCost =0.8

# risk level mapping #
RiskLevel1Mode=passive
RiskLevel1Interval =90
...
RiskLevel10Mode=active
RiskLevel10Interval =5

(a) Paranoid

# context #
PolicyName=optimistic
ReactionThreshold =3

# age weighting #
10 MostRecentTransactions =0.3
100 MostRecentTransactions =0.5
...

# type weighting #
TransactionHistory =0.8
TransactionCost =0.2

# risk level mapping #
RiskLevel1Mode=passive
RiskLevel1Interval =90
...
RiskLevel10Mode=active
RiskLevel10Interval =20

(b) Optimistic

Figure 4.8: Examples of (a) paranoid and (b) optimistic monitoring policies.

In addition, a policy specifies that weights may be added to specific pieces
of information. Weights indicate relative importance of information, based on
age or type. For instance, the 10 most recent transactions may be twice as im-
portant as all past transactions. A policy also contains a value to indicate how
quickly a monitoring process should react to changes in the level of perceived
risk. This value prevents a monitoring process from constantly adapting to
slight fluctuations in risk levels. A policy may contain additional metadata,
such as a policy name.

Figures 4.8a and 4.8b illustrate two example policies: A Paranoid policy
and an Optimistic policy. The paranoid policy has a low reaction threshold
and thus quickly adapts its monitoring process to changes in the risk level.
This policy also specifies a larger weight to the most recent 10 transactions
and is more sensitive to transaction cost than history. In contrast, the opti-
mistic policy has a higher reaction threshold and thus allows more variation
in the perceived risk level before adapting the monitoring process. This policy
balances the weight of most recent transactions with older transactions and
considers history of transactions as more important than cost of a particular
transaction.
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4.3.4 Conflict Mediation

During service provisioning, if one of the participants suspects an SLA vi-
olation, conflict mediation is requested. Conflict mediation is handled by a
Trusted Third Party (TTP). The actions taken by a TTP depend on the cur-
rent monitoring mode. If the participants are currently using the active mode,
the TTP consults the measurement results it has stored locally. If the par-
ticipants are currently using the passive mode, the TTP performs a conflict
mediation protocol. Section 4.2.2 describes the details of this protocol.

If no violation is detected, the service continues without change. If and
when a violation is detected, the responsible participant is penalized. At this
point, the participants decide how to proceed on the basis of the monitor-
ing policies specified in the agreed SLA. For example, an SLA may dictate
that the responsible participant is penalized with a monetary fine and the
service continues, but the monitoring process is switched to active mode with
a short measurement interval to reflect the heightened level of perceived risk,
as proposed in the example in Section 4.3.5.

Figure 4.9 shows the possible state transitions when conflict mediation
is requested. Monitoring starts either in active or passive mode. Monitor-
ing policies dictate when to switch between modes (e.g. after a period without
violation). If no violations occur, monitoring finishes normally when the agree-
ment expires. If a suspected violation is detected, conflict mediation begins.
If the TTP determines that a violation has occurred, multiple actions are pos-
sible, depending on the given monitoring policies. One possibility is that the
offending participant is penalized and the service terminated. Another possi-
bility is that service continues under a renegotiated SLA (see Section 4.1.7).
For instance, the consumer receives a reduction in price for a reduction in the
Quality of Service (QoS).

4.3.5 Use Case Scenario

This section describes a use case scenario that illustrates self-adaptive SLA
monitoring with a provider P, a consumer C and a TTP.

P and C agree upon an SLA for a set of services. As part of this SLA, P
and C agree to use self-adaptive monitoring mediated by a chosen TTP. At
this point in the lifetime of service provisioning, both participants have little
knowledge about one another, so the perceived risk level is high. According
to individual policies, both participants begin service monitoring in the active
mode, with an interval of 10 seconds.
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Figure 4.9: State diagram of self-adaptive monitor (adapted from [84]).

After a period of 5 minutes without violation, the monitoring policy auto-
matically decreases the perceived risk level, as trust grows between the par-
ticipants. This change in risk level is reflected in the monitoring process with
a decrease the measurement interval to 20 seconds.

After another period of 5 minutes of successful interaction, the monitoring
policy automatically decreases the perceived risk level again. The change in
risk is reflected, according to the monitoring policy, in a switch to a passive
mode with an interval of 60 seconds.

After 5 more minutes without violation, trust increases, risk decreases and
the measurement interval is extended to 90 seconds. However, during the next
period of 5 minutes, C detects that an SLA violation has occurred. The TTP
is contacted to perform conflict mediation (see Section 4.3.4) as agreed upon
in the SLA. The TTP discovers that P has violated the terms of the SLA and
P is penalized. Both participants nevertheless decide to reinstate the SLA.
The perceived level of risk is affected by the violation, therefore the monitoring
policy automatically switches to an active mode of monitoring with an interval
of 10 seconds.

Section 4.5 describes an implementation of this use case scenario. Fig-
ure 4.16 illustrates the results of experimentation with the same use case sce-
nario.

4.4 Framework Implementation

The self-adaptive monitoring framework is implemented in the AgentScape
middleware (see Section 2.3.2). Participants (e.g. consumers and providers)
are represented by autonomous, software agents. This middleware is chosen for
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implementation and experimentation because it provides a high level program-
ming framework for developing distributed applications. AgentScape offers a
programming interface and communication framework that is well suited for
rapid prototyping the distributed monitoring framework.

Moreover, the AgentScape architecture fulfills the requirements for a Trust-
ed Computing Base [89], including clearly defined and enforceable security
policies, role-based access controls, identification and authentication mecha-
nisms and audit trails [134]. These features make it possible to serve as the
TTP. In this implementation, asymmetric cryptography is accomplished us-
ing the Rivest-Shamir-Adleman (RSA) [144] algorithm. The signing scheme
is based on the Boneh-Lynn-Shacham (BLS) [15] algorithm1.

4.4.1 Framework deployment

The main monitoring components discussed in Section 4.1.2 are integrated into
AgentScape. The monitoring process is contained in an autonomous software
agent that performs the role of TTP. Monitoring sensors (TMM) are inserted in
each Host Manager, Service and Web Service (WS) Gateway. These strategic
locations are chosen for access to relevant monitoring metrics. Host Managers
control access to local (hardware) resources, such as CPU and memory. In-
tegrated TMMs report on usage of these resources. Services control access
to local (web) services (e.g. currency converter service). An integrated TMM
monitors bandwidth, network throughput volume, response time and other
relevant QoS metrics. Similarly, a TMM located in a WS Gateway measures
metrics relevant to external (web) services regulated by that particular WS
Gateway.

Figure 4.10 provides an overview of the monitoring framework in Agent-
Scape. The Location Manager first collects resource availability data from
all Host Managers and conveys this to the provider agent (see step 1). The
provider agent P representing the given service, in turn, collects these data
from the Location Manager. This information is required before services may
be offered to the consumer agent C during the SLA negotiation (see step 3).
Additionally, this information could affect QoS guarantees. For instance, if
a certain service is available but currently in use by several other consumers,
the provider may choose to offer the service for a lower price with lower QoS
guarantees.

1The BLS implementation uses existing code provided by Dalia Khader and the Java
Pairing Based Cryptography Library (jPBC) provided by Angelo de Caro (http://gas.
dia.unisa.it/projects/jpbc/). Source code is available upon request.

http: //gas.dia.unisa.it/projects/jpbc/
http: //gas.dia.unisa.it/projects/jpbc/


4

4.4 Framework Implementation 101

Location

C

Host
Manager

Host
Manager

Host
Managersensor (TMM)

Location 
Manager

TTP

Service
WS

Gateway

External
Web

Service

←
"m

ea
su

re
m

en
ts

re
su

lts
 →

SLA Negotiation

migration

Resource availability

communication

P

R
es

ou
rc

e 
av

ai
la

bi
lit

y

(2)

(1)

(3)

(4)

(5)

Figure 4.10: Monitoring framework deployment in AgentScape.

After negotiation, the consumer agent optionally migrates to this Location
to access the chosen service (see step 4). Depending on the chosen monitor-
ing policy, services are monitored either actively or passively. An autonomous
TTP agent performs active monitoring and periodically communicates directly
with TMMs relevant to the chosen service. The TTP requests measurements
and collects results (see step 5). These results are analyzed and violations
are detected. The inner workings of the TTP resemble the Monitoring Pro-
cess depicted in Figure 4.1. Consumer and provider agents perform passive
monitoring directly with one another, with no additional TTP.

To improve scalability, the TTP supports several modes of decentraliza-
tion. Figure 4.11 shows the different lines of communication for the different
modes. In the simplest mode, a single TTP agent is responsible for all Loca-
tions in a given World. This single TTP agent (see Location A) communicates
with all TMMs in all Locations to monitor services. This mode is highly cen-
tralized and better suited to small deployments. An additional mode creates a
single TTP agent per Location. All TMMs in a given Location are controlled
by this TTP (see Locations A, B and C). This is better suited to medium
deployments. The final mode creates multiple TTP agents per Location based
on demand (see Location X). If the number of active SLAs increases beyond a
given threshold, an additional TTP agent is created. Current SLAs are mon-
itored by the first TTP and new SLAs are monitored by the newly created
TTP until both TTPs are equally loaded. Once both TTPs are responsible for
the same number of SLAs, new SLA monitoring responsibilities are divided
evenly across them following a round-robin strategy. If the number of active
SLAs increases beyond the given threshold for both TTPs, an additional TTP
is created.
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Figure 4.11: Centralized and decentralized TTP modes.

Experiment Mode Agents Interval Mediation %

MessagesA Active 2 10, 20, ..., 120 N/A
MessagesP Passive 2 10, 20, ..., 120 0%, 10%, 30%, 50%
BytesA Active 2 10, 20, ..., 120 N/A
BytesP Passive 2 10, 20, ..., 120 0%, 10%, 30%,50%

ScalingMsgsA Active 2-100 30 N/A
ScalingMsgsP Passive 2-100 60 0%
ScalingCPUA Active 64 - 4096 10 N/A
ScalingCPUP Passive 64 - 4096 60 0%

Self-Adaptive Active & Passive 2 10, 20, 60, 90 N/A

Table 4.2: Overview of experiments.

Monitoring agents (TTP) are robust against failures. These agents are
automatically restarted with current data if they crash unintentionally. Data
persistence is achieved by routinely writing crucial information, such as the
state of the SLA, to the agent container on disk. Active SLAs and monitoring
data are recovered from the persistent container file and monitoring continues
with minimal disruption.

4.5 Experimental Validation

Several experiments measure communication, CPU overhead and scalability.
The first set of experiments measures communication overhead. The second
set of experiments examines the scalability of each monitoring mode. The final
set illustrates using modes together as a self-adapting monitor, as proposed in
this dissertation. Table 4.2 provides an overview of these experiments.



4

4.5 Experimental Validation 103

Note that these experiments show the difference in overhead between active
and passive modes. However, these experiments do not attempt to define what
level of CPU or network overhead is acceptable or unacceptable. This is a
subjective threshold that is highly dependent on the context and application.
For instance, if resources are cheap and abundant, an agent might find it
acceptable if the monitor uses 99% of the CPU. However, in an environment
with limited network bandwidth, an agent may find it unacceptable if the
monitor uses more than 5% of the bandwidth. An agent customizes his/her
monitoring policy to fit a specific context and application.

4.5.1 Communication Overhead Experiments

The communication overhead experiments include MessagesA, MessagesP , Byt-
esA and BytesP . These experiments compare active and passive modes in
terms of the number of messages per minute and the amount of network traf-
fic in bytes per minute. All experiments run for 30 minutes. All monitoring
related messages are counted and measured (size in bytes). The total count
and size are then divided by 30 to produce the results per minute. Each exper-
iment is repeated with measurement intervals ranging from 10 to 120 seconds,
in increments of 10.

In the MessagesA and BytesA experiments, one consumer and one provider
create an agreement that uses active monitoring with a constant, specified
interval. The experiment uses one TTP and two measurement sensors.

In the MessagesP and BytesP experiments, one consumer and one provider
create an agreement that uses passive monitoring with a constant, specified in-
terval. The experiment uses one TTP. Both of these experiments are repeated
with an additional variable to measure the impact of mediation on commu-
nication overhead. Each round of experimentation uses a different mediation
percentage (0%, 10%, 30% and 50%). A mediation percentage of 10 indicates
that, on average, conflict mediation will be requested 10 percent of the time.

4.5.1.1 Experimental Environment

The communication experiments execute on a single machine. The machine
is a SUN SPARC Enterprise T5240 with 2 multicore 1.2GHz CPUs offering
128 hardware threads and 64GB of RAM. This machine runs Solaris 10 and
AgentScape middleware. Two AgentScape Locations are created: C and P. A
single Consumer agent is hosted at Location C and a single Provider agent is
hosted at Location P. A single TTP is hosted at Location P. This set of exper-
iments uses exactly one Consumer and one Producer agent. Active monitoring
mode uses two sensors (i.e. Trusted Monitoring Modules).
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Figure 4.12: Monitoring messages per minute with 2 agents.

4.5.1.2 Experimental Results

The solid, black line in Figure 4.12 depicts the results of the MessagesA ex-
periment. This line indicates the number of messages per minute for active
monitoring mode. When the measurement interval is 10 seconds, the moni-
tor uses 48 messages per minute. As the measurement interval increases, the
number of messages per minute drops. The number of messages per minute
drops below 10 when the measurement interval is greater than or equal to 50
seconds.

The MessagesP experiment results in Figure 4.12 show the number of mes-
sages per minute for passive monitoring mode. The baseline (Mediation 0%)
shows that when the measurement interval is 10 seconds, monitoring uses 22
messages per minute. The average number of messages per minute drops below
10 when the measurement interval is 30 seconds or more.

Several variations of the experiments have varying percentages of conflict
mediation (Mediation 10%, Mediation 30%, Mediation 50%). While there is a
significant difference between no mediation at all and 10% or more mediation,
there is little difference between the frequency of mediation. When the mea-
surement interval is 10 seconds, the ascending mediation scenarios require an
average of 34.6, 35.6 and 37.7 messages per minute, respectively. For all sce-
narios, this number drops below 10 when the measurement interval is greater
than or equal to 50 seconds.

The solid, black line in Figure 4.13 depicts the results of the BytesA ex-
periment. This line indicates the network traffic of active monitoring mode
in bytes per minute. When the measurement interval is 10 seconds, network
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Figure 4.13: Monitoring bytes per minute with 2 agents.

traffic is 16k. Traffic drops below 4k when the measurement interval is greater
than 40 seconds.

The BytesP experiment results in Figure 4.13 show the network traffic
of passive monitoring mode in bytes per minute. The baseline (Mediation
0%) shows the scenario when there is no conflict mediation requested (i.e.
participants do not detect violations). When the measurement interval is 10
seconds, monitoring generates 348k bytes per minute of network traffic. Traffic
drops below 100k when the measurement interval is 40 seconds or greater.

Several variations of the experiment have varying percentages of conflict
mediation (Mediation 10%, Mediation 30%, Mediation 50%). These scenarios
generate significantly more bytes per minute on average than the baseline
scenario. While there is a significant difference between no mediation at all
and 10% or more mediation, there is little difference between the frequencies
of mediation. When the measurement interval is 10 seconds, the mediation
scenarios generate an average network traffic of 1,243k, 1,328k and 1,479k,
respectively. For all scenarios, traffic drops below 400k when the measurement
interval is 40 seconds or greater.

Tables 4.3 and 4.4 summarize the results. These tables show the aver-
age (AVG) values after the experiments were repeated 10 times. The relative
standard deviation (RSD) indicates the variation of values across the 10 rep-
etitions.
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Table 4.3: Summary of messages per minute results.

Messages per minute

Interval 10 20 30 40 50 60 70 80 90 100 110 120

Active
AVG 48.0 24.0 16.0 12.8 10.1 8.3 6.9 6.1 5.3 4.3 4.3 4.0
RSD 0.0 0.0 0.0 0.1 0.1 0.1 0.0 0.0 0.0 0.3 0.1 0.0

Passive
Med 0%

AVG 22.7 12.3 8.5 6.7 5.6 4.8 4.3 3.7 3.5 3.2 3.2 2.9
RSD 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0 0.0

Passive
Med 10%

AVG 34.6 19.9 14.2 10.8 8.5 7.3 6.5 5.9 5.6 5.4 4.6 4.5
RSD 0.0 0.0 0.1 0.1 0.0 0.1 0.0 0.1 0.1 0.0 0.1 0.2

Passive
Med 30%

AVG 35.6 20.9 14.9 11.6 9.5 8.6 7.3 6.6 5.9 5.6 5.2 4.8
RSD 0.0 0.1 0.1 0.0 0.1 0.1 0.1 0.1 0.2 0.1 0.1 0.1

Passive
Med 50%

AVG 37.7 22.3 15.7 12.1 10.4 8.9 8.0 6.9 6.6 5.8 5.4 4.9
RSD 0.0 0.0 0.1 0.1 0.0 0.0 0.0 0.0 0.1 0.1 0.1 0.1

4.5.1.3 Discussion of results

The communication overhead experiments indicate a significant difference be-
tween active and passive mode with regard number of messages per minute
and the total network traffic generated (see Figure 4.12). Passive mode clearly
uses fewer messages per minute than active mode. This difference is clarified
with an explanation of the inner workings of passive mode. When no conflict
mediation is requested, communication occurs directly between consumer and
provider. No TTP or TMM are involved. This results in fewer messages per
minute than the corresponding active mode.

Figure 4.13 illustrates the difference in the network traffic generated by
active and passive mode. Passive mode clearly generates significantly more
bytes per minute than active mode, especially when conflict mediation is re-
quested. If no conflict mediation is requested, consumer and provider exchange
encrypted portions of individual audit logs. These audit logs are much larger
than the simple metrics exchanged in active mode. If conflict mediation is
requested, all agents send the entire audit log to the TTP, resulting in a sub-
stantial increase in network traffic.

4.5.2 Scalability experiments

The scalability experiments include ScalingMsgsA, ScalingMsgsP , Scaling-
CPUA and ScalingCPUP . These experiments investigate the ability of each
monitoring mode to scale in distributed environments.

In the ScalingMsgsA and ScalingMsgsP experiments, consumers and pro-
viders create agreements that use either only the active monitoring mode with
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Table 4.4: Summary of bytes per minute results.

Bytes per minute

Interval 10 20 30 40 50 60

Active
AVG 16.6k 8.3k 5.5k 4.4k 3.4k 2.8k
RSD 0.0 0.0 0.0 0.1 0.1

Passive
Med 0%

AVG 347.8k 185.7k 127.5k 98.4k 81.8k 69.4k
RSD 0.0 0.0 0.0 0.0 0.0 0.0

Passive
Med 10%

AVG 1,243.3k 700.4k 491.9k 357.6k 269.8k 217.5k
RSD 0.0 0.1 0.2 0.2 0.1 0.3

Passive
Med 30%

AVG 1,327.8k 782.8k 535.9k 407.1k 328.0k 296.8k
RSD 0.0 0.1 0.1 0.0 0.1 0.1

Passive
Med 50%

AVG 1,479.0k 856.6k 585.0k 433.1k 383.4k 321.8k
RSD 0.0 0.1 0.1 0.1 0.1 0.1

Bytes per minute (continued)

Interval 70 80 90 100 110 120

Active
AVG 2.4k 2.1k 1.8k 1.4k 1.4k 1.3k
RSD 0.0 0.0 0.0 0.2 0.1 0.0

Passive
Med 0%

AVG 61.0k 52.7k 48.6k 44.4k 44.4k 40.3k
RSD 0.0 0.0 0.0 0.0 0.0 0.0

Passive
Med 10%

AVG 192.2k 181.5k 173.8k 169.9k 138.2k 127.8k
RSD 0.1 0.3 0.3 0.1 0.1 0.3

Passive
Med 30%

AVG 243.5k 220.0k 193.9k 183.1k 171.4k 148.0k
RSD 0.2 0.2 0.3 0.3 0.2 0.2

Passive
Med 50%

AVG 285.3k 237.3k 234.7k 194.4k 180.7k 158.5k
RSD 0.1 0.1 0.1 0.2 0.1 0.1

a fixed interval of 30 seconds or only the passive monitoring mode with a fixed
interval of 10 seconds. These values were chosen based on the performance
of previous experiments. These experiments use one TTP and two TMMs.
As with the previous set of experiments, each of these experiments is run for
30 minutes and results are averaged. Each experiment is repeated with the
number of agents ranging from 2 to 100, in increments of 2.

In the ScalingCPUA and ScalingCPUP experiments, a consumer agent and
a provider agent are launched simultaneously on 32 separate Locations on 32
separate nodes. A consumer chooses a provider from amongst the Locations
using a random function with a uniform distribution. The chosen provider is
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always located on a different node than the consumer. After choosing a pro-
vider, the consumer creates an agreement that uses monitoring. ScalingCPUA

uses active monitoring mode with an interval of 10 seconds. ScalingCPUP uses
passive mode with an interval of 60 seconds. These values are chosen based
on the performance of previous experiments.

A new consumer agent and provider agent are launched every 5 seconds
until the desired number is reached. For the first run, this number is 64 (2 per
node). The number of agents increases by 64 on each consecutive run until
reaching 4096 (128 per node). The entire process is repeated 5 times and the
CPU load results for all 32 participating nodes are averaged.

4.5.2.1 Experimental environment

The first set of scalability experiments (ScalingMsgsA, ScalingMsgsP ) use the
same machine and configuration as the communication overhead experiments.

The second set of scalability experiments (ScalingCPUA, ScalingCPUP )
use the Distributed ASCI Supercomputer [8] - version 4 (DAS-4)2. A single
AgentScape World combines 33 independent nodes of the DAS-4 grid. Each
node has a 2.4 GHz processor, 24GB of memory and runs CentOS Linux.
Gigabit ethernet connects the machines. One node runs only a single Agent-
Scape Lookup Service that provides listings of all known Locations. On the
remaining 32 nodes, a single AgentScape Location runs with a single TTP
Agent. Thus, there are 32 TTP Agents in the World.

4.5.2.2 Experimental results

Figure 4.14 shows the ScalingMsgsA and ScalingMsgsP experiment results.
These results indicate the messages per minute of the two monitoring modes
as the system scales to 100 agents. Both modes scale linearly, but passive
mode requires fewer messages, overall.

Figure 4.15 presents the results of the ScalingCPUA and ScalingCPUP

experiment results. These results demonstrate the scalability of both modes
of monitoring in a highly distributed environment. Active mode performs
better than passive mode. Even with 4096 agents in the system, each being
monitored at 10 second intervals, the average CPU load remains below 0.5%.
The passive mode approaches 4% with 4096 agents being monitored at 60
second intervals.

2http://www.cs.vu.nl/das4/

http://www.cs.vu.nl/das4/
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Figure 4.14: Message overhead with increased scalability
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Figure 4.15: Average CPU load of large scale monitoring on DAS-4.

4.5.2.3 Discussion of results

Figure 4.14 indicates that both monitoring modes scale linearly, in terms of
communication overhead. Doubling the number of agents doubles the number
of messages. Figure 4.15 indicates that both monitoring modes scale in large,
distributed systems with only minimal computational overhead. In active
mode, CPU load is affected by the interval of measurement. In passive mode,
CPU load is determined by both the interval of measurement and the frequency
with which mediation is requested.

The passive mode has a higher average CPU load than the active mode.
The CPU-intensive cryptographic computations account for this difference3.
Active mode requires no cryptography, as security is guaranteed by the TTP.

3In particular, the BLS implementation is chosen only for its functionality. This code is
not optimized for production level systems.
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What is not visible in these particular figures is the level of interaction
with the TTP. In passive mode, there is only a minimal amount of interaction
with the TTP (e.g. exchanging cryptographic keys). The consumer and pro-
vider perform all computations, including measurements and cryptography. In
contrast, active mode relies on the TTP to perform all measurements. With
this in mind, the active mode (see Figure 4.15) essentially depicts the CPU
load at the TTP. The corresponding CPU load at the consumer and provider
is insignificant. In contrast, the passive mode essentially depicts the average
CPU load at the consumer and provider. The corresponding CPU load at the
TTP is insignificant.

4.5.3 Self-adaption experiment

The Self-Adaptive experiment combines both modes and provides an example
of the self-adaptive monitoring approach proposed in this dissertation. This
experiment shows the changes overhead as the monitoring process dynamically
switches between intervals and modes.

One consumer and one provider create an agreement that begins with an
active monitoring mode with an interval of 10 seconds. Both agents use the
same monitoring policy that specifies that after 5 minutes without violations,
the Risk Level decreases. This decrease is reflected by increasing the moni-
toring interval or changing modes. When an agent detects an SLA violation,
mediation is requested. The result of mediation is to increase the Risk Level.
This increase is reflected in the monitoring level by resetting to the initial
configuration of active mode with an interval of 10 seconds. The self-adaptive
experiment is repeated 10 times and the CPU load results are averaged.

4.5.3.1 Experimental environment

The Self-Adaptive experiment runs on a network of two machines connected
across gigabit ethernet. The first machine has a 2.0GHz dual core CPU and
1GB of RAM. The second machine has a 2.0GHz dual core CPU and 2GB of
RAM. Both machines run Ubuntu Linux and AgentScape middleware. Two
AgentScape Locations are created, one on each machine: C and P. A consumer
agent is hosted at Location C and a Producer agent is hosted at Location P.
A single TTP is hosted at Location P.

4.5.3.2 Experimental results

The Self-Adaptive experiment results in Figure 4.16, provide an overview of
the self-adaptive monitoring process. Average CPU usage is indicated by the
solid, black line. Average messages per minute is indicated with shaded, grey
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Figure 4.16: Overhead of self-adaptive monitoring with two agents.

bars. In active modes, CPU usage has a consistent pattern reflecting the 10
and 20 second monitoring interval, respectively. The number of messages per
minute is relatively high. In passive modes, consistent CPU usage reflects the
60 and 90 second monitoring interval, respectively. The number of messages
per minute is substantially lower. CPU usage surges when conflict mediation
is requested. This surge reflects the additional cryptography required to verify
the messages and aggregate signatures in the audit logs.

4.5.3.3 Discussion of results

This experiment demonstrates how monitoring overhead is reduced when agents
feel there is little threat of violation. This experiment uses a self-adaptive mon-
itoring policy that starts with a high level of perceived risk. After a period of
time without incident, the level of perceived risk lowers. This is reflected by
increasing the measurement interval and thus reducing overhead. Eventually,
this leads to a switch to passive mode, which reduces dependence on a TTP.

If a violation is detected, mediation is requested. This may result in a
higher level of perceived risk and a correspondingly high level of monitoring.
This significantly increases the message and CPU overhead but offers higher
assurance. By adjusting the monitor to match the level of perceived risk,
overhead is substantially reduced when possible.
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4.6 Related Work

There is growing interest in the monitoring of SLAs in distributed environ-
ments. The Lattice Monitoring Framework (LMF) detailed in [35] has been
designed as a resource monitor for virtualized environments, such as the Cloud.
This framework makes a clear separation of roles between service providers
and infrastructure providers. For instance, Dropbox4 is a service provider and
Amazon S35 is the infrastructure provider. LMF aims to monitor services
across multiple infrastructure providers (e.g. across different administrative
domains). However, it is not clear which participant has access to the actual
measurements, and therefore, could potentially tamper with measurement re-
sults. In contrast to the approach presented in this dissertation, LMF is
designed specifically as a tool for the provider and is thus hidden from the
consumer. No Trusted Third Party (TTP) is employed to ensure that mon-
itoring results are correct. Thus, the consumer must trust that the provider
performs measurements correctly and does not tamper with the results.

The SLA@SOI project6 incorporates the monitoring framework presented
in [37]. This approach also focuses on the provider’s perspective. The frame-
work collects and stores historical monitoring data during negotiation to eval-
uate the SLA offers made by a customer. Furthermore, the system checks the
SLA at runtime to determine if the terms are capable of being monitored at
all. This is referred to as the monitorability of the SLA. Each service provider
has a list of terms for which the required measurement logic and sensors are
available. If a new SLA has terms that are not compatible with this list and
therefore not monitorable by this particular provider, the SLA is rejected. The
system is completely controlled by the provider and is opaque to the consumer.
The system has no objective party (e.g. TTP), thus consumers must implicitly
trust that the provider does not manipulate monitoring results.

[54] proposes an SLA framework using SLA as a mechanism for service
providers to keep track of QoS commitments. Providers monitor system met-
rics to determine if QoS commitments are being met and then dynamically
provision resources to prevent over- or under provisioning. [160] describes a
similar framework. The service provider monitors SLAs internally for pos-
sible violations. If necessary, the system automatically replicates services to
meet obligations, such as response time and transaction rate. In effect, both
of these systems are SLA driven load-balancing systems. They provide tools
for the provider to optimize system load while meeting SLA obligations. In

4Dropbox is a file hosting service that, in turn, uses the Amazon S3 storage service:
http://www.dropbox.com/

5Amazon S3 is an online file storage service: http://aws.amazon.com/s3/
6http://sla-at-soi.eu/

http://www.dropbox.com/
http://aws.amazon.com/s3/
http://sla-at-soi.eu/
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contrast to the approach presented in this dissertation, there is no TTP and
the systems are only designed for internal QoS monitoring at the provider.
Fairness towards the consumer and transparency of the monitoring process
are not considered.

A mechanism for enforcing SLAs for scientific computing is presented
in [115]. This mechanism is tailored to deadline-driven batch jobs, such as
in scientific compute grids. At runtime, a fuzzy prediction algorithm esti-
mates the amount of resources needed for each job. Using this estimation, the
system determines if an SLA can be met and accepts or rejects a job accord-
ingly. If a job is accepted, it is assigned a software agent. This agent monitors
a job during its lifetime and dynamically increases resources to ensure that its
SLA is not violated. Similar to some of the frameworks described above, this
system is not designed to ensure transparency of the monitoring process for
consumers. Consumers must implicitly trust the monitoring results from the
provider.

The self-adaptive SLA monitoring framework proposed in this dissertation
differs from the frameworks described above. First, the approach proposed in
this dissertation explicitly establishes the role of a dedicated TTP. This ensures
that monitoring results are accurate and neither agent is able to manipulate
the outcome.

Using a TTP to guarantee the objectivity of monitoring results also affects
the relationship between consumer and provider. The monitoring framework
views the consumer and the provider as equal participants. As such, the
monitoring framework is equally transparent to both participants. This allows
both participants, not just the provider, to trust the monitoring results. Both
participants have equal access and equal influence on the monitoring data.
This equality balances the power between participants. In the frameworks
described above, the provider holds a more powerful position as sole controller
of monitoring data. The consumer is placed in a weaker position and must
assume the provider is honest and does not secretly manipulate monitoring
data.

In contrast to the monitoring approaches discussed thus far, an approach
that acknowledges and addresses the issue of trust is the QoS-MONaaS frame-
work presented by [145]. This is an extension to the SRT-15 middleware7.
This system is specifically designed to support trustworthiness of monitor-
ing results. This system uses an anonymizer function to ensure fairness in
measurement. Essentially, the anonymizer strips identifying information from
measurement requests. The claim is that because the monitoring framework
does not know the identity of an agent that requests measurement results,

7http://www.srt-15.eu

http://www.srt-15.eu
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there is no incentive to tamper with these results. For example, in a sce-
nario where both a consumer and a provider request monitoring results, the
monitoring framework is unable to intentionally provide correct results to the
provider and tampered results to the consumer. The framework would have
no way of knowing which agent would receive which set of results. While this
monitoring approach addresses the issue of trust, it does not address the issue
of adaptation.

In contrast to the monitoring frameworks described above, some monitor-
ing techniques are able to dynamically adapt monitoring policy at run-time
based on environmental limits or changes in priorities. For instance the moni-
toring approach proposed in [83] collects system notifications from distributed
nodes and dynamically adjusts the frequency of notifications, based on CPU
load. The higher the load (e.g. more agents in the system), the lower the
frequency of notifications. [110] describes another example of dynamic mon-
itoring in the form of an adaptive system monitor. This monitoring process
attempts to reduce monitoring overhead by pre-selecting and focusing on key
metrics. Only when an anomaly is detected in one of these key metrics, does
the monitoring process adapt by increasing the number of related metrics that
are continuously monitored. Effectively, this monitoring process is able to
‘zoom in and out’ of areas when problems are detected.

The self-adaptive SLA monitoring framework proposed in this dissertation
differs from these two approaches. First, not only does the approach proposed
in this dissertation react to changes in system overhead, but also to changes
in the level of perceived risk. Secondly, rather than only adjusting the mea-
surement interval, the monitoring process is able to switch between two major
modes of monitoring: active and passive. In the passive mode, dependence
on the TTP is significantly reduced. This dependency reduction results in a
reduction in costs and an increase in the ability of the system to scale.

4.7 Conclusions

Services are monitored to ensure that SLA obligations are being met by all
participants. Monitoring offers assurance that SLA violations are detected and
the responsible participant is identified. This makes it possible to penalize the
offending participant or take corrective action.

Service monitoring in open environments presents several challenges, in-
cluding trust, scalability and dynamism. Participants are not implicitly trust-
worthy and may wish to deceive other participants. To prevent a partici-
pant from influencing monitoring results this dissertation proposes the use
of an external, impartial monitoring service. An example of such a service
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is a Trusted Third Party (TTP). A TTP uses Trusted Monitoring Modules
(TMM) to perform measurements securely such that results are trustworthy
to all participants.

Open environments are inherently distributed across many geographical ar-
eas and administrative domains. In such environments, centralized monitoring
approaches is a possible bottleneck. Therefore, this dissertation proposes dis-
tributing monitoring activities and data across multiple participants. This is
accomplished by the use an alternative monitoring technique, referred to as
passive monitoring. Passive monitoring distributes monitoring responsibilities
across the consumer and provider. This reduces interactions with the TTP
and thus allows the TTP to handle more clients concurrently. The issue of
trust is addressed using several cryptographic primitives.

Another challenge of open environments is that of dynamism. Open sys-
tems are subject to contestant change, including participant reputation and
the relative importance of a particular service transaction. These changes may
affect a participant’s perceived level of risk. This is a function of the likelihood
of failure and the impact of such a failure. This directly affects a participant’s
monitoring needs. This dissertation proposes that a monitor should adapt
itself to those monitoring needs.

A self-adaptive monitor proposed in this dissertation dynamically switches
between the traditional active mode and the cryptographic passive mode. Fur-
ther adaptation is possible by fine-tuning the measurement interval. The mon-
itor increases the level of monitoring when participant’s perceived level of risk
increases, and vice versa. This results in high monitoring assurance when
needed and reduced monitoring overhead when possible. The self-adaptive
monitor is implemented and experimentally validated in the AgentScape mid-
dleware.
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CHAPTER5
Use Cases:
Smart Energy Grid
& Cloud Computing

The automated negotiation and monitoring techniques presented in the pre-
vious two chapters form an important part of an integrated framework. This
framework supports marketplace agents throughout the lifecycle of SLAs, in-
cluding service discovery, agreement negotiation, provisioning and monitoring.
The framework provides a structured and trusted platform for agents to pro-
vide or consume services in dynamic, open environments.

The applicability of the negotiation and monitoring framework is demon-
strated in this chapter for two use case scenarios: (1) the Smart Energy Grid
and (2) Cloud computing. These two scenarios are chosen as they repre-
sent socio-technical systems [181], involving both technical aspects (e.g. soft-
ware, hardware) and social aspects (e.g. usability, user participation and ac-
ceptance). These scenarios contain technical challenges, including highly dy-
namic resources and open, untrusted networks. In addition, these scenarios
must accommodate human users, enable human participation and encourage
human acceptance. Achieving full potential of socio-technical systems requires
addressing both social and technical challenges.

In the case of the Smart Energy Grid, climate and pollution considera-
tions drive adoption of renewable resources. (Semi) autonomous, automated

This chapter is based on three published papers [30–32].
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technologies, such as proposed in this dissertation, enable more efficient use
of renewable resources and reduce wasted energy. In the case of Cloud com-
puting, both companies and private citizens increasingly rely on Cloud-based
solutions. (Semi) autonomous, automated technologies reduce costs and in-
crease efficiency.

This chapter proceeds as follows. First, an overview introduces the main
concepts of future energy markets, including challenges and solutions. Sec-
ondly, this chapter presents an multiagent solution to automate an energy
market. Thirdly, a use case scenario demonstrates the applicability of the tech-
niques proposed by this dissertation to energy markets. Fourthly, an overview
introduces the main concepts of Cloud computing, including the challenges of
standardization. Fifthly, this chapter presents the Intelligent Cloud Resource
Allocation Service (ICRAS) that combines the negotiation and monitoring
techniques proposed by this dissertation. Sixthly, a use case scenario demon-
strates the applicability of ICRAS to the Cloud services market.

5.1 Dynamic Services in the Smart Energy Grid

Global investment in renewable energy has grown by more than 600% since
2004 [104]. Growing concerns for the environmental impact of fossil fuels (e.g.
CO2 emissions) fuel this trend. Many countries are investing in renewable
(or ‘green’) energy sources and new, advanced infrastructure. The European
Union has set a goal for its member countries to use renewable sources for
at least 20% of total energy consumption by 2020 [36]. In Germany, the
government recently unveiled plans to invest 20 billion euro in a new energy
network to support a goal of 80% energy from renewable resources [98]. In the
Netherlands, the percentage of total energy production from renewable sources
has quadrupled in the past decade1. The energy landscape of the future is
becoming ‘greener’, but the influx of renewable energy presents a challenge to
the current energy grid. Automated, coordination mechanisms and incentives
meet these challenges, by reducing wasted overcapacity for producers, lowering
prices for consumers and increasing overall utilization of green energy sources.
The following sections describe the characteristics and technologies of this
green energy future.

1Centraal Bureau voor de Statistiek. http://www.cbs.nl/nl-NL/menu/themas/
industrie-energie/publicaties/artikelen/archief/2010/2010-3105-wm.htm. Ac-
cessed: September 2012

http://www.cbs.nl/nl-NL/menu/themas/industrie-energie/publicaties/artikelen/archief/2010/2010-3105-wm.htm
http://www.cbs.nl/nl-NL/menu/themas/industrie-energie/publicaties/artikelen/archief/2010/2010-3105-wm.htm
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5.1.1 Future Energy Markets

As more green energy sources are harnessed, it becomes more difficult for
future energy markets to utilize them efficiently. The energy market attempts
to match energy production and consumption (i.e. supply and demand). The
balance of energy generation and production is a substantial challenge even
when using traditional, continuous energy sources, such as coal power. Green
energy sources, such as wind power, further complicate this balance as they
are intermittent and unpredictable.

Intermittent production complicates power generation and transmission
planning. This, in turn, complicates the process of matching supply and de-
mand, leading to market inefficiency. For instance, energy demand at the office
rarely coincides with weather conditions at the wind park. It is estimated that
most wind farms have an effective capacity of 10% of full potential [129]. This
means that only 10% of full potential power reaches consumers, when con-
sumers need it, due to planning and coordination difficulties. Such mismatches
between supply and demand result in an inefficient market with substantial
wasted potential energy.

The challenge of intermittent generation is exacerbated by a lack of inex-
pensive, abundant energy storage technologies. Traditional chemical batteries
are too small and too expensive to handle the current storage needs. Demand
is increasing for wider application of alternative technologies, including me-
chanical flywheels [91], new battery construction (e.g. liquid metal batteries2),
pumped hydroelectric energy storage (PHES)3 and the use of electric vehicles
for energy storage [128]. However, at present no cost-effective techniques exist
to store electrical energy on a large-scale. Therefore, energy is either consumed
at virtually the same moment it is generated or it is wasted.

Distribution of energy generation will also change with the influx of green
technologies. Rather than the current paradigm of centralized power stations,
a larger percentage of power will be generated by distributed resources. For
instance, consumers install solar panels and micro combined heat and power
(micro CHP) stations4. Currently, overcapacity generated by these distributed

2Clean Technica. http://cleantechnica.com/2012/02/20/mit-liquid-batteries-
for-utilities-could-make-renewables-competitive-and-it-is-not-lithium-ion/.
Accessed: June 2012.

3PHES stores energy using electric powered pumps to push water uphill when electricity
(e.g. from a wind farm) is plentiful and demand is low. When demand is high and electricity
is scarce, water is released to flow downhill, through turbines to generate electricity [38].

4Micro CHP is a small gas powered turbine installed in a residential area, near the end
customers, that converts gas into both electricity and heat. Performing the conversion near
the end users reduces transmission losses and allows efficient use of heat produced as a
by-product of conversion [45].

http://cleantechnica.com/2012/02/20/mit-liquid-batteries-for-utilities-could-make-renewables-competitive-and-it-is-not-lithium-ion/
http://cleantechnica.com/2012/02/20/mit-liquid-batteries-for-utilities-could-make-renewables-competitive-and-it-is-not-lithium-ion/
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resources is sold back to a single retailer. This retailer is then confronted with
the complex task of reselling and redistributing this sporadically generated
energy. To reduce the complexity on centralized management (i.e. retailer),
groups of small-scale producers and consumers form microgrids or Virtual
Power Plants (VPPs) that supply each others’ energy demands, independently
from the rest of the energy grid [66,138].

To cope with the added complexity of intermittent energy sources and
distribution of production, a new energy management approach has been pro-
posed: the Smart Grid [61,138]. Two key attributes of the Smart Grid are (1)
bi-directional flow of information and (2) demand-side management. Informa-
tion flow includes real-time metering of user consumption (e.g. smart meters5)
such that producers quickly detect and respond to changes in demand. In-
formation flow also includes providing consumers with real-time data about
energy availability (e.g. current production levels at the local wind farm) and
price (e.g. demand is low, thus the current price is reduced). Information flow
is critical to enabling consumer participation.

The following sections introduce two techniques for improving efficiency
of future energy markets, increasing green utilization and reducing wasted
energy.

5.1.1.1 Demand Side Management

One possible solution to market inefficiency, caused by intermittent genera-
tion, is Demand Side Management (DSM). DSM is a technique of dealing
with fluctuations in energy production by modifying demand to match sup-
ply [62, 124, 161]. As production of energy cannot be shifted in some cases
(e.g. wind power), DSM attempts instead to shift demand at the consumer
end. Demand shifting occurs when an energy consumer reacts to changes in
the energy market (e.g. price, availability and so on) by increasing or decreas-
ing consumption.

Traditionally, the complex task of matching supply to demand is handled
entirely by the producers of energy. DSM enables end consumers to partic-
ipate in this task by temporally shifting energy consumption in response to
signals from the market, such as price. Typically, economical incentives en-
courage consumers to reduce consumption during peak periods, when energy
is scarce and expensive. One form of DSM is time-of-use schemes that of-
fer different energy prices based on time of day. Typically, nighttime prices
are substantially lower than daytime prices due to the demand of businesses
during working hours. A consumer is thus economically rewarded for running

5A smart meter is a device to measure electricity usage and communicate usage informa-
tion to the consumer and/or energy provider in (semi) real-time [170].
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washing- and drying machines during the night rather than during the day.
Unfortunately, time-of-use schemes have unwanted side-effects that result in
significant usage peaks as soon as the lower tariff period begins [138]. A more
dynamic approach is required.

DSM offers many benefits, including the reduction of overcapacity. Cur-
rently, energy producers generate approximately 20% more energy than is
required at a given moment [161]. This overcapacity is needed to handle
unforeseen peaks in demand or problems with production. DSM encourages
consumers to avoid creating such peaks and thus the margin of overcapacity
is reduced. In some cases, this reduces wasted energy and costs [138].

Another benefit of DSM is the increased utilization of intermittent sources.
Renewable sources of energy, such as wind power, produce power intermit-
tently, as opposed to the consistent power provided by traditional sources,
such as coal. Intermittent production means that energy is not produced to
match consumption patterns, but rather is produced sporadically (e.g. de-
pending on the weather). Due to the unpredictable production schedule of
intermittent sources, large amounts of potential energy are wasted [129].

DSM requires communication, incentive and action mechanisms. First, the
market must communicate with consumers to inform them of changes in price
or (green) availability. Secondly, consumers require an incentive to react to
these market signals. One possible incentive mechanism is Real-Time Pricing
(RTP) which informs consumers of price changes, in real-time, that reflect
current energy availability.

5.1.1.2 Real-Time Pricing

Most often, consumers sign long-term contracts with energy providers for a
fixed price per kilowatt hour (kWh). This approach stabilizes prices for con-
sumers, but lacks the incentives necessary for consumer initiated demand shift-
ing. An alternative to this approach is real-time pricing (RTP). Under this
scheme, consumers pay the current price of energy as determined by conven-
tional market forces (e.g. supply and demand). When demand is high, the
price of energy increases and vice versa. RTP thus offers a tangible incentive
to reduce consumption during peak demand periods and shift this consump-
tion to low demand periods. The intended results of RTP are (1) increase
market efficiency (i.e. matching supply and demand) (2) reduce overall en-
ergy production and (3) empower consumers to take an active role in reducing
energy costs.

In some cases, research shows that real-time pricing is effective at increas-
ing market efficiency [16,40]. Simulations show that real-time pricing is more
than five times as efficient as time-of-use schemes [17]. If consumers are aware
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of the current price of electricity (e.g. hourly feedback), they reduce consump-
tion when electricity is expensive and shift usage to periods when prices are
cheap [3]. If these prices reflect the current market conditions, such as current
production capacity and consumer demand, then the result is that consumers
reduce demand when supply is limited and increase when supply is abundant.
Matching supply to demand reduces wasted energy (i.e. produced but uncon-
sumed) and increases overall market efficiency.

Several energy providers offered RTP to customers on a voluntary basis
with varying results [10]. In general, the goals of reducing price and overall
production load were met. On average, RTP schemes reduced energy load
between 12% and 33%. However, most customers failed to respond to hourly
changes in price, unless the price rose above a certain threshold. In most cases,
the shortcomings of the RTP scheme are traced to implementation faults rather
than a fundamental problem with the theory. For instance, many consumers
lacked user-friendly feedback mechanisms (e.g. smart meter) or felt that the
correlation between prices and usage was not transparent and therefore lacked
trust in the scheme.

An often cited failure of RTP was the California energy crisis of 2000 [16].
This application of RTP led to extreme price volatility with disastrous con-
sequences. Researchers conclude that crisis was the result of a poor market
design that allowed producers to exercise market power by artificially reducing
supply to increase prices [16].

When applied efficiently, RTP (1) stabilizes demand which simplifies the
task of production management and (2) increases market efficiency, thus al-
lowing waste reduction (e.g. supply overcapacity) [17]. In this case, RTP is
five times as efficient as time-of-use schemes (e.g. day- and nighttime tariffs).
Price volatility is mitigated using a combination of long-term contracts be-
tween wholesalers and RTP for end users [16] or a two-part rate scheme that
combines an energy quota at a fixed price with RTP for deviations from that
quota [10].

Automation technologies currently exist to coordinate information flows
and assist consumers with DSM. Modern smart meters combined with intelli-
gent agent technology automates the tasks of (1) monitoring energy prices, (2)
negotiating (e.g. double auctions) and (3) coordinating demand shifting [46].
This alleviates the burden of manually reacting to RTP to efficiently reduce
costs and better utilize green energy. The following section discusses these
automation techniques.



5

5.1 Dynamic Services in the Smart Energy Grid 123

5.1.2 Energy Market Automation

Online markets exist for many areas of commerce, including Web- [26], Grid-
[23], Cloud Services [24] and (industrial) Energy Auctions. An online market-
place is essentially a location where providers electronically advertise services
and consumers discover and access those services. A marketplace offers addi-
tional services and structure, such as an explicit ontology, terminology, proto-
cols and facilitation. Facilitation may include assistance discovering services,
negotiating prices or resolving conflicts.

Online markets are organized such that consumers are able to compare
services and choose between competing providers. A standardized language
is defines (compositional) services. Standardized protocols make it possible
to switch seamlessly between providers. A marketplace typically offers some
type of directory service, where providers publish available services. Option-
ally, third-party brokers actively match customers to appropriate providers.
Agreements reached between participants are formalized using Service Level
Agreements (SLA).

Many market processes are (partially) automated with technologies, such
as software agents. Agents are proposed to model and manage complex, dis-
tributed systems, such as the energy market [19,51,71,86,173]. Separate agents
represent each unique role of the energy market, including energy consumer,
producer, mediator, broker and so on. In some cases, agents take on dual-
roles. For instance, a residential consumer becomes a producer if solar panels
are installed on his/her roof. Additional agents are represent transmission
companies, distribution companies and independent system operators.

An important prerequisite for user acceptance is that users trust the Multi
Agent System (MAS), especially with regard to critical tasks [72, 73, 101].
Transparency enhancements, auditing mechanisms and third-party certifica-
tion, are built into the system to promote trust and acceptance.

Agent technology is applied to the energy market to assist human actors
with monitoring and responding to real-time information quickly and effi-
ciently. Removing the need for constant human interaction makes it possible
to increase the speed and frequency of market interactions. In addition, in-
telligent automation is often able to react faster than humans in complex,
dynamic systems that may be difficult for humans to understand and follow.
Another crucial market process is negotiation. After a consumer discovers a
provider with a particular service (e.g. wind energy), the two participants at-
tempt reach an agreement regarding the terms and conditions of the service,
including price and Quality of Service (QoS) (e.g. uptime, time to repair an
outage, minimum green percentage).
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5.1.2.1 Multiagent Energy Market

This dissertation assumes that agents represent consumers and providers in
future energy markets. A residential consumer is represented by an agent.
This agent requires (access to) a consumer’s personal preferences, such as favor
local producers or priority lists such as solar, wind, biomass, nuclear. Internal
decision rules allow this agent to access a given situation (e.g. evaluate an
offer) and take action (e.g. reject the offer). An important instance of decision
rules is negotiation strategy. This strategy guides the negotiation process and
determines when to accept, reject or counter an offer. The agent also requires
(access to) information regarding the consumer’s historical energy usage. This
information influences negotiation strategy.

In addition, this agent has (limited) control of energy consumption in the
home. For instance, access to ‘smart’ appliances such as refrigerators or clothes
dryers. At a minimum, the agent must be able to monitor energy usage, turn
on and turn off the appliance via some type of network. Additional intelli-
gence indicates priorities and special requirements of individual appliances.
For instance, a refrigerator may safely be turned off for a short period of
time without serious consequences. However, it may be unacceptable if the
television were to turn off in the middle of a show.

A consumer agent finds the best deal among energy providers, given a set
of preferences. An example of preferences could be (1) minimize price and (2)
maximize green energy. The consumer agent surveys the marketplace to find
providers offering suitable services. If one or more suitable providers are found,
the agent negotiates the terms and conditions of service with the selected
provider(s). If an agreement is reached an SLA is created. The provider then
begins service provisioning. During the lifetime of the agreement, the agent
monitors the service to ensure that the terms and conditions are met. The
monitoring process builds a secure audit log of all transactions. If a violation
is detected, penalties are applied. In the case of a dispute, the audit log is
consulted to resolve the conflict and advise appropriate action. The entire
process is repeated regularly (e.g. every hour) to ensure a consumer has the
best price and service.

A consumer agent acts as a smart energy gateway for each end user (e.g.
home or office building). This agent interacts directly with agents that repre-
sent producers of energy. For instance, one agent represents a company con-
trolling a coal power plant and another agent represents a wind farm. These
agents have access to all internal producer data, including current production
capacity, profit margins and current demand. The producer agents negoti-
ate sales to consumers based on this local data and negotiation strategy (e.g.
maximize usage, maximize profit).
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Energy market automation is essential to respond effectively to changes in
the market, such as lower prices or abundant green energy, as these changes
occur often and without accurate prediction. Automation supports effective
DSM in real-time. For instance, based on market conditions, an agent may
choose to postpone energy consumption (e.g. clothes dryer). Thus, green en-
ergy production better finds green energy demand.

5.1.2.2 Micro-Agreements

To facilitate RTP and DSM, this dissertation proposes micro-agreements (or
micro-SLAs). Traditional SLAs (see Section 3.1.2) in the energy domain
are negotiated for periods of time ranging from 1 month to several years.
For example, most energy providers offer a minimum period of 1 year and
incentives (e.g. price reduction per unit) to extend the period to several years.
Long-term agreements have the benefit of reducing uncertainty in respective
marketplaces [17]. Consumers are offered a fixed price for a given length
of time, thus reducing exposure to drastic fluctuations in actual supply and
demand. Producers are offered a guaranteed revenue stream that justifies
investment in new infrastructure.

Despite the benefits, long-term agreements also prevent participants from
reacting in real time to market signals. For instance, increased availability
lowers the market price of certain resources offered from a competing provider.
However, a consumer with an active, long-term agreement is unable to break
the agreement to switch to another provider to take advantage of lower costs.
Market signals include price, but also availability of certain, desired resources.
For example, an increase in wind energy production lowers the price of ‘green’
energy from a competing provider. A consumer may prefer green energy, but
is unable to break a long-term contract to make use of this resource. In some
cases, this results in wasted energy [17,138].

In contrast to these long-term SLAs, micro-agreements are negotiated for
significantly shorter periods, such as 1 hour or 1 day. The shorter period
enables consumers to react in real time to market signals. Each period, a
consumer (re)evaluates its energy needs, surveys the energy prices from com-
peting providers and negotiates a new micro-SLA for the next period. When
this agreement expires, the process is repeated. The consumer selects preferred
resources from a provider and takes advantage of lower prices or certain, de-
sired resources (e.g. green energy). For instance, when weather conditions
provide for high availability of green energy, consumers are able to quickly
migrate energy demand to providers offering this preferred resource. In addi-
tion, if a consumer considers all current energy offers to be too expensive, the
consumer may consider shifting his/her energy demand.
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Micro-SLAs are a useful mechanism that allows both consumers and pro-
viders to quickly react to changes in dynamic, open environments. Consumers
actively favor green energy resources over other resources and may utilize as
much green power as possible by maximizing demand during green peak peri-
ods. A secondary effect is the financial rewarding of additional investment by
producers in green energy resources. For instance, micro agreements increase
effective capacity at a wind farm by enabling consumers to immediately react
to increased wind energy production by purchasing energy directly from that
wind farm at the time of production. Higher utilization creates higher revenue.

Micro-SLAs also increase resilience in markets by reducing logical distance
between consumers and providers. This approach brings (small-scale) stake-
holders directly in contact to meet each other’s needs. This reduces logical
fragmentation and increases resilience of the market to naturally respond to
changing conditions [44].

5.1.2.3 Benefits to the Consumer

In this context, a consumer is defined as the end user of electricity in the tra-
ditional market configuration. This includes residential homes and industrial
buildings.

Elimination of static, long-term agreements with a single provider allows
consumers to freely choose the best offer for energy. This creates true market
competition between providers offering the lowest price or best quality product
(e.g. highest renewable percentage). Micro-SLAs increase the buying power of
a single consumer by obliging providers to respond to consumer preferences.
For instance, a small, independent energy provider produces 100% green en-
ergy. Consumers choose to immediately migrate to this provider. This sends
a signal that consumers prefer this energy option. Other providers are obliged
to offer similar products to entice consumers to return.

Micro-SLA also increases the selling power of consumers with local energy
production (e.g. solar panels on a residential roof). Instead of the current,
obligation to sell overcapacity back to a single provider for a fixed price6, pro-
sumers (i.e. consumers who may also produce) offer energy to the marketplace
at large. Pro-sumers may sell overcapacity to a selection of providers or even
to other (local) consumers. In this context, the consumer assumes the role of
provider and attempts to find the highest bidder. The possibility of reselling
energy may further motivate consumers to reduce consumption during peak
periods, because energy sales during these periods are likely to fetch a higher
price.

6In the Netherlands, it is currently neither technically nor administratively possible to
sell self-generated energy to more than one energy provider [116].
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Producing consumers (pro-sumers) may also form groups to satisfy energy
needs independently of large, commercial producers. Such groups form a Vir-
tual Power Plant (VPP). A VPP is a collection of small-scale energy providers
and consumers that satisfy each others’ energy needs, independent of the rest
of the energy grid [47,118].

5.1.2.4 Benefits to the Producer

In this context, a producer is defined as the generator of electricity in the tra-
ditional market configuration. This includes, centralized power plants such as
coal, gas and nuclear plants, as well as off-shore wind farms and concentrated
solar farms.

One benefit to the producer is reduction of overcapacity. When consumers
are able to react to price fluctuations, consumption during peak periods is
reduced and less overcapacity is required [17,138]. This reduces wasted energy
resources and increases profit margins.

An additional long-term benefit that stems from reduction of overcapac-
ity is a decrease in capital expenditure and operating expense [161]. Con-
sistent, long-term reduction of overcapacity requirements equates to reduced
investment in production capability. For instance, an additional turbine that
produces 20% of total capacity will not be built and an existing one may be
decommissioned earlier than expected.

Smaller producers with 100% green, intermittent sources compete in a
market place with short-term contracts. In the traditional market, an energy
producer with intermittent sources (e.g. wind) also requires a portfolio of stable
energy sources (e.g. coal) to guarantee its consumers continuous power [129].
This requires significant investment and thus smaller producers sell to other
retailers rather than directly to the end consumer. With micro-agreements
the owner of a wind farm sells directly to customers dependent on how much
energy is being produced due to weather conditions. When production is high,
the client base is increased dynamically and vice versa. This increases revenue
and reduces wasted potential energy. Furthermore, allowing consumers to
react to changes in energy prices provides small, specialized producers with
more market power [40].

Another benefit to producers is direct access to user preferences. With
micro-agreements, consumers ‘vote’ (i.e. with pocketbooks) for energy prefer-
ences in real-time. Producers follow consumer trends and react by investing
accordingly. Typically such data are collected through limited surveys or an-
alyzing trends over longer periods, such as years or decades.
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Figure 5.1: A future energy market with multiple providers and consumers.

5.1.3 Energy Negotiation Scenario

This section illustrates an implementation of an energy negotiation scenario
using the negotiation and monitoring framework discussed in Chapters 3 and 4.
This scenario is positioned within the context of the future energy market in-
troduced above. Figure 5.1 illustrates the relationship between multiple energy
providers and consumers in an example future energy market. In this figure, a
(residential) energy consumer negotiates micro-SLAs with multiple providers.
Providers include a centralized, coal power plant, a centralized, wind turbine
farm and several decentralized (residential) producers (e.g. small wind tur-
bines or solar panels). Optionally, small-scale providers and consumers group
together to form a Virtual Power Plant (VPP).

In this scenario, a single energy provider and a single energy consumer ne-
gotiate a micro-SLA. Both participants are represented by their own individ-
ual software agents in the AgentScape middleware, presented in Chapter 2.3.2.
The WSAN Service provides service discovery, negotiation, agreement creation
and, usage monitoring. Source code is found in the Appendix and is available
upon request.
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5.1.3.1 Energy Provider Agent

The energy provider agent presents available services in a template, using WS-
Agreement XML. Figure 5.2 illustrates this template. The template begins
with context information, including the name of the template and provider
agent. In addition, this template lists the available services: EnergyService.
This service has two description terms: EnergySource and EnergyPrice.

This template also includes Creation Constraints (see Section 3.2.2). These
constraints define the acceptable values of each negotiable term. In this in-
stance, the value of EnergySource is constrained to those discrete values listed
in the enumeration type. These values include NUCLEAR, COAL, GAS, WIND,
SOLAR, HYDRO, BIOFUELS and GEOTHERMAL. The value of EnergyPrice must be
a double (e.g. real number) that is greater than or equal to zero (e.g. no neg-
ative values allowed).

In addition to one or more service templates, the energy provider agent
requires a negotiation policy. The policy provides the agent with enough
information to negotiate autonomously. Each policy is domain and context
dependent and is completely customizable to an individual agent. Policies
encapsulate both preferences (e.g. priorities, ideal price) and strategies (e.g. if
too high, decrease by 10%). Appendix A contains JAVA source detailing an
example policy (see Figures A.1 through A.5). Note that this example policy
is intentionally simplified for the purpose of illustration.

Figure A.1 in the Appendix indicates how a provider agent may specify
the minimum prices for each available energy source. These prices may be
based on current market prices or on historical data. In addition, a provider
agent may specify a range of values for each energy source. For example, in
addition to minimum prices, a provider also specifies ideal prices (e.g. 50%
higher than minimum prices). If an offer is under the minimum price, one
strategy is followed. If an offer is above the minimum but below the ideal
price, a different strategy is followed. A provider agent thus customizes its
response appropriately.

In addition to specifying personal preferences, a policy also includes several
obligatory methods for the negotiation process. One of these methods is a
boolean (e.g. acceptable or not) test for evaluating incoming negotiation offers:
evaluateNegotiationOffer(). An example of this method is presented in
Figure A.2 in the Appendix. First, all negotiation terms are extracted from
the offer. If the Energy Service is found, then each term is extracted and
evaluated, in turn. In this example, the WIND Energy Source is extracted
and the offered price is evaluated. If the price is acceptable, and all other
included terms are acceptable, then the method returns true. However, if the
price of WIND, or another term, is unacceptable, the method returns false
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<Template TemplateId="4">
<Name>EnergyTemplate </Name>
<Context >

<ServiceProvider >AgreementResponder </ServiceProvider >
<TemplateId >4</TemplateId >
<TemplateName >EnergyTemplate </TemplateName >

</Context >
<Terms>

<All>
<ServiceDescriptionTerm Name="RESOURCE_SDT"

ServiceName="EnergyService">
<Energy >

<EnergySource/>
<EnergyPrice >0.0</EnergyPrice >

</Energy >
</ServiceDescriptionTerm >

</All>
</Terms >
<CreationConstraints >

<Item Name="EnergyService_EnergySource">
<Location >AgreementOffer/Terms/All/ServiceDescriptionTerm/

Energy/EnergySource </Location >
<ItemConstraint >

<simpleType >
<restriction base="string">

<enumeration value="NUCLEAR" />
<enumeration value="COAL" />
<enumeration value="GAS" />
<enumeration value="WIND" />
<enumeration value="SOLAR" />
<enumeration value="HYDRO" />
<enumeration value="BIOFUELS" />
<enumeration value="GEOTHERMAL" />

</restriction >
</simpleType >

</ItemConstraint >
</Item>
<Item Name="EnergyService_EnergyPrice">

<Location >AgreementOffer/Terms/All/ServiceDescriptionTerm/
Energy/EnergyPrice </Location >

<ItemConstraint >
<simpleType >

<restriction base="double">
<minInclusive value="0.0" />

</restriction >
</simpleType >

</ItemConstraint >
</Item>

</CreationConstraints >
</Template >

Figure 5.2: WSAN XML Template advertising energy services.
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and the offer is unacceptable. The result of this method does not necessarily
determine the outcome of negotiation. This method only evaluates if an offer
is currently acceptable or if further analysis and negotiation are required.

If an offer is not acceptable, the provider is able to take several actions. One
possible action is that the provider terminates negotiations. Another action
may be to reject the offer, optionally, providing a reason for rejection. This
rejection may prompt the consumer to propose a more acceptable offer. An
additional action the provider may choose to take is to create a counter-offer.

A method is included in the policy that specifies how counter-offers are
created: createCounterOffer(). An example of this method is presented in
Figure A.3 in the Appendix. First, all negotiable terms are extracted from the
offer. If the Energy Service is found, then each term is extracted and evaluated,
in turn. In this example, the unacceptable WIND Energy Source price is
detected. A new, acceptable value is calculated according to the provider
agent’s personal strategy. In this example, the strategy dictates that the
new WIND value is 10% above the minimum value (see Figure A.1 in the
Appendix). This new value is inserted into a new offer document and returned
to the consumer agent.

In addition to these two methods, several helper methods are provided
by the negotiation framework. These methods handle incoming offers, based
on the state of an offer. The state of an offer determines the possible ac-
tions that are taken in response. The four possible offer states specified by
WS-Agreement Negotiation (see Section 3.3.3) are: ACCEPTABLE, ADVISORY,
REJECTED and SOLICITED. The corresponding helper methods are: process-
AcceptableOffer(), processAdvisoryOffer(), processRejectedOffer()
and processSolicitedOffer(). Figures A.4 and A.5 in the Appendix pro-
vide an overview of these methods.

Agents handle incoming offers in the ACCEPTABLE or ADVISORY state
following similar processes. First, a response offer is created. Regardless of the
outcome, this document will carry the response message to the consumer agent.
Then the offer is evaluated using the evaluateNegotiationOffer() method
(see Figure A.2 in the Appendix). If acceptable, the offer is returned with-
out changes. However, if the offer is unacceptable, a counter-offer is created
using the createCounterOffer() method (see Figure A.3 in the Appendix).
Finally, the response is returned to the consumer agent.

Incoming offers in the REJECTED state are handled separately. All re-
sponses are possible, but the specific actions taken depend on an agent’s
personal strategy. For instance, a provider may terminate negotiation. In
contrast, a provider may exploit the rollback support of WS-Agreement Ne-
gotiation to create a new counter-offer with better terms.
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Incoming offers in the SOLICITED state are an exceptional case. This
state limits the possible responses, as it is designed to illicit a ‘yes or no’
decision from the counter-agent. When an offer is received in this state no
counter-offer is possible. Figure A.5 in the Appendix illustrates a method for
handling such situations. First, a response offer is created. This document will
be identical to the incoming offer with the exception of the state. Depending on
the outcome of this method, the state will either be changed to ACCEPTABLE
or REJECTED. Then the offer is evaluated using the evaluateNegotiation-
Offer() method (see Figure A.2 in the Appendix). Based on the outcome
of this evaluation, the state is set accordingly to either ACCEPTABLE or
REJECTED. Finally, the response is returned to the consumer agent.

5.1.3.2 Energy Consumer Agent

The energy consumer agent uses the WSAN Service to discover suitable tem-
plates from energy providing agents. Once a template is found, the consumer
initiates negotiation with the provider. Similar to the provider agent described
in the previous section, decisions made by the consumer during negotiation are
governed by the consumer’s personal negotiation policy. The policy provides
the agent with enough information such that it is able to make negotiation
decisions autonomously. Each policy is domain and context dependent and
is completely customizable to an individual agent. Policies encapsulate both
preferences and strategies. Figures A.6 and A.7 in the Appendix illustrate an
example consumer policy.

Figure A.6 in the Appendix indicates how a consumer agent may specify
the maximum price it is willing to pay for a particular energy source. These
prices may be based on personal preferences. For example, one consumer may
be willing to pay more for renewable sources and less for nonrenewable sources.
Similar to the provider policy described in the previous section, a consumer
agent may specify ranges of values for each energy source.

In addition to personal preferences, a policy also includes several methods
for the negotiation process. These methods include those already discussed
in the previous section, including evaluateNegotiationOffer(), create-
CounterOffer() and methods to process all offer states. Depending on which
agent initiates negotiation, an additional method is required: createNego-
tiationOffer(). An example of this method is presented in Figure A.7 in
the Appendix.

This method creates an initial offer, based on a template. Offer creation
follows a personal strategy. For example, the initial offer begins with the
minimum price. Additionally, the initial offer, as with all subsequent offers, is
validated against the creation constraints of the relevant template. Figure 5.2
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provides an example of creation constraints. The chosen values of the initial
terms must comply with these creation constraints. For instance, the chosen
value of EnergySource must be equal to one of the values listed in the creation
constraints, such as NUCLEAR or COAL. If the creation constraints are violated,
the offer is rejected immediately, without further analysis.

If the creation constraints are not violated, then the createNegotiation-
Offer() method proceeds as follows. First, an empty offer document is cre-
ated. Then the unique session identifier (received from the WSAN Service) is
added to the new document. Then the negotiation context is prepared. This
includes setting the roles of each agent, setting the initial state (e.g. ADVI-
SORY) and setting the counterOfferTo field. The initial offer has no previous
offer on which it is based. Therefore, the counterOfferTo field refers to the
original template. In subsequent offers, this field is automatically set to the
chosen previous offer.

Once the context is set, the negotiation terms are filled in. The selection
of these terms follows a consumer agent’s personal negotiation strategy (e.g.
begin 10% of the maximum price). Once the terms are filled in and validated
against the creation constraints, the initial offer is sent to the provider agent.

Subsequent counter-offers are created using createCounterOffer(). The
consumer agent’s version of this method is similar to the provider agent’s
method (see Figure A.3 in the Appendix). The consumer responds to un-
acceptable negotiation terms following a personal strategy. For example, a
counter-offer contains terms 10% higher or lower than the unacceptable terms
from the previously received offer.

5.1.3.3 Energy Negotiation

The negotiation of energy services is a process of exchanging documents follow-
ing the WS-Agreement Negotiation specification (NPS-1). These documents
contain (counter) offers with various combinations of negotiation terms. Fig-
ure 5.3 presents an overview of the negotiation process. In this particular
scenario, the energy consumer agent initiates negotiation. Based on the en-
ergy template presented in Figure 5.2, the consumer agent creates the initial
negotiation offer. Appendix A contains JAVA source illustrating the mes-
sage exchange between agents, including this initial offer in Figure A.8 in the
Appendix. Source code is also available upon request.

The initial offer contains a unique identifier: initiator-1. This format
implies which agent created the offer and the number (and ordering) of the
offer. In addition, each offer carries the unique session identifier. As the
session identifier is not part of the official WS-Agreement Negotiation (NPS-1)
specification, it is not included in the offer document itself. Rather, the session
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Figure 5.3: Energy negotiation scenario using WS-Agreement Negotiation (NPS-1) pro-
tocol in AgentScape. Source code of all offers and evaluation methods is available in
the Appendix and upon request.

identifier (from NPS-2) is added to the encapsulating message file that is sent
between agents. The combination of a session identifier and offer identifier
makes it possible to uniquely identify each offer and its creator.

In addition to the identification information, the offer contains two context
sections: Context and NegotiationOfferContext. These sections correspond
to the Agreement Layer and the Negotiation Layer, respectively. The first
context section identifies the roles of each agent in the Agreement Layer and
the original template: EnergyTemplate. The provider uses this information to
assist validation of the included terms against the original creation constraints.

The second context section identifies the creator and state of this particular
offer. In addition, this section contains the identifier of the previous offer.
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This information assists possible rollbacks or building the negotiation tree
(see Figure 3.7). In this example, the previous offer is the original template.

The selected terms and corresponding values are listed in the Terms section
of the offer. The initial price for WIND is 0.01936, which is equal to the 10%
of the maximum price, as specified by the consumer agent’s personal policy.

Upon receiving the initial offer, initiator-1, the energy provider agent
evaluates the terms and responds with a counter-offer,responder-1. Fig-
ure A.9 in the Appendix depicts this counter-offer. This document contains
the same sections as the first offer with minor, but significant changes. First,
the OfferId is updated to reflect the creator and sequence. In the negotiation
context, the creator is updated and the CounterOfferTo is updated to reflect
the previous offer identifier.

The price of WIND is changed. The proposed price is below the energy
provider’s specified minium (0.0968). Following the energy provider’s strategy,
the new price is 10% above this minimum: 0.10648.

Upon receiving the provider’s first counter-offer, responder-1, the energy
consumer agent evaluates the terms. The proposed price of WIND is less than
the maximum value specified by the consumer’s personal policy. The offer is
therefore evaluated as acceptable. At this point, the consumer may propose
a new price, lower than the provider’s suggested price. Instead, the consumer
indicates that this price is acceptable returning the offer largely intact. Fig-
ure A.10 in the Appendix depicts this new document, initiator-2. The
terms do not change. The only changes that occur are an updated identifier
and context information, including a new state: Acceptable.

Upon receiving the consumer’s reply, initiator-2, the energy provider
agent evaluates the terms, once again. Although the terms are identical to
those proposed by the provider, itself, the provider’s policy may have changed
in the interim. For example, changes in actual supply may increase the price
dynamically. If the terms are still acceptable and the provider does not wish
to suggest (higher) prices, the provider accepts the offer. At this point, the
provider returns the identical offer, with only minor changes to the context
information. This new document, responder-2, is presented in Figure A.11
in the Appendix.

Receipt of this document indicates to the energy consumer agent that
an acceptable offer has been negotiated. The consumer may now exit the
Negotiation Layer and initiate agreement creation in the Agreement Layer.
As the offer is already acceptable to both agents, there is a high likelihood of
successful agreement creation. If successful, a copy of the agreement is stored
at the WSAN Service for administrative and monitoring purposes.



5

136 Use Cases: Smart Energy Grid & Cloud Computing

5.1.3.4 Energy Monitoring

In this scenario, monitoring is applied to several areas of the example future
energy market. First, passive monitoring monitors SLA compliance between
the energy consumer and provider. Section 4.2 discusses passive monitoring in
more detail. At regular intervals, both agents commit to continue the service
for the following interval. This commitment implies the satisfaction of both
agents with the quality of service.

In addition, monitoring is applied to energy usage within Virtual Power
Plants (VPPs). Monitoring is applied within this group to measure and record
energy production and usage between members. In this context, monitoring
serves dual purposes: (1) violation detection and (2) accounting. The mon-
itor detects SLA violations between consumers and providers. Agents store
monitoring data for accounting purposes. Accounting determines how much
energy is consumed by a particular member and which providers are (finan-
cially) compensated.

5.1.3.5 Energy Scenario Conclusion

The scenario presented in the previous sections illustrates how a multiagent
framework is applied to negotiate and monitor SLAs in the energy domain.
Agents representing an energy consumer and provider negotiate the terms of
an SLA. Each agent evaluates offers and proposes (counter) offers following a
personal negotiation policy. A policy specifies an individual user’s preferences,
priorities and actions in a given situation. In this particular implementation,
policies are specified using the Java programming language. However, the
structure and principles of the policy are language independent.

The negotiation process detailed in this scenario uses the WS-Agreement
Negotiation (NPS-1) protocol to structure the negotiation dialogue. Offers are
created, analyzed and responded to following this protocol. Each offer is for-
mulated in the WS-Agreement Negotiation language. This scenario shows how
this protocol encapsulates a given agent’s preferences and guides the negotia-
tion process to conclusion. In this scenario, several rounds of negotiation are
necessary before an acceptable offer is reached. In contrast to WS-Agreement
Negotiation, a protocol that does not support multiround negotiation would
fail to reach a successful agreement in this particular scenario.

This scenario depicts a single negotiation process. Note that this process
is repeated each time an active micro-SLA expires. In a future energy market
in which the lifetime of micro-SLAs is 1 hour, this process is thus repeated
hourly. The multiagent negotiation and monitoring framework enables users
to automatically manage this otherwise tedious process.
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5.1.4 Discussion

In recent years, much has been invested in green energy sources. These re-
sources are significantly underutilized. Green energy supply does not efficiently
reach consumers when they need it. Future energy markets require several
changes to increase this efficiency using demand side management (DSM).
First, micro agreements replace long term contracts. Micro agreements allow
consumers to quickly react to changes in the market, such as price and avail-
ability. Second, real-time pricing (RTP) provides consumers with an incentive
to react to market signals by shifting demand. For instance, reducing con-
sumption when wind power generation is scarce and increasing consumption
when it is abundant.

Studies show the effect of RTP at encouraging DSM in energy markets.
In future energy markets, autonomous agents further increase this effective-
ness. Agents represent energy providers and consumers to negotiate micro-
agreements. This new market structure reduces wasted energy (e.g. overca-
pacity), lowers prices and increases utilization of green resources.

This market also enables consumer participation. Consumers can actively
favor green energy sources and reward investment in new renewable sources.
Groups of consumers can form independent VPPs to supply energy demand
with distributed sources, independent of the energy grid.

5.2 Dynamic Services in the Cloud

Cloud computing [6] provides the illusion of unbounded online resources, such
as CPU or storage capacity. Companies that offer these resources are referred
to as Cloud Service Providers (CSP). The Cloud is sometimes also called elastic
since customers are able to easily increase or decrease resource usage, such as
the amount of computing power, rented from a CSP.

Similar Cloud services are offered through a number of CSPs that compete
on price and service levels. Several of these CSPs also offer numerous options
to customers who customize services based on metrics such as price, Quality
of Service (QoS), reputation and location. Note that most of these metrics
are dynamic, i.e. they change continuously. For example, some CSPs, such as
Amazon Web Services spot pricing, offer dynamic pricing. This enables that
the price of resources changes constantly, which reflects underlying factors,
such as Cloud utilization, fluctuating energy prices or consumer demand [4,
130].

In this environment, a consumer of Cloud services faces several challenges.
First, to obtain the desired initial configuration of Cloud resources, a consumer
will evaluate prices and configuration options (QoS levels, location, etc.) of all
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available CSPs. The task of finding the ideal configuration is further compli-
cated as more CSPs implement dynamic pricing. When a consumer chooses
the configuration that is currently the most appropriate, a better (cheaper)
configuration may become available soon thereafter. Therefore, a consumer
must periodically reevaluate configurations at all available CSPs. If a con-
sumer chooses to move from his/her current CSP to a different CSP with a
more suitable configuration, the consumer is then faced with the challenge of
migration. Due to a lack of interoperability of CSPs and the tendency towards
vendor lock-in, changing CSPs is not a trivial task. Finally, once a consumer
chooses a CSP, the consumer must continually monitor the service to detect
violations to the service agreement. Moreover, the consumer must also pro-
vide evidence, for example in the from of an audit trail, that a violation has
actually taken place.

To assist a consumer with these challenges, this section introduces an In-
telligent Cloud Resource Allocation Service (ICRAS). ICRAS supports the
consumer throughout the lifecycle of a Cloud service. This includes, (1) dis-
covering all available resource configurations, (2) choosing the desired config-
uration, (3) negotiating a service agreement with the CSP, (4) assisting in the
migration of services between CSPs and (5) securely monitoring the service
agreement for violations.

ICRAS aggregates information describing the available services from mul-
tiple CSPs, including current price, availability, Quality of Service guarantees,
location and reputation. When a consumer requires resources, it contacts
ICRAS with a description of the computing needs. ICRAS then matches
the resource request to the most appropriate configuration of Cloud resources
from the CSPs. ICRAS facilitates the negotiation of the necessary Service
Level Agreements (SLA) with the CSPs on behalf of the consumer and assists
in the migration process.

ICRAS then monitors the services during the lifetime of the SLA to ensure
that there are no agreement violations. If violations are detected, corrective
action is taken. Service monitoring uses secure modules at both the consumer
and provider. Further steps are taken to generate an audit log of service
message. Using several cryptographic protocols, this audit log guarantees
integrity and nonrepudiation of service messages.

The following sections describe the application of autonomous negotiation
and monitoring in the Cloud. First, Section 5.2.1 describes the core concepts
of Cloud resource allocation, including the challenges of standardization and
dynamic pricing. Then, Section 5.2.2 then describes ICRAS in more detail,
including an overview of the architecture and protocol. Finally, Section 5.2.3
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demonstrates the applicability of ICRAS for a use case based on a prototype
implementation.

5.2.1 Cloud Resource Allocation

The Cloud refers to hardware and software resources available across the Inter-
net [6]. Cloud services are roughly categorized as Infrastructure-as-a-Service
(IaaS), Platform-as-a-Service (PaaS) and Software-as-a-Service (SaaS). This
categorization is based on the complexity of the service, from raw compute
resources, such as storage or processing power, to refined software services,
such as databases or other applications.

The following sections focus mainly on the first of these categories: IaaS.
An example of IaaS are the resources offered by AmazonWeb Services (AWS)7.
AWS offers consumers a computing ‘instance’ that includes customizable at-
tributes, such as processing power, memory and disk space and operating
system (e.g. Windows). Consumers create as many instances as needed. AWS
offers both a web interface for human access, as well as a scriptable, Java-based
Application Programming Interface (API) for automated access.

The Cloud computing model allows end users to rent computing infras-
tructure as needed, rather than requiring them to purchase resources out-
right. Moreover, consumers are able to quickly and simply adjust the size of
Cloud resources, depending on current computing requirements. Consumers
use these services following a pay-as-you-go model, only paying for the specific
amount of time or level of service they consume.

Much research into efficient use of Cloud resources focuses on increasing
utility of the CSP. For instance, techniques are proposed for load-balancing
techniques aimed at reducing energy costs [9] or dynamic pricing models that
maximize revenue [130]. In contrast, this section proposes a service to max-
imize utility from the perspective of the consumer. With this service, a con-
sumer finds the most appropriate balance between low cost and high quality.

In some cases, automation assists in the process of load-balancing or scale
resource allocation based on utilization8. For example, a Cloud consumer may
create an agreement that specifies the upper and lower bounds of resource
allocation (e.g. at least 5 instances, but no more than 100). When utilization
of these resources exceeds a given threshold (e.g. 90% CPU utilization), new
instances are automatically created. When utilization decreases, instances are
automatically terminated.

7http://aws.amazon.com
8Amazon Auto Scaling. https://aws.amazon.com/autoscaling/

http://aws.amazon.com
https://aws.amazon.com/autoscaling/
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5.2.1.1 Standardization

Despite several exceptions, including those noted above, Cloud resource allo-
cation is currently largely a manual process. Consumers manually compare,
negotiate and allocate resources. This section proposes fully automating these
tasks to (1) empower consumers to effectively utilize resources and (2) increase
efficiency of resource allocation. However, several challenges limit automation
of these tasks.

One challenge to automated Cloud resource allocation is the lack of stan-
dardization. Cloud resource offerings rely on virtualization [59]. (Hardware)
virtualization simulates a computer environment on top of physical resources.
The virtualization layer provides an abstraction between underlying hardware
(e.g. processing and storage) and structured services (e.g. IaaS, PaaS or SaaS).
In practice, a single physical machine simulates multiple virtual machines or
multiple physical machines simulate a single virtual machine.

Offering Cloud resource consumers this abstraction from physical hardware
requires several virtualization components, including (1) platform/API (2)
hypervisor and (3) disk images. There are several alternatives for each of
these components and compatibility between alternatives remains a challenge.

A Cloud platform is a management and control layer that enables deploy-
ment of Cloud resources. Essentially, this layer creates a virtualized service
(e.g. a certain amount of processing and storage) and assigns this to physical
hardware. Consumers access this layer either via a web-based interface or an
automated API. Many competing platforms exist and are incompatible. Two
emerging standards are OpenStack [119] and Eucalyptus [117].

Each Cloud platform supports one or more hypervisors. A hypervisor is
software that simulates a virtual machine (e.g. a Cloud instance). This soft-
ware is responsible for providing the abstraction between virtualized services
and the underlying hardware. Many competing hypervisors exist, including
VMware’s ESX9, Citrix’s XenServer10, Microsoft’s Hyper-V11 and the open
source KVM12. In limited situations, it is possible to migrate virtual machines
from one hypervisor to another [27]. However, compatibility between hyper-
visors remains a challenge.

Each hypervisor supports one or more Virtual Disk Images (VDI). A VDI
is an encapsulation of a virtual machine’s data (e.g. disk storage). Many alter-
native VDI formats exist, such as VMware’s VMDK, Citrix’s Xen VHD and

9http://www.vmware.com/products/vsphere/esxi-and-esx/index.html
10http://www.citrix.com/products/xenserver/overview.html
11http://www.microsoft.com/en-us/server-cloud/hyper-v-server/default.aspx
12Kernel-based Virtual Machine. http://www.linux-kvm.org/

http://www.vmware.com/products/vsphere/esxi-and-esx/index.html
http://www.citrix.com/products/xenserver/overview.html
http://www.microsoft.com/en-us/server-cloud/hyper-v-server/default.aspx
http://www.linux-kvm.org/
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Table 5.1: Limited import/export functionality among leading CSPs.

CSP AWS CloudSigma MS Azure Terremark

import VMware VMDK,
Xen VHD,
MS VHD

raw MS VHD OVF,
VMware VMDK

export AMI (snapshot) raw MS VHD none

Microsoft’s VHD. Most formats are only compatible with a single, specific hy-
pervisor. As with the Cloud platform, attempts are made to standardize VDI
format. One emerging standard is the Open Virtualization Format (OVF) [42].
This format includes both the user’s data (e.g. disk image) as well as addi-
tional metadata that describes the necessary hardware, such as the type and
number of processors or amount of memory.

Competing alternatives for Cloud platform, hypervisor and VDI and lack of
widespread adoption of the emerging standards impedes compatibility between
CSPs. This makes it challenging for a Cloud consumer to migrate services
from one CSP to another. Two general approaches to migration are possible:
online (i.e. live) and offline. Online migration of resources moves data from
one CSP to another while keeping the services running and accessible. This
form of migration is only possible in limited circumstances when both CSPs
are running the same hypervisor [27]. Offline migration stops all services
and preserves data and, optionally, additional state (e.g. running processes,
memory stack). These data are then transferred to the target CSP and the
services are started. Services may be unavailable for a period of time during
migration.

An obstacle to offline migration is incompatibility between VDIs supported
by each CSP. Table 5.1 shows the limited import/export functionality offered
by leading CSPs. AWS supports several import formats, but offers no export
format aside from a proprietary (and encrypted) disk image. MS Azure only
supports its own native VDI for import and export. Terremark supports the
emerging OVF standard for import, but offers no export options. Of these
leading CSPs, CloudSigma is the only leading CSP that offers a nonproprietary
export format. Other CSPs, including Rackspace, Go Grid, SoftLayer and
GreenQloud offer no import or export options.

5.2.2 Intelligent Cloud Resource Allocation

The Intelligent Cloud Resource Allocation Service (ICRAS) requires an under-
lying architecture, consisting of three major components: 1) a consumer, 2) a
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Figure 5.4: ICRAS architecture with a consumer negotiating with two competing CSPs

CSP and 3) an ICRAS agent. These elements represent the three roles in the
marketplace, which may contain multiple instances of each. Furthermore, this
architecture provides the mechanisms and protocols that enable these agents
to communicate with one another and autonomously negotiate micro-SLAs.
SLAs are negotiated and created following the WSAN specification. Figure 5.4
illustrates this architecture.

Consumer

Each consumer interacts directly with an ICRAS agent. A consumer specifies
his/her requirements in an SLA offer. This document allows a consumer to
specify 1) hard and 2) soft requirements, 3) priorities, 4) ranges of options,
and 5) dependencies between requirements. For instance, a consumer requires
10 virtual servers with a combined CPU power of 20 GHz and a combined
storage of 2 TB. Using the SLA notation, a consumer expresses that the CPU
and storage requirements are strict, however, for a reduced price, the actual
number or servers may change.

In addition to providing the initial resource requirements, a consumer is
also responsible for updating these requirements. If resource requirements
change, a consumer must inform an ICRAS agent of these changes. A change
in requirements may occur for several reasons. First, based on current events
or past experience, a consumer predicts increases or decreases in computing
needs. For instance, online retailers receive more traffic leading up to the
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holidays. Second, a change in business needs prompts an immediate recon-
figuration of the resource requirements. For instance, a company decides to
remove some legacy applications. Finally, a company’s resource requirements
change due to developments in the market, such as increased competition or
lower consumer demand.

To enable such changes, a consumer monitors the level of activity on
his/her Cloud resources and informs the ICRAS agent if a threshold is crossed
and a new configuration is necessary.

The consumer must also host a Trusted Monitoring Module (TMM) (see
Chapter 4). This module provides the ICRAS agent, acting as the de facto
Trusted Third Party (TTP), access to relevant service metrics. The ICRAS
agent thus accurately assess the user experience of the service. Passive mon-
itoring is supported by extending the TMM to include the necessary crypto-
graphic protocols.

CSP

To enable participation in the ICRAS architecture, a CSP must offer a com-
patible interface that is accessed by the ICRAS agent. This interface must
support two main functions: negotiation and migration. For negotiation, a
CSP must generate SLA templates. For this, a CSP requires access to in-
ternal information of its Cloud. This includes realtime pricing data, Cloud
utilization and system health (QoS) information, if available. On the basis of
this information a CSP generates SLA templates describing the available re-
sources. Due to the dynamic nature of CSP resource availability and pricing,
these SLA templates are updated regularly.

Upon request, the SLA templates are delivered to the ICRAS agent. When
the ICRAS agent makes an offer, the CSP enters a negotiation session. The
strategy that drives this negotiation is determined by the CSP negotiation
policy. This policy includes functions for evaluating an offer, threshold values
for acceptance or rejection of an offer and rules governing the creation of
counter-offers.

To support data migration to and from its Cloud, the CSP interface must
support the import and export of virtual disk images. After creating an SLA
with a consumer, the CSP must support upload and import of the consumer’s
virtual disk images. Likewise, these virtual disk images are exported and
downloaded upon request.

To support monitoring, the CSP must also host a Trusted Monitoring
Module (TMM) that allows the ICRAS agent access to relevant service metrics,
such as network latency. The TMM also includes support for the cryptographic
protocols required for passive monitoring.
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ICRAS agent

This section assumes that an ICRAS agent is maintained by an independent,
Trusted Third Party (TTP). This service has no loyalty to a particular CSP
and therefore operates fully on behalf of participating consumers. The ICRAS
agent has five major responsibilities: 1) discover CSP resource offerings, 2)
evaluate these offerings, 3) negotiate an SLA with a CSP on behalf of a con-
sumer, 4) monitor the provisioning of the new Cloud resources to detect SLA
violations and 5) assist in migration to the new CSP.

Discovery - The process begins when an ICRAS agent receives a resource
request from a consumer. The agent then queries all CSPs for one or more SLA
templates describing available resource offerings. This process is repeated at a
regular interval to discover more appropriate configurations even after an SLA
has been created. Depending on a consumer’s preferences, he/she is notified if
a new and more suitable configuration is discovered. Then the consumer can,
optionally, renegotiate a new SLA.

Evaluation - Once received, the agent compares the CSP templates to
the consumer’s request. If a CSP is unable to provide the requested resources,
this CSP is removed from consideration. The remaining templates are then
evaluated and ordered using the preferences of the consumer. For instance, if
a consumer specifies that price is the most important attribute, the remaining
templates are arranged by price. Depending on a consumer’s requirements,
templates from multiple CSPs are selected for separate resource requirements.
For instance, a consumer may allow two CSPs to handle processing and stor-
age, separately, if this meets the price and QoS needs.

Negotiation - Once the best template has been selected, the ICRAS agent
contacts the responsible CSP to begin negotiations. If multiple templates from
competing CSPs are acceptable, these CSPs are contacted for simultaneous
negotiations. If a negotiation session results in an offer that is acceptable by
both a CSP and the ICRAS agent (according to a consumer’s request), this is
sent to the consumer for final approval. If acceptable, the consumer contacts
the CSP directly to create a micro-SLA. A micro-SLA enables a consumer to
migrate to a new configuration or renegotiate the current configuration if the
opportunity arises.

Migration - Once a consumer decides to migrate, the consumer services
are migrated to the new CSP. In the most straightforward case, migration
involves stopping the cloud instances at the current CSP, converting these
instances (e.g. disk images) to the format of the new CSP, transferring them to
the new CSP and starting them again. The conversion process is not necessary
if CSPs adopt the same industry standard, such as the Open Virtualization
Format [42].
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If services cannot be stopped during migration, live migration is required.
In limited circumstances, live migration of cloud instances is possible if both
CSPs are using the same virtualization layer [27]. However, the heterogeneity
of current CSPs complicates the migration process.

Monitoring - The task of the ICRAS agent does not stop after SLA
creation and service consumption. The ICRAS agent also assumes the role of
Trusted Third Party (TTP) and monitors the service to detect SLA violations
by either agent. Using TMMs at each agent, the ICRAS agent periodically
measures service performance at both the source (CSP) and end user. The
ICRAS agent uses a dedicated Monitor Service (MS) to monitor the SLA for
QoS violations, such as slow network response [33]. If a violation is detected,
agents are notified and corrective action is taken.

When using passive monitoring, the ICRAS agent acts as the mediator
for conflicts that occur. As mediator, the agent requests audit logs from all
agents. These logs are then analyzed to determine which, if any, agent has
violated the SLA. The full mediation process is explained in detail in [84].

5.2.3 Cloud Negotiation Scenario

This section provides an example scenario to demonstrate the process of
ICRAS mediated negotiation. This example involves two competing CSPs,
a single ICRAS agent and a single consumer. For reasons of readability, ser-
vice requests, SLA templates and offers are presented in generic format rather
than the WS-Agreement XML format.

The ICRAS architecture is implemented using the AgentScape distributed
middleware platform (see Section 2.3.2). Software (Java) agents represent the
three major components: Consumer, ICRAS agent and CSP. Negotiation uses
the WSAN Service that implements the WS-Agreement Negotiation specifica-
tion (NPS-1) detailed in Chapter 3.

Two CSPs are chosen that fulfill the minimum standards of interoperability
to support the example: Amazon Web Services13 and CloudSigma14. On each
of these CSPs, a server instance hosts a software agent running on AgentScape.
Each agent uses the respective API to query price information and generate
an SLA template describing each CSP’s resource offerings.

An ICRAS agent runs on an instance of AgentScape on a local server.
This agent collects templates from the agents running at each CSP. When
the ICRAS agent has found the most suitable configuration, it is sent to the
consumer agent, running on a separate instance of AgentScape on a separate
local server. If a new CSP is chosen by the consumer, migration is assisted

13http://aws.amazon.com/
14http://www.cloudsigma.com/

http://aws.amazon.com/
http://www.cloudsigma.com/
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RESOURCE REQUEST
Num. of Servers = (10)
CPU GHz = (1.5 - 3.0) | CD:C1, VI:V1
Storage (GB) = (2000 - *) | CD:D100, VI:V1
Traffic (GB) = (1 - *) | CD:D1, VI:V1
Operating Sys. = <Windows, Linux> | PC:YES
Availability = [95 - 100) | CD:C2, VI:V1
Price (EUR) = [0 - 1000) | CD:D2, VI:V1

Figure 5.5: Consumer generated resource request.

SLA TEMPLATE CSPx SLA TEMPLATE CSPy
Num. of Servers = 100 Num. of Servers = 50
CPU GHz = 2.0 CPU GHz = 3.0
Storage (GB) = 8000 Storage (GB) = 4000
Traffic (GB) = 1000 Traffic (GB) = 500
Operating System = Linux Operating System = {Windows OR Linux}
Availability (%) = 90 Availability (%) = 99

Figure 5.6: SLA template from two competing CSPs.

by the ICRAS agent. Virtual disk images are downloaded from the old CSP,
converted to the target format using QEMU [53] and then uploaded to the
new CSP.15

Step 1 - A consumer requires Cloud resources. A consumer specifies these
needs using an SLA offer. Figure 5.5 summarizes this request. In this request,
a consumer indicates that it needs 10 servers with CPU power between 1.5.
and 3.0 GHz, at least 2 TB of storage and at least 1 GB of traffic. Furthermore,
the consumer prefers the Windows OS, requires an availability of between 95
and 100 percent and a price below 1000 euro. This resource request is sent to
the CSP.

Step 2 - The ICRAS agent receives the request of the consumer and
queries all participating CSPs for SLA templates.

Step 3 - Each CSP receives the query and responds by sending SLA tem-
plates that describe the current resource offering to the ICRAS agent. If the
templates have not yet been generated or are outdated, they are (re)generated
at this point. The SLA template is generated following the WSAG specifi-
cation. Figure 5.6 depicts example templates from two competing CSPs. In
these templates, each CSP displays the current resource offering.

15Note that due to lack of standardization, a separate ad hoc solution for disk image
migration is required for each unique pair of CSPs.
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SLA OFFER
Num. of Servers = 10
CPU GHz = 3.0
Storage (GB) = 3000
Traffic (GB) = 10
Operating System = Windows
Availability (%) = 99
Price (EUR) = 500

Figure 5.7: ICRAS agent generated offer.

Step 4 - Upon receiving the templates, the ICRAS agent evaluates each
template using the consumer’s request. If a template is unable to meet the
requirements, it is immediately removed from consideration. In Figure 5.6, the
template from CSPx is removed because the availability offering is outside of
the range specified by the consumer. In the case that more than one template
remain after the first selection, the ICRAS agent evaluates them again to
determine the most appropriate option. This evaluation is done by comparing
key attributes, such as CPU or Availability.

Step 5 - At this point, the ICRAS agent has selected the best matching
CSP. The ICRAS agent generates an initial SLA offer (see Figure 5.7). The
ICRAS agent then contacts the selected CSP to begin negotiations. Follow-
ing the WSAN specification, the negotiation consists of rounds of offers and
counter-offers. If no mutually acceptable offer is found, negotiation terminates
and the ICRAS agent selects a different CSP. However, in the event that a
mutually acceptable offer is found, this offer is sent on to the consumer.

Step 6 - Once the consumer receives the offer, it re-evaluates the offering
and, if acceptable, contacts the CSP directly to create a micro-SLA. After the
SLA has been created, the service is accessed.

Step 7 - Upon successful creation of an SLA, the consumer migrates
his/her services to the new CSP. This involves converting the virtual disk
images to the format of new CSP and then transferring these images to the
new CSP.

Step 8 - Upon successful creation of an SLA, the ICRAS agent takes on
the new task of monitoring the service on behalf of the consumer. Monitoring
is done by periodically measuring key service metrics and storing the result. If
a violation is detected (e.g. Availability is less than promised), the consumer
is notified and corrective action (e.g. fines, credits) is taken. In addition to
SLA monitoring, the ICRAS agent also periodically requests and evaluates
SLA templates from all CSPs. If a new offering is more appropriate than the
current one, the consumer is notified and migration begins.
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5.2.4 Discussion

The previous sections demonstrate automated negotiation and monitoring in
the Cloud environment. The Intelligent Cloud Resource Allocation Service
(ICRAS) (1) maximizes the utility of the consumer, (2) supports the consumer
throughout the lifecycle of a Cloud service, (3) utilizes micro agreements in
order to quickly react to changes in the Cloud service market (e.g. a lower
price from a competing CSP), and (4) provides monitoring of the SLA which
results in an audit trail that provides nonrepudiation and integrity.

The full potential of ICRAS is limited by lack of standardization between
CSPs. If widely adopted, the Cloud platform, hypervisor and VDI stan-
dards, such as OVF, will make data and service migration between CSPs
more straightforward. However, the main obstacle to adoption is vendor lock-
in [180]. CSPs have little incentive to make the process of service migration
possible, let alone straightforward; therefore, migrating away from a CSP re-
mains a difficult task. A consumer does not always have the option to export
or download a virtual disk images from a CSP. This means, once a consumer
has migrated to a particular CSP, the cost and hassle of leaving that CSP
prohibits them from doing so, even if a better configuration is found at a dif-
ferent CSP. Note that complete state-full migration, i.e., where a snapshot
of a running image is migrated and the state of the newly migrated image is
updated, is still an open research question. The discussed solution would only
preserve the state until the snapshot is made, so some state is lost (e.g. when
the image is migrating).

Finally, wider adoption of dynamic pricing in Clouds is needed to allow
users to react to changes in real market forces, including Cloud utilization.
Some providers offer dynamic pricing models to reflect the actual fluctuation of
resource supply and demand. Dynamic pricing is beneficial to both consumers
and providers of Cloud resources. Consumers shift demand to cheaper time
slots, such as evening or weekend processing, to save on costs. CSPs take
advantage of demand shifting to lower costs during peak periods. For instance,
a CSP reduces the cost of cooling a data center at noon on a hot day by making
it cheaper to use the data center at night.

Cloud computing was originally envisioned as a utility, similar to the elec-
tricity grid, where users simply plug in to meet computing needs. To enable
this vision, more standardization and openness is required in the Cloud inter-
face and data format.

The incompatibility of CSPs as discussed above greatly limits the ability
to evaluate ICRAS. Preferably, an (exhaustive) evaluation tests and compares
various metrics, such as migration delay and negotiation success rate. How-
ever, vendor lock-in of data formats prevents this. Section 5.2.3 describes
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a scenario with two CSPs. These CSPs are specifically chosen for (limited)
interoperability. However, even with these two carefully chosen CSPs, the ex-
periment only functions in one direction. Migration is possible from CSP1 to
CSP2 but not in the other direction. CSPs must adopt open standards, as
discussed above, before more extensive evaluation of ICRAS is possible.

5.3 Conclusion

The use cases presented in this chapter demonstrate the applicability of the
integrated negotiation and monitoring framework. Consumers and providers
access framework mechanisms throughout the lifecycle of an SLA. These mech-
anisms assist users in service discovery, negotiation, agreement, provisioning
and monitoring. This framework provides a structured and trusted platform
for use in dynamic, open environments. This structure reduces the complexity
of such environments and presents users with an effective means to utilize the
underlying resources.

In the Smart Energy Grid, the automation framework enables users to
quickly react to changes in the environment, such as green resource availabil-
ity. Consumers are empowered to shift demand to increase green resource
utilization. Providers reduce overcapacity and the correlated costs thereof.

In the Cloud, the framework reduces the complexity of incompatible, com-
peting CSPs. The consumer is presented with a unified interface where re-
source preferences are entered and suitable Cloud resource configurations are
returned. The framework provides trust in the underlying resources by pro-
viding transparency in service compliance. SLA violations are detected and
penalized.

The two use cases are technically challenging and socially relevant. The
dynamic nature of the underlying resources may result in reduced efficiency.
Automation frameworks are needed to manage the underlying complexity and
increase usability of these environments. Increasing the usability of either of
these environments has direct social impact. For the Smart Energy Grid, in-
creasing the utilization of renewable resources leads to less waste and pollution.
For the Cloud, increasing the usability of resources enables wider adoption of
Cloud services, reduction of unnecessary costs and increased efficiency of Cloud
resource allocation.
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CHAPTER6
Conclusion

The future brings opportunity. Large scale, distributed, digital environments
will provide access to vast amounts of knowledge and resources, creating
new possibilities. Such environments are inherently dynamic and untrusted.
Within these environments, software systems will provide unprecedented sup-
port for daily life. One such system is the Smart Energy Grid [61] that is being
designed to increase sustainability and decrease reliance on fossil fuels. This
system enables communities to take responsibility for their own production.
Producers and consumers negotiate SLAs that specify which energy is pro-
vided and consumed. Determining if an SLA is violated requires distributed
monitoring.

This dissertation presents a MAS framework for automated negotiation
and monitoring in dynamic, distributed, open environments. Software agents
represent (human) providers and consumers in a digital marketplace. Through
a process of exchanging messages (e.g. offers, counter-offers), agents together
search for a mutually acceptable agreement (e.g. service, price quality). A
negotiation protocol defines the negotiation objects (i.e. offers), language and
rules governing interaction. For multiagent negotiation in open environments,
in which agents dynamically change roles (e.g. pro-sumer), protocols must be
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flexible and symmetric. This dissertation presents the WS-Agreement Ne-
gotiation protocol1 with extensions for open environments. This protocol is
experimentally validated in the AgentScape middleware.

Open environments present challenges regarding security, trust and pri-
vacy. No single authority has complete control over an open environment
and no single authority governs the actions of all participants (i.e. agents).
Therefore, additional mechanisms are required to ensure security, privacy and
promote trust between participants. Automated monitoring mechanisms us-
ing a Trusted Third Party (TTP) address issues of security and thus support
negotiation in open environments. This dissertation presents a self-adaptive
monitoring approach that (1) offers monitoring assurance that agreements are
honored, (2) builds a secure audit log of agreement compliance, (3) performs
measurements while safeguarding privacy of (sensitive) data, (4) dynamically
reacts to changes in risk and (5) enables trust-building between consumers
and providers. This monitoring approach is experimentally validated in the
AgentScape middleware.

6.1 Research Questions Revisited

The overarching goal of this research is bringing the benefits of automation
negotiation technology to open environments. The complex nature of open
environments impedes manual negotiation and leads to inefficiencies. Auto-
mated negotiation can reduce manual workload and increase efficiency (e.g.
matching supply and demand). The objectives of this research are first to
gain understanding of the challenges of negotiation in open environments, and
then to provide structure to support automated negotiation in these environ-
ments, such as languages, protocols and mechanisms.

Section 1.2.1 introduces the following research questions. Answering these
questions provides the knowledge required to achieve the research objectives.
This section addresses each question with the results of this research. First,
this section addresses the subquestions, RQ1 and RQ2, related to negotiation.
Then it addresses the subquestions, RQ3 and RQ4, related to monitoring. Fi-
nally, this section revisits the general research question.

RQ1 Can protocols be designed to support natural negotiation dialogue be-
tween agents?

RQ2 Can mechanisms be designed to facilitate reliable, secured negotiation?
1Now an official Open Grid Forum standard. Version 1.0 available at:

http://www.gridforum.org/Public_Comment_Docs/Documents/2011-03/WS-Agreement-
Negotiation+v1.0.pdf

http://www.gridforum.org/Public_Comment_Docs/Documents/2011-03/WS-Agreement-Negotiation+v1.0.pdf
http://www.gridforum.org/Public_Comment_Docs/Documents/2011-03/WS-Agreement-Negotiation+v1.0.pdf
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Chapter 3 presents a negotiation protocol that supports natural negotia-
tion dialogue between agents. The protocol enables bidirectional exchange of
offers and counter-offers. Limited argumentation allows agents to provide a
reason for rejecting an offer and guide future offers to an acceptable agree-
ment. The protocol also supports symmetry of roles. The protocol affords
provider and consumer roles with the same abilities, permissions and (data)
access. Concurrent negotiation sessions enable agents to negotiate with mul-
tiple counter-agents simultaneously.

Additional mechanisms and design consideration ensure reliability and se-
curity of the negotiation protocol. First, the protocol is decentralized. Pro-
vider and consumer agents communicate directly with one another. The nego-
tiation protocol uses no centralized negotiation component, such as a broker.
Therefore, failure of any single component (e.g. a single crashed agent) does not
affect the other ongoing negotiation sessions. The underlying middleware (e.g.
AgentScape) provides additional mechanisms for fault tolerance, data persis-
tence and recovery. Confidentiality and integrity of negotiation messages and
(sensitive) data is assured with additional monitoring mechanism.

RQ3 Can agreements be enforced in a transparent and trustworthy manner?

RQ4 Can trust be established and maintained between agents in untrusted
environments?

Chapter 4 presents a self-adaptive monitoring approach that detects agree-
ment violations and penalizes offending agents. An impartial party (e.g. TTP)
performs and stores monitoring measurements. A TTP guarantees that all
agents are treated equally and no role (e.g. provider) receives special privileges,
such as special access to monitoring data. Monitoring is therefore transparent
to all participants and monitoring results are trustworthy.

Open environments lack a single authority to govern all agents and punish
malicious activity. Therefore, consumer and provider agents face a risk of
entering negotiation or exchanging services with potentially malicious agents.
The self-adaptive monitoring approach reacts to changes in levels of perceived
risk by increasing or decreasing the level of monitoring (i.e. passive or active
mode, interval length). Perceived levels of risk consider reputation (i.e. history
of transactions) of a given agent. Agreement compliance increases reputation
and builds trust between agents. The adaptive monitor responds to increased
levels of trust by reducing assurance and associated costs. Thus, the monitor
rewards agents for begin trustworthy.

The general research question of this dissertation asks:
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Can a Multi Agent System (MAS) frameworks be de-
signed to support automated negotiation and moni-
toring of services in dynamic, distributed, open envi-
ronments?

This dissertation presents a negotiation protocol for MAS (Chapter 3)
and a self-adaptive monitoring approach (Chapter 4) for open environments.
Chapter 5 combines and applies this protocol and approach to example open
environments. Use cases in the Smart Energy Grid and Cloud environments
demonstrate the practical application of the contributions of this dissertation.

6.2 Future Work

This section provides an overview of possible future work building on the
research presented in this dissertation. This section broadly organizes future
work under negotiation research and monitoring research.

6.2.1 Future Negotiation Research

Creation of complex SLAs remains a challenge. For instance, a consumer re-
quires storage and compute power. One CSP offers the lowest price for storage,
while another the lowest price for compute power. This situation currently re-
quires at least two negotiation sessions and two, separate SLAs. Research on
compositional SLAs provides examples of incorporating two, separate SLAs
into a single SLA [43].

Expressing dynamic relationships and preferences in SLAs remains a chal-
lenge. For instance, as a deadline approaches, the need for a successful agree-
ment increases and the need for a particular attribute decreases. Future re-
search may also focus on the challenge of adapting negotiation strategies and
utility functions during dynamic negotiations.

6.2.2 Future Monitoring Research

Future work may investigate additional trust mechanisms, such as reputation
authorities [79]. Incorporating separate reputation authorities will aid the
problem faced when two agents negotiate for the first time and thus have
no previous experience or history of transactions. When negotiating with a
previously unknown agent, a reputation authority provides an estimation of
that agent’s reputation.
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While the results of experimentation with the monitoring framework has
indicated the suitability of a decentralized approach for monitoring SLAs un-
der heavy load, further experimentation may investigate more security and
reliability issues, such as active attacks against monitors. While the current
implementation provides a working basis, more work may focus on standard-
ization of penalties and proof of violation.

The incorporation of secure hardware modules (e.g. Trusted Computing
Platform [127]), to support monitoring sensors, may be researched.

The feasibility of the self-adaptive monitoring approach in a real-world
setting partially depends on the cost structure of a CSP. Monitoring SLAs with
an external TTP has associated costs and performance overhead. Likewise,
implementing a self-adaptive monitoring framework also has associated costs,
but also offers benefits to both a CSP and their consumers. A CSP must
analyze these costs to determine if a self-adaptive monitoring framework, and
the benefits it offers, are economically appealing. Economic considerations are
left to future work.

The simulation of the energy marketplace may be improved with real-world
usage/consumption statistics and realistic economic models.

This dissertation incorporates transparency and symmetry (i.e. equality)
into the design of automated negotiation and monitoring systems to promote
trust. Future qualitative studies can measure the impact of these design
choices on social aspects, including usability and user acceptance of automated
negotiation systems.

6.3 Conclusions

Automation of complex tasks, such as negotiation, reduces manual burden,
increases efficiency and reduces (human) errors. Software agents encapsulate
human characteristics, such as coordination and adaptation. Agent technology
provides an intuitive interface for users to access the potential of automation.
This dissertation designs a Multi Agent System (MAS) framework to support
automated negotiation in dynamic, open environments, such as the Smart
Energy Grid and the Cloud.

In the case of the Smart Energy Grid, the looming complexity crisis of
intermittent generation, real-time pricing and consumer demand shifting re-
quires immediate attention. This domain presents not only technical (e.g.
smart-meters) but also social challenges (e.g. user acceptance). This disserta-
tion presents a MAS automation framework that addresses technical challenges
by reducing manual labor and increasing efficiency. Automation even enables
higher utilization of green resources and reduction of waste (e.g. produced,
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but unconsumed energy). Transparent, trusted monitoring mechanisms ad-
dress social challenges by ensuring privacy of (sensitive) data and encouraging
user acceptance.

In the case of the Cloud, the model of elastic computing enables consumers
to access (and pay for) the exact amount of computing power required. Cloud
adoption promises many benefits, including reduced costs and environmental
pollution2. However, vendor lock-in prevents consumers from accessing the
full potential of Cloud services. Standardization of Cloud formats (e.g. plat-
form/API, hypervisor, disk images) allows free migration of services between
CSPs. The MAS solution presented in this dissertation assists consumers
discovering, choosing, negotiating, migrating and monitoring Cloud services.
Seamless, automated migration of data and services creates new possibilities.
For instance, data can follow cheap energy supply by migrating to follow night-
time tariffs.

Other domains also benefit from the automated negotiation technologies
proposed in this dissertation. For instance, agents may reduce vehicle traffic by
negotiating with agents representing other vehicles and choosing the optimal
route to destination [55]. Agents may also negotiate with airlines to lower
ticket cost [172]. The future brings opportunity.

2Green-powered data centers (e.g. GreenQloud) perform CPU intensive data processing
rather than in-house servers, ultimately powered by coal.
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APPENDIXA
Supplemental Material
of Chapter 5

/**
* Context specific fields (e.g. minimum prices p/KWh)
* src: Wikipedia , April 2013
*/

public enum EnergyPrice {

NUCLEAR (0.1127) ,
COAL (0.0996) ,
GAS (1.1053) ,
WIND (0.0968) ,
SOLAR (0.1569) ,
HYDRO (0.0899) ,
BIOFUELS (0.1202) ,
GEOTHERMAL (0.0996);
private Double value;
private EnergyPrice(Double d) {

value = d;
}

}

Figure A.1: Example energy provider minimum prices (in Java).
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/**
* Test if offered price of selected energy type is acceptable.
*/

public boolean evaluateNegotiationOffer(NegotiationOffer offer) {

ServiceDescriptionTermType [] terms = offer.getTerms (). getAll ().
getServiceDescriptionTermArray ();

for (ServiceDescriptionTermType sdt : terms) {

// Go through each EnergyService term and check the price
if (sdt.getServiceName (). equals("EnergyService")) {
EnergyDocument ed = EnergyDocument.Factory.parse(sdt.xmlText ());
EnergyType et = ed.getEnergy ();
if (et.getEnergySource (). matches(EnergyPrice.WIND.toString ())) {
if (et.getEnergyPrice () < EnergyPrice.WIND.value) {

// Suggested price for WIND is too low.
return false;

} else {

// Suggested price for WIND is acceptable.
return true;

}
...

}

Figure A.2: Example energy provider offer evaluation (in Java).
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/**
* Create counter -offer however you choose
* following a personal strategy , such as:
* if too low , increase by 10%
* if too high , decrease by 10%
*/

public NegotiationOffer createCounterOffer(NegotiationOffer offer ,
SessionInfo sessionInfo) {

NegotiationOfferStateType state = NegotiationOfferStateType.Factory.
newInstance ();

NegotiationOffer response = new NegotiationOffer(offer );

// go through each term and , if unacceptable , propose something else
ServiceDescriptionTermType [] terms = response.getTerms (). getAll ().

getServiceDescriptionTermArray ();
for (ServiceDescriptionTermType sdt : terms) {
if (sdt.getServiceName (). equals("EnergyService")) {
EnergyDocument ed = EnergyDocument.Factory.parse(sdt.xmlText ());
EnergyType et = ed.getEnergy ();
if (et.getEnergySource (). matches(EnergyPrice.WIND.toString ())) {
if (et.getEnergyPrice () < EnergyPrice.WIND.value) {

// Suggested WIND price too low. Increase 10% above minimum.
double newPrice = EnergyPrice.WIND.value * 1.1;
et.setEnergyPrice(newPrice );

}
...

// Put new values , if any , back into xml
sdt.set(ed);
sdt.setServiceName("EnergyService");
...

// set the state to advisory or acceptable or solicited
state.addNewAdvisory ();
response.getNegotiationOfferContext (). setState(state);
return response;

}

Figure A.3: Example energy provider counter-offer creation (in Java).
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/**
* Process an ACCEPTABLE offer. ACCEPT or create counter -offer.
*/

public NegotiationOffer processAcceptableOffer(NegotiationOffer offer ,
SessionInfo sessionInfo) {

NegotiationOfferStateType state = NegotiationOfferStateType.Factory.
newInstance ();

NegotiationOffer response = new NegotiationOffer(offer );

// boolean test if offer is acceptable
if (evaluateNegotiationOffer(offer )) {

// Offer is acceptable.
state.addNewAcceptable ();
response.getNegotiationOfferContext (). setState(state);

} else {

// if offer is unacceptable , propose a counter -offer
response = createCounterOffer(offer , sessionInfo );

}
return response;

}

/**
* Process an ADVISORY offer. Essentially the same as processing an
* ACCEPTABLE offer , but you can change it.
*/

public NegotiationOffer processAdvisoryOffer(NegotiationOffer offer ,
SessionInfo sessionInfo) {

...
}

/**
* Process a REJECTED offer. If the counter -agent rejects your offer ,
* you can either end negotiation or rollback and create a new
* counter -offer with better terms.
*/

public NegotiationOffer processRejectedOffer(NegotiationOffer offer ,
SessionInfo sessionInfo) {

...
}

Figure A.4: Helper methods for handling ACCEPTABLE, ADVISORY and RE-
JECTED offers (in Java).
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/**
* Process a SOLICITED offer. You must respond with ACCEPT or REJECT.
*/

public NegotiationOffer processSolicitedOffer(NegotiationOffer offer ,
SessionInfo sessionInfo) {

NegotiationOfferStateType state = NegotiationOfferStateType.Factory.
newInstance ();

NegotiationOffer response = new NegotiationOffer(offer );

// boolean test if offer is acceptable
if (evaluateNegotiationOffer(offer)) {

// Offer is acceptable. Set state to ACCEPTABLE.
state.addNewAcceptable ();
response.getNegotiationOfferContext (). setState(state);

} else {

// Offer is unacceptable! Set state to REJECTED.
state.addNewRejected ();
response.getNegotiationOfferContext (). setState(state);

}
return response;

}

Figure A.5: Helper method for handling SOLICITED offers (in Java).

/**
* Context specific fields (e.g. maximum prices)
* src: Wikipedia , April 2013
* Willing to pay more for renewables , less for others
*/

public enum EnergyPrice {

NUCLEAR (0.0564) ,
COAL (0.0498) ,
GAS (0.5527) ,
WIND (0.1936) ,
SOLAR (0.3138) ,
HYDRO (0.1798) ,
BIOFUELS (0.2404) ,
GEOTHERMAL (0.1992);
private Double value;
private EnergyPrice(Double d) {

value = d;
}

}

Figure A.6: Example energy consumer maximum prices (in Java).
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/**
* Create a new offer , based on a template.
* Follow a personal strategy. (e.g. low starting price)
* Don’t exceed creation constraints.
*/

public NegotiationOffer createNegotiationOffer(Template template ,
String sessionID) {

NegotiationOffer offer = new NegotiationOffer(template , sessionID );

// set session ID
offer.setSessionID(sessionID );

// prepare the negotiation context
NegotiationOfferContextType context = NegotiationOfferContextType.
Factory.newInstance ();

context.setCreator(NegotiationRoleType.NEGOTIATION_INITIATOR );
...

// set the default state: acceptable , rejected , solicited , advisory
NegotiationOfferStateType state = NegotiationOfferStateType.Factory.
newInstance ();

state.addNewAdvisory ();
context.setState(state);

// set counterOfferTo ID
String counterOfferID = "template -" + template.getTemplateId ();
context.setCounterOfferTo(counterOfferID );

// set the negotiation context
offer.setNegotiationOfferContext(context );

// use java to create the AgentScape specific XML terms
EnergyDocument ed = EnergyDocument.Factory.newInstance ();
EnergyType et = ed.addNewEnergy ();
et.setEnergySource(EnergyPrice.WIND.toString ());

// choose an ideal price (e.g. very low)
double idealPrice = EnergyPrice.WIND.value * 0.1;
et.setEnergyPrice(idealPrice );

// fill in all the terms
ServiceDescriptionTermType [] terms = offer.getTerms (). getAll ().

getServiceDescriptionTermArray ();
for (ServiceDescriptionTermType sdt : terms) {
if (sdt.getServiceName (). equals("EnergyService")) {
sdt.set(ed);
sdt.setName("RESOURCE_SDT");
sdt.setServiceName("EnergyService");

}
}

return offer;
}

Figure A.7: Example energy consumer initial offer creation (in Java).
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<NegotiationOffer OfferId="initiator -1">
<Context >

<AgreementProvider >AgreementResponder </AgreementProvider >
<ServiceProvider >AgreementResponder </ServiceProvider >
<TemplateId >4</TemplateId >
<TemplateName >EnergyTemplate </TemplateName >

</Context >
<Terms>

<All>
<ServiceDescriptionTerm ServiceName="EnergyService">

<Energy >
<EnergySource >WIND</EnergySource >
<EnergyPrice >0.019360000000000002 </EnergyPrice >

</Energy >
</ServiceDescriptionTerm >

</All>
</Terms >
<NegotiationOfferContext >

<CounterOfferTo >template -4- EnergyTemplate </CounterOfferTo >
<Creator >NegotiationInitiator </Creator >
<State >

<Advisory/>
</State >

</NegotiationOfferContext >
</NegotiationOffer >

Figure A.8: Energy consumer’s initial negotiation offer: ‘initiator-1’



180 Supplemental Material of Chapter 5

<NegotiationOffer OfferId="responder -1">
<Context >

<AgreementProvider >AgreementResponder </AgreementProvider >
<ServiceProvider >AgreementResponder </ServiceProvider >
<TemplateId >4</TemplateId >
<TemplateName >EnergyTemplate </TemplateName >

</Context >
<Terms >

<All>
<ServiceDescriptionTerm ServiceName="EnergyService">

<Energy >
<EnergySource >WIND</EnergySource >
<EnergyPrice >0.10647999999999999 </EnergyPrice >

</Energy >
</ServiceDescriptionTerm >

</All>
</Terms >
<NegotiationOfferContext >

<CounterOfferTo >initiator -1</CounterOfferTo >
<Creator >NegotiationResponder </Creator >
<State>

<Advisory/>
</State >

</NegotiationOfferContext >
</NegotiationOffer >

Figure A.9: Energy provider’s first counter-offer: ‘responder-1’
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<NegotiationOffer OfferId="initiator -2">
<Context >

<AgreementProvider >AgreementResponder </AgreementProvider >
<ServiceProvider >AgreementResponder </ServiceProvider >
<TemplateId >4</TemplateId >
<TemplateName >EnergyTemplate </TemplateName >

</Context >
<Terms >

<All>
<ServiceDescriptionTerm ServiceName="EnergyService">

<Energy >
<EnergySource >WIND</EnergySource >
<EnergyPrice >0.10647999999999999 </EnergyPrice >

</Energy >
</ServiceDescriptionTerm >

</All>
</Terms >
<NegotiationOfferContext >

<CounterOfferTo >responder -1</CounterOfferTo >
<Creator >NegotiationInitiator </Creator >
<State>

<Acceptable/>
</State >

</NegotiationOfferContext >
</NegotiationOffer >

Figure A.10: Energy consumer’s acceptable offer: ‘initiator-2’
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<NegotiationOffer OfferId="responder -2">
<Context >

<AgreementProvider >AgreementResponder </AgreementProvider >
<ServiceProvider >AgreementResponder </ServiceProvider >
<TemplateId >4</TemplateId >
<TemplateName >EnergyTemplate </TemplateName >

</Context >
<Terms >

<All>
<ServiceDescriptionTerm ServiceName="EnergyService">

<Energy >
<EnergySource >WIND</EnergySource >
<EnergyPrice >0.10647999999999999 </EnergyPrice >

</Energy >
</ServiceDescriptionTerm >

</All>
</Terms >
<NegotiationOfferContext >

<CounterOfferTo >initiator -2</CounterOfferTo >
<Creator >NegotiationResponder </Creator >
<State>

<Acceptable/>
</State >

</NegotiationOfferContext >
</NegotiationOffer >

Figure A.11: Energy provider’s acceptable offer: ‘responder-2’
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Summary

Large scale, distributed, digital environments offer vast potential. Within
these environments, software systems will provide unprecedented support for
daily life. Offering access to vast amounts of knowledge and resources, these
systems will enable wider participation of society, at large. An example is
the Smart Energy Grid that increases sustainability and decreases reliance on
fossil fuels.

Such systems require technology that is capable of negotiating Service
Level Agreements (SLAs) between consumers and providers. Multi Agent
Systems (MAS) is one such technology that offers a straightforward analog
for complex systems of autonomous parties. MAS is based on the notion of
autonomous agents that represent human actors (i.e. owners) and are capable
of negotiating SLAs and coordinating processes with other agents. They know
their owner’s preferences and needs. They are capable of negotiating price,
Quality of Service (QoS) characteristics and penalties. They also monitor
provisioning of services to detect and penalize service violations.

This dissertation presents a MAS framework for automated negotiation
and monitoring of SLAs in open environments. In this context, an open en-
vironment is a large-scale, distributed environment that is also dynamic and
untrusted. This framework enables secure discovery, negotiation and access to
distributed resources. Through a process of exchanging messages (e.g. offers,
counter-offers), agents together search for a mutually acceptable agreement
(e.g. service, price, quality). A negotiation protocol defines the negotiation
objects (i.e. offers), language and rules governing interaction. This disser-
tation presents the WS-Agreement Negotiation protocol with extensions for
open environments. This protocol is experimentally validated in the Agent-
Scape middleware.

Open environments also present challenges regarding security, trust and
privacy. No single authority has complete control over an open environment
and no single authority governs the actions of all participants (i.e. agents).
Therefore, additional mechanisms are required to ensure security, privacy and
promote trust between participants. Automated monitoring mechanisms using
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a Trusted Third Party (TTP) address issues of security and thus support
negotiation in open environments. This dissertation presents a self-adaptive
monitoring approach that (1) offers monitoring assurance that agreements are
honored, (2) builds a secure audit log of agreement compliance, (3) performs
measurements while safeguarding privacy of (sensitive) data, (4) dynamically
reacts to changes in risk and (5) enables trust-building between consumers
and providers. This monitoring approach is experimentally validated in the
AgentScape middleware.

Automation of complex tasks, such as negotiation, can increase efficiency.
To illustrate these benefits, the framework is applied to two complex sys-
tems, including the Smart Energy Grid. In this case, the looming complex-
ity crisis of intermittent generation, real-time pricing and consumer demand
shifting requires immediate attention. This domain presents not only techni-
cal (e.g. smart-meters) but also social challenges (e.g. user acceptance). The
MAS automation framework presented in this dissertation addresses technical
challenges by reducing manual labor and increasing efficiency. Automation
even enables higher utilization of green resources and reduction of waste (e.g.
produced, but unconsumed energy). Transparent, trusted monitoring mech-
anisms address social challenges by ensuring privacy of (sensitive) data and
encouraging user acceptance. Software systems, such as those presented in
this dissertation, enable wider participation of society, at large, and offer vast
potential.



Samenvatting (Dutch summary)

Grootschalige, gedistribueerde, digitale omgevingen bieden veel mogelijkheden.
Binnen dergelijke omgevingen zullen software systemen ongekende steun leve-
ren aan het dagelijkse leven. Door toegang te bieden tot enorme hoeveelheden
aan kennis en middelen, zullen deze systemen een bredere participatie van de
samenleving mogelijk maken. Een voorbeeld van zo’n systeem is het slimme
energie netwerk, oftewel Smart Energy Grid, dat duurzaamheid vergroot en
afhankelijkheid van fossiele brandstoffen verminderd.

Dergelijke systemen vereisen technologie die in staat is serviceniveau over-
eenkomsten, oftewel Service Level Agreements (SLA), tussen consumenten en
leveranciers te onderhandelen. Multi Agent Systems (MAS) is een geschikte
technologie die een eenvoudige analogie biedt voor complexe systemen met
autonome deelnemers. MAS is gebaseerd op het concept van autonome agen-
ten die menselijke actoren (d.w.z. eigenaren) vertegenwoordigen en in staat zijn
om SLA’s te onderhandelen en processen met andere agenten te coördineren.
Zij kennen de voorkeuren en behoeften van hun eigenaar. Zij zijn in staat
om te onderhandelen over prijs, kwaliteit van diensten, attributen en sanc-
ties. Zij zijn ook in staat om dienstlevering te monitoren om overtredingen te
detecteren en bestraffen.

Dit proefschrift presenteert een MAS raamwerk voor geautomatiseerde
onderhandelen en monitoren van SLA’s in open omgevingen. In deze con-
text is een open omgeving een grootschalig, gedistribueerde omgeving, die
zowel dynamisch als onbetrouwbaar is. Dit raamwerk biedt beveiligde detec-
tie, onderhandeling en toegang tot gedistribueerde middelen. Door middel
van een proces waarin berichten worden uitgewisseld (d.w.z. bod, tegenbod)
zoeken agenten voor een wederzijds aanvaardbare overeenkomst (d.w.z. dien-
sten, prijs, kwaliteit). Een onderhandelingsprotocol definieert de onderhan-
delingsvoorwerpen (d.w.z. bod), taal en regels voor interactie. Dit proefschrift
presenteert het WS-Agreement Negotiation protocol met uitbreidingen voor
open omgevingen. Dit protocol wordt experimenteel gevalideerd in de Agent-
Scape middleware.
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Open omgevingen zorgen ook voor uitdagingen rondom veiligheid, vertrou-
wen en privacy. Geen enkele autoriteit heeft volledige controle over een open
omgeving en geen enkele autoriteit bepaalt welke acties deelnemers (d.w.z.
agenten) mogen uitvoeren. Daarom zijn aanvullende mechanismen nodig om
veiligheid en privacy te garanderen, en het vertrouwen tussen deelnemers te
bevorderen. Geautomatiseerde monitoring mechanismen, die gebruik maken
van een vertrouwde derde partij, richten zich op veiligheid en maken daardoor
onderhandeling in open omgevingen mogelijk. Dit proefschrift presenteert een
zelf-adaptieve monitoring aanpak welke (1) zekerheid biedt dat afspraken wor-
den nageleefd, (2) een veilige audit log bouwt, (3) metingen uitvoert zonder pri-
vacy van (gevoelige) data te schaden, (4) dynamisch reageert op veranderende
risico’s en (5) het opbouwen van het vertrouwen tussen consumenten en leve-
ranciers faciliteert. Deze monitoring aanpak wordt experimenteel gevalideerd
in de AgentScape middleware.

Het automatiseren van complexe taken, zoals onderhandelingen, kan effi-
ciëntie vergroten. Om deze voordelen te illustreren, wordt dit raamwerk
toegepast op twee complexe systemen, waaronder het slimme energie netwerk.
In dit geval, vereist de dreigende complexiteitscrisis van intermitterende ener-
giebronnen, actuele prijzen en consumenten vraagverschuiving onmiddellijke
aandacht. Dit domein presenteert niet alleen technisch (bijv. slimme elektri-
citeitsmeter) maar ook sociale uitdagingen (bijv. gebruikersacceptatie). Het
MAS raamwerk dat in dit proefschrift gepresenteerd wordt, richt zich op de
technische uitdagingen door het verminderen van handenarbeid en het ver-
groten van efficiëntie. Het automatiseren maakt zelfs hogere benutting van
groene energiebronnen en vermindering van verspilling mogelijk. Transparant,
vertrouwde monitoringmechanismen richten zich op de sociale uitdagingen
door privacy van (gevoelige) data te waarborgen en gebruikersacceptatie te
bemoedigen. Software systemen, zoals deze in dit proefschrift worden gepre-
senteerd, maken bredere participatie van de samenleving mogelijk en bieden
veel mogelijkheden.
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