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Abstract

Inefficiencies in HVAC control and poorly designed glass fagades can significantly
impact energy demand and thermal comfort in buildings with extensive glass fagcades.
Two potential solutions are the implementation of smart systems and retrofitting the
glass facade. However, when considering these options in building design, it is often
unclear which strategy is more effective. This thesis investigates the performance of
smart systems using grey-box model predictive control (MPC) and the effectiveness of
glass facade retrofitting strategies concerning energy savings and occupant thermal
comfort. The case study for this research is an educational building with a vast glass
facade. The study commenced with a review of relevant literature, followed by the
development of the MPC system and an evaluation of its performance against various
retrofitting strategies. The MPC system utilized a grey-box model for predictions and
local optimization algorithms for control. The retrofitting strategies included the
addition of films and curtains on the interior side of the glass fagcade. Results indicated
a trade-off regarding the energy saving and thermal comfort between the two
approaches. Compared to MPC, curtains did not reduce energy demand as
significantly, but they provided better indoor thermal comfort. The study also found
thatthe lumped model used in the MPC system had limitations for summer calculations
and that some algorithms tended to be aggressive. In terms of retrofitting strategies,
the application of curtains enhanced thermal comfort more effectively than adding
films to the glass.

Keywords: Model Predictive Control, Grey-box Model, Glass Retrofitting Strategies,
Glass Facade, Energy Efficient Buildings, Thermal comfort, Educational Buildings
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Chapter 1

Introduction



1.1

1.2

Background

According to the International Energy Agency's report in 2023, building activities are
responsible for 30% of global final energy consumption (with 8% of emissions coming
directly from buildings and 18% from generating heat and electricity used in buildings)
(IEA, 2023). Heating, ventilation, and air conditioning (HVAC) systems, among other
energy-demand components within building infrastructures, contribute significantly to
energy consumption at 40-60% (Solano et al., 2021). Inefficiencies in their operation or
suboptimal thermostat settings can lead to considerable energy wastage. In addition,
the facade, as the interface between indoor and outdoor climate, plays an important
role in determining HVAC energy demand (Marginean, 2019). Having a vast area of
glass as a facade can be a problem when it generates a lot of heat transfer between
the indoor and outdoor environment. Therefore, it is also important to consider the
suitable facade properties and/or design to prevent energy waste.

Apart from energy usage, thermal comfort is a crucial factor in building design,
influencing both energy consumption and occupant comfort (Hensen & Centnerova,
2001). The mean radiant temperature (MRT) plays a pivotal role in determining the
operative temperature, a key metric for thermal comfort (Chaiyapinunt et al., 2005).
When buildings use glass facades, MRT is significantly impacted due to the higher
thermal radiation exchange between occupants and the building envelope and then
to the outdoor environment. In addition, glass facades are also affected by solar
radiation more than opaque elements. This thermal radiation exchange can lead to a
decrease or increase in the perceived temperature, making occupants feel colder or
warmer, respectively, and potentially leading to discomfort. This issue becomes
particularly evident in buildings with large glass surfaces.

To that end, two methods, among many others, became the focus of this research to
reduce the energy demand and improve the thermal comfort of a building: improving
the HVAC system and the facade. The former applies a smart control system, while the
latter is retrofitting the existing facade. Recent research regarding smart control and
facade solutions focuses on only one scope, no cross-comparison (Balali et al., 2023;
Sarihi et al., 2021). When a building design considers these options, which strategy
should be chosen? Should the system be changed, should retrofitting be added, or
should both be done?

Problem Statement

Based on the background mentioned above, itis clear that there is a gap in knowledge
on which strategy provides better performance. Therefore, the formulated problem
statement is:

There is a lack of understanding of how effective the application of Model Predictive
Control (MPC), compared to glass retrofitting strategies, influences the energy demand
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and thermal comfort of a glass facade building.
Research Questions

This thesis was driven by the curiosity of whether it is more effective to change the
building’s system, implement retrofitting, or perhaps both, for glass facade buildings.
Based on this and the problem statement, the main question of this research is:

What is the optimal strategy for reducing energy demand and maintaining thermal
comfort in glass facade buildings: modifying the existing building system,
implementing retrofitting strategies, or employing a combination of both approaches?

To answer that main question, several sub-research questions have been formulated
to investigate various aspects concerning energy demand, thermal comfort, MPC, and
retrofitting strategies. The formulated sub-research questions are:

1. What are the aspects influencing energy demand?

2. How is thermal comfort measured? What are the influencing parameters?

3. How can a model be developed for model prediction, and what is the problem
formulation for the control?

4. How does the integration of MPC affect energy efficiency and occupant comfort?

5. What are the retrofitting options, and how do they impact energy consumption and
thermal comfort?

6. What are the advantages and disadvantages of modifying building systems versus
implementing retrofitting strategies (concerning energy demand and thermal comfort)?
7. What is the effectiveness of combining building system modifications with retrofitting
strategies in achieving optimal energy savings and comfort levels?

Research Objectives

The primary purpose of this thesis is to evaluate the energy and comfort performance
of MPC and retrofitting strategies in glass fagade buildings. To get there, this study
aims to develop an MPC model that can operate a building to minimize energy
consumption while maintaining optimal thermal comfort. Additionally, retrofitting
strategies for glass facades will be selected and assessed using both the existing
system and the MPC model. A case study will be employed to develop the model, as
well as to test, calibrate, and evaluate its performance.

Research Methods

This study was conducted using simulations to achieve the main goal. First, the Pulse
Building (Building 33, TU Delft Campus) was selected as the case study. Using that
building, an RC-thermal network was constructed. This model served as the prediction
model in MPC. The building model was then calibrated through parameter estimation



until validated. Next, a control strategy was designed, which involved optimization as
the final part of the MPC process. This MPC was then applied to both the baseline and
retrofitting strategies, which were selected based on their performance when applied
to the baseline. Ultimately, the use of MPC in several alternatives was compared with
alternatives using the existing system concerning the energy demand and thermal
comfort. The illustration in Fig 1.1 depicts the research framework from the literature
study to data analysis.

LITERATURE STUDY
Comfort theory Energy demand MPC theory Glass Retrofitting

theory theory

v ' v

Retrofitting

— RC-model  ------ - .
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Validation ,'L‘\ v

\ Measured Validated 5 Assessment
data model /

- Filtered
‘| Control part alternatives
MP GLASS
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Filtered alternatives Filtered alternatives e @amaTarc

Fig 1.1 Research framework.
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Energy Demand in Buildings
Operational Energy vs Embodied Energy

Energy serves diverse functions within the built environment, including heating,
cooling, ventilating, and cooking. However, it is crucial to recognize that the energy
utilization of a building extends beyond its operational phase. The production of
building materials and energy-related components also needs energy. Consequently,
a building's energy consumption can be categorized into two main segments:
"operational energy," which represents the energy consumed during the active use of
the building, and "embodied energy" for the energy required for the production of its
materials. Calculating embodied energy typically involves employing Life Cycle
Analysis methodologies, as seen in Fig 2.1. This thesis will focus more on the
operational energy.

Raw material
extraction

Production of

primary products

“ Production

Material recovery
(e.g. through maintenance,
reuse, refurbishment, recycling)

-T— Operational phase
=l X

=
End of life cycle

Disposal (selective dismantling)

Fig 2.1 Building life cycle. Source: Hollenbeck & Naumann, 2023.
Energy Supply Chain

The energy cycle begins with the demand, often referred to as the energy "that is
required." This demand represents the specific form of energy needed, whether it be
heat, cold, light, or any other form, and it ultimately should be met using renewable
resources as they are accessible on Earth. In the intermediate stages, various technical
components come into play to convert, store, and/or distribute the energy into the
appropriate form, ensuring it is available at the right time and in the right location.

In the context of the built environment, the technical supply chain can be divided into
distinct levels, namely energy demand, final energy, and primary energy. Fig 2.2
illustrates this energy chain. It is crucial to have a clear understanding of these levels
and their respective meanings to assess energy systems accurately. For example, when



discussing the energy consumption of a specific building, it is essential to specify
whether we are referring to the energy demand, final energy, or primary energy, as
each of these concepts has distinct implications and significance in the evaluation
process.

Energy demand Final Energy Primary Energy
(also called energy needs) (= what you buy at the meter) (Energy that has not been subjected
to any conversion or transformation
process [carried out by humans|
CEN-EN 15603
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Fig 2.2 Energy supply chain: from energy demand to primary energy. Source: Jansen, 2020.
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This thesis defines energy consumption as the energy demand. It means the heat and
cold that need to be supplied or removed from a conditioned space to keep the
desired temperature. The energy demand functions as an indicator of the building's
intrinsic characteristics, including insulation and air tightness, in combination with how
the building is used, regardless of the specific technical systems or equipment utilized
to satisfy this demand.

Energy Needs in Building

The energy balance serves as the initial step in determining a building's energy
requirements. The energy balance of a room encompasses all the heat flows that either
enter or exit that particular space. Various types of heat flows are involved in this
calculation, as seen in Fig 2.3.

1 Transmission Heat transfer through the building Qtrans
P [ skin (walls windows, roof and floor)
System bmﬂ?{!\yﬂx" \‘\ y 2.Ventilation* Heat transfer associated with the Quent
' R ventilation air exchange of a room
:(' ’: 3.Infiltration* Heat transfer associated with airflow | Q¢
s i through cracks and crevices
N, % 5_3_5 i , — —
2 =t~ 6 | 4. Solar gains Radiation from the sun coming in Qsol
.4 - 'j . \ : through transparent surfaces
- ,i .3 ‘-’J -IE 5. Internal heat Production of heat in a room by Qint
:L____________‘_‘__'_’_’____{_____EE load persons, equipment and lighting
6. Heating and Heat transfer through the building Qgdem
cooling skin

Fig 2.3 Heat flows that enter and leave the room. Source: Jansen, 2020.



2.2

The heat transfer required to alter the temperature of the air is incorporated into the
heat balance as either a heat loss or gain. In a steady state condition, equations 1 and
2 can be applied as the heat flows are not dynamic. There are two main equations for
analyzing the energy system, as shown in equations 3 and 4. From the equations, it can
be concluded that when the energy balance is not 0 (zero), the building either has
excess heat or needs more heat, which leads to a cooling and heating demand.

Qin = Qout (D

Qtrans T Quent T Usot + Qine + Qaem =0 (2)
Qtrans = Uvae X A X AT (3)

Quent = M X Cy X AT 4)

Here, A isthe surface area[m?], m isthe mass (air) flow rate [kg/m], and C, is specific
heat capacity [kd/kg/C]. The minimum airflow for a person in an educational building
is 8.51/s.

Thermal Comfort

High-performance buildings typically prioritize reducing energy consumption to
achieve energy efficiency. However, the indoor quality, especially the occupant's
comfort, is often overlooked (Mousavi et al., 2023). Thus, including the comfort aspect
when designing these buildings is also crucial.

Thermal comfort is a condition where individuals do not feel compelled to adjust their
surroundings through actions or behavior (Hensen, 1991). Another definition of
comfort by ASHRAE in 1992 is “the condition of the mind in which satisfaction is
expressed with the thermal environment. It can be expressed into observable
parameters”. Six parameters that influence thermal comfort, which include physical
and personal variables, were published by Machperson in 1962 and can be seen in Fig
2.4 (Z. Lin & Deng, 2008).
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Fig 2.4 Six influencing parameters of thermal comfort. Source: Simion et al., 2016.



Current knowledge has two different approaches to defining thermal comfort, namely
the static approach and the adaptive approach (Doherty & Arens, 1988). This section
will review these two thermal comfort approaches.

Static Model

The static model is an approach where it uses the heat balance concept. The proposed
method by Fanger centers on the six key parameters that impact thermal comfort:
humidity, air velocity, mean radiant temperature, air temperature, occupants'
metabolic rate, and clothes. Thermoregulation theory, which is the base of this
approach, explains that humans exchange heat with the environment by sweating,
shivering, and regulating blood flow to the skin to uphold a heat equilibrium (Charles,
2003).

Fanger combined several experimental investigations in climate chambers, which
incorporated over a thousand participants, resulting in the predicted mean vote (PMV)
index. The PMV index, which projects the average reaction of a large population, is
associated with ASHRAE's thermal sensation scale: -3 cold, -2 cool, -1 slightly cool, 0
neutral, +1 slightly warm, +2 warm, and +3 hot. The integration of PMV led to the
development of the predicted percentage of dissatisfied (PPD) index. The PPD
anticipates the proportion of individuals who expressed dissatisfaction by rating
outside the central range of three points on the ASHRAE scale (ratings of -3, -2, +2, +3).
The relation between PPD and PMV values can be seen in Fig 2.5.
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-1

0

PMV
Fig 2.5 Relation of PMV and PPD. Source: Djongyang et al., 2010.

Adaptive Model

While the heat balance approach considers occupants to act as passive recipients
towards thermal conditions, the adaptive model of thermal comfort encompasses
various strategies individuals employ within buildings to attain a comfortable thermal
environment. These adjustments can be grouped into three distinct sets of responses:
behavioral adaptation, physiological adaptation, and psychological adaptation (Kwok



& Rajkovich, 2010). Individuals typically respond in one to two categories, aligning with
the three aforementioned categories (Roaf et al., 2010).

Through the analysis of field survey data from various locations worldwide, there is a
discovery of a strong correlation between the comfort temperature and the average
indoor temperature (Nicol et al., 2012;M. Humphreys, 1976). Furthermore, it was
observed that there exists a significant correlation between the indoor comfort
temperature and the outdoor temperature (M. Humphreys, 1978). Equation 5 and Fig
2.6 illustrate a linear equation to express the relationship between comfort
temperature and monthly mean outdoor air temperature.

T, =119+ 0.534T, (5)
North USSR UK UK Baghdad
winter Jan July Singapore July
|-24° .4°) 18°) +27°) +34°
skt rgaraererrflsiiTlrersaga rereE Tt
34 ® Free-running buildings, regression line A
© 32~ o Other buildings, regression line B
a oL
g 30 = - ” s
- ,/ L)
2 28 p- ",’ /
26 ’_—':r’.}.O.’/’
,,,,, - % oe-
-------- 2l B R s TP

- o 8 o° o® .— Y
_________ 018— O_O__,:/.-’/’
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Monthly mean outdoor temperature °C

Fig 2.6 The relationship between preferred temperature and monthly mean outdoor temperature. Source: M. A.
Humphreys et al., 2013.

Here, T, isthe preferred indoor temperature [C]and T, isthe outdoor monthly mean
temperature [C] for a specific region. As stated in ASHRAE 55, this approach also has
a relationship with PMV and PPD, as seen in Fig 2.7. The figure below uses indoor
operative temperature [C] as the y-axis, which includes surfaces temperatures, view
factor, and indoor air temperature, instead of indoor air temperature only (see
equations 6 and 7). In the mentioned equations, surfaces temperatures are
represented as Ty [K] and the view factors as F, in mean radiant temperature MRT.
The relationship between MRT and indoortemperature Ti,400r Canbe seeninindoor
operative temperature T,, equation, where hr is radiation coefficient and hc is
convection coefficient.
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Fig 2.7 Relation with PMV and PPD. Source: ANSI/ASHRAE Standard, 2017.

hr MRT + hc Tipgo0r
op = hr + hc (6)
n i
MRT = ( Fy; X Tsi4> (7)
i=1

While the static approach is suitable for designing HVAC systems for modern buildings
as it helps set the setpoint, the adaptive approach acknowledges the dynamic and
interactive nature of thermal comfort. The adaptive one emphasizes real-world
variability and individual adaptability, which makes it more suited to diverse and
changing environments. Unlike the static model, this approach provides a range of
setpoints in relation to outdoor temperature.

Dutch Thermal Comfort Model

The adaptive temperature limit value (ATG) method, an evolution of the Dutch thermal
comfort metrics, was further refined in 2014, establishing the current guidelines for
adaptive thermal comfort in the Netherlands (Boerstra et al., 2015). Aligned with
international comfort standards such as NEN-EN 15251 and NEN-EN-ISO 7730, the
revised ATG method employs Operative temperature to assess comfort limits.
Buildings are categorized based on alpha or beta types and their classification level
(Class A/B, C, D). The adaptive thermal comfort limits for each class are detailed in Fig
2.8, while the relationship between comfort class limits and outdoor running mean
temperature for alpha and beta buildings is depicted in Fig 2.9.
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Class (bandwidth) Explanation PPD  PMV analogy (bandwidth)

A High level of expectation. Select this category as a reference ~ Max. 5% -
when designing spaces for people with limited load capacity
(for instance, sensitive people or persons who are discased)
or when there is a higher demand for comfort

B Normal level of expectation. Select this category as a reference Max. 10% —0.5 < PMV < +0.5
when designing or measuring new buildings or in the case of
substantial renovations

C Moderate level of expectation. Select this category as a Max. 15% —0.7 < PMV < +0.7
reference in the case of limited renovations or when
measuring older existing buildings

D Limited level of expectation. Select this category as a reference Max. 25% —1.0 < PMV < +1.0
in the case of temporary buildings or limited use (for
instance, one to two hours of occupation per day)

Fig 2.8 Buildings categorization and classification description. Source: Boerstra et al., 2015.
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Fig 2.9 The adaptive temperature limit value (ATG) model. Source: Boerstra et al., 2015.

Orm = (0.2).0,q_1 + (0.8). 01 (8)
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+(0.8)5.0,4_¢ + (0.8)6.6,,_,

According to Boerstra et al., the RMOT or running mean outdoor temperature 6,,, can
be calculated using equation 8. Here, the 6,,,, and 6,,,_; are the RMOT for today and
the day before, respectively. 6,,_; denotes the DMOT or daily mean outdoor
temperature for the previous day. In case of unavailable DMOT records, equation 9
can be used.
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2.3 Enhancing Existing Glass’ Performance

As mentioned earlier, most of the heat transfer occurs at the building envelope. Glass
plays a significant role as heat quickly passes through due to the low thermal mass of
glass. Therefore, having a glass facade can pose challenges for energy demand and
thermal comfort. This section will explore the impact of glass in buildings and discuss
some retrofitting options to improve glass performance.

Overcooling and Overheating

The buildup of heat within the structure can lead to discomfort among occupants,
which is defined as overheating. Sensitivity to temperature varies, but most individuals
feel warm at 25 °C and hot at 28 °C, while temperatures exceeding 35 °C can induce
significant discomfort (Gupta & Gregg, 2018). Some research indicates that the efforts
to enhance energy efficiency in winter through strategies like improved insulations and
airtightness to reduce heat loss contribute significantly to overheating during summer
months. The main factors contributing to overheating issues include external heat gain
(heat accumulation from the building envelope), underestimate of internal heat gain
(heat accumulated from occupants, lighting, appliances, and building services), and
inadequate ventilation approaches (Barbosa et al., 2015;Gupta & Gregg, 2018;Kazanci
& Olesen, 2016).

On the other hand, the precise definition and quantification of overcooling concerning
thermal comfort have yet to undergo systematic investigation. However, some
literature, as stated in (Alnuaimi et al., 2022), often describes "overcooling" as the
excessive use of active cooling systems within a space. The paper categorized three
definitions of overcooling, at which one explains overcooling as the occurrence when
the air temperature drops below a predetermined criterion, typically the setpoint
temperature. Furthermore, alongside single temperature points and temperature
ranges, the study also outlines degree-time interval metrics like overcooling degree
days. These metrics compare designed comfortable air temperatures, factoring in
seasonal temperature ranges and humidity, with external air temperatures to gauge
the extent of overcooling.

The other definition explains overcooling in terms of the thermal comfort metrics PMV
and PPD where PMV below -0.5 is considered as too cold. In the adaptive approach,
where the focus is on indoor operative temperatures, discomfort is not only assessed
by looking at the air temperature itself but also by taking surface temperatures into
account. Therefore, overcooling and overheating can occur not only when the indoor
air temperature exceeds thermal comfort limits but also when the surface temperatures
drop or increase, respectively. The phenomenon is especially common in buildings
with full-glass facades. (Kontes et al., 2017).

13



Strategies to Enhance Glass Performance

Enhancing the building envelope can prove advantageous in mitigating the potential
for both overheating and overcooling (Chvatal & Corvacho, 2009). Thermal discomfort
in glass facade buildings is related to glass surface temperature and solar radiation,
where the intensity of transmitted diffuse solar radiation emerges as the primary factor
influencing discomfort levels (Chaiyapinunt & Khamporn, 2021). Nonetheless, in the
case of windows with low transmittance, the significance of discomfort is more linked
to surface temperature fluctuation rather than to solar radiation (Khamporn &
Chaiyapinunt, 2014). According to (Wahi, 2020;Sarihi et al., 2021), there are some
potential strategies that can be done to improve glass facade buildings, see Table 2.1.

Table 2.1 Potential strategies to improve glass facade building. Source: Wahi, 2020; Sarihi et al., 2021.

Goals Actions Strategies Placement
Minimize solar gain  Reduce glazing ratios Change fagade composition Facade
Minimize solar gain Reduce SHGC values Change glass, add films, Facade

coatings
Sun protection Shade the glass Add shading, shutters, External
greenery
Sun protection Solar control Change glass, add films, Facade
coatings, enamels
Sun protection Prevent solar entering Add blinds, curtains, paints  External and internal
space
Insulate Insulated glazing unit Change glass, add films, Facade
coatings, curtain
Insulate Triple glazing Change glass Facade
Add thermal mass  Exposed thermal mass Add PCM External and internal

However, renovating the building by changing the glass or adding a new structure
adds to the energy in the building life cycle or the material life cycle (Ardente et al.,
2011). This thesis tries to keep the glass in place, keep the embodied energy as
minimal as possible, and maintain the facade's appearance. Therefore, not all
retrofitting strategies are suitable. Facade composition, changing glass, and adding
shade are no longer considered. An option like enamel requires a high temperature
for the firing (minimum of 590 °C) (Beltrén et al., 2020). This option may not be suitable
for all glass types, especially for existing glass, for which an assessment of the glass
and the surrounding materials is needed. Therefore, adding enamel is also no longer
considered an option.

From the explanations above and the strategies comparison matrix in Fig 2.10,
strategies that remain mostly involve modifying the glass surfaces and adding blinds.
The latter is to improve solar heat gain and add resistance between the indoor air and
outdoor air (Wright et al., 2009;D. Wang et al., 2015). One approach for the glass
surfaces’ modification is adding a coating to the glass, while another is applying a film.
Coating is a process where a very thin layer of liquid is applied to the original glass

14



Comparison Parameters

surface, which can be done in controlled and uncontrolled environments using a
spraying machine (controlled) or manual brushing (uncontrolled). This method
requires curing to make the coating durable, which can be accomplished through
either firing or UV curing (Trier & Ranke, 2007). However, coating that is applied
directly to an existing window can lead to oxidation because of the direct contact
between the silver and air. Wrong application can lead to ineffective performance.
Direct spray coating improves the glass's performance (S. Lin et al., 2019), but it is
better to keep the coating layer in sealed air also to improve its lifespan (Van Den
Bergh et al., 2013).

As for filming, the process is less complex. It does not require special appliance
treatment and no curing for finishing. Films can be placed inside or outside the
windowpane (Yin et al., 2012), depending on the purpose and product requirements.
However, placing an additional layer of film on the indoor surface is preferable to
prevent it from being affected by the weather (EPD, 2024).

Retrofitting Strategies Comparison Matrix
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Fig 2.10 Retrofitting strategies comparison matrix.
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2.4 Building Energy Modeling Approach

To assess the building’s energy demand and thermal balance, various modeling
techniques are developed. These models fall into three categories: white-box (physics-
based), black-box (data-driven), and grey-box (hybrid) (Delcroix et al., 2021). The
objective of these models is to create a digital twin of the actual building or the building
that is under construction.

The model can be static or dynamic. The static or steady-state models are
characterized by constant or unchanging parameters over time, whereas dynamic or
unsteady-state models involve parameters that vary with time. Dynamic modeling
addresses a range of issues associated with transient operations, which are essential
for system startup, shutdown, and responses to disturbances (P. Li et al., 2014).
Disruptions in HVAC systems can occur as a result of fluctuations in heating and cooling
loads, human activities, or control interventions (Bendapudi, 2002). This section will
discuss the three models and their characteristics.

White-box approach

In white-box technique, the buildings’ thermal modeling can be approached by
developing the physical properties of the materials within the structures through the
application of either thermal dynamic equations or resistance-capacitance (RC)
modeling (X. Zhang et al., 2020). These models are predominantly employed during
the design phase, where the objective is to forecast and assess the performance of
HVAC system components via simulation with tools, as seen in Fig 2.11 (Afroz et al.,

2018).
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Fig 2.11 Building energy simulation tools used in white-box modeling approach. Source: Kim et al., 2022.
The white-box model is based on the concept of energy balance in the building, which
influences energy demand if there is any imbalance. Cooling loads arise when the

building accumulates excessive heat, necessitating cooling measures to restore
equilibrium (indicated by a positive outcome in the heat balance equation). In contrast,
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heating loads manifest when the building encounters heat deficiencies, causing a drop
in temperature and requiring heating interventions to rectify the situation (indicated by
a negative outcome from the heat balance equation) (Chwieduk, 2014;Stephens,
2019).

Black-box approach

Black-box or data-driven models are constructed by collecting real-world system
performance data while also taking into account the prerequisites for measured
chronologically ordered data, alongside considerations of accuracy and complexity
levels (S. Zhang et al., 2021). Unlike the white-box method, this method is used when
there’s no physical data of the building, but there are sensors monitoring the building'’s
behavior which often found in modern or smart buildings. Therefore, this approach
neglects the physics phenomenon in the buildings (Lu et al., 2022). Subsequently,
mathematical relationships between input and output variables are established using
methods such as statistical regression or artificial neural networks (ANN) (Vaughn,
2014). A standard workflow of this data-driven modeling technique can be seen in Fig
2.12.
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Fig 2.12 Diagram illustrating a standard black-box model approach using machine learning. Source: Kim et al.,
2022.

While a white-box model simulates the energy balance conditions of a space, a black-
box model focuses on predicting how future data (output) will appear based on
historical data. The output can be electricity, heating or cooling demand, or hot water.
Although the black-box approach does not need a physical formula, it still needs
logical input data to help make a correlation with the output, such as weather data,
occupancy data, indoor environment information, and building characteristic data (Lu
et al., 2022). The details can be seen in Fig 2.13.
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Fig 2.13 Inputs, outputs, and data-driven methods for black-box modeling. Source: Lu et al., 2022.

Grey-box approach
The gray-box category combines the white-box and black-box approach which
includes simplified physical relationships and requires parameter estimation based on
measured data (Shamsi etal., 2021). This approach is selected when both physical data
and measured data are accessible, but there is discrepancy between the calculations
derived from the physical data and the measured data. A diagram illustrating a
standard grey-box model approach can be seen on Fig 2.14. Typically, gray-box
models start by simplifying physics by reducing state-space dimensionality or
linearizing them using RC analogy (similar to an electrical circuits). The RC is then
combined and calibrated with measured data from the real building condition (Ljung,
2001). The process aims to get a physically logical model that resembles the real

condition.

“White-Box™ Sub-Modeling “Black-Box™ Sub-Modeling

Physics-based Formulation Distribution of Variables | Predictor
Assumptions | ) L Variables
Solution and Verification Parametric For i

Integration in a “Grey-Box™
Modeling
[—ﬁ Validation t Data
Parameter Data <

Input Data
\—ﬂ Application %—,

Fig 2.14 Diagram illustrating a standard grey-box model approach. Source: Kim et al., 2022
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White-box sub-modeling

As mentioned before, the grey-box approach starts with white-box modeling. This step
does not have to be as complicated as pure white-box model. In fact, most grey-box
models use RC-model, where a model is defined based on its similarity to an electrical
circuit with resistors and capacitors, as illustrated in Fig 2.15. Just like white-box
modeling, the input of this RC-model is the building material information, where R
being the resistance value and C being the capacitance. In this simple example, it
represents the model of a building’s envelope, where C, represents the thermal
capacity of the zone (the ability to store thermal energy) and R, represents the
building walls separating the ambient temperature T,y iq00r from the zone's
temperature T;, (Boodi et al., 2022). In another example, there are alsoQ, and
gAQgun which represent thermal power from the building’s heating system and solar
irradiation, respectively (Y. Li et al., 2021).

1. 2R1C 2. 3R2C 3. 3R4C
; R T, Ry . Rl T(‘l 1?2 1(‘2 "3 Ra,“, l(l [fl I(r Rg R:s Rhm
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| |

“—
||}—

Fig 2.15 Example of RC-model of a building envelope. Source: Boodi et al., 2022.

There are some assumptions that need to be considered when making RC-model:
natural ventilation and all three heat transfer coefficients (radiation, convection, and
conduction) are constant (Z. Wang et al.,, 2019). Based on those assumptions,
relationship between resistance and capacitance can be seen in equation 10.

dTCl Toutdoor - TCl TCZ - TCl

C = 10
Loat R, * R, (10)

The equation above takes the second example of RC-model (3R2C) at node 1. Here,
C, denotes thermal capacitance, T;; and T., represents nodes temperatures, R,
and R, are the thermal resistance between the temperatures. This equation is then
converted into matrix form. Another example of RC-model, the equations, and the
matrix can be seen on Fig 2.16.
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Fig 2.16. RC-model, differential equations, and the matrix. Source: Z. Wang et al., 2019.

Black-box sub-modeling

In the dynamic simulation, parameters such as T,, T,, Qn, and Qg will vary from time
to time and are commonly referred to time-series data. Depending on availability,
those parameters are historical data that can be gathered from field measurements,
sensors, or weather stations (Berthou et al., 2014). The involvement of historical data
marks when the black-box modeling first comes into play. The simulation will still use
the physical formulation from the white-box modeling, but specific parameters are
sourced from historical data, as seen in the parametric formulation phase in Fig 2.14.

Black-box calibration

Depending on the model output, validation with measured data is crucial, as seen in
the validation phase on Fig 2.14. For instance, if the model’s output is energy demand,
this calculated energy demand must be compared to the actual energy demand to
identify discrepancies. If discrepancies occur, a calibration needs to be made (S. Wang
& Xu, 2006).

Various approaches can be employed to compare the calculated and measured
datasets, including sum-squared error, mean-squared error, mean-bias error, and
others (Holst et al., 1992). ASHRAE provides guidelines for calibrating energy models
using monthly and hourly data (Ruiz & Bandera, 2017;Leitdo, 2017). Key metrics for this
evaluation include the Mean Bias Error (MBE) and the Coefficient of Variation of the
Root Mean Square Error (CV(RMSE)) as seen in Table 2.2. The calculation for both
metrics can be found in equations 11 and 12.

20



Table 2.2 Calibration criteria for simulation model. Source: Ruiz & Bandera, 2017.

Calibration Matrix

Time-series data CV(RMSE) MBE
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Fig 2.17 Diagram illustrating an example of parameter estimation workflow. Source: Wang & Xu, 2006.
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2.5

The calibration process involves adjusting specific constant parameters, a procedure
known as parameter estimation (Kristensen et al., 2004). This adjustment is carried out
to align the calculated output with the measured data. The essence of this method lies
in systematically testing new parameter sets to minimize the error matrix or maximize
the accuracy, as seen in “calculate objective function” in Fig 2.17. The calibration
algorithms are optimization algorithms. Therefore, the approach can be either
derivative-based or non-derivative (Farag et al., 2024). Some well-known methods for
selecting the next sets of parameters include genetic algorithms, first and second-
order derivatives, Bayesian optimization, and others. The choice depends on the
nature of the data or the function. After the calibration, the new (validated) parameters
will be used for the model instead of the initial parameters.

Building Control Strategies

BMS or building management system is a control system that regulates either the
HVAC or electrical systems in the building (Joseph, 2018, p. 45). For HVAC system,
BMS can control some variables such as air pressure, humidity, temperature, etc.,
which can vary over time. The general workflow of this control system can be seen in
Fig 2.18. From the illustration, the function of this control system is to monitor or gather
the building conditions, detecting discrepancies between the measured and the
setpoint, and control the system to minimize the error or accessing alarm for manual
tuning (Liu et al., 2023).
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Fig 2.18 General workflow of building control system.

Conventional building control relies on rule-based feedback mechanisms, employing
predetermined logic and schedules for the operation of building equipment. These
control strategies are typically implemented using classical control techniques like
on/off control and Proportional-Integral-Derivative (PID) control. However, the
growing complexity of building control tasks, such as integration with the grid,
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occupancy-based control, and prediction-based control, has presented challenges to
these conventional approaches. Based on the current research, one of the popular
advance control methods is model predictive control which can outperform the
traditional PID control (Drgona et al., 2020;Salcan-Reyes et al., 2024).

Model Predictive Control (MPC)

MPC system is usually a closed loop system as seen in Fig 2.19. The workflow includes
gathering the building current state and disturbances, forecasting the future behavior
of the building, and optimizing the control input to meet certain objectives while
satisfying the constraints (Drgona et al., 2020).
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Yk
; dy . Ty .
Builting model Estimator

Fig 2.19 Closed loop system of MPC. Source: Drgoria et al., 2020.
Objective

A cost function or an objective function serves as the target of the MPC, which may
involve minimizing or maximizing a certain variable (Drgona et al., 2020). The goals set
for this method are not restricted to being singular or linear. In some cases, multi-
objective MPC involves opposing objective functions. The most popular trade-off case
is minimizing energy consumption while maximizing occupant comfort. The
formulation of the optimization will find a way to balance the two or more goals.

Choosing the objective function for MPC depends on several things, one of them is the
level of detail of the modeling. For instance, the objective of minimizing heat transfer
is commonly used when the model captures only the building envelope. On the other
case, where the HVAC system is modeled, the objective can be minimizing the energy
consumption. However, the objectives are not limited to occupant comfort and energy
consumption. Some research shows that monetary cost, greenhouse emissions, and
energy storage can also be the objectives.

In order to achieve the objective, as suggested in the system name, there will be
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something that is controlled. Some MPCs are designed to control the HVAC
component such as the temperature setpoint, the valve opening for air, or water flow
rate. For the building model with only the facade, the control can be the heating or
cooling amount delivered into the room or the setpoint for the supply air or water. In
general, the objective and control are formulated according to how detailed the model
is (Drgona et al., 2020).

Constraints

Unlike the objective function, constraints in MPC needs to be defined typically as a set
of ranges and can be set on input, output, or any variables (Maciejowski & Huzmezan,
1997). The purpose of constraints is to keep certain variable within specified limits.
There are hard constraints that have to be satisfied by the system and soft constraints
that can be more flexible as it only adds penalty. Examples of constraints include room
temperature, comfort metrices, air flow rates, etc. Occasionally, constraints may need
to be softened to prevent infeasibility during the optimization. In adaptive MPC, the
constraints can also vary in time, requiring “if-else” statements in the formulation.
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3.1

Case Study: Pulse (Building 33), TU Delft Campus

Pulse (Fig 3.1) is the first energy-neutral edifice within the TU Delft campus, boasting
an impressive energy label of A++++. The rooftop is equipped with 490 solar panels,
covering an area of 750 square meters, and these panels generate an annual yield of
150,000 kWh. This solar array is proficient in supplying all the building’s energy needs.
Moreover, Pulse incorporates a system of heat and cold storage underground (ATES)
and is fitted with high-grade insulating glass. The building is managed by active BMS,
a sophisticated system that intelligently regulates renewable energy, ventilation,

lighting, cooling, and heating at the level of individual rooms. The design of the facade
openings maximizes the use of natural daylight, thereby reducing the reliance on
artificial lighting and further diminishing energy consumption.

Despite the impressive energy efficiency of the building, my personal experience
highlights a significant issue with thermal comfort, particularly in study areas near the
glass facade. Depending on the season, these areas can become uncomfortably cold
or hot. This observation underlines the importance of not just focusing on energy
efficiency but also paying close attention to thermal comfort within the building.
Balancing these two aspects is crucial for creating a sustainable and comfortable
environment for occupants.

Building Fagcade

This building adheres to passive-house regulations, boasting impressive R-values.
Opaque elements on the facade and roof have an R-value of 7 m?K/W, while the
ground floor and external floors have a value of 5 m?K/W. Internal walls, since they are
not directly exposed to outdoor temperatures, possess a slightly lower resistance at 3
m2K/W. In terms of transparent elements, which dominate the facade, the buildings
employ triple-glazing units with a U-value of 1.65 and a g-value of 0.4. Fig 3.2 provides
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a visual depiction of the building fagade. Appendix A provides the material details.

Fig 3.2 Pulse facade.

Building Management System

Pulse Building stands as a sustainable and energy efficiency building. It uses the power
of an Aquifer Thermal Energy Storage (ATES) system to regulate its internal
temperature. With a coefficient of performance (COP) of 4.5 for heating and 30 for
cooling, Pulse maximizes the efficiency of its energy usage. Its climate control
infrastructure is comprehensive, including climate ceilings in lecture halls and study
areas, as well as floor-based heating and cooling systems in corridors. Additionally,
mechanical ventilation also plays a role in maintaining optimal indoor temperatures in
summer, further enhancing the building's energy performance.

The Pulse building uses active BMS, which means it is equipped with various sensors,
including one that measures the CO; levels in each room. This sensor is utilized to
regulate the amount of ventilation required for the indoor space. The minimum
ventilation rate per person is set at 30m3/h. The building also features operable
windows that occupants can use for natural ventilation. However, this study does not
take into account this feature; it only includes infiltration (0.5L/s/m?) as part of the
ventilation system.

The data obtained from Pulse's BMS includes energy demands, indoor temperatures,
and outdoor temperatures for winter and summer. Since the case study involves
numerous sensors, outdoor and indoor temperatures were gathered from them and
averaged. The available dataset is hourly data and spans from 2019 to 2022.
Compared to other years, 2019 does not represent the actual energy demand
behavior (the flat lines); therefore, this particular year was not considered. The graph
of 2020’s energy consumption is relatively flat, indicating that the weather was not too
extreme. Energy consumption in 2021 and 2022 was significantly more fluctuating.
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However, looking at the peak winter and summer periods, 2022 had higher energy
consumption. Therefore, this study uses the building and weather conditions from
winter (January) and summer (July) of 2022. The periods were chosen to determine
whether the proposed alternatives can withstand extreme weather based on the
available data. A comparison of energy consumption across the four years can be seen
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Fig 3.3 Pulse’s energy consumption from 2019 to 2022.
Fig 3.4 Pulse’s energy consumption in winter, January 2022.
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Fig 3.5 Pulse’s energy consumption in summer, July 2022.
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As seen in Fig 3.4 and Fig 3.5, there are several extreme drops in both winter and

summer. Since these drops appear extreme, it is assumed there was either a reset or



an error in the sensor. Therefore, drops resulting in negative values during summer are
assumed to be equal to those at the previous timestep. Since the drops do not reach
negative values for winter, they need to be chosen manually. It appears that there are
six drops in the winter. Those drops are also assumed to be equal to the value at the
previous timestep.

Occupancy Schedule

This facility serves not only as a classroom but also as a study space for students.
Teaching activities are scheduled from 8:00 to 16:00, while the building remains open
from 8:00 to 24:00 to accommodate student needs. Although few students typically
stay late, it is common for them to remain until closing time during exam weeks. There
are approximately 13 classrooms with capacities ranging from 40 to 130 seats. Study
areas are situated on the intermediate floor (mezzanine), first floor, and second floor,
mainly near the large glass fagade. The combined capacity of these study areas totals
approximately 150. Additionally, on the ground floor, there is a horeca space that
functions as a cafeteria area at certain times on the day and can also serve as a study
area. Since there are no sensors for occupancy counting, the occupancy schedule for
2022 is obtained from TU Delft's academic calendar, room capacitance, and personal
experience. A comparison between winter and summer occupancy in January and July
2022 can be seenin Fig 3.6 and Fig 3.7. The academic calendar and assumptions made
for the occupant amounts can be seen in appendix B and C.
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Fig 3.6 Pulse’s occupancy estimations in January 2022.
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Fig 3.7 Pulse’s occupancy estimations in July 2022.
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3.2 RC-modeling
RC-thermal Network

To accurately capture the dynamic effects of changing disturbances such as solar
radiation and outside temperature, a dynamic simulation approach is employed. This
simulation not only tracks the fluctuations in indoor temperature but also monitors the
variations in surface temperatures, taking into account the thermal capacity of the
materials. Such dynamic simulation proves to be more accurate in assessing the
changes in climate and occupancy schedules of the building, offering an improvement
over static models, particularly for time series analysis. This section discusses the
workflow and matrices utilized for RC modeling to evaluate the accuracy of the models
associated with different node quantities.

RC-modeling workflow

As outlined in the literature review, the RC-model serves as the initial stage in making
an MPC to make a digital twin for the building. The selected case study was
transformed into a matrix format in Python. This matrix facilitates the calculation of heat
transfers over time, allowing for the computation of the energy demand and surface
temperatures of all times. The simulations were conducted during January and June
2022 at 1-hour intervals. The workflow for the dynamic simulation is presented visually
in Fig 3.8.

Start
Initialise building's heat transfer
formula on each node

|

Rearrange equations
Inputs: for matrix
Material l
properties,
building schedule,
weather, indoor RC-model:
temperature White'box
Update thermal
mass state
I Matrix calculation
Updated Tpast i
Output
Qcalculated

Q

measured

Parameter
Estimation

Satisfy calibration

le— No )
requirements?

Yes

Stop
Validated model

Fig 3.8 Workflow of the RC-modeling for dynamic simulation.
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Matrix arrangement

The matrix for RC-model in this thesis is based on the thermal networks and heat

transfer equations, which can be seen in Table 3.1 and Table 3.2.

Table 3.1 Thermal networks symbols and equations.

Symbols Description Equations
- Absorbed solar radiati Ay X Ag X Q
sorbed solar radiation XAy XQ,
\OW Lo
sl )

Q A Heating Qneat

._—-:I-——- Advection Pair X Vair X Cpair X AT
W Convection Keony X Ag X AT

—JE— Radiation Xpag X F X Ag X AT
N

A (Z X; X TSH>
i=0

N =50 x dg

kxpxC
. . X — 2/ pS
| Conduction and accumulation o=/ [T 3000

using response factor method X, = —Xo(2VA — VR F T = VA1) ;n > 0

Error
chor :Xn —m ;n > 2
N

Error = z Xn
0=0

Table 3.2 Matrix arrangement based on thermal networks.

Simple
room
example

Model structure
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The following matrix in equation 13 acts as the core calculation of the dynamic
simulation. With n representing the number or sequence of the nodes, matrix T serves
as a pivotal repository where all variables are yet to be determined. These variables
include surface temperatures alongside the desired output variable, Q. Conversely,
matrix B is designated to house known variables that go with solar radiation, Toutdoor,
and Tindoor after the equation rearrangement. This matrix also contains the capacitance
C of the materials, which will be updated during the simulation process. Matrix M plays
a crucial role in conducting the heat transfer analysis, where most of the calculations of
thermal balance are placed. Each row within matrix M delineates the nodes, thereby
enabling examination of the thermodynamic phenomena occurring in the building.

Tsq My, - M1n 1
=, 13
Tsn—l Mn—l,l n 1,n-1 ( )

Qcalc Mn,l nn 1

Input parameters

As stated in the literature study chapter, the input parameters for the matrix include
material properties (envelope and thermal mass), building schedule, outdoor
temperature, solar radiation, and indoor temperature. Building envelope and thermal
mass data were obtained from detailed drawings and estimated for the lumped-model
version. The complete parameters are detailed in Table 3.3, appendix D, and appendix
E.

Table 3.3 Input parameters for matrix calculation.

Parameters Description Units
T, Outdoor temperature °C
T; Indoor temperature °C
A Area of the building surfaces m?
U-value Glass Reciprocal of resistance for glass W/m?K
A, Absorption value of glass; use g-value or Solar Heat -
Gain Coefficient (SHGC)
F View factor -
X onvy Outdoor convective coefficient W/m2K
X conw; Indoor convective coefficient W/m2K
(S Radiative coefficient W/m2K
U-value Opaque Reciprocal of resistance for opaque element W/m?2K
D, Absorption value for opaque surfaces -
d Thickness for opaque element m
R Thermal resistance for opaque element m2K/W
k Thermal conductivity for opaque element W/mK
Ps Density for opaque element Kg/m?
Cps Specific heat capacity for opaque element J/kgK
Q, Solar energy MJ/m?
Vent Ventilation per person m3/s/person
Pair Density of air Kg/m3
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Couir Specific heat capacity of air J/kgK

Qint Internal heat gain per person W/m?

The mentioned parameters are utilized consistently across all model versions. The
subsequent sections will explain the different model versions. Certain parameters
undergo modifications due to alterations in the thermal networks, particularly in the
lumped version. The parameters held constant throughout are T,, T;, Q,, vent, py;.,
Cpair: and Q-

Different model versions

Three different versions of the RC-model were employed in this study. The aim of these
three models is to compare the simulation accuracy against the measured data and to
get a model that can calculate quickly. The latter goal is considered because this model
will be used by MPC to forecast in real-time.

The first version of the RC-model is called V. 1. This model only includes the building
envelope, recognizing it as the primary place of heat transfer phenomena. Each
element of the envelope, including walls, windows, roofs, and indoor air, is assigned
as a unique node within the model. This configuration, which can be seen in the
appendix F, results in a matrix of dimensions 20x20 corresponding to the
approximately 20 nodes employed. Fig 3.9 illustrates the distribution of nodes in the
building section.

Fig 3.9 V.1 nodes distribution on Pulse’s section.

The next version of the RC-model is called V.2. This model not only includes the
building envelope, but also the inner walls and floors as internal mass. This model aims
to see how accuracy increases or decreases with the presence of a thermal mass in the
calculation. All internal walls or floors are assigned as one node within the model, as
they have the same material properties on the surfaces. The additional nodes details
can be seen in the appendix G. The glass walls inside Pulse are negligible due to their
low thermal capacitance. The matrix configuration is the same as V.7 but with the

34



addition of 2 rows and columns for the internal mass. Fig 3.10 illustrates the distribution
of nodes in the building section.

Fig 3.10 V.2 nodes distribution on Pulse’s section.

The third version of the RC-model is called V.3. Compared to the last two versions, this
model only has five lumped nodes: opaque envelope (including walls and roof),
external windows, indoor floors, indoor walls, and indoor air (Fig 3.11). The nodes'
details can be seen in the appendix H. This model is way more simplified than the other
two. The objective of this model is to evaluate whether the simplification affects the
calculation accuracy and to determine if the computational time can be reduced.

Cr

Fig 3.11 V.3 nodes distribution on Pulse’s section.

Model Calibration (Parameter Estimation)

Calibration is performed by changing parameters (inputs) until the simulation results
closely align with real-world scenarios. The calibration process can be accomplished
through manual or black-box methods. Manual tuning, such as adjusting the building
schedule and ventilation amount, is taken prior to the black-box process. The
calibration using the black-box method is aimed to perceive CV(RMSE) and MBE values
within the threshold, as stated in the literature study. The workflow for parameter
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estimation is visually depicted in Fig 3.12. The problem formulation in this optimization
process starts with initiating values of the parameters that will be estimated. These
initial guesses can be depicted from technical drawings, the rule of thumb, and
assumptions. Some parameter bounds need to be stated in order to avoid nonsensical
estimations. The bounds estimation can be seen in equation 14.

Start
Fixed input: A, To, Ti, vent, people

|

Initial guess: A1, D1, X0

|

RC model:
Matrix calculation

|

Output
Qcalculated

CONTROL

Into the Text step
Stop
Validated model

Satisfy calibration
requirements?

Q
measured

[« Yes

Has manual
parameter tuning
been completed?

—YesT

Parameter estimation initialisation
Manual tuning: igen = initial guess
Building schedule
Ventilation amount

l ) Replace A1, D1, X0
Calculate Q using RC Calculate Q using RC model with the current
model N }
o
Calculate objective function: Scipy generate
Satisfy calibration ] CVRMSE new A1, D1, X0
requirements?
Q
Yes measured

Stop and Output

I “—Yes

New parameters

Stop optimisation?
CVRMSE = minimised

Fig 3.12 Workflow of the parameter estimation.

guess

> < guess < (guess X 2) (14)

This study tries three different algorithms. Two of the algorithms are derivative-based,

namely L-BFGS-B and SLSQP. The other one is non-derivative and is called Nelder-
Mead. These three algorithms are employed to evaluate the accuracy of the estimation
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3.3

and the convergence speed.
Model Predictive Control

The validated building model was then utilized as the predictive model in the Model
Predictive Control (MPC) framework. The objective of this MPC was to reduce energy
demand while adhering to thermal comfort constraints. In terms of control, it also
employed optimization but with a different algorithm from that used in parameter
estimation. The control algorithm needed to include constraints, whereas parameter
estimation only required bounds. The input to the MPC consists of the current state of
the building, and its output is the control input for the building over a predicted time
horizon.

MPC Workflow

The inputs for the prediction model include Tj,q400r, ventilation, and weather data. The
first two are obtained from building meters or sensors, while the latter is collected from
the weather forecast from weather station. This predictive model will predict with a
horizon length of 12 hours and a time step of 1 hour, predicting 12 hours into the
future. Subsequently, the MPC model will optimize variable controls, which are the
temperature setpoints, for each data within the horizon range. The model then takes
the first state from the prediction, denoted as k+1 (where k is the current state), and
uses it as input for the building. The entire workflow is visualized in Fig 3.13.

______________________________________________________

MPC Input to building

,— Optimization optimum setpoint

| a6 g::; T-:?:'r:tesating Cost Function ! Current
Minimize Qheat/cool ' i urren
power Q | Building weather
RC-model - l
Weather Tindoor and Q Building Sensor
. Indoor temperature
forecast prediction along the
: and weather
horizon

Fig 3.13 Model predictive control (MPC) workflow.
Problem Formulation and Algorithm

The problem formulation for the control part of MPC is essentially the same as the
optimization process conducted during parameter estimation. The objective of this
control model is to minimize Q (Equation 18). The difference in this optimization lies
in the inclusion of several constraints, not only bounds. The algorithms capable of
accepting inequality constraints in the Python library Scipy are SLSQP and COBYLA,
both of which will be used in this study. The two optimizers are known best as local
optimizers, meaning they only find the best solutions near the first guess (Failde et al.,
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2023). The local optimizers are chosen because the jump on the setpoint temperature
cannot be too high.

The constraints in this thesis are divided into three categories: constraints to limit the
results of the objective function uy, constraints for the parameters T;,400r, and comfort
constraints. The maximum allowable Q for summer is 217 kWh, while for winter, it is
450 kWh. These values are derived from the maximum power used during peak
moments in 2022. This MPC is aimed to reduce energy consumption; thus the energy
produced by this smart system is not allowed to exceed the existing energy
consumption, hence the maximum allowable Q. For indoor temperature constraints
Xk, Tinaoor Parameter is restricted to have a maximum difference of 2.2°C from the
Tindoor atthe previoustimestep, considering thermal comfort (Mtibaa etal., 2021). The
x) is used as bounds as well.

For comfort constraint z,, it adopts the Dutch Adaptive Thermal Comfort (ATG)
considering the running mean outdoor temperature and indoor operative
temperature; thus, this constraint considers indoor operative temperature T,, and
running mean outdoor temperature T, . The fand g functions denote ATG's upper and
lower limits, respectively. The Pulse building falls into the Beta category and class limit
B. Equations for MPC problem formulations can be found in equations 15-18. However,
there is some flexibility if the optimization cannot find a condition that falls within class
B's upperand lower limits. If the class B comfort limit cannot be satisfied, it can consider
class C and then class D. Additionally, if the comfort constraints cannot be satisfied at
all, the model will revert to u.

_ Summer, u, <217 kWh
U = theat (Tik:Tok; sz){ Winter, U, < 450 kWh (15)

Xy = {Tindaon‘l ~ Tindoor, < 2.2°C (16)
‘ - Tindoort_l <2.2°C

Tindoort

=Y (1) - Y a(r)

24°C,  10°C<T, <16°C
f(T,,) =4((02%T,) +18) +48°C,  10°C<T, <16

26°C, T, >16°C

20°C, T, <10°C (17)
9(T,,) = {(o.z XT,)+18°C, T, >10°C

(Top — g(Tor)) (f(To,) = Top)

2 =10(T) =) =f(T,),  if (9(To,) = Top) <007 (f(To,) = Top) <0

(9(r,) ~2) = £(T,),  if (9(Ts) ~2) = Top < 007 (£(T,) +2) ~ Ty < 0
Uy, if none of the three conditions satisfied

38



n
min,,, z Optim (xy, Uk, Vi, Zx) (18)

i=k

3.4 Glass Retrofitting Strategies

The base window utilized in this study was a double-glazed Low-E glass. Retrofitting
strategies added to the window include films, curtains, and air-pocket/bubble wrap
curtains. Illustrations of the placement of the strategies can be seen in Fig 3.14. The
details of these strategies can be found in Table 3.4 and appendix I.

System 1-3 System 4 System 5-7 System 8
Fig 3.14 Retrofitting strategies.

Three strategies, namely phase-change material (PCM), electrochromic, and
photochromic film, will not be considered in this study. PCM changes its material over
time from solid to liquid and vice versa, leading to variations in thermal properties.
Similarly, the two films change colors over time, resulting in changes in absorption
properties depending on the environment. Due to the simplification of the model,
simulating these materials' gradient values is challenging.

Table 3.4 The features of the retrofitting strategies.

System Window Glass Gap (m) Retrofitting Strategy Reference
Base Low-E Double glazing - -
1 Base - Low-E film (EPD, 2022)
2 Base - Insulating film (SS, 2024)
3 Base - Solar control film (inside) (Yinet al., 2012)
4 Base - Solar control film (outside) (Yinet al., 2012)
5 Base 0.07 Polyester thermal curtain, (Sotex, 2024)
dark blue (0% openness)
6 Base 0.07 Polyester thermal curtain, (Sotex, 2024)
green (28% openness)
7 Base 0.07 polyester sheer curtain, beige (Sotex, 2024)
translucent (54% openness)
8 Base 0.05 Transparent bubble wrap curtain (BIS, 2013)

Those systems are evaluated regarding the impact on the window's resistance and
absorptance value, the heat loss/gain through the systems, and the impact on energy
demand and comfort in building.
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3.5 Comparison and Analysis

The base case and the selected retrofitting strategies are tested using MPC. The
obtained results, which are energy demand and thermal comfort, are then compared
with those obtained using the existing system. This analysis began by examining the
energy savings compared to the baseline. Subsequently, the analysis evaluated the
comfort performance using the Dutch comfort matrix, ATG. From both factors, energy
and comfort, conclusions and key lessons were drawn regarding the performance of
MPC and retrofitting strategies for both summer and winter peaks.
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Chapter 4

Changing the Existing System into
Model Predictive Control (MPC)
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4.1 Building Model (RC-modeling)
Different Models Evaluations

Using the same constant-input values across all models, the following figures represent
the results obtained from each model compared to the measured heating/cooling
demand [kWh]:

Qheat Measured vs Calculated - COP of 4.5
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Fig 4.1 Comparison of measured and calculated heating demand in all models in 2022 climate scenario.
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Fig 4.2 Comparison of measured and calculated cooling demand in all models in 2022 climate scenario.

All model versions display discrepancies with Q-measured, which was expected due
to the simplifications inherent in the models. Additionally, several parameters not
considered as inputs, such as hot water usage, wind, rain, differences in occupancy
schedules, and other disturbances, can contribute to this disparity. The Q-measured
graph also reveals noticeable extreme drops, indicating potential sensor, meter, or
HVAC equipment resets. These instances imply human intervention in the control
system, further complicating the alignment between Q-calculated and Q-measured
values.

Hence, it is apparent that creating a digital twin of a building poses challenges.
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ASHRAE recommends evaluating the accuracy of Q-calculated using the calibration
matrix CV(RMSE) and MBE. Table 4.1 presents the scores of each model for both
summer and winter seasons.

Table 4.1 Comparison of CV(RMSE), MBE, and execution time in all models using winter and summer months in
2022 climate scenario.

Calibration Matrix*

Rank

Model Mode CV(RMSE) MBE Calibrated Execution Time
3 V1 Winter 0.28 0.23 X Th1m
’ Summer 0.66 0.33 X 1h 3m 9s
2 V.2 Winter 0.18 0.02 % 1h13m 23s
Summer 0.57 0.03 X 1Th11m 3s
1 V3 Winter 0.17 0.01 v 50s
' Summer 0.56 0.01 X 51s

*CV(RMSE) should be <30% and MBE should be <10% for hourly calibration.

Model V.1 exhibits the poorest scores because of its sole consideration of the building
envelope without any inner thermal mass. With the inclusion of thermal mass in V.2,
scores decrease, indicating higher accuracy, with the winter score already falling within
the acceptable range. Nonetheless, the CV(RMSE) for summer months still surpasses
the permissible threshold. Despite Model V.3 outperforming the other two models in
terms of accuracy and computing time, its CV(RMSE) for the summer month remains
above the acceptable threshold. Consequently, further model calibration is needed,
mainly due to the lumped parameters.

Parameter Estimation

The objective function of this parameter optimization is to minimize CV(RMSE) because
the exceeding score for summer V.3 is that matrix. The allowable limit is 0.3; therefore,
the objective function does not need to be minimized to 0. Instead, it is transformed
into equation 19, ensuring that the resulting CV(RMSE) value is capped at 0.3.

min CVruse(parameters) — 0.3 (19)

n
i=k

1t attempt: Including only the absorption values

The input for the parameter estimation function comprises the parameters to be
estimated. As the first attempt, the parameters utilized are only A; and D; which are
the absorption values of glass and opaque materials, respectively. The two parameters
were chosen because of the model’s accuracy for the winter season, which implies that
parameters related to heat transfer (conduction, convection, and radiation) are already
precise. However, for the summer season, the total load is calculated not only from
heat transfer but also from solar gain. Hence, in Model V.3, the solar absorption
parameters become essential and need to be adjusted.
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Given that the estimation process can lead to wide fluctuations, giving bounds to the
parameters is crucial as explained in the methodology chapter. The absorption of a
material typically ranges from 0 to 1. Consequently, the upper bounds are set to 1.
However, one parameter may increase significantly during the estimation process
while the other decreases to a very low value. Therefore, the lower bounds are defined
as half of the guessed values. The formulas for the objective function and bounds are
provided in equation 20.

_ (Aq, (0.5xA) <A < (2xA4)
CVrmse (A1, D1) = {Dl, (0.5%xD;) <D, <(2x%xDy) (20)

After formulating the objective function and parameter bounds, 4; and D, were
optimized to ensure CVgzyse of Q-calculated falls within the threshold. The optimized
parameter values, number of iterations, and convergence speed for each algorithm
are provided in Table 4.2 and appendix J.

Table 4.2 15t attempt: Comparison of performance for each algorithm.

Ay D, CVirmse C,{Zi)r\fetll':nacte Convergence Speed
Base 0.4 0.25 0.56 - -
L-BFGS-B 0.4 0.25 0.56 3 2m
SLSQP 0.4 0.25 0.56 3 3m 22s
Nelder-Mead 0.4 0.25 0.56 16 1h 6m 58s

The initial guess of A; and D, were taken from the previous graduation thesis and
material specification, respectively. None of the three algorithms changed the initial
guess, and the objective was not minimized. The derivative-based algorithms only
reached three iterations and declared the convergence. While the non-derivative
could reach 16 iterations, there were still no changes in the parameter values. This
problem can occur because of the nature of the algorithm or an issue in the problem
formulation.

2 attempt: Different guesses values

For the second attempt, the same parameters were considered. However, the initial
guesses were made differently to check if the issue was because of the guesses. Using
the same bounds, the results showed that the parameters’ value changed as seen in
Table 4.3 and appendix K. However, the CV(RMSE) still has not changed. From this
attempt, it is clear that the algorithms are sensitive to the initial guess as the number of
decimal places matters. However, the CV(RMSE) was still too high and did not reduce
significantly, although the parameters changed significantly. To that end, it can be
observed that the chosen parameters do not significantly impact the objective.

Table 4.3 27 attempt: Comparison of performance for each algorithm.
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Iteration at

A D, CVrusE Convergence Convergence Speed
Base 0.39 0.24 0.55 - -
L-BFGS-B 0.389 0.239 0.55 6 2m
SLSQP 0.39 0.24 0.55 3 3m 22s
Nelder-Mead 0.20 0.125 0.55 22 1h 6m 58s

3rd attempt: Including thermal mass

The 3" attempt was another effort to minimize the CV(RMSE) of the model. In this trial,
the thermal masses are included with both A, and D,. X,_a, X,_c, and X,_d denote
the inner pane of the opaque envelopes, inner slabs, and inner walls. The additional
parameters were chosen to analyze if the conduction and heat accumulation would
impact the discrepancy between the calculated and measured Q. The bounds can be
seen in equation 21.

A, 02<4, <1
D,, 0.125<D;, <1
CVruse(41,D,) =< Xo_a, (0.5x Xy_a) <Xp_a<(2X%xXy_a) (21)
X,_c, (0.5x Xy c) <Xy c<(2%xXy_0)
X,_d, (0.5%x Xy d) <Xy.d<(2xX,_d)

Table 4.4 3¢ attempt: Comparison of performance for each algorithm.

Iteration at
A D, Xy a Xy_C X, d CVrumsE Convergence
Base 0.39 0.24 3.916 11.002 3.916 0.55 -
L-BFGS-B 0.389 0.239 3916 11.002 3.916 0.55 12
SLSQP 0.39 0.24 3.916 11.002 3.916 0.55 6
Nelder-Mead 0.2 0.125 7.832 18.335 7.832 0.55 198

Table 4.4 and appendix L show that some parameters were altered but the CV(RMSE)
remained constant. From this point, the doubt of the algorithms and the problem
formulation increased. Therefore, itis essential to manually check whether the resulting
CV(RMSE) corresponds with the parameter values.

4t attempt: Monte-Carlo sampling

This last attempt was conducted to manually check if the alteration of the parameters
would impact the CV(RMSE). A Monte-Carlo approach was employed to perform that
evaluation. One hundred iterations were conducted by combining random samples
from the values within each parameter's bounds. The result showed that the
distributions of CV(RMSE) were very low, as seen in Fig 4.3. The result indicates that
the algorithms worked fine, and the problem formulation was also not the problem. It
is safe to say that the RC-model has limitations for summer calculation.
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Fig 4.3 4™ attempt: Monte-Carlo simulation to check the CVIRMSE) distributions.
Conclusions

Even before the calibration, the simpler model is close enough to the measured data.
Some discrepancies exist because the input data and parameters are simplified and
will not reflect the actual conditions. It is evidence that using lumped parameters in
model V.3 also works, although it is very sensitive to the time-series inputs. However,
there is still a large discrepancy between the summer calculation and the historical
data; the calibration was meant to minimize that. The calibrations using derivative-
based algorithms were not successful since the algorithms tended to look for local
solutions and stopped when the objective did not change. The non-derivative
algorithm was also unsuccessful, but it could explore more possibilities regarding the
estimations. However, the Monte-Carlo simulation showed that the summer calculation
could not be calibrated using parameter estimation. It is possible that the model is not
sufficient because it considers the whole building as a single zone, while in reality,
there are warmer areas due to the different amounts of sun radiation. These warmer
areas might have different cooling behaviors, such as more mechanical or natural
ventilation. The natural ventilation, which can be operated manually, is unpredictable
and cannot be captured by this model as it only considers mechanical ventilation and
infiltration. This ventilation problem does not occur in the winter calculation as the
ventilation is only mechanical and more controlled. However, due to graduation time
limitations, the RC-model cannot be calibrated further. Thus, the half-validated RC-
model V.3 will be used to predict and analyze energy demand, for the MPC and
retrofitting strategies, because of the validation scores and calculation time that
outperforms other models. The parameters were kept the same as the initial guess as
they had already been validated in winter.

4.2 Model Predictive Control
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Some literature includes comfort aspects as objectives. However, in this study, comfort
is solely utilized as constraints, allowing for violations if not satisfied. The results of both
control algorithms for one loop can be observed in Fig 4.4. The loop only includes
design days at peak winter and summer in January 2022 and June 2022. The
simulation's length is chosen due to the graduation time limitation and the fact that the

simulation took 4-hours just to loop through one design day. Details of the design days
can be found in the appendix M.
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Fig 4.4 Energy demand and indoor temperature from both MPC algorithms.

The results from both MPC algorithms differ from the base-system because the base-
system does not consider the comfort range and only uses non-adaptive setpoints.
Both algorithms tend to start at around the same energy demand as the base-system
in winter. COBYLA in winter experiences an extreme drop and reaches the lowest
energy demand compared to the other two systems at the end of the timestep. When
compared to SLSQP, COBYLA exhibits more aggressive and unstable energy changes.
However, the indoor temperature produced by COBYLA tends to be more stable. For
SLSQP, the indoor temperature fluctuates more than COBYLA, but these fluctuations

are insignificant as they do not exceed 1°C. Additionally, SLSQP is the most stable of
the two systems for energy demand.

Results for the summer design day are smoother compared to winter. Temperatures
from SLSQP tend to be higher than COBYLA, which is the opposite of what was
observed in winter. The starting energy demand in summer from both MPC systems is
almost the same, with SLSQP slightly higher, similar to winter. With a lower initial
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demand, about half that of the base-system, the energy demand from both MPC
systems gradually decreases and allows the temperature to rise, unlike the trends of
the base-system. Towards the end of the timestep, COBYLA exhibits a small spike,
making it slightly more aggressive compared to SLSQP, but the energy values are not
significantly different.

Overall, the base-system in summer has higher energy demand with an indoor
temperature range of only 1 degree Celsius. However, both MPC systems strive to
push the comfort and energy limits, resulting in lower energy demand with higher
temperatures, but still within the acceptable threshold. For winter, the concept is
similar to the energy produced by MPC, which is lower with lower temperatures
compared to the base-system. SLSQP tends to push the indoor temperature as high
and low as the comfort constraints allow, while COBYLA seems to prioritize pushing
the energy limits.

Conclusions

MPC works as an optimizer. If there are no constraints, the algorithm will try to push the
objective value to 0. However, with constraints, there are limitations. Itis clear that MPC
can reduce the energy demand and get as low as possible while also pushing the
comfort boundaries. Optimization is about a trade-off or win-win solution, therefore it
makes sense that MPC will sacrifice a bit of the comfort to get to a lower demand.

As seen in the energy results, COBYLA is more aggressive because of its handling
nature. It works by approximating the feasible region with linear constraints and tends
to aggressively move toward the feasible region's boundaries to find the optimal
solution (Powell, 1994). SLSQP, on the other hand, tends to be smoother as it uses the
exact gradient and quadratic programming for the estimation (Kraft, 1988).
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Chapter 5
Retrofitting the Existing Glass
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5.1

Identifying the Impact on Window's Resistance and Absorptance Value

Table 5.1 Thermal properties of the systems (1).

R strategy R total U-value total
System [m?K/W] [m?K/W] [W/m?K] SHGC total
Base - 0.606 1.65 0.4
1 - 0.82 1.22 0.29
2 0.23 0.84 1.19 0.28
3 0.007 0.613 1.63 0.328
4 0.0004 0.6064 1.65 0.236

Table 5.2 Thermal properties of the systems (2).

Retrofitting Strategies Window Glass
Thickness U-value R U-value
System [m] [W/m?K] Absorption [m2K/W] [W/m?K] SHGC
5 0.003 0.01 0.44 0.606 1.65 0.4
6 0.003 0.3 0.36 0.606 1.65 0.4
7 0.001 0.54 0.3 0.606 1.65 0.4
8 0.127 0.35 0.1 0.606 1.65 0.4

The incorporation of films directly influences the window's thermal properties,
specifically its heat resistance R and solar heat gain coefficient (SHGC), owing to their
attachment to the glass surface. Solar control films exhibit a negligible impact on the
window's heat resistance R, resulting in a slight reduction compared to the base glass.
However, the impacts of the SHGC depend on the positioning of the solar control film.
When applied to the inside pane, the SHGC reduction is the lowest among all films, at
approximately 18%. Conversely, when positioned on the outside pane, the same film
demonstrates the lowest SHGC value, exhibiting a reduction of 41% compared to the
original glass. Additionally, Low-E and insulating films yield notable reductions in both
thermal transmission and heat gain. Specifically, thermal transmission is reduced by
26% and 28% for Low-E and insulating films, respectively.

On the other hand, the addition of curtains does not immediately enhance the
properties of the glass itself. The solar absorption values vary depending on factors
such as thickness, density, opening size, and fabric material of the curtain. System 5
exhibits the highest absorption due to its darker color, while transparent bubble wrap
possesses the lowest absorption coefficient with its thin plastic surface. These material
properties also impact the resistance of the curtains. Thermal curtains (system 5)
exhibit the highest resistance, followed by system 6, which is also a thermal curtain but
with a wider opening. The bubble wrap, containing air as insulation, follows, with the
sheer curtain having the lowest resistance.

However, itis essential to note that the thermal network, presented in Fig 5.1, indicates
thatthe curtain itself is not the sole contributor to increased resistance. While the fabric
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5.2

blocks solar radiation from entering the indoor space, the heat transfer between indoor
and outdoor spaces is also reduced due to the air between the glass and the curtain,
thereby adding further resistance.
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Fig 5.1 Thermal network of window, air in between, and curtain.
Impact on heat loss/gain for winter and summer through window

Merely examining thermal resistance is insufficient for assessing the behavior of a
system, especially when the system involves glazing. This is because glazing also
experiences heat gains from solar radiation. While in winter, it might suffice to assess
only thermal transmission since solar radiation is less intense, the increased solar
radiation significantly influences system performance in summer. Therefore, to
evaluate how each system performs under different peak conditions (summer and
winter), it is necessary to calculate total heat gain and heat loss through the system,
including both transmission and solar gain.

Heat gains are calculated in June 2022, representing peak summer conditions, while
heat loss is assessed in January 2022, representing peak winter conditions. Heat
gain/loss in both seasons takes into account both Qiransmission @aNd Qserar Utilizing
Upaiwe @nd A; asthe reciprocal of the system'’s resistance and absorptance coefficient,
respectively (equations 22 and 23). In addition to those equations, the calculations also
consider convection with the outdoor and indoor air with «,y,,—o and . ny—; at 25
and 2.5, respectively. These simulations are steady-state analyses during peak design
hours, as detailed in Table 5.3, which are collected from building sensors and weather
station data.

Qtrans = system X Asystem X (Toutdoor - Tindoor) (22)

Qsol = Alsystem X Asystem X dso1 (23)

Table 5.3 Peak summer and winter design hours.

Season T outdoor [C] Solar irradiation T indoor [C]
Summer 37.7 634 23.053
Winter 0.5 25 20.52

As illustrated in Fig 5.2, in summer, without considering ventilation, the heat gain from
thermal transmission for all films is nearly identical to that of the base glass, with
minimal variations. In terms of reduction, films only marginally reduce thermal
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transmission by approximately 0.07% to 1.73%. This suggests that while the films alter
the resistance of the window, their impact is negligible. Similarly, in winter, systems
with films exhibit similar thermal transmission reduction, with the insulating film having
the lowest transmission due to its lower U-value compared to other films.

Conversely, solar gains exhibit more significant variation as the solar heat gain
coefficients (SHGCs) fluctuate more. Similar to summer, the trends in solar absorption
during winter varied the same. The lowest solar absorption is observed for the film with
the lowest absorption coefficient, namely the solar control film placed on the outside
pane. All films demonstrate a more substantial reduction in solar gain, ranging from
around 18% to 41% for both summer and winter. This evidence shows that films can
effectively reduce solar gain especially during summer months.

Conversely, Curtains experience higher total heat gain during summer peak due to
additional solar gain on the fabrics, not only at the glass. The highest recorded gain is
observed in system number 5, as it exhibits the highest solar absorption among the
curtains. Bubble wrap, on the other hand, registers the lowest solar gain due to its
transparent surface color. When compared to the use of films, curtains actually increase
solar gain by approximately 29% to 180% when compared to the solar gain on the
original glass, for both summer and winter conditions. However, regarding thermal
transmission, curtains can reduce heat gain by approximately 40% to 55% during peak
summer periods and heat loss by around 14%.
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Fig 5.2 Q transmission and Q solar in summer and winter.

Comparing total gain for summer and winter is not as straightforward as adding
Qtransmission and Qsoiar - For summer, the calculation simply involves adding
Qtransmission and Qsoar because both are positive (both of them represent gains).
However, for winter, Quransmission 1S N€gative because the outside temperature is lower
than the indoor temperature, resulting in heat loss, while Qg4 remains positive (heat
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gain). Therefore, the total heat loss for winter is calculated as Q10 — Qtransmission-

The results, which can be seen in Fig 5.3, show that curtains result in more total heat
gain during summer compared to films because they absorb more solar radiation.
Meanwhile, for winter, curtains perform better due to the additional solar absorption
and acting as a barrier to heat transfer from the inside to the outside of the building.
Films, on the other hand, perform almost the same as the base window during winter
due to the minimal difference in resistance between the base glass and the filmed
glass. However, their performance varies during summer, considering that films impact
the solar heat gain coefficient.

500 A
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300 A h
BN Winter
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200 A

Total heat gain/loss [kW]

100 A

Fig 5.3 Comparison of total heat gain/loss through window in summer and winter.

Overall, for summer, the solar control film placed on the outside (system 4) performs
the best at 307.67 kWh, which is only slightly different from bubble wrap (system 8) at
308.92 kWh. The system with the worst performance is the thermal curtain with 0%
openness (system 5) at 505.78%. Meanwhile, for winter, the curtain system 5 actually
performs the best at 246.11%, and the worst is system 4 at 300.58 kWh. From this, it
can be observed that systems with low total heat gain will have high total heat loss, so
systems that work well for summer may perform poorly for winter, and vice versa.

However, this initial calculation only considers thermal transfer and solar gain on the
glass with films and curtains. In reality, there are more thermal transfers such as solar
radiation absorbed by other surfaces, radiation between materials, advection involving
ventilation, and internal heat gain from occupants. Therefore, further analysis is
required for a more comprehensive understanding of thermal transfer. The thermal
balance of the entire building is what constitutes the energy demand, which will be
discussed in the next section.
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5.3 Impact on energy demand and comfort in building

Calculating the energy demand and comfort requires the whole building calculation.
This sub-section explores the impacts of each retrofitting system on both base-system
and MPC in summer and winter. From the last sub-section, it is clear that some system
performs better only in one of the seasons. However, it is also essential to check with
the whole building.

Energy Demand
Base-system

The simulation is conducted using the validated RC-model V.3. For systems with films,
the calculation matrix used is the same as the matrix used for baseline simulations.
However, for systems with curtains, there is an addition to the calculation matrix,
namely the presence of air between the curtains and glazing, as well as the curtains
themselves. This simulation is run for the design months, namely January 2022 and
July 2022, representing peak winter and summer. The results displayed in Table 5.4
represent the total energy demand for each design month.

Table 5.4 Total cooling and heating load [kWh] for peak months.

Total cooling and heating load [kWh]

Season Base 1 2 3 4 5 6 7 8

Summer 64,620.49 64,589.56 64,586.73 64,641.19 64,656.46 50,931.45 60,857.74 68,688.25 48,146.61
Winter 226,173.85 225,850.08 225,826.94 226,166.92 226,186.77 168,866.71 180,485.15 211,142.93 137,911.12
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Fig 5.4 Cooling-load and heating-load comparison in existing control [kWh].
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From the results, it can be observed that various types of films do not significantly
impact the energy demand, both in summer and winter. Meanwhile, curtains perform
better than films in both months. This is contrary to the initial calculations conducted
earlier. The superior performance of curtains is attributed to their role as transmission
and solar gain blockers for indoor air and other materials within the building. The
performance of curtains varies depending on the type of material used. The larger the
opening of the curtains, the greater the total heat gain/loss. System 5, with the tiniest
opening, works better for both summer and winter compared to other fabric curtains.
Bubble wrap outperforms system 5 because it acts as insulation due to its air pockets.

If sorted from the best performing for summer: system 8, 5, 6, 2, 1, base, 3, 4, 7. From
this sequence, it can be seen that systems 3, 4, and 7 perform worse than the baseline,
so they will not be considered for the next step. The reductions achieved using the
remaining systems are 0.255%, 0.212%, 0.058%, 0.00052%, and 0.00048%,
respectively. Systems 8 and 5 outperform the other systems regarding energy demand
reduction, thus this study chooses these two systems for further analysis using the MPC
system for the summer season. Additionally, the boxplot in Fig 5.4 indicates that both
systems have a narrower quartile range compared to other systems. This suggests
stability in energy demand at each timestep and peak, with peaks not significantly
higher compared to other systems.

For winter, the performance sequence is system 8, 5, 6, 7, 2, 1, 3, base, 4. System 4
performs worse than the baseline again, so it will not be considered for the next step.
The reductions achieved for the remaining systems are 0.39%, 0.253%, 0.202%,
0.066%, 0.0015%, 0.0014%, and 3.06E-05%, respectively. Once again, the reduction
values of systems 8 and 5 outperform the other systems. System 6 also has a relatively
high reduction value compared to the next-ranked systems. However, because the
lowest heating demand of system 6 is still higher than that of system 5, only systems 8
and 5 will be further analyzed.

MPC-system

From the discussion on the base-system, it can be seen that systems 5 and 8, which are
thermal curtain and bubble wrap, respectively, outperformed other systems in both
summer and winter seasons. Therefore, it was decided that these two systems would
be further analyzed using the MPC system. This simulation uses the validated RC-
model V.3 and the MPC system with the previously outlined two algorithms. The matrix
used was the one that included the curtain.

Similar to the previous MPC chapter, this simulation uses design days and only includes
the opening hours of the Pulse building, from 8 AM to 12 midnight. This design day
represents the peak winter and peak summer in 2022. Details for this design day can
be found in appendix M.

55



50 —— Base_COBYLA —— s5_COBYLA
—— Base_SLSQP —— s5_5LSQP
—-- TiBase_COBYLA —-- Tis5_COBYLA
—-- TiBase_SLSQP —-- Tis5_SLSQP

—— s8_COBYLA
—— s8_SLSQP
—-= Tis8_COBYLA
—-- Tis8_SLSQP

..................................

20

0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14 0 2 4 6 8 10 12 14
Summer hourly data - Jan/22 Summer hourly data - Jan/22 Summer hourly data - Jan/22

Fig 5.5 Summer energy demand with MPC.
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Fig 5.6 Winter energy demand with MPC.

Compared to the MPC for the base scenarios in summer, the two systems (systems 5
and 8) exhibit lower energy demand starts using both MPC algorithms. SLSQP, as
experienced in the base scenario, tends to experience an increase at the end of the
timestep. When observed, indoor temperatures for all systems indicate that COBYLA
results in lower temperatures compared to using SLSQP. The temperature differences
between all summer alternatives are almost negligible as seen in Fig 5.5. Compared
with the base MPC, using COBYLA, the total energy reduction obtained is 29% and
33% for systems 5 and 8, respectively. Meanwhile, using SLSQP, the total energy
demand generated is even greater than the base-MPC, with 69% and 58% increases
for both systems, respectively.

As seen in Fig 5.6, COBYLA in all systems starts at a lower energy amount than SLSQP
for winter. Unlike the base MPC, COBYLA in systems with curtains shows a tendency to
increase its energy demand towards the end of the timestep with spikes near the
beginning. Similar to the base MPC, COBYLA is more aggressive than SLSQP. As for
SLSQP at systems 5 and 8, their performances are more stable than the base MPC with
some fluctuation, yet still more stable compared to COBYLA, which exhibits significant
increases and drops. Compared to the base MPC, the use of SLSQP in systems 5 and
8 actually increases by 2% and 2.8%, respectively. Meanwhile, with the use of COBYLA,
the increases are larger, reaching 4.8% and 3.9%, respectively.
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Base-system vs MPC-system

To examine the overall energy performance of all alternatives, the entire difference in
total energy demand (compared to the baseline) on the design day can be viewed in
Table 5.5. The detailed values for each alternative can be seen in appendix N.
Alternatives ending with "C" indicate the use of MPC-COBYLA, while those ending with
"S" indicate the use of MPC-SLSQP. If there is no suffix, it means the base-system was
used.

Table 5.5 Energy demand reduction comparison for each alternative.

Cooling and heating load reduction compared to baseline
Seasons BC B S sysh sys5_C sys5_S sys8 sys8_C sys8_S
Summer  82.87% 8246%  49.72% 82.87%  82.49% 55.17% 82.87%  82.49%
Winter 39.57% 7.73% 15.95% 42.15% 9.08% 37.37% 42.71% 14.92%

For summer, the most effective alternatives are B_C, sys5_C, and sys8_C, which all have
the same reduction value. They are followed by sys5_S and sys8_S, then B_S. The two
lowest-performing alternatives are sys8 and sys5. This indicates that for all systems,
COBYLA is superior in reducing energy demand for winter. Following COBYLA,
systems that use SLSQP perform slightly less efficiently. Meanwhile, system 5 and
system 8 using the base-system can only reduce about 50% from the baseline.

For winter, the highest reduction is achieved by COBYLA systems, such as B_C, sys5_C,
and sys8_C. In contrast to winter, systems using SLSQP have the lowest reduction
values, reaching a maximum of only 15%. Finally, curtains (systems 5 and 8) are able to
reduce energy demand by up to 37% from the baseline, better than SLSQP.

Comfort on Base-system and MPC-system

In addition to examining the energy demand from the baseline and the two strategies
in the base-system and MPC-system, this study also considers thermal comfort,
measured using the ATG metric. Surface temperature and indoor temperature
information of the building are obtained from the calculations of the base-system and
MPC-system. With this information, the mean radiant temperature and indoor
operative temperature can be calculated. The results of each plotting of operative
temperature at the day’s running mean outdoor temperature according to the ATG
graph can be found in Fig 5.7. The gray dashed lines on the graph represent the lower
and upper bounds of the indoor operative temperature for the running mean outdoor
temperature on the design days (22.8 degrees for design days in summer and 4.2
degrees for design days in winter).
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Fig 5.7 Comfort measures for every alternative.

On the summer design day, all alternatives have two hours of discomfort. These two
hours occur during the night when the outdoor temperature drops, which naturally
leads to a drop in the mean radiant temperature (MRT) as well. However, in alternatives
using MPC, both in the base and curtain systems, the indoor operative temperature
during discomfort tends to be higher. Systems with SLSQP have the highest peaks,
followed by systems with COBYLA, and the lowest peaks are observed in systems with
existing control. Looking at the temperature distribution, systems without MPC
perform better in maintaining the stability of the operative temperature. Systems with
curtains have a narrower temperature range compared to the baseline, as the MRT in
both of these systems does not consider the glass temperature. For summer,
occupants prefer cooler room temperatures (but not below the lower limit), so it can
be said that systems with curtains perform better in terms of comfort, even though itis
only a slight difference from the baseline.

As for the winter design day, occupants prefer warmer room temperatures, so systems
with curtains perform better. Systems with MPC tend to push the comfort boundary,
resulting in indoor operative temperatures approaching the lower bound. Systems
with SLSQP have higher discomfort compared to the baseline, while COBYLA has the
lowest discomfort. In terms of the stability of indoor operative temperature, COBYLA
performs the best but is very close to the lower bound.

Conclusions

Considering the results of energy demand reduction and comfort metrics, for summer,
systems with MPC indeed can significantly reduce energy demand, but this also means
that indoor air temperatures are higher, leading to increased temperatures of indoor
materials. Forthe 2022 case, the indoor operative temperatures have not yet exceeded
the upper comfort limit, but there is a potential for overheating if a heatwave occurs.
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Systems with curtains are better at maintaining stability and preventing indoor
operative temperatures from getting too hot, but their energy reduction is not as
impressive as MPC. This also applies to winter, where systems with curtains can better
"warm up" the room while still experiencing discomfort hours. SLSQP performs less
effectively at reducing energy demand than it does in summer. Due to this anomaly
(different from summer), systems with curtains seem like a win-win solution because
they provide the best comfort and can reduce energy consumption more effectively,
especially system 8.
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Chapter 6

Fixing Pulse
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6.1

6.2

Smart System vs Retrofitting

From the previous chapter, it can be deduced that smart systems and retrofitting
strategies can reduce energy demand and improve thermal comfort. However, smart
systems tend to focus more on saving energy rather than enhancing comfort, whereas
retrofitting strategies perform the opposite function. The decision between converting
the current system into a smart one or implementing retrofitting should begin with
assessing the building's conditions.

The Pulse Building is a net-zero building, meaning that it generates sufficient energy
from renewable sources to meet its demand. Consequently, energy saving is not a
critical concern for this building. If a smart system is to be chosen, its purpose should
shift from reducing energy demand to maximizing the effectiveness and efficiency of
the existing renewable energy sources. Therefore, the preferred option is to proceed
with retrofitting.

Materiality

Several criteria are considered when selecting materials. These criteria relate to the
material's tactility, lifecycle, and performance concerning daylight and visual aspects.
Fig 6.1 visualizes the criteria that are used. Each criterion has two considerations, for
example, for color, the options are warm and cold. Fig 6.2 illustrates the criteria,
options, and the chosen options.

L & © = &

Feel Ambiance Color Recycle Daylight Adaptability
Control

Fig é.1 Criteria for material selection.
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Fig 6.2 The criteria, options, and the chosen options for material selection.
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Feel

Students choose to study and complete assignments on campus because they feel
demotivated and too relaxed at home. However, a very formal space can also make
them feel pressured. Therefore, the curtain design will incorporate both homey and
industrial concepts. These two concepts are expected to help occupants feel
comfortable as if they were at home while maintaining a level of formality to avoid
becoming too relaxed. These concepts can be represented through the texture and
pattern of the materials. Homey is associated with warmth and comfort, characterized

by soft-textured natural fabrics. In contrast, the industrial concept conveys an edgy and
modern feel, resembling materials like metal or plastic. Fig 6.3 illustrates the mood
boards selected to combine these two concepts.

Fig 6.3 Feel concept mood boards. Source: Pinterest.com.

Ambiance

TU Delft's campus hosts various studies that require different learning environments.
For instance, students from the Faculty of Architecture and the Built Environment need
a study space that can stimulate creative thoughts, while students from the Faculty of
Civil Engineering require a quiet and focused atmosphere. Considering that the Pulse
Building is a shared space, its ambiance will combine serene and stimulating concepts
to accommodate the needs of its occupants. The serene concept is characterized by
neutral colors, calmness, and peace, whereas the stimulating concept is associated
with varied textures, patterns, and focal points. Fig 6.4 presents the mood boards for
both ambiance concepts.

Fig 6.4 Ambiance concept mood boards. Source: Pinterest.com.
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Color

The selection of colors, in addition to influencing solar absorption, can also affect a
space's perceived warmth or coolness. The curtain design for the Pulse Building will
use cool color tones during summer and warm color tones during winter. These
choices will help ensure that the Pulse Building remains comfortable and conducive to
various study needs throughout the year. Light shades will be chosen to support the
previously explained ambiance concepts. Fig 6.5 illustrates the color mood board.

Fig 6.5 Color concept mood board. Source: Pinterest.com.

Recycle

To reduce the waste generated in the TU Delft environment daily, the curtain material
will utilize recycled materials from this waste. Additionally, the curtain material can be
recycled again, making it more beneficial and reducing further waste. Some potential
waste materials that can be used for the curtains include vegetables or fruit peels,
paper, plasticc and cans. This approach not only promotes sustainability by
repurposing waste but also aligns with the principles of a circular economy, ensuring
that materials are kept in use for as long as possible and minimizing environmental
impact.

Daylight control

In addition to serving as a temperature barrier between indoor air and window glass,
curtains are also used to control the amount of daylight entering a space. Excessive
light and focused light can cause glare, while a lack of sunlight can be detrimental to
the well-being of occupants. Therefore, the concept for the curtain material is to allow
sunlight to enter gently (translucent). Using translucent materials, the curtains will
balance the need for natural light with the need to reduce glare, creating a comfortable
and healthy indoor environment. Fig 6.6 is a mood board for translucent materials.
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6.3

Fig 6.6 Translucent concept mood boards. Source: Pinterest.com.
Adaptability

Sunlight changes throughout the day, making static solutions either overkill or subject
to trade-offs. Therefore, these curtains are designed to adapt to changing
environmental conditions. Using adaptive concept, the curtains will provide a more
effective and comfortable solution for managing daylight and temperature in the Pulse
Building.

The Chosen Material: Recycled Paper

The chosen material is recycled paper, considering all the concepts, mood boards, and
personal preferences. This material can create a homey feel with its texture and an
industrial vibe with proper cutting and arrangement. The color of this paper can be
made to follow the concepts of translucency, serenity, warmth, and coolness. The
irregular pattern produced by recycled paper supports the stimulating concept. The
drawback of this material is its lack of adaptability. This material's color, shape, and
texture will remain constant regardless of the amount of sunlight or temperature
differences. Therefore, the adaptive concept will be realized mechanically. Figure 9
illustrates the recycled paper.

In addition to the aforementioned reasons related to the concept, this material is
chosen for its potential beyond design and performance aspects. Given that producing
this material is not overly complex, there is potential to open a recycling paper
workshop at X-TU Delft. This initiative can enhance environmental awareness and
foster a sense of belonging among students, as the curtains used would be their own
creations. Additionally, the colors and additional patterns on the recycled paper can
be customized to match the events happening at TU Delft.

Position

The curtains made from recycled paper will be placed inside the glass facade of the
Pulse Building. This glass facade area includes the horeca area on the ground floor,
study areas from the first floor to the top floor, and classrooms.
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One of the key concepts for the curtain design is daylight control and adaptability. As
illustrated in Figure 6, sunlight changes throughout the seasons and times of day.
During winter, daylight is needed because winter days tend to be dark, which is
essential for warming the room. Therefore, the design of the curtain is based on the
summer months, as sunlightin summer is harsher, although the curtain can still be used
in winter to add resistance. These months are June, July, August, and September.
According to (Moan et al., 2014), strong sunlight occurs between 10 am and 4 pm.
During these months and times, the angles of sunlight incidence are 30, 40, 50, and 60
degrees, as shown in Fig 6.7.
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Fig 6.7 The angles of sunlight incidence between 10 am and 4 pm in summer.

The adaptability concept of these curtains is designed to address these angles, as
shown in Figure 8. Instead of using a single curtain with adjustable height, this design
employs three curtains of different heights. These curtains will automatically lower with
the utilization of heat sensors and sun tracking sensors installed on the glass facade, as
well as illuminance sensors placed on the desk surfaces near the glass facade. The heat
sensor will detect the temperature of the glass facade, the sun tracking sensor will
detect the angle of sunlight incidence, and the illuminance sensor will measure the
amount of illuminance. The illuminance threshold for educational buildings is 300-400
lux (IESNA, 2000). These three sensors are integrated with the model that is used for

MPC, a responsive control system, and simple actuators such as Arduino and servo
motors.
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6.4

The first curtain will descend when the heat sensor detects the glass temperature and
checks the comfort using the building model, or when the amount of illuminance on
the desks exceeds the threshold, regardless of the angle of sunlight incidence. This
curtain will fully cover the window and serve as a heat transfer resistance between the
window glass and indoor air. Its translucent color will allow sunlight to enter the room.
The second curtain will descend based on two conditions: when the illuminance sensor
detects that the amount of illuminance on the desks exceeds the threshold after the
first curtain has descended, and when the angle of sunlight incidence is between 30-
40 degrees. The third curtain will descend based on two conditions: when the
illuminance sensor detects that the amount of illuminance on the desks exceeds the
threshold after the second curtain has descended, and when the angle of sunlight
incidence is between 50-60 degrees. Fig 6.8 illustrates the three curtains and their
respective conditions.

Curtain 1 Curtain 2 Curtain 3

Fig 6.8 Curtains and their conditions.
Composition

One of the concepts of these curtains is about ambiance. A focused and distraction-
free environment is created through the uniform vertical lines of the curtain modules.
These vertical lines also signify that the building is a formal building. To stimulate
creative thinking, the curtains feature horizontal lines arranged in a wave-like pattern
to introduce an organic and flexible feel. To emphasize the vertical lines and add an
artistic view to refresh the occupants' minds at night, the curtains are equipped with
strip lights at the bottom weights. Fig 6.9 illustrates the design process of the curtain
compositions, Fig 6.10 illustrates the different curtain layers, Fig 6.11 illustrates the
different appearances in summer and winter, and Fig 6.12 illustrates the curtains from
the exterior at night.

Step 1 Step 2 Step 3
Fig 6.9 Schematic design process.
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Layer1 Layer 2 Layer 3
Fig 6.10 Different curtain layers.
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Fig 6.12 Exterior looks at night.
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Conclusions
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Conclusions

The study kicks off with a basic question: Which approach yields better energy savings
and comfort in glass facade buildings—upgrading the HVAC system or retrofitting? To
contribute to answering that main question, this study experiments with a smart BMS,
specifically MPC, along with several retrofitting strategies, including glass films and
curtains.

From the experiments with three types of models, the results indicate that using a
simpler model (V.3) is actually more accurate, although there are still discrepancies
with measured data. This model also reduces computing time, allowing forecasts to
work faster because the input and output time ranges to and from the actual building
are only 1 hour. Of the two optimization algorithms tested, COBYLA proved to be more
aggressive, while SLSQP was more stable, but both algorithms succeeded in reducing
energy demand. A drawback of MPC in this study is that it can violate one or more
constraints if disturbances are too high (convergence fails). This will likely occur if the
formulated problem is too strict (especially regarding comfort) and the algorithm used
does not allow for constraint priority.

Retrofitting strategies cannot be assessed solely based on transmission and solar gain
because their behavior can differ with the presence of ventilation and occupants.
Compared to MPC, curtains may not reduce energy demand as dramatically as smart
systems, but they can provide indoor thermal comfort. For summer, solar blockage is
indeed crucial for thermal comfort. This is evident in how curtains can lower and
stabilize the operative temperature. The same concept applies in winter, where
curtains act as a barrier to block heat from escaping indoors. MPC is more suitable if
the building is not predominantly glass and reducing energy demand is the main
concern. However, if comfort is equally important, adding building features to block
solar radiation in summer and prevent heat loss in winter would be better.

As for the Pulse Building, energy demand is not a primary concern since it is already
net-zero. Therefore, improvements can be made by retrofitting using recycled paper
curtains with translucent colors to support sustainability. These curtains are not only
used to improve thermal comfort but also to control sunlight. Additionally, the curtains
are designed to support the well-being of the occupants.

Limitations

The case study utilized in this thesis involves a building with a glass facade containing
multiple rooms, but only one thermal zone is considered. The single zone, combined
with the lumped parameters, impacts the accuracy of the model especially for the
summer calculation. Several aspects of this building can be controlled, but in this
thesis, MPC only regulates the setpoints. The energy sources and delivery systems are
not considered. The occupant schedule used is a representation of the academic
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calendar and may not fully reflect real-world conditions. Only three optimization
algorithms are analyzed for parameter optimization, and two optimization algorithms
are used for control optimization. The investigated retrofitting strategies focus solely
on indoor strategies, comprising films and curtains.

Future Research Directions

The study focuses on operational energy without considering its sources and delivery
methods for heating and cooling. It would be interesting to differentiate between
renewable and non-renewable energy sources and compare various heating and
cooling methods like floor heating and climate ceilings. Exploring adaptive retrofitting
strategies such as PCM, photochromic, and electrochromic materials would be
intriguing if the modeling can accommodate them. The retrofitting strategies
presented in this study also need validation for other building typologies. The
optimization performance of this study still needs validation using other algorithms.
Parameter estimation and smart building systems can employ various algorithms,
including genetic algorithms, so future research could include them and compare
them with retrofitting strategies. Faster algorithms also need to be explored. More
variables to be included in MPC, such as CO2, wind pressure, and rain, are also desired
to gain more accuracy. It would also be nice to validate the MPC loop using a real
disturbance and assess the whole summer/winter month or even a year. Robustness
and embodied energy should also be checked to make the selected alternatives more
concrete. These considerations are aimed at achieving bigger sustainability goals for
future research.
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This thesis combines building physics, design informatics, and retrofitting strategies
for glass buildings to understand how smart systems and retrofitting strategies affect
energy consumption and indoor thermal comfort in glass facade buildings. So far, the
outcomes provide a good depiction of how both factors behave, but they also raise
new "what if" questions that have the potential to deepen or broaden this research.

Research and Design

A broader inquiry drives the main question of this study: how can existing buildings be
improved to achieve energy efficiency and occupant comfort? This research aims to
influence the direction of building improvements, whether by transitioning to smart
systems or implementing retrofitting measures. Furthermore, this study can provide
guidance for future building projects, aiding in the selection of suitable strategies to
optimize energy efficiency and enhance occupant comfort.

Ethics

In the context of energy reduction, itis clear thatthe more savings, the better. However,
when comfort comes into play and optimization is necessary, the question "how
comfortable is uncomfortable?" always arises, especially when the optimizer treats
both objectives equally and tends to push towards the very end of comfort thresholds.
The building chosen as the case study is a public and international campus facility,
which means its users could come from various backgrounds and experience different
climates, possibly even more extreme than those in the Netherlands. The question is,
do the comfort boundaries used still apply to all users, including those from diverse
environments? Additionally, internal heat gain calculations often overlook differences
in heat production between individuals, such as between men and women or young
and older people, which can also affect their thermal comfort levels. How can smart
systems and retrofitting strategies address these issues? While humans can adapt, can
buildings also be part of the solution? This would require sophisticated sensor and
algorithm use, which ultimately can enhance control system performance. However,
excessive building monitoring can also make occupants feel monitored or intimidated.
All these considerations need to be taken into account when developing holistic and
integrated solutions.

Societal Impact

The chosen case study for this research is a university building where occupants, mostly
students, often spend extended hours, sometimes even into the night. Improving
comfort in this building can significantly enhance the productivity of its occupants.
Apart from boosting the performance of the university's students, a more comfortable
building environment can bridge the gap between those with higher education and
those who simply need a place to work briefly. This inclusivity is further enhanced as
the building is open to the public and designed to make everyone feel welcome by
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the thermal comfort. The indirect improvement in building performance, leading to
enhanced student productivity, also fosters a brighter future, as these students will
become the next generation of leaders. Imagine if they could not concentrate due to
uncomfortable temperatures while studying in this building and then had to apply their
knowledge later in life.

Despite Pulse being an energy-efficient building, the aim of this study is to further
reduce energy demand by implementing smart systems and retrofitting. This directly
contributes to lowering primary energy consumption and can benefit the planet. Pulse
is already a sustainable building equipped with numerous active sensors, so
transitioning to an MPC system, which can enhance the sustainability, does not require
extensive effort as it would in low performance buildings. The chosen retrofitting
strategies are also selected to minimize additional structures or special treatments to
keep costs down, enabling a shorter payback time and allowing more focus on
enhancing building performance rather than just recovering investments. Many
aspects are simplified in this study, so direct adoption into the building may not be
straightforward. Future research should further validate how MPC and retrofitting
strategies behave in real-world scenarios, where various disturbances occur, and
human intervention is possible.
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Appendix A

Pulse materials (source: Wahi, 2020; Pulse’s manager; and Ector Hoogstad)

External Wall B (Facade Opaque elements) and Skylights

Category Walls
Region Netherlands
Definition Method : Layers
Outer Layer
External Wall A (Facade Opaque elements) Material Metal-aluminium cladding
Category Walls ! Thk. (m) .0010
Region Netherlands 5 Material Foam Phenol
Definition Method : Layers Thk. (m) 148
Outer Layer 5 Material Metal-aluminium cladding
| Material Soda Lime Glass Thk. (W) 0010 : :
Thk. (m) 0060 4 Material NCM-Unventilated Cavity
2 Materia Ar Gep L:te(rgr fl::terboard
Thk. (m) .01 5
- Thk. (m) .00125
3 Material Foam -Phenol Material Mineral Fibre (wool)
Thk. (m) .250 6 Thk. (m) 100
4 Material Plasterboard Material Plasterboard
Thk. (m) 0125 7 e ™ 00125
Inner Layer Inner Layer
Avg. Thickness (m) | .275 Thickness (m) 565
R-Value (calculated) | 7.46 m*K/W R-Value (calculated) | 7.2 m?K/W
R-Value (specified) | >7 m*K/W R-Value (specified) | >7 m*K/W

Partition Wall C

Category Partitions
Definition Method : Layers Category Slabs

Outer Layer Region Netherlands

4 Material Plasterboard (CIBSE) Definition Method : Layers
Thic (r.n) '0?50 - Outer Layer

5 Material Mineral Fibre (wool) Viaterial Coment Sereed
Thk. (m) 100 1

5 Material Plasterboard (CIBSE) 1I\;Iha'§e(rr|:7 COaB:t Fo—
Thk. (m) 10250 5

Inner Layer Thk. (m) .395

Thickness (m) 15 Inner Layer

R-Value (calculated) | 3.2 m*K/W Thickness (m) 475

R-Value (specified) | 3.5 m2K/WK R-Value (calculated) | 2.3 m*K/W

Category Roof Category Double Glazing
Region Netherlands Region Netherlands
Definition Method : Layers Definition Method : Simple

Outer Layer G-Value 0.4
| Material Prefab (roofing) Light Transmission 7

Thk. (m) 075 U-Value 1.0 W/m2K
5 Material Foam Polyisocyanate U-Value (specified) <1.65 W/meK

Thk. (m) 165 Solar Shading

Material C te Cast-Cellul . n "
3 alena onerete ast-eluiar Internal Blinds Shading Roll-Medium Translucent

Thk. (m) .320 —

Position Internal
Inner Layer -
- Solar (according to ISSO 32)

Avg. Thickness (m) | .560 Control
R-Value (calculated) | 7.0 m2K/W Setpoint : 250 W/m?
R-Value (specified) | >7 mK/W Operation 8:00 - 18:00

90



Gevel

AT [gecoat metaal EE3 2l 9006 glancgraad (0%) conform tekening [onderegel. profielen. incl aatsdeuren. Scherprantige hosken. Dikts profiel o bepalen ahy. defintieve bererening tjjon indl draziends delen pleingeve en achtergevel
d
egizing [Saint Goban [cimatop XN plug Fanzparant [conform takening en sien beglazing dient binnen het geveviak voledig geljke Utsvaing to hebben. Zwarts afandhouder, Doonval- en letselveiigheid
form sisen. Geen deKijsten of opliggende bevestigingen. Bemonstering in definitieve opbou en dikte ter goedkeuring
aan architect
[V on rbbors Zvarte 1 on nbbers
[Fobe vervalion
2 [Toumiquat [Gamengested [Boon E2am 19006 gancgrasa (20%) conform tekening Coingen en bekabeling toumiquet en foegangacontiols [foumiquet begane grond
installatios in wang Zstwerk gavel en MIVA dour. Glazen toumiqust mst nteme
roldeuren. RVS plafond met LED spots. Gehsel 2 Ve 00mm,
Censter plange el verdepigen
2 [Ra 7023 serksersoris B
egi=ng [Sant Gaban [cimatop XN piug Fansparant [conform takening an sen Gegiazing dient binnen het geveiak voledig galjke UtsTaing te hebben. Zvarts sfstandhouder, Zvarte Kt Doonal an
ltzshsiighsid conform eizen. Gesn dekijeten of opliggende bevestigingen. Bemnonstaring in definitiovs opboun en dikte
tor gosdkeuring aan architect
3 Vimsgeveleystesm zonder stglen (NO en ZW gevel) [regels. stjen. PAF ramen en RAL 7035 icnegriz 53 aanshiting bimnaniandan en rondom PAE ramen 118l stjn voorizen. Inclusief taatsdeuren in Ko frame. Sigeres
aanciutend zetverk
beghzng [Sant Goban [Climatop CoorLits ST [conform takening an sizen egiazing diant binnan het gavallak voledig galike utsialing te hebban. grjze Ftandhouder, Doonval en etzeheiighard
sizen. Geen deiisten of opliggends bevestigingen. Bamnonstaring in definitieve opbou an dits tar goedkauring
laan architoct
[Shadonbox [5GG Cimaplus Coolits 5T PLUG RAL 7043 RAL 7043 conform tekening en eizen 3 % g e hebben goedreurng archisct,
IN Shadowbox Doorvak en lstseivelighsid conform sisen. Geen dslsten of opliggends bavectigingsn. Bemonstaring in dsfnitieve
lopbouv en ditts ter goedkeuring aan architact
“ervalen
F on nbbers e [or godkeurng aan architect
34 amos geiel [gecost ne [nte b
81 RVS 316 inclusit all e code ropgevel 2
hulpeonsircutie metaahvestosl (gevel en plsfond] e b geveimach - nre 316 [gevel on bevestigngemiddsien (ind spanbus) plafond.
incl ronclopand kader sparing mezh kopgevel
\erdisping
ne ne ns
vorzinkct staal \orzinkt staal verzinkt staa FosHinen spanvooreningen gevel en pafond
[gecoat staal RAL 9007 [glansgraad (50%) incl bevestigngemddeien hulpconstructi [Fulpconstnucte boven plafond exteneur en interew
[ransiucent wit
RAL 7021 angrs inch e Vadars. amallen = [achiargersl bagane grond
Plastverdsiing inclusief uitgeljnede bevestigng ter gosdkauring aan architact
o1 [2luminium sandichpiaat RAL 9007 glansgraad (0%) conform tekening en sisen poe Fanten en sindrap. Uitgel) 9 Ongedselds hooges [Fopgevels verdispingen
D [RAL 7023 verkeersgris B zpleetraam zuidoostiop
begizng [Sant Gaban [Cimatop CoorLita ST [conform takening on sen begiazing dient binnen het geveliak voledig gaijke Ustaing to hebben Zvarts atandhouder. Doonal- on letsehaiighad
form eicen. Gesn deKijsten of opliggende bevestigingen. Bemnonstering in dsfintieve opboun en dits ter goedkeuring
laan architect zonder stjen
[for gosdkeuring aan archiect
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Appendix B

Academic calendar

TU Delft Calendar, Academic Year 2021-2022

1st SEMESTER
Week no. 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50 51 52 1 2 3 4
Week type Cc C [ Cc CcT Cc C [ Cc C C
Teaching
1.1 1.2 1.3 14 1.7 21 22 23 | 24
Start | Open.
Monday Acad. | Acad. | 13 20 1 8 15 22 29
year | year
Tuesday 31 7 14 21 12 9 16 23 30
Wednesday 1 8 15 22 13 10 17 24 1
Thursday 2 9 16 23 14 1 18 25 2
Friday 3 10 17 24 15 12 19 26 3
Saturday 4 1 18 25 16 13 20 27 4 1 18 25 1 8 15 22 29
Sunday 5 12 19 26 3 10 17 24 31 7 14 21 28 5 12 19 26 2 9 16 23 30
September October November December January
2" SEMESTER
Week no. 5 6 7 8 9 10 1 12 13 14 15 16 17 18 19 20 21 22 23 24 25
Week type \ C C Cc C CcT Cc C
Teachin Spring
week 9 break | 31 3.2 33 34 35 | 36 | 37
Monday 7 14 21 28 14 21
Tuesday 8 15 22 1 15 22
Wednesday 9 16 23 2 16 23
Thursday 10 17 24 3 17 24
Friday 1 18 25 4 18 25
Saturday 5 12 19 26 5 12 19 26
Sunday 6 13 20 27 6 13 20 27 3 10 17 24 1 8 15 22 29 5 12 19 26
February March April May June
SUMMER PERIOD 2022 LEGENDA
Week no. 26 27 28 29 30 31 32 33 34
C = Lectures and other teaching activities
Week type WN | WV T \ Vv Vv \ \ A
Summer
riod week 5.1 5.2 53 | 54 5.5 5.6 57 | 58 | 59
Monday
Tuesday CW = Lectures/ free week; varies per study programme
Wednesday . . .
Lectures/free week/examinations/resits; varies per study
programme
Thursday
Friday Examinations / Resits
Saturday 2 9 16 23 30 6 13 20 27
Sunday 3 10 17 24 31 7 14 21 28
July August
29 August 2022: start academic year 2022-2023, week 35 (to be confirmed)
Week 5.1 and 5.2: free weeks only for resits, no regular teaching. 5 September 2022: Opening Academic Year
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Appendix C
Occupant assumption based on rooms capacitance

Rooms capacitance can be found at https://spacefinder.tudelft.nl/en/spaces/

Descriptions Occupant Count Assumptions
Class (full) 1020
Study (only the study area) 400
Close 0
Descriptions Hourly Occupant Count Assumptions
Weekdays [close]*7 + [class+study]*5 + [study]*1 + [class+study]*4 + [study*0.5]*7
Weekends (summer) [close]*7 + [study*0.3]*10 + [0]*7
Weekends (winter) [close]*7 + [study*0.3]*10 + [study*0.5]*7
Exam weekdays [close]*7 + [class+study]*5 + [study]*1 + [class+study]*4 + [study]*7
Exam weekends [close]*7 + [study]*17
Appendix D
Static parameters
Parameters Values Units
T, Appendix E °C
T; Appendix E °C
Agi—tump 6266.48 m?
Avpaque envelope—tump 1448.3 m?
Ainner walls—tump 1960 m?
Aimner floors—lump 1775.2 m?
U-value Glass-lump 1.65 W/m?2K
A, 04 -
F 0-1 -
X conv, 25 W/m2K
X onw; 2.5 W/m2K
A yad 5.1 W/m2K
U-value Opaque-lump 0.14 W/m?2K
D, 0.25 -
daii response factor 0.08 m
Rinner envetope RF 0.512 m2K/W
Rinner floors rRF 0.1 m2?K/W
Rinner waus rF 0.512 m*K/W
k d/R W/mK
Pinner envelope RF 800 Kg/m?
Pinner floors RF 1600 Kg/m?
800 Kg/m?

Pinner walls RF
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1090 J/kgK

Pinner envelope RF

Dinner floors F 840 J/kgK
Pinner walls RF 1090 J/kgK
Q. Appendix E MJ/m?
Vent 36/3600 m?3/s/person
Pair 1.2 Kg/m?
Coair 1000 J/kgK
Qint 100 W/m?/person

Appendix E

Timeseries parameters

Winter hourly data - Jan 2022

) I VN W Ve Ve Va Vo VAVA Vo VA VA VA VAV VA VU VA VA VAV NNV

154
104
54
—— T outdoor
—— T indoor
0
o 100 200 300 400 500 600 700

Summer hourly data - Jul 2022

—— T outdoor

| \4 | “,

| ‘ | L\
Y \r 1
15 4
300 400 500 600 700
Hourly data - Jan and Jul 2022
—— Qz summer [M}/m2]
—-= Qz winter [M)/m2]
3.0 q
2,59
2.0
1.5
1.0
0.5
0.0

o 100 200 300 400 500 600 700
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Appendix F

Model version 1

wallal

ABSORPTION_n

RADIATION_c1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1
RADIATION_k1
RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_d2
RADIATION_f2
RADIATION_h2
DIATION_j2

|

RADIATION_e
RADIATION_|

Aal*D1*Qz
Af1*D1*Qz*Fflal
Ak1*D1*Qz*Fklal

Aa2*D1*Qz*Fa2al
Aj2*D1*Qz*Fj2al

alfaconv_alo*Aal*(To-Tal)
alfaconv_ali*Aal¥(Ti-Ta1)
(1/((1/alfao_a1)+Rc_al))*Aal*(To-Tal)
Aal*-X0_al*Tal

Aal*(Xcor_al*Tpast)

alfarad_al*Aal*Falc1*(Tcl-Tal)
alfarad_al*Aal*Falf1*(Tf1-Tal)
alfarad_al*Aal*Falgl*(Tgl-Tal)
alfarad_al*Aal*Falh1*(Th1-Tal)
alfarad_al*Aal*Falj1*(Tj1-Tal)
alfarad_a1*Aa1*Fa1k1*(Tk1-Ta1)
alfarad_al*Aal*Falm1*(Tm1-Tal)

alfarad_al*Aal*Fala2*(Ta2-Tal)
alfarad_al*Aal*Falb2*(Tb2-Tal)
alfarad_al*Aal*Fald2*(Td2-Tal)
alfarad_al*Aal*Falf2*(Tf2-Tal)
alfarad_al*Aal*Fa1h2*(Th2-Tal)
alfarad_al*Aal*Falj2*(Tj2-Tal)

alfarad_al*Aal*Fale*(Te-Tal)
alfarad_al*Aal*Fall*(Tl-Tal)

Aal*D1*Qz+Af1*D1*Qz*Fflal+Ak1*D1*Qz*F
Fa2al+Aj2*D1*Qz*Fj2al+al

klal+Aa2*D1

faconv_alo*Aal*(To-Tal)+alfaconv_ali*Aal*(
Ti-Ta1)+(1/((1/alfao_a1)+Rc_a1))*Aal*(To-Ta1)
+Aa1*-X0_al*Tal+alfarad_al*Aal*Falc1*(Tcl
-Tal)+alfarad_al*Aal*Fa1f1*(Tf1-Tal)+alfarad
_al*Aal*Falgl*(Tgl-Tal)+alfarad_al*Aal*Fa
1h1*(Th1-Tal)+alfarad_al*Aa1*Fa1j1*(Tj1-Tal

)+alfarad_al1*Aal*Falkl*(Tk1-Tal)+alfarad_al
*Aal*Falm1*(Tm1-Tal)+alfarad_al*Aal*Fala
2*(Ta2-Tal)+alfarad_al*Aal*Falb2*(Tb2-Ta1)
+alfarad_a1*Aal1*Fald2*(Td2-Tal)+alfarad_al
*Aal*Falf2*(Tf2-Tal)+alfarad_al*Aal*Falh2

*(Th2-Tal)+alfarad_al*Aal*Falj2*(Tj2-Tal)+al
farad_a1*Aal*Fale*(Te-Tal)+alfarad_al*Aal*

Fall*(TI-Ta1)

eteeauation 1 A cor a1 Tpast

window b1

SOLAR Ab1*A1*Qz
SOLAR_wf1 Af1*A1*Qz*Fflbl
SOLAR_wk1 Ak1*A1*Qz*Fk1bl
SOLAR_wa2 Aa2*A1*Qz*Fa2bl

SOLAR_wij2 Aj2*A1*Qz*Fj2b1

CONVECTION_o alfaconv_blo*Ab1*(To-Tb1)
CONVECTION_i alfaconv_b1i*Ab1*(Ti-Tb1)
radition tosection1

RADIATION_c1 alfarad_b1*Ab1*Fb1c1*(Tc1-Tb1)
RADIATION_f1 alfarad_b1*Ab1*Fb1f1*(Tf1-Tb1)
RADIATION_g1 alfarad_b1*Ab1*Fb1g1*(Tgl-Tb1)
RADIATION_h1 alfarad_b1*Ab1*Fb1h1*(Th1-Tb1)
RADIATION_j1 alfarad_b1*Ab1*Fb1j1*(Tj1-Tb1)
RADIATION_k1 alfarad_b1*Ab1*Fb1k1*(Tk1-Tb1)
RADIATION_m1 alfarad_b1*Ab1*Fbim1*(Tm1-Tb1)
radition tosection2

RADIATION_a2 alfarad_b1*Ab1*Fb1a2*(Ta2-Tb1)
RADIATION_b2 alfarad_b1*Ab1*Fb1b2*(Tb2-Tb1)
RADIATION_d2 alfarad_b1*Ab1*Fb1d2*(Td2-Tb1)
RADIATION_f2 alfarad_b1*Ab1*Fb1f2*(Tf2-Tb1)
RADIATION_h2 alfarad_b1*Ab1*Fb1h2*(Th2-Tb1)

RADIATION_j2 alfarad_b1*Ab1*Fb1j2*(Tj2-Tb1)

alfarad_b1*Ab1*Fble*(Te-Tb1)
alfarad_b1*Ab1*Fb1I*(TI-Tb1)

Ab1*A1*Qz+Af1*A1*Qz*Ff1b1+Ak1*Al
*Qz*Fk1b1+Aa2*A1*Qz*Fa2bl+Aj2* Al
*Qz*Fj2bl+alfaconv_blo*Ab1*(To-Tb1)
+alfaconv_b1i*Ab1*(Ti-Tb1)+alfarad_b1
*Ab1*Fb1c1*(Tc1-Tbl)+alfarad_b1*Abl
*Fb1f1*(Tf1-Tb1)+alfarad_b1*Ab1*Fblg
1*(Tg1-Tbl)+alfarad_b1*Ab1*Fblh1*(T
h1-Tbl)+alfarad_b1*Ab1*Fb1j1%(Tj1-Tb
1)+alfarad_b1*Ab1*Fb1k1*(Tk1-Tbl)+al
farad_b1*Ab1*Fblm1*(Tm1-Th1)+alfar
ad_b1*Ab1*Fbla2*(Ta2-Tb1)+alfarad_b
1*Ab1*Fb1b2*(Tb2-Tb1)+alfarad_b1*A
b1*Fb1d2*(Td2-Tb1)+alfarad_b1*Abl1*F
b1f2*(Tf2-Th1)+alfarad_b1*Ab1*Fblh2
*(Th2-Tb1)+alfarad_b1*Ab1*Fb1j2*(Tj2
-Tb1)+alfarad_b1*Ab1*Fble*(Te-Tbl}+a

Ifarad_b1*Ab1*Fb11*(TI-Tb1)

o

overhang floor c1

Ab1*D1*Qz*Fblcl
Ac1*D1*Qz
Ak1*D1*Qz*Fk1bl

Aa2*D1*Qz*Fa2cl
Aj2*D1*Qz*Fj2cl

86888838
rslzss.
SE2: &

CONVECTION_o alfaconv_clo*Ac1*(To-Tcl)
CONVECTION_i alfaconv_c1i*Ac1*(Ti-Te1)
radiationtosection1

RADIATION_ a1 alfarad_c1*Ac1*Fclal*(Tal-Tcl)
RADIATION_b1 alfarad_c1*Ac1*Fclb1*(Tb1-Tc1)
RADIATION_j1 alfarad_c1*Ac1*Fc1j1*(Tj1-Tel)
RADIATION_k1 alfarad_c1*Ac1*Fc1k1*(Tk1-Tc1)
RADIATION_m1 alfarad_c1*Ac1*Fclm1*(Tm1-Tcl)

RADIATION_a2 alfarad_c1*Ac1*Fcla2*(Ta2-Tcl)
alfarad_c1*Ac1*Fc1b2*(Tb2-Tc1)
alfarad_c1*Ac1*Fc1h2*(Th2-Tc1)

alfarad_c1*Ac1*Fc1j2*(Tj2-Tcl)

282
233
244
250
2zz
SRR

RADIATION_I alfarad_c1*Ac1*Fcll*(TI-Tcl)

ad_c1*Ac1*Fcll*(Tl-Te1)

Ab1*D1*Qz*Fblc1+Ac1*D1*Qz+Ak1*D1*Qz*
Fk1b1+Aa2*D1*Qz*Fa2c1+Aj2*D1*Qz*Fj2cl+
alfaconv_c1o*Ac1*(To-Tc1)+alfaconv_cli*Acl
*(Ti-Tcl)+alfarad_c1*Acl*Fclal*(Tal-Tcl)+alf
arad_c1*Ac1*Fclb1*(Tb1-Tcl)+alfarad_c1*Ac
1*Fc1j1*(Tj1-Tel)+alfarad_c1*Ac1*Fclk1*(Tk

1-Tel)+alfarad_c1*Ac1*Fclm1*(Tm1-Tel)+alf

arad_c1*Ac1*Fcla2*(Ta2-Tcl)+alfarad_c1*Ac

1*Fc1b2*(Tb2-Tel)+alfarad_c1*Ac1*Fclh2*(T
h2-Tcl)+alfarad_c1*Ac1*Fc1j2*(Tj2-Tcl)+alfar

@
8
5
N

CONVECTION_o
CONVECTION_i

RADIATION_f1

RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_c2
RADIATION_d2
RADIATION_f2
RADIATION_g2
RADIATION_h2
DIATION_j2

|

RADIATION_e
RADIATION_I
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Ad1*A1*Qz
Af1*A1*Qz*Ff1d1
Ak1*A1*Qz*Fk1d1l

Aa2*A1*Qz*Fa2d1
Aj2*A1*Qz*Fj2d1

alfaconv_d1o*Ad1*(To-Td1)
alfaconv_d1i*Ad1*(Ti-Td1)

alfarad_d1*Ad1*Fd1f1*(Tf1-Td1)
alfarad_d1*Ad1*Fd1g1*(Tg1-Td1)
alfarad_d1*Ad1*Fd1h1*(Th1-Td1)
alfarad_d1*Ad1*Fd1j1*(Tj1-Td1)
alfarad_d1*Ad1*Fd1k1*(Tk1-Td1)
alfarad_d1*Ad1*Fd1m1*(Tm1-Td1)

alfarad_d1*Ad1*Fd1a2*(Ta2-Td1)
alfarad_d1*Ad1*Fd162*(Tb2-Td1)
alfarad_d1*Ad1*Fd1c2*(Tc2-Td1)
alfarad_d1*Ad1*Fd1d2*(Td2-Td1)
alfarad_d1*Ad1*Fd1f2*(Tf2-Td1)

alfarad_d1*Ad1*Fd1g2* (Tg2-Td1)
alfarad_d1*Ad1*Fd1h2*(Th2-Td1)
alfarad_d1*Ad1*Fd1j2*(Tj2-Td1)

alfarad_d1*Ad1*Fd1e*(Te-Td1)
alfarad_d1*Ad1*Fd11*(TI-Td1)

Ad1*A1*Qz+Af1*A1*Qz*FF1d1+AK1*AL
*Qz*Fk1d1+Aa2*A1* Qz*Fa2d1+Aj2*AL
*Qz*Fj2d1+alfaconv_d1o*Ad1*(To-Td1)
+alfaconv_d1i*Ad1*(Ti-Td1)+alfarad_d1
*Ad1*Fd1f1*(TF1-Td1)+alfarad_d1*Ad1

*Fd1g1*(Tgl-Td1)+alfarad_d1*Ad1*Fd1
h1*(Th1-Td1)+alfarad_d1*Ad1*Fd1j1*(T
j1-Td1)+alfarad_d1*Ad1*Fd1k1*(Tk1-Td
1)+alfarad_d1*Ad1*Fd1m1*(Tm1-Td1}+
alfarad_d1*Ad1*Fd1a2*(Ta2-Td1)+alfar

ad_d1%Ad1*Fd1b2°*(Tb2-Td1}+alfarad_d
1*Ad1*Fd1c2*(Tc2-Td1)+alfarad_d1*Ad
1°Fd1d2*(Td2-Td1)+alfarad_d1*Ad1*Fd
1624(Tf2-Td1)+alfarad_d1*Ad1*Fd1g2*(
Tg2-Td1)+alfarad_d1*Ad1°Fd1h2*(Th2-

Td1)+alfarad_d1*Ad1*Fd1j2*(Tj2-Td1)+

alfarad_d1*Ad1*Fd1e*(Te-Td1)+alfarad

d1*Ad1*Fd1I*(TI-Td1)

£

common floor e

SOLAR_wb1 Ab1*D1*Qz*Fble
SOLAR_wd1 Ad1*D1*Qz*Fdle
SOLAR_wfl Af1*D1*Qz*Ffle
SOLAR_wk1 Ak1*D1*Qz*Fkle
SOLAR_wa2 Aa2*D1*Qz*Fa2e
SOLAR H‘z Aj2*D1*Qz*Fj2e
CONVECTION_i alfaconv_ei*Ae*(Ti-Te)
ABSORPTION Ae*-X0_e*Te ??22?2?

ABSORPTION_n Ae*(Xcor_e*Tpast) 22?2?22
radition tosection1

RADIATION_al alfarad_e*Ae*Feal*(Tal-Te)
RADIATION_b1 alfarad_e*Ae*Febl1*(Tbl-Te)
RADIATION_d1 alfarad_e*Ae*Fed1*(Td1-Te)
RADIATION_f1 alfarad_e*Ae*Fef1*(Tf1Te)
RADIATION_g1 alfarad_e*Ae*Fegl*(Tgl-Te)
RADIATION_j1 alfarad_e*Ae*Fej1*(Tj1-Te)
RADIATION_K1 alfarad_e*Ae*Fek1*(Tk1-Te)
RADIATION_m1 alfarad_e*Ae*Fem1*(Tm1-Te)
radiationtosection2

RADIATION_a2 alfarad_e*Ae*Fea2*(Ta2Te)
RADIATION_b2 alfarad_e*Ae*Feb2*(Tb2-Te)
RADIATION_c2 alfarad_e*Ae*Fec2*(Tc2-Te)
RADIATION_d2 alfarad_e*Ae*Fed2*(Td2-Te)
RADIATION_f2 alfarad_e*Ae*Fef2*(Tf2-Te)
RADIATION_g2 alfarad_e*Ae*Feg2*(Tg2-Te)
RADIATION_h2 alfarad_e*Ae*Feh2*(Th2-Te)

RADIATION_j2 alfarad_e*Ae*Fej2*(Tj2-Te)

alfarad_e*Ae*Fel*(Tl-Te)

Ab1*D1*Qz*Fble+Ad1*D1*Qz*Fd
1e+Af1*D1*Qz*Ffle+Ak1*D1*Qz
*Fkle+Aa2*D1*Qz*Fa2e+Aj2*D1*
Qz*Fj2e+alfaconv_ei*Ae*(Ti-Te)+a
Ifarad_e*Ae*Feal*(Tal-Te)+alfara
d_e*Ae*Feb1*(Tb1-Te)+alfarad_e
*Ae*Fed1*(Td1-Te)+alfarad_e*Ae
*Fef1*(TflTe)+alfarad_e*Ae*Fegl
*(Tg1-Te)+alfarad_e*Ae*Fej1*(Tj1
-Te)+alfarad_e*Ae*Fek1*(Tk1-Te}+
alfarad_e*Ae*Fem1*(Tm1-Te)+alf
arad_e*Ae*Fea2*(Ta2Te)+alfarad_
e*Ae*Feb2*(Tb2-Te)+alfarad_e*A
e*Fec2*(Tc2-Te)+alfarad_e*Ae*Fe
d2*(Td2-Te)+alfarad_e*Ae*Fef2*(
Tf2-Te)+alfarad_e*Ae*Feg2*(Tg2-
Te)+alfarad_e*Ae*Feh2*(Th2-Te)+
alfarad_e*Ae*Fej2*(Tj2-Te)+alfara
d_e*Ae*Fel*(Tl-Te)

o



wall g1 overhang floor h1
SOLAR Af1°ALQz SOLAR_wb1 Ab1*D1*Qz*Fblgl SOLAR_wb1 Ab1°D1*Qz*Fb1h1
SOLAR_wb1 Ab1*A1*Qz*Fb1f1 SOLAR_wd1 Ad1*D1*Qz*Fd1g1 SOLAR_wk1 AK1°D1*Qz*FK1h1
SOLAR_wd1 Ad1*A1*Qz*Fd1f1 SOLAR Ag1*D1*Qz SOLAR_wd1 Ad1*D1*Qz*Fd1h1
solarfomsection2 SOLAR An1*D1%Qz
SOLAR_wa2 Aa2*A1*Qz*Fa2fl SOLAR_wa2 Aa2*D1*Qz*Fa2gl solar fromsection2
SOLAR_wj2 Aj2*AL*Qz*Fj21 SOLAR_wj2 Aj2*D1*Qz*Fj2g1 SOLAR_wa2 Aa2*D1*Qz*Fa2hl
EE— o i
CONVECTION o alfaconv_f10*Af1*(To-Tf1) CONVECTION_o alfaconv_g10*Ag1*(To-Tg1) _
CONVECTION i alfaconv_f1i*Af1*(Ti-Tf1) CONVECTION_i alfaconv_g1i*Ag1*(Ti-Tgl) CONVECTION_o alfaconv_h10*Ah1*(To-Th1)
radiationtosection1 CONDUCTION (1/((1/alfao_g1)+Re_g1))* Ag1*(To-Tg1) CONVECTION_i alfaconv_h1i*Ah1%(Ti-Th1)
RADIATION_a1 alfarad_f1*Af1*Ff1a1*(Tal-Tf1) ABSORPTION Ag1*-X0_g1*Tg1
RADIATION_b1 alfarad_f1*Af1°Ff1b1*(Tb1-Tf1) ABSORPTION_n Ag1*(Xcor_g1*Tpast)
RADIATION_d1 alfarad_f1*AfI*FF1*(Td1-TF)  |radiationtosectiond |
fadiation tosection2 RADIATION a1 alfarad_g1*Ag1*Fg1a1* (Ta1-Tg1) Iradiation tosection1
RADIATION_a2 alfarad_f1*Af1*Ff1a2*(Ta2-Tf1) RADIATION_b1 alfarad_g1*Ag1*Fglb1*(Tb1-Tgl) RADIATION_a1 alfarad_h1*Ah1*Fh1a1*(Tal-Th1)
RADIATION_b2 alfarad_f1*Af1*Ff162*(Tb2-Tf1) RADIATION_d1 alfarad_g1*Ag1*Fg1d1*(Td1-Tg1) RADIATION_b1 alfarad_h1*Ah1*Fh1b1%(Tb1-Th1)
RADIATION_c2 alfarad_f1*Af1*Ff1c2*(Tc2-T1) radiationtosection2 RADIATION_d1 alfarad_h1*Ah1*Fh1d1*(Td1-Th1)
RADIATION_d2 alfarad_f1*Af1*Ff1d2*(Td2-Tf1) RADIATION_a2 alfarad_g1*Ag1*Fgla2*(Ta2-Tgl) RADIATION_j1 alfarad_h1*Ah1*Fh1j1*(Tj1-Th1)
RADIATION_f2 alfarad_f1*Af1*FF1£2*(TF2-TF1) RADIATION_b2 alfarad_g1*Ag1*Fg1b2*(Tb2-Tgl) RADIATION_k1 alfarad_h1*Ah1*Fh1k1*(Tk1-Th1)
RADIATION_g2 alfarad_f1*Af1°Ff1g2° (Tg2-Tf1) RADIATION_c2 alfarad_g1*Ag1*Fglc2*(Tc2-Tg1) RADIATION_m1 alfarad_h1*Ah1*Fh1m1*(Tm1-Th1)
RADIATION_h2 alfarad_f1*Af1*Ff1h2*(Th2-Tf1) RADIATION_d2 alfarad_g1*Ag1*Fg1d2*(Td2-Tg1) radiation tosection2
RADIATION_j2 alfarad_f1*Af1*FF12* (Tj2-Tf1) RADIATION_f2 alfarad_g1*Ag1*Fg1f2*(TF2-Tg1) RADIATION_a2 alfarad_h1*Ah1*Fh1a2*(Ta2-Th1)
_ RADIATION_g2 alfarad_g1*Ag1*Fg1g2*(Tg2-Tgl) RADIATION_b2 alfarad_h1*Ah1*Fh1b2*(Tb2-Th1)
RADIATION_e alfarad_f1*Af1*Ffle®(Te-Tf1) RADIATION_h2 alfarad_g1*Ag1*Fg1h2*(Th2-Tgl) RADIATION_c2 alfarad_h1*Ah1*Fh1c2*(Tc2-Th1)
RADIATION_| alfarad_f1*AfL*FFLI*(TI-TFL) RADIATION_j2 alfarad_g1*Ag1*Fg1j2*(Tj2-Tg1) RADIATION_g2 alfarad_h1*Ah1*Fh1g2*(Tg2-Th1)
_ RADIATION_h2 alfarad_h1*Ah1*Fh1h2*(Th2-Th1)

Af1*A1*Qz+Ab1*A1*Qz*Fb1f1+Ad1*
A1*Qz*Fd1f1+Aa2*A1*Qz*Fa2f1+A]2
*A1*Qz*Fj2f1+alfaconv_flo*Af1*(To-
TH1)+alfaconv_f1i*AfL*(Ti-Tf1)+alfarad
_fI*Af1*Ff1a1*(Tal-Tf1)+alfarad_f1*
Af1*Ff1b1%(Tb1-Tf1)+alfarad_f1*Af1*
Ff1d1*(Td1-TF1)+alfarad_f1*Af1*Ffla
2%(Ta2-Tf1)+alfarad_f1*Af1*Ff1b2*(T
b2-Tf)+alfarad_f1*Af1*FF1c2*(Tc2-T
1)+alfarad_f1*AFL*Ff1d2*(Td2-TF1)+al
farad_f1* AFL*FF1£2* (TF2-Tf1) +alfarad
_FL*AFL*Ff1g2*(Tg2-Tf1)+alfarad_f1*
AFL*Ff1h2*(Th2-Tf1)+alfarad_f1*Af1*
FFLj2%(Tj2-TF1)+alfarad_f1*Af1*Ffle¥(
Te-Tf1)+alfarad_f1*Af1*Ff1I*(TI-TF1)
leftequation

RADIATION_e
RADIATION_|

alfarad_g1*Ag1*Fgle*(Te-Tgl)
alfarad_g1*Ag1*FglI*(TI-Tg1)

RADIATION_j2 alfarad_h1*Ah1*Fh1j2*(Tj2-Th1)

|

RADIATION_| alfarad_h1*Ah1*Fh1I*(TI-Th1)

Ab1*D1*Qz*Fb1gl+Ad1*D1*Qz*Fd1g1+Agl*
D1*Qz+Aa2*D1*Qz*Fa2gl+Aj2*D1*Qz*Fj2g1+
alfaconv_glo*Agl*(To-Tg1)+alfaconv_gli*Agl
*(Ti-Tg1)}+(1/((1/alfao_g1)+Rc_g1))*Ag1*(To-Tg
1)+Ag1*-X0_g1*Tgl+alfarad_g1*Ag1*Fglal*(T
a1-Tgl)+alfarad_g1*Ag1*Fg1bl*(Tb1-Tg1)+alfa
rad_g1*Ag1*Fgld1*(Td1-Tgl1)+alfarad_g1*Agl
*Fgla2*(Ta2-Tgl)+alfarad_g1*Ag1*Fglb2*(Th
2-Tgl)+alfarad_g1*Ag1*Fglc2*(Tc2-Tgl)+alfara
d_g1*Ag1*Fgld2*(Td2-Tgl)+alfarad_g1*Agl*F
g1f2*(Tf2-Tg1)+alfarad_g1*Ag1*Fglg2*(Tg2-Tg
1)+alfarad_g1*Ag1*FgTh2*(Th2-Tg1)+alfarad_
g1*Ag1*Fglj2*(Tj2-Tgl)+alfarad_g1*Agl*Fgle
*(Te-Tg1)+alfarad_g1*Ag1*Fgll*(Tl-Tgl)

Ab1*D1*Qz*Fb1h1+Ak1*D1*Qz*Fk1h1+Ad1*

D1*Qz*Fd1h1+Ah1*D1*Qz+Aa2*D1*Qz*Fa2h

1+Aj2*D1*Qz*Fj2h1+alfaconv_h1o*Ah1*(To-T
hi)+alfaconv_h1i* Ah1*(Ti-Th1)+alfarad_h1*A

h1*Fhlal*(Tal-Thl)+alfarad_h1*Ah1*Fh1b1%(
Tb1-Thi)+alfarad_h1*Ah1*Fh1d1*(Td1-Thl)+a
Ifarad_h1*Ah1*Fh1j1%(Tj1-Th1)+alfarad_h1*A
h1*Fh1k1*(Tk1-Thi)+alfarad_h1*Ah1*Fhim1*
(Tm1-Th1)+alfarad_h1*Ah1*Fh1a2*(Ta2-Th1)+
alfarad_h1*Ah1*Fh1b2*(Tb2-Thl)+alfarad_h1
*Ah1*Fh1c2*(Tc2-Thl)+alfarad_h1*Ah1*Fhig

2%(Tg2-Th1)+alfarad_h1*Ah1*Fh1h2*(Th2-Th1
)+alfarad_h1*Ah1*Fh1j2*(Tj2-Th1)+alfarad_h1
*Ah1*Fh1*(TI-Th1)

)

)

Ag1*(Xcor_g1*Tpast)

96

indoor air

ADVECTION vent*person*rho_: )_air*(To-Ti)
CONVECTION_al alfaconv_ali*Aal*(Tal-Ti)
CONVECTION_b1 alfaconv_b1i*Ab1*(Tb1-Ti)
CONVECTION_c1 alfaconv_c1i*Ac1*(Tc1-Ti)
CONVECTION_d1 alfaconv_d1i*Ad1*(Td1-Ti)
CONVECTION_f1 alfaconv_f1i*Af1*(Tf1-Ti)
CONVECTION_g1 alfaconv_gli*Ag1*(Tg1-Ti)
CONVECTION_h1 alfaconv_h1i*Ah1*(Th1-Ti)
CONVECTION_j1 alfaconv_j1i*Aj1*(Tj1-Ti)
CONVECTION_k1 alfaconv_k1i*Ak1*(Tk1-Ti)
(convection withsection2

CONVECTION_a2 alfaconv_a2i*Aa2*(Ta2-Ti)
CONVECTION_b2 alfaconv_b2i* Ab2*(Tb2-Ti)
CONVECTION_c2 alfaconv_c2i*Ac2*(Tc2-Ti)
CONVECTION_d2 alfaconv_d2i*Ad2*(Td2-Ti)
CONVECTION_f2 alfaconv_f2i*Af2*(Tf2-Ti)
CONVECTION_g2 alfaconv_g2i*Ag2*(Tg2-Ti)
CONVECTION_h2 alfaconv_h2i* Ah2*(Th2-Ti)

CONVECTION, iz alfaconv_j2i*Aj2*(Tj2-Ti)

CONVECTION_e alfaconv_ei*Ae*(Te-Ti)
CONVECTION_| alfaconv_Li*Al*(TI-Ti)
INTERNAL LOAD Qint

H/C LOAD Qheat

vent*person*rho,

TF1-Tij+alfa 1i*,

ir*Cp_air*(To-Ti)+alfa

conv_ali*Aal*(Tal-Ti)+alfaconv_b1i*Abl
*(Tb1-Ti)+alfaconv_c1i*Ac1*(Tc1-Ti)+alfac
onv_d1i*Ad1*(Td1-Ti)+alfaconv_f1i*Af1*(

nv_h1i*Ah1*(Th1-Ti)+alfaconv_j1i*Aj1*(T

_K1i* Ak1*(Tk1-Ti)

v_a2i*Aa2*(Ta2-Ti)+alfaconv_b2i*Ab2*(T
i)+alfacon
v_d2i*Ad2*(Td2-Ti)+alfaconv_f2i*Af2*(Tf

)+alfaconv_g2i*Ag2*(Tg2-Tij+alfaconv
_h2i*Ah2*(Th2-Ti)+alfaconv_j2i*Aj2*(Tj2-
Ti)+alfaconv_ei*Ae*(Te-Ti)+alfaconv_li*Al

b2-Ti)+alfaconv_c2i*Ac2*(Tc2-

*(TI-Ti)+Qint+Qheat

:
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RADIATION_al

RADIATION_d1
RADIATION_h1

RADIATION_a2



Ab1*D1*Qz*Fblj1
Ad1*D1%Qz*Fd1j1
AjL*D1*Qz

Aa2*D1*Qz*Fa2jl
Aj2*D1*Qz*Fj2j1

alfaconv_jlo*Aj1*(To-Ti1)
alfaconv_j1i*Aj1%(Ti-Tj1)
(1/((1/alfao_j1)+Re_j1)*Aj1*(To-Ti1)
AJL*X0_j1*Tj1

Aj1*(Xcor_j1*Tpast)

alfarad_j1*Aj1*Fj1a1*(Ta1-Tj1)
alfarad_j1*Aj1*Fj1b1*(Tb1-Tj1)
alfarad_j1*Aj1*Fj1c1*(Tc1-Tj1)

alfarad_j1*Aj1*Fj1d1*(Td1-Tj1)
alfarad_j1*Aj1*Fj1h1*(Th1-Tj1)

alfarad_j1*Aj1*Fj1a2*(Ta2-Tj1)
alfarad_j1*Aj1*Fj1b2*(Tb2-Tj1)
alfarad_j1*Aj1*Fj1d2*(Td2-Tj1)
alfarad_j1*Aj1*Fj1f2*(Tf2-Tj1)
alfarad_j1*Aj1*Fj1h2*(Th2-Tj1)
alfarad_j1*Aj1*Fj1j2*(Tj2-Tj1)

alfarad_j1*Aj1*Fjle* (Te-Ti1)
alfarad_j1*Aj1*Fj1I*(TI-Tj1)

Ab1*D1*Qz*Fb1j1+Ad1*D1’ Fd1j1+Aj1*

D1*Qz+Aa2*D1*Qz*Fa2j1+Aj2* D1* Qz*Fi2j
1+alfaconv_jlo*Aj1*(To-Tjl)+alfaconv_jli*A
J1*(TiTj1)+(1/((1/alfao_j1}+Re_j1))*Aj1*(To
Ti1)+Aj1*-X0_j1* Tj1+alfarad_j1*Aj1*Fjlal
*(Ta1-Tj1)+alfarad_j1*Aj1*FiIb1*(Tb1-Tj1}+
alfarad_j1*Aj1*Fj1c1*(Tc1-Tj1)+alfarad_j1*

AJL*Fi1d1*(Td1-Tj1)+alfarad_j1*Aj1*FiTh1*
(Th1-Tj1)+alfarad_j1*Aj1*Fj1a2*(Ta2-Tj1)+al
farad_j1*Aj1*Fj1b2*(Tb2-Ti1)+alfarad_j1*Aj
1°Fj1d2*(Td2-Tj1)+alfarad_j1*Aj1*Fi1f2*(Tf
2-Tj)+alfarad_j1*Aj1*Fith2*(Th2-Til)+alfar
ad_j1*Aj1*Fj1j2%(Tj2-Til)+alfarad_j1*Aj1*Fj
1e¥(Te-Tj1)+alfarad_j1*AjL*Fill*(TI-Tj1)

Aj1*(Xcor_j1*Tpast)

window k1 ‘common roof |
SOLAR Ak1*A1*Qz SOLAR_wb1
SOLAR_wb1 Ab1*A1*Qz*Fblkl SOLAR_wd1
SOLAR_wd1 Ad1*A1*Qz*Fd1kl SOLAR_wfl
solarfromsection2 SOLAR_wki
SOLAR_wa2 Aa2*A1*Qz*Fa2kl SOLAR

Aj2*A1*Qz*Fj2k1

8
5
f
8
H
H

CONVECTION_o alfaconv_k1o*Ak1*(To-Tk1) SOLAR_wj2
CONVECTION_i alfaconv_k1i*A1#(Ti-Tk1)

radationtosection1 CONVECTION_o
RADIATION_al alfarad_k1*Ak1*Fk1a1*(Tal-Tk1) CONVECTION_i
RADIATION_b1 alfarad_k1*Ak1*Fk1b1*(Tb1-Tk1) CONDUCTION
RADIATION_c1 alfarad_k1*Ak1*Fk1c1*(Tcl-Tk1) RI
RADIATION_d1 alfarad_k1*Ak1*Fk1d1*(Td1-Tk1) ABSORPTION_n
RADIATION_h1 alfarad_k1*Ak1*Fk1h1*(Th1-Tk1)
PR oumoN
RADIATION_a2 alfarad_k1*Ak1*Fk1a2*(Ta2-Tk1) RADIATION_b1
RADIATION_b2 alfarad_k1*Ak1*Fk1b2*(Tb2-Tk1) RADIATION_c1
RADIATION_d2 alfarad_k1*Ak1*Fk1d2*(Td2-Tk1) RADIATION_d1
RADIATION_f2 alfarad_k1*Ak1*Fk1f2*(Tf2-Tk1) RADIATION_f1
RADIATION_h2 alfarad_k1*Ak1*Fk1h2*(Th2-Tk1) RADIATION_g1
RADIATION_j2 alfarad_k1*AK1*FK1j2%(Tj2-Tk1) RADIATION_h1
radaton s e andfoore oy
RADIATION_e alfarad_k1*Ak1*Fkle*(Te-Tk1) RADIATION_k1
RADIATION_| alfarad_k1*Ak1*Fk1I*(TI-Tk1) RADIATION_m1

RADIATION_h2

Abl1*D1*Qz*Fbll
Ad1*D1*Qz*Fd1l
Af1*D1*Qz*Ff1l
Ak1*D1*Qz*Fk1l
AI*D1*Qz

Aa2*D1*Qz*Fa2l
Aj2*D1*Qz*Fj2!

alfaconv_lo*Al*(To-TI)
alfaconv_li*Al*(Ti-Tl)
(1/((1/alfao_l)+Re_I))*Al*(To-TI)
AI*-X0_I*TI

Al*(Xcor_[*Tpast)

alfarad_I*Al*Flal*(Ta1-T))
alfarad_I*AI*FIb1*(Tb1-TI)
alfarad_I*AI*Flc1#(Tc1-TI)
alfarad_I*AI*FId1*(Td1-TI)
alfarad_I*AIFIFL* (TF1-TI)
alfarad_I*AI*Flg1*(TgL-T))
alfarad_I*A*FIh1*(Th1-TI)
alfarad_I* AFIj1*(Tj1-TI)
alfarad_I*AI*FIk1*(Tk1-TI)
alfarad_I*AI*FIm1*(Tm1-TI)

alfarad_I*AI*Fla2*(Ta2-Tl)
alfarad_I*AI*FIb2*(Tb2-Tl)
alfarad_I*AI*Fld2*(Td2-TI)
alfarad_I*AI*FIf2*(Tf2-TI)

alfarad_I*AI*FIh2*(Th2-Tl)

RADIATION_j2 alfarad_I*AI*FIj2*(Tj2-TI)

RADIATION_e

alfarad_I*Al*Fle*(Te-TI)

Ab1*D1*Qz*Fb1+Ad1*D1*Qz*Fd1A
AK1*A1*Qz+Ab1*A1*Qz*Fb1k1+AdL* 1+D1*Qz*FFLI+AK1*D1*Qz* FKIHAI*
A1*Qz*Fd1k1+Aa2*A1* Qz*Fa2k1+Aj2* D1*Qz+Aa2*D1*Qz*Fa2l+Aj2*D1*Qz*
A1*Qz*Fj2k1+alfaconv_k1o® Ak1*(To-T 21+alfaconv_lo*Al*(To-Tl)+alfaconv_|
K1)+alfaconv_k1i*Ak1¥(Ti-Tk1)+alfarad AL (Ti-TI(1/((1/alfao_l)+Re_I))*AI%(
_K1*Ak1*Fklal*(Tal-Tk1)+alfarad_k1* To-TI)+AI*-X0_|*Tl+alfarad_I*Al*Fla1*(
Ak1*Fk1b1*(Tb1-Tkl)+alfarad_k1*Ak1 Ta1-Tl)+alfarad_I*AI*FIb1*(Tb1-Ti)+alf
*Fk1c1*(Tcl-Tk1)+alfarad_k1*Ak1*Fk1 arad_I*AI*FIc1*(Tcl-Tij+alfarad_I*Al*
d1*(Td1-Tk1)+alfarad_k1*Ak1*Fk1h1%( Fld1* (Td1-Ti)+alfarad_I*AI*FIf1*(TF1-T
Thi-Tk1)+alfarad_k1*Ak1*Fkla2*(Ta2- j+alfarad_I*AI*Flg1*(Tg1-Tl)+alfarad_|
Tk1)+alfarad_k1*Ak1*Fk1b2*(Tb2-Tk1) *AI*FIh1¥(Th1-Ti)+alfarad_I*AI*FIj1¥(
+alfarad_k1*AK1*Fk1d2*(Td2-Tk1)+alfa Ti1-Tl)+alfarad_I*Al*FIk1#(TkL-Tl)+alfa
rad_k1*Ak1*Fk1f2*(Tf2-Tk1)+alfarad_k rad_I*AI*FIm1*(Tm1-Ti)+alfarad_I*Al*
1*Ak1*Fk1h2*(Th2-Tk1)+alfarad_k1*A Fla2*(Ta2-T)+alfarad_I*AI*FIb2*(Tb2-
K1*Fk1j2%(Tj2-Tk1)+alfarad_k1*AK1*Fk Ti)+alfarad_I*Al*FId2*(Td2-Ti)+alfarad
1e*(Te-Tk1)+alfarad_k1*AK1*FK1I*(TI-T _IPAFIR2*(TF2-Tl)+alfarad_I*AI*Fh2*
K1) {Th2-Ti)#alfarad_I*AI*Fij2*(Tj2-Tij+alf

arad_I*Al*Fle*(Te-Tl)

leftequation

o

Al*(Xcor_I*Tpast)

SOLAR_wb1
SOLAR_wd1

SOLAR_wa2
SOLAR_wi2

CONVECTION_i
ABSORPTION
ABSORPTION_n

RADIATION_a1
RADIATION_b1
RADIATION_c1
RADIATION_d1
RADIATION_h1

RADIATION_a2
RADIATION_b2
RADIATION_d2
RADIATION_f2
RADIATION_h2
RADIATION_j2

RADIATION_e
RADIATION_|

leftequation T A (xcor_m1*Tpast)

window a2
Ab1*D1*Qz*Fblm1 SOLAR_wb1 Ab1°AL*Qz*Fbla2 SOLAR_wb1
Ad1*D1*Qz*Fdim1 SOLAR_wd1 Ad1*A1°Qz*Fd1a2 SOLAR_wid1
SOLAR_wi1 AfL*AL*Qz*Ff1a2 SOLAR_wf1
Aa2*D1*Qz*Fa2m1 SOLAR_wk1 AKL*A1°Qz*Fk1a2 SOLAR_wk1
A2*D1*Qz*Fj2m1
SOLAR Aa2*AL*Qz SOLAR
alfaconv_m1i*Am1*(Ti-Tm1) SOLAR_wj2 Aj2°A1*Qz*Fj222 SOLAR_wi2
Am1*-X0_m1*Tm1l
Am1*(Xcor_m1*Tpast) CONVECTION_o alfaconv_a20*Aa2*(To-Ta2) CONVECTION_o
CONVECTION_i alfaconv_a2i*Aa2*(Ti-Ta2) CONVECTION_i
alfarad_m1*Am1*Fm1al*(Tal-Tm1) CONDUCTION
alfarad_m1*Am1*Fm1b1%(Tb1-Tm1) RADIATION_a1 alfarad_a2*Aa2*Fa2a1%(Ta1-Ta2) ABSORPTION
alfarad_m1*Am1*Fm1c1®(Tcl-Tm1) RADIATION_b1 alfarad_a2*Aa2*Fa2b1*(Tb1-Ta2) ABSORPTION_n
alfarad_m1*Am1*Fm1d1*(Td1-Tm1) RADIATION_c1 alfarad_a2*Aa2*Fa2c1*(Tc1-Ta2)
alfarad_m1*Am1*Fm1h1%(Th1-Tm1) RADIATION_d1 alfarad_a2*Aa2*Fa2d1*(Td1-Ta2) RADIATION_a1
RADIATION_f1 alfarad_a2*Aa2*Fa2f1*(Tf1-Ta2) RADIATION_b1
alfarad_m1*Am1*Fm1a2*(Ta2-Tm1) RADIATION_g1 alfarad_a2*Aa2*Fa2g1*(Tgl-Ta2) RADIATION_c1
alfarad_m1*Am1*Fm1b2*(Tb2-Tm1) RADIATION_h1 alfarad_a2*Aa2*Fa2h1*(Th1-Ta2) RADIATION_d1
alfarad_m1*Am1*Fm1d2*(Td2-Tm1) RADIATION j1 alfarad_a2*Aa2*Fa2j1*(Tj1-Ta2) RADIATION_f1
alfarad_m1*Am1*Fm1f2*(Tf2-Tm1) RADIATION_k1 alfarad_a2*Aa2*Fa2k1*(Tk1-Ta2) RADIATION_g1
alfarad_m1*Am1*Fm1h2*(Th2-Tm1) RADIATION_m1 alfarad_a2*Aa2*Fa2m1*(Tm1-Ta2) RADIATION_h1
alfarad_m1*Am1*Fm1j2*(Tj2-Tm1) radiationtosection2 RADIATION_j1
RADIATION_f2 alfarad_a2*Aa2*Fa2f2*(Tf2-Ta2) RADIATION_k1
alfarad_m1*Am1*Fm1e*(Te-Tm1) RADIATION_g2 alfarad_a2*Aa2*Fa2g2* (Tg2-Ta2) RADIATION_m1
alfarad_m1*Am1*Fm1l*(Ti-Tm1) RADIATION_h2 alfarad_a2* Aa2*Fa2h2*(Th2-Ta2) radistiontosection2
RADIATION j2 alfarad_a2*Aa2*Fa2j2*(Tj2-Ta2) RADIATION_f2
radtontoroof and faore RADIATION 52
RADIATION_e alfarad_a2*Aa2*Fa2e*(Te-Ta2) RADIATION_h2
RADIATION_| alfarad_a2*Aa2*Fa2l*(TI-Ta2) RADIATION. iz
RADIATION_e
RADIATION_|

Ab1*A1°Qz*Fb1a2+Ad1*AL*Qz*Fd1a2+AF1*A
Ab1*D1%Qz*FbIm1+Ad1°D1"
22*D1°Qz*Fa2m1+Aj2*D1*Qz*Fi2m1+alfac 1*0z*F1a2¢AkI"AL° Q2 Fkla2+eAa2 AL Q2e
onv_m1i*Am1*(Ti-Tm1}+Am1*-X0_m1*Tm A2°AL*Qz"F{2a2+alfacony_a20*Aa2* (To-Ta2)
rvirad i Am1efmiate(Tat Tl eals +alfaconv_a2i*Aa2* (Ti-Ta2)alfarad_a2*Aa2*F
rad ml'A-ml'lehl'(Thl Tm1)+alfarad, a2a1*(Tal-Ta2)+alfarad_a2*Aa2*Fa2b1*(Tb1-T
o - - | a2*Aa2*Fa2c1*( A
x:::‘::;:?;ﬁ;‘:;’m;’;:"‘xﬂ’;ﬁ 22*Aa2*Fa2d1*(Td1-Ta2)salfarad_a2*Aa2*Fa2
m1h1%(Th1Tm1)+alfarad_m1*Am1*Fm1ia2 fLr(Tf1-Ta2)alfarad_a2"Aa2Fa2g1*(Tg1-Ta2)
*+(Ta2-Tm1)+alfarad. ml‘xml'lebz‘mﬂ» +alfarad_a2*Aa2*Fa2h1*(Th1-Ta2)+alfarad_a2
Tmi)+alfarad_m1*Am1*Fm1d2* (Td2-Tm1}+ A2 (T Tud}aliared. a2 An2"Fa2k1>
alfarad_m1*Am1*Fm1f2*(TF2-Tm1)+alfarad (Ti-Taz}+alfarad_a2"Aa2°Fa2m1*(Tm1 Taz)s
o Ant Fnth2+(he- T vetfaned. miL* alfarad_a2*Aa2*Fa2f2*(TF2-Ta2) +alfarad_a2*A
AL Ftj2+(Ti2 Tl salfrad. m-ATIeF 2*Fa2g2* (Tg2-Ta2)+alfarad_a2*Aa2*Fazh2*(
iee(Te Tl affored, mI° AT EmIITH Tha-Ta2)+alfarad_a2*Aa2*Fa2i2*(Tj2-Ta2)+alfa
Ta) - rad_a2*Aa2*Faze*(Te-Ta2}salfarad_a2*Aa2°F
a2l*(Tl-Ta2)
leftequation 0 leftequation
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Ab2*(Xcor_b2*Tpast)

Ab1*D1*Qz*Fb1b2
Ad1*D1*Qz*Fd1b2
Af1*D1*Qz*Ff1b2

Ak1*D1*Qz*Fk1b2

Ab2*D1*Qz
Aj2*D1*Qz*Fj2b2

alfaconv_b20*Ab2*(To-Tb2)
alfaconv_b2i*Ab2*(Ti-Tb2)
(1/((1/alfac_b2)+Rc_b2))*Ab2*(To-Tb2)
Ab2*-X0_b2*Tb2

Ab2*(Xcor_b2*Tpast)

alfarad_b2*Ab2*Fb2a1*(Tal-Tb2)
alfarad_b2*Ab2*Fb2b1*(Tb1-Tb2)
alfarad_b2*Ab2*Fb2c1*(Tc1-Tb2)
alfarad_b2*Ab2*Fb2d1*(Td1-Tb2)
alfarad_b2*Ab2*Fb2f1*(Tf1-Tb2)
alfarad_b2*Ab2*Fb2g1*(Tg1-Tb2)
alfarad_b2*Ab2*Fb2h1*(Th1-Tb2)
alfarad_b2*Ab2*Fb2j1*(Tj1-Tb2)
alfarad_b2*Ab2*Fb2k1*(Tk1-Tb2)
alfarad_b2*Ab2*Fb2m1*(Tm1-Tb2)

alfarad_b2*Ab2*Fb2f2*(Tf2-Tb2)
alfarad_b2*Ab2*Fb2g2*(Tg2-Tb2)
alfarad_b2*Ab2*Fb2h2*(Th2-Tb2)
alfarad_b2*Ab2*Fb2j2*(Tj2-Tb2)

alfarad_b2*Ab2*Fb2e*(Te-Tb2)
alfarad_b2*Ab2*Fb2I*(TI-Tb2)

Ab1*D1*Qz*Fb1b2+Ad1*D1*Qz*Fd1b2+Af1*
D1*Qz*Ff1b2+Ak1*D1*Qz*Fk1b2+Ab2*D1*Q
2+Aj2*D1*Qz*Fj2b2+alfaconv_b20*Ab2*(To-T
b2)+alfaconv_b2i*Ab2*(Ti-Tb2)+(1/((1/alfao_
b2)+Rc_b2))*Ab2*(To-Th2)+Ab2*-X0_b2*Tb2
+alfarad_b2*Ab2*Fb2a1*(Tal-Tb2)+alfarad_b
2*Ab2*Fb2b1*(Tb1-Tb2)+alfarad_b2*Ab2*Fb
2¢1*(Tc1-Tb2)+alfarad_b2*Ab2*Fb2d1*(Td1-T
b2)+alfarad_b2*Ab2*Fb2f1*(Tf1-Tb2)+alfarad
_b2*Ab2*Fb2g1*(Tg1-Th2)+alfarad_b2*Ab2*
Fb2h1*(Th1-Tb2)+alfarad_b2*Ab2*Fb2j1%(Tj1
-Tb2)+alfarad_b2*Ab2*Fb2k1*(Tk1-Th2)+alfar
ad_b2*Ab2*Fb2m1*(Tm1-Th2)+alfarad_b2*A
b2*Fb2f2*(Tf2-Th2)+alfarad_b2*Ab2*Fb2g2*
(Tg2-Tb2)+alfarad_b2*Ab2*Fb2h2*(Th2-Tb2)+
alfarad_b2*Ab2*Fb2j2*(Tj2-Tb2)+alfarad_b2*
Ab2*Fb2e*(Te-Tb2)+alfarad_b2*Ab2*Fb2I*(TI
-Tb2)

Ab2*(Xcor_b2*Tpast)

roof c2

NODE c2

solar from section 1
SOLAR_wd1
SOLAR_wfl

solar from section 2
SOLAR

SOLAR_wj2
convection and conduction
CONVECTION_o
CONVECTION_i
CONDUCTION
ABSORPTION
ABSORPTION_n
radiation to section 1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1
RADIATION_m1
radiation to section 2
RADIATION_d2
RADIATION_f2
radiation to floor e
RADIATION_e

right equation

left equation

‘Ac2*(Xcor_c2*Tpast)

Ad1*D1*Qz*Fd1c2
Af1*D1*Qz*Fflc2

Ac2*D1*Qz
Aj2*D1*Qz*Fj2c2

alfaconv_c20*Ac2*(To-Tc2)
alfaconv_c2i*Ac2*(Ti-Tc2)
(1/((1/alfao_c2)+Rc_c2))*Ac2*(To-Tc2)
Ac2*-X0_c2*Tc2

Ac2*(Xcor_c2*Tpast)

alfarad_c2*Ac2*Fc2d1*(Td1-Tc2)
alfarad_c2*Ac2*Fc2f1*(Tf1-Tc2)
alfarad_c2*Ac2*Fc2g1*(Tgl-Tc2)
alfarad_c2*Ac2*Fc2h1*(Th1-Tc2)
alfarad_c2*Ac2*Fc2j1*(Tj1-Tc2)
alfarad_c2*Ac2*Fc2m1*(Tm1-Tc2)

alfarad_c2*Ac2*Fc2d2*(Td2-Tc2)
alfarad_c2*Ac2*Fc2f2*(Tf2-Tc2)

alfarad_c2*Ac2*Fc2e*(Te-Tc2)

Ad1*D1*Qz*Fd1c2+Af1*D1*Qz*Fflc2+
Ac2*D1*Qz+Aj2*D1*Qz*Fj2c2+alfaconv
_c20*Ac2*(To-Tc2)+alfaconv_c2i*Ac2*(
Ti-Te2}+(1/((1/alfao_c2)+Rc_c2))*Ac2*(T
0-Tc2)+Ac2*-X0_c2*Tc2+alfarad_c2*Ac2
*Fc2d1*(Td1-Tc2)+alfarad_c2*Ac2*Fc2f
1%(Tf1-Tc2)+alfarad_c2*Ac2*Fc2g1*(Tgl
-Tc2)+alfarad_c2*Ac2*Fc2h1*(Th1-Tc2)+
alfarad_c2*Ac2*Fc2j1*(Tj1-Tc2)+alfarad
_C2*Ac2*Fc2m1*(Tm1-Tc2)+alfarad_c2*
Ac2*Fc2d2*(Td2-Tc2)+alfarad_c2*Ac2*F
c2f2*(Tf2-Tc2)+alfarad_c2*Ac2*Fc2e*(T

e-Te2)

Ac2*(Xcor_c2*Tpast)

adiabatic d2

solar from section 1
SOLAR_wb1
SOLAR_wd1
SOLAR_wfl
SOLAR_wk1

solar from section 2
SOLAR_wj2
convection and conduction
CONVECTION_i
ABSORPTION
ABSORPTION_n
radiation to section 1
RADIATION_al
RADIATION_b1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_j1
RADIATION_k1
RADIATION_m1
radiation to section 2
RADIATION_c2
RADIATION_f2
RADIATION_g2
RADIATION_h2
RADIATION_j2
radiation to floor e
RADIATION_e
RADIATION_|

right equation

left equation

Ab1*D1*Qz*Fbld2
Ad1*D1*Qz*Fd1d2
Af1*D1*Qz*Ff1d2

Ak1*D1*Qz*Fk1d2

Aj2*D1*Qz*Fj2d2

alfaconv_d2i*Ad2*(Ti-Td2)
Ad2*-X0_d2*Td2
Ad2*(Xcor_d2*Tpast)

alfarad_d2*Ad2*Fd2al1*(Tal-Td2)
alfarad_d2*Ad2*Fd2b1*(Tb1-Td2)
alfarad_d2*Ad2*Fd2d1*(Td1-Td2)
alfarad_d2*Ad2*Fd2f1*(Tf1-Td2)
alfarad_d2*Ad2*Fd2g1*(Tg1-Td2)
alfarad_d2*Ad2*Fd2j1*(Tj1-Td2)
alfarad_d2*Ad2*Fd2k1*(Tk1-Td2)
alfarad_d2*Ad2*Fd2m1*(Tm1-Td2)

alfarad_d2*Ad2*Fd2c2*(Tc2-Td2)
alfarad_d2*Ad2*Fd2f2*(Tf2-Td2)
alfarad_d2*Ad2*Fd2g2*(Tg2-Td2)
alfarad_d2*Ad2*Fd2h2*(Th2-Td2)
alfarad_d2*Ad2*Fd2j2*(Tj2-Td2)

alfarad_d2*Ad2*Fd2e*(Te-Td2)
alfarad_d2*Ad2*Fd21*(TI-Td2)

Ab1*D1*Qz*Fb1d2+Ad1*D1*Qz*Fd1d
2+4Af1*D1*Qz* Ff1d2+Ak1*D1*Qz*Fk1
d2+Aj2*D1*Qz*Fj2d2+alfaconv_d2i*A
d2*(Ti-Td2)+Ad2*-X0_d2*Td2+alfarad
_d2*Ad2*Fd2a1*(Tal-Td2)+alfarad_d
2*Ad2*Fd2b1*(Tb1-Td2)+alfarad_d2*
Ad2*Fd2d1*(Td1-Td2)+alfarad_d2*Ad
2*Fd2f1%(Tf1-Td2)+alfarad_d2*Ad2*F
d2g1*(Tg1-Td2)+alfarad_d2*Ad2*Fd2j
1%(Tj1-Td2)+alfarad_d2*Ad2*Fd2k1*(
Tk1-Td2)+alfarad_d2*Ad2*Fd2m1*(T
m1-Td2)+alfarad_d2*Ad2*Fd2c2*(Tc2-
Td2)+alfarad_d2*Ad2*Fd2f2*(Tf2-Td2)
+alfarad_d2*Ad2*Fd2g2*(Tg2-Td2)+alf
arad_d2*Ad2*Fd2h2*(Th2-Td2)+alfara
d_d2*Ad2*Fd2j2*(Tj2-Td2)+alfarad_d
2*Ad2*Fd2e* (Te-Td2)+alfarad_d2*Ad
2%Fd21*(TI-Td2)

Ad2*(Xcor_d2*Tpast)

adiabatic 2

solar from section 1
SOLAR_wb1
SOLAR_wd1
SOLAR_wfl
SOLAR_wk1

solar from section 2
SOLAR_wj2
convection and conduction
CONVECTION_i
ABSORPTION
ABSORPTION_n
radiation to section 1
RADIATION_al
RADIATION_b1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_j1
RADIATION_k1
RADIATION_m1
radiation to section 2
RADIATION_a2
RADIATION_b2
RADIATION_c2
RADIATION_d2
RADIATION_g2
radiation to floor e
RADIATION e
RADIATION_|

right equation

left equation

Ab1*D1*Qz*Fbif2
Ad1*D1*Qz*Fd1f2
Af1*D1*Qz*Ff1f2

Ak1*D1*Qz*Fk1f2

Aa2*D1*Qz*Fa2f2

alfaconv_f2i*Af2*(Ti-Tf2)
Af2*-X0_f2°T2
Af2*(Xcor_f2*Tpast)

alfarad_f2*Af2*Ff2a1*(Tal-Tf2)
alfarad_f2*Af2*Ff2b1*(Tb1-Tf2)
alfarad_f2*Af2*Ff2d1*(Td1-Tf2)
alfarad_f2*Af2*Ff2f1*(Tf1-Tf2)
alfarad_f2*Af2*Ff2g1*(Tg1-Tf2)
alfarad_f2*Af2*Ff2j1*(Tj1-Tf2)
alfarad_f2*Af2*Ff2k1*(Tk1-Tf2)
alfarad_f2*Af2*Ff2m1*(Tm1-Tf2)

alfarad_f2*Af2*Ff2a2*(Ta2-Tf2)
alfarad_f2*Af2*Ff2b2*(Tb2-Tf2)
alfarad_f2*Af2*Ff2c2*(Tc2-Tf2)
alfarad_f2*Af2*Ff2d2*(Td2-Tf2)
alfarad_f2*Af2*Ff2g2*(Tg2-Tf2)

alfarad_f2*Af2*Ff2e*(Te-Tf2)
alfarad_f2*Af2*Ff21*(TI-Tf2)

Ab1*D1*Qz*Fb1f2+Ad1*D1*Qz*Fd1f2+Af1*D

1%Qz*FF1f2+Ak1*D1*Qz*Fk1f2+Aa2*D1*Qz*F
a2f2+alfaconv_f2i*Af2%(Ti-TF2)+Af2*-X0_f2*Tf
2+alfarad_f2*Af2*Ff2a1*(Tal-Tf2)+alfarad_f2*
Af2*Ff2b1*(Tb1-Tf2)+alfarad_f2* Af2*Ff2d1*(T
d1-Tf2)+alfarad_f2*Af2* FF2f1*(Tf1-Tf2)+alfara

d_f2*Af2*Ff2g1*(Tg1-Tf2)+alfarad_f2*Af2*Ff2j
1%(Tj1-Tf2)+alfarad_f2*Af2*Ff2k1*(Tk1-Tf2)+al
farad_f2*Af2*Ff2m1*(Tm1-Tf2)+alfarad_f2*Af
2%Ff2a2*(Ta2-Tf2)+alfarad_f2*Af2*Ff2b2*(Tb2
-Tf2)+alfarad_f2*Af2*Ff2c2%(Tc2-Tf2)+alfarad_
f2*Af2*Ff2d2%(Td2-Tf2)+alfarad_f2*Af2*Ff2g2
*(Tg2-Tf2)+alfarad_f2*Af2* Ff2e* (Te-Tf2)+alfar
ad_f2*Af2*FR2I*(TI-TF2)

Af2*(Xcor_f2*Tpast)
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roof g2

NODE g2

solar from section 1
SOLAR_wd1
SOLAR_wf1l

solar from section 2
SOLAR_wa
convection and conduction
CONVECTION_o
CONVECTION_i
CONDUCTION
ABSORPTION
ABSORPTION_n
radiation to section 1
RADIATION_d1
RADIATION_f1
RADIATION_ g1
RADIATION_h1
RADIATION_j1
RADIATION_m1
radiation to section 2
RADIATION_d2
RADIATION_f2
radiation to floor e
RADIATION_e

right equation

left equation

Ag2*(Xcor_g2*Tpast)

Ad1°D1*Qz*Fd1g2
Af1*D1*Qz*Ff1g2

Aa2*D1*Qz*Fa2g2

alfaconv_g20*Ag2*(To-Tg2)
alfaconv_g2i*Ag2*(Ti-Tg2)
(1/((1/alfac_g2)+Rc_g2))*Ag2*(To-Tg2)
Ag2*-X0_g2*Tg2

Ag2*(Xcor_g2*Tpast)

alfarad_g2*Ag2*Fg2d1*(Td1-1g2)
alfarad_g2*Ag2*Fg2f1*(Tf1-Tg2)
alfarad_g2*Ag2*Fg2gl*(Tgl-Tg2)
alfarad_g2*Ag2*Fg2h1*(Th1-Tg2)
alfarad_g2*Ag2*Fg2j1*(Tj1-Tg2)
alfarad_g2*Ag2*Fg2m1*(Tm1-Tg2)

alfarad_g2*Ag2*Fg2d2*(Td2-1g2)
alfarad_g2*Ag2*Fg2f2*(Tf2-Tg2)

alfarad_g2*Ag2*Fg2e*(Te-Tg2)

Ad1*D1*Qz*Fd1g2+Af1*D1*Qz*Ff1g2+Aa2*D
1*Qz*Fa2g2+alfaconv_g20*Ag2*(To-Tg2)+alfac
onv_g2i*Ag2*(Ti-Tg2)+(1/((1/alfao_g2)+Rc_g2)
)*Ag2*(To-Tg2)+Ag2*-X0_g2*Tg2+alfarad_g2*
Ag2*Fg2d1*(Td1-Tg2)+alfarad_g2*Ag2*Fg2f1*
(Tf1-Tg2)+alfarad_g2*Ag2*Fg2g1*(Tg1-Tg2)+alf
arad_g2*Ag2*Fg2h1*(Th1-Tg2)+alfarad_g2*Ag
2*Fg2j1*(Tj1-Tg2)+alfarad_g2*Ag2*Fg2m1*(T
m1-Tg2)+alfarad_g2*Ag2*Fg2d2*(Td2-Tg2)+alf
arad_g2*Ag2*Fg2f2*(Tf2-Tg2)+alfarad_g2*Ag2
*Fg2e*(Te-Tg2)

Ag2*(Xcor_g2*Tpast)



wall h2

SOLAR_wb1
SOLAR_wd1
SOLAR_wfl
SOLAR_wk1

SOLAR_wa2

CONVECTION_o
CONVECTION_i
CONDUCTION
ABSORPTION
ABSORPTION_n

RADIATION_al
RADIATION_b1
RADIATION_c1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1
RADIATION_k1
RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_c2
RADIATION_d2

RADIATION_e
RADIATION_|

Ab1*D1*Qz*Fblh2
Ad1*D1*Qz*Fd1h2
Af1*D1*Qz*Ff1h2

Ak1*D1*Qz*Fk1h2

Aa2*D1*Qz*Fa2h2

alfaconv_h20*Ah2*(To-Th2)
alfaconv_h2i*Ah2*(Ti-Th2)

window

SOLAR_wb1
SOLAR_wd1
SOLAR_wf1
SOLAR_wk1

SOLAR
SOLAR_wa2

CONVECTION_o

(1/((1/alfac_h2)+Rc_h2))*Ah2*(To-Th: CONVECTION_i

Ah2*-X0_h2*Th2
Ah2*(Xcor_h2*Tpast)

alfarad_h2*Ah2*Fh2a1%(Ta1-Th2)
alfarad_h2*Ah2*Fh2b1*(Tb1-Th2)
alfarad_h2*Ah2*Fh2c1*(Tc1-Th2)
alfarad_h2*Ah2*Fh2d1*(Td1-Th2)
alfarad_h2*Ah2*Fh2f1*(Tf1-Th2)
alfarad_h2*Ah2*Fh2g1*(Tg1-Th2)
alfarad_h2*Ah2*Fh2h1*(Th1-Th2)
alfarad_h2*Ah2*Fh2j1*(Tj1-Th2)
alfarad_h2*Ah2*Fh2k1*(Tk1-Th2)
alfarad_h2*Ah2*Fh2m1*(Tm1-Th2)

alfarad_h2*Ah2*Fh2a2*(Ta2-Th2)
alfarad_h2*Ah2*Fh2b2*(Tb2-Th2)
alfarad_h2*Ah2*Fh2c2*(Tc2-Th2)
alfarad_h2*Ah2*Fh2d2*(Td2-Th2)

alfarad_h2*Ah2*Fh2e*(Te-Th2)
alfarad_h2*Ah2*Fh2|*(TI-Th2)

Ab1*D1*Qz*Fblh2+Ad1*D1*Qz*Fd1
h2+Af1*D1*Qz*Ff1h2+Ak1*D1*Qz*F
k1h2+Aa2*D1*Qz*Fa2h2+alfaconv_h
20*Ah2*(To-Th2)+alfaconv_h2i*Ah2*
(Ti-Th2)+(1/((1/alfac_h2)+Rc_h2))*A
h2*(To-Th2)+Ah2*-X0_h2*Th2+alfara
d_h2*Ah2*Fh2a1*(Tal-Th2)+alfarad_
h2*Ah2*Fh2b1*(Tb1-Th2)+alfarad_h
2*Ah2*Fh2c1*(Tc1-Th2)+alfarad_h2*
Ah2*Fh2d1*(Td1-Th2)+alfarad_h2*A
h2*Fh2f1*(Tf1-Th2)+alfarad_h2*Ah2
*Fh2g1*(Tgl-Th2)+alfarad_h2*Ah2*F
h2h1*(Th1-Th2)+alfarad_h2*Ah2*Fh
2j1*(Tj1-Th2)+alfarad_h2*Ah2*Fh2k1
*(Tk1-Th2)+alfarad_h2*Ah2*Fh2m1*
(Tm1-Th2)+alfarad_h2*Ah2*Fh2a2*(
Ta2-Th2)+alfarad_h2*Ah2*Fh2b2*(Tb
2-Th2)+alfarad_h2*Ah2*Fh2c2*(Tc2-
Th2)+alfarad_h2*Ah2*Fh2d2*(Td2-T
h2)+alfarad_h2*Ah2*Fh2e*(Te-Th2)+
alfarad_h2*Ah2*Fh2I*(TI-Th2)

Ah2*(Xcor_h2*Tpast)

RADIATION_a1
RADIATION_b1
RADIATION_c1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1
RADIATION_k1
RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_c2
RADIATION_d2

RADIATION_e
RADIATION_|

Ab1*A1*Qz*Fblj2
Ad1*A1*Qz*Fd1j2
Af1*A1*Qz*Ff1j2

Ak1*A1*Qz*Fk1j2

Aj2*A1*Qz
Aa2*A1*Qz*Fa2j2

alfaconv_j20*Aj2*(To-Tj2)
alfaconv_j2i*Aj2*(Ti-Tj2)

alfarad_j2*Aj2*Fj2a1*(Ta1-Tj2)
alfarad_j2*Aj2*Fj2b1%(Tb1-Tj2)
alfarad_j2*Aj2*Fj2c1*(Tc1-Tj2)
alfarad_j2*Aj2*Fj2d1%(Td1-Tj2)
alfarad_j2*Aj2*Fj2f1*(TF1-Tj2)
alfarad_j2*Aj2*Fj2g1*(Tg1-Tj2)
alfarad_j2*Aj2*Fj2h1%(Th1-Tj2)
alfarad_j2*Aj2*Fj2j1*(Tj1-Tj2)
alfarad_j2*Aj2*Fj2k1*(Tk1-Tj2)
alfarad_j2*Aj2*Fj2m1*(Tm1-Tj2)

alfarad_j2*Aj2*Fj2a2*(Ta2-Tj2)
alfarad_j2*Aj2*Fj2b2*(Tb2-Tj2)
alfarad_j2*Aj2*Fj2c2*(Tc2-Tj2)
alfarad_j2*Aj2*Fj2d2*(Td2-Tj2)

alfarad_j2*Aj2*Fj2e*(Te-Tj2)
alfarad_j2*Aj2*Fj2I*(TI-Tj2)

Ab1*A1*Qz*Fb1j2+Ad1*A1*Qz*Fd1j
2+Af1*A1*Qz*Ff1j2+Ak1*A1*Qz*Fk1
j2+Aj2*A1*Qz+Aa2*A1* Qz*Fa2j2+alf
aconv_j20*Aj2*(To-Tj2)+alfaconv_j2i
*Aj2*(Ti-Tj2)+alfarad_j2*Aj2*Fj2al*(
Tal-Tj2)+alfarad_j2*Aj2*Fj2b1*(Tb1-
Tj2)+alfarad_j2*Aj2*Fj2c1*(Tc1-Tj2)+
alfarad_j2*Aj2*Fj2d1*(Td1-Tj2)+alfar
ad_j2*Aj2*Fj2f1*(Tf1-Tj2)+alfarad_j2
*Aj2*Fj2g1*(Tgl-Tj2)+alfarad_j2*Aj2
*Fj2h1*(Th1-Tj2)+alfarad_j2*Aj2*Fj2j
1*(Tj1-Tj2)+alfarad_j2*Aj2*Fj2k1*(Tk
1-Tj2)+alfarad_j2*Aj2*Fj2m1*(Tm1-Tj
2)+alfarad_j2*Aj2*Fj2a2*(Ta2-Tj2)+al
farad_j2*Aj2*Fj2b2*(Tb2-Tj2)+alfara
d_j2*Aj2*Fj2c2*(Tc2-Tj2)+alfarad_j2*
Aj2*Fj2d2*(Td2-Tj2)+alfarad_j2*Aj2*
Fj2e*(Te-Tj2)+alfarad_j2*Aj2*Fj21* (T
Tj2)

leftequation 0



Appendix G

Model version 2

wall a1

SOLAR Aa1*D1*Qz
SOLAR_wf1 Af1*D1*Qz*Fflal
SOLAR_wk1 Ak1*D1*Qz*Fklal
SOLAR_wa2 Aa2*D1*Qz*fa2al

SOLAR ﬁ Aj2*D1*Qz*Fj2a1

CONVECTION_o alfaconv_alo*Aa1*(To-Tal)
CONVECTION_i alfaconv_ali*Aal*(Ti-Ta1)
CONDUCTION (1/{(1/alfao_al1)+Rc_al))*Aal*(To-Tal)
ABSORPTION Aa1*-X0_a1*Tal

ABSORPTION_n Aal*(Xcor_al*Tpast)

radiation tosection1

RADIATION_c1 alfarad_a1*Aal*Falc1*(Tc1-Ta1)
RADIATION_f1 alfarad_al*Aal*Fal1f1*(Tf1-Ta1)
RADIATION_g1 alfarad_a1*Aal*Falgl*(Tgl-Ta1)
RADIATION_h1 alfarad_a1*Aal*Falh1*(Th1-Tal)
RADIATION_j1 alfarad_a1*Aal*Fa1j1*(Tj1-Ta1)
RADIATION_ k1 alfarad_al*Aal*Falk1*(Tk1-Tal)
RADIATION_m1 alfarad_a1*Aal1*Faim1*(Tm1-Tal)
radition tosection2

RADIATION_ a2 alfarad_a1*Aal*fala2*(Ta2-Tal)
RADIATION_b2 alfarad_al*Aal*Fal1b2*(Tb2-Tal)
RADIATION_d2 alfarad_a1*Aal*Fald2*(Td2-Ta1)
RADIATION_f2 alfarad_a1*Aa1*Falf2*(Tf2-Ta1)
RADIATION_h2 alfarad_a1*Aal1*Falh2*(Th2-Tal)

IADWIOM-E alfarad_a1*Aa1*Fa1j2*(Tj2-Ta1)

alfarad_a1*Aal*Fale*(Te-Ta1)
alfarad_a1*Aa1*Fall*(TI-Ta1)

Aa1*D1*QzeAf1*D1*Qz*Fflal+Ak1*D1* Q2*F
u-m.mn-m*s-mwrm-m-nmm

0*Aal*(To-Tal)+al

Ifaconv_:
TiTa l/((llllho al)eRc. nn'An-mmu
»vnm'(m

*Aa1*Falj2*(Tj2-Tal}val
Te-Ta1)+alfarad_a1*Aa1*

Fall*(Tl-Ta1)

leftequation T Aan*(Xcor_a1*Tpast)

SOLAR Ab1*A1*Qz

SOLAR_wfl Af1*A1*Qz*Ffibl

SOLAR_wk1 Ak1*A1*Qz*Fk1bl
solarfromsection2

SOLAR_wa2 Aa2*A1*Qz*Fa2bl

SOLAR ﬁ Aj2*A1*Qz*Fj2b1
CONVECTION_o alfaconv_b1o*Ab1*(To-Tb1)
CONVECTION_i alfaconv_b1i*Ab1*(Ti-Tb1)
radiationtosection1

RADIATION_c1 alfarad_b1*Ab1*Fb1c1*(Tc1-Tb1)
RADIATION_f1 alfarad_b1*Ab1*Fb1f1*(Tf1-Tb1)
RADIATION_g1 alfarad_b1*Ab1*Fb1g1*(Tgl-Tbl)
RADIATION_h1 alfarad_b1*Ab1*Fb1h1*(Th1-Tb1)
RADIATION_j1 alfarad_b1*Ab1*Fb1j1*(Tj1-Tb1)
RADIATION_k1 alfarad_b1*Ab1*Fb1k1*(Tk1-Tb1)
RADIATION_m1 alfarad_b1*Ab1*Fbim1*(Tm1-Tb1)
radistiontosection2

RADIATION_a2 alfarad_b1*Ab1*Fbla2*(Ta2-Tb1)
RADIATION_b2 alfarad_b1*Ab1*Fb1b2*(Th2-Tb1)
RADIATION_d2 alfarad_b1*Ab1*Fb1d2*(Td2-Tb1)
RADIATION_f2 alfarad_b1*Ab1*Fb1f2*(Tf2-Tb1)
RADIATION_h2 alfarad_b1*Ab1*Fb1h2*(Th2-Tb1)
RADIATION, alfarad_b1*Ab1*Fb1j2*(Tj2-Tb1)
RADIATION_e alfarad_b1*Ab1*Fble*(Te-Tb1)
RADIATION_| alfarad_b1*Ab1*Fb11*(TI-Tb1)

Ab1*AL1*QzeAf1*A1*Qz*F1b1+AKI*AL

*Qz*Fk1b1+Aa2*A1*Qz* Fa2bl+Aj2'
-

*Fj2bl+alfaconv_blo*Abl*(To-Tb1)
alfaconv_b1i*Ab1*(Ti-Tb1)+alfarad_b1

*Ab1*Fblc1*(Tcl-Tbl)ralfarad_b1*:

*Fb1f1*(Tf1-Tb1)valfarad_b1*Ab1*Fbig
1*(Tg1-Th)+alfarad_b1*Ab1*Fb1h1*(T
h1-Th1}alfarad_b1*Ab1*Fb1j1*(Tj1-Th
1°Fb1k1*(Tk1-Tb1)sal
farad_b1*Ab1*Fbim1*(Tm1-Tb1)salfar
ad_b1*Ab1*Fb1a2*(Ta2-Th1)+alfarad_b
1°Ab1*Fb1b2*(Tb2-Tb1)salfarad_b1*A
b1*Fb1d2*(Td2-Tb1)salfarad_b1*Ab1*F
b112%(T12-Tb1)+alfarad_b1*Ab1*Fbih2
*Fbij2*(T)2

1)+alfarad_b1

*(Th2-Tb1)+alfarad_b1*Ab]
Tbi)+alfarad_b1*Ab1*Fble*(Te-Tb!
Ifarad_b1*Ab1*Fb11*(TI-Tb1)

overhang floor c1

SOLAR_wb1l Ab1*D1*Qz*fbicl
SOLAR Ac1*D1*Qz
SOLAR_wk1 Ak1*D1*Qz*Fk1b1
SOLAR_wa2 Aa2*D1*Qz*Fa2cl

Aj2°D1*Qz*Fj2c1

f
f

CONVECTION_o alfaconv_clo*Acl*(To-Tcl)
CONVECTION_i alfaconv_c1i*Ac1*(Ti-Te1)
radition tosection1

RADIATION a1 alfarad_c1*Ac1*Fclal*(Tal-Tel)
RADIATION_b1 alfarad_c1*Ac1*Fclb1*(Tb1-Tcl)
RADIATION_j1 alfarad_c1*Ac1*Fc1j1*(Tj1-Tel)
RADIATION_k1 alfarad_c1*Ac1*Fclk1*(Tk1-Tc1)
RADIATION m1 alfarad_c1*Ac1*Fcim1*(Tm1-Tcl1)
RADIATION_a2 alfarad_c1*Ac1*Fcla2*(Ta2-Tcl)
RADIATION_b2 alfarad_c1*Ac1*Fc1b2*(Tb2-Tc1)

alfarad_c1*Ac1*Felh2*(Th2-Te1)
alfarad_c1*Ac1*Felj2*(Tj2-Te1)

EE
s
|$lg
2

RADIATION_| alfarad_c1*Ac1*Fcll*(Tk-Te1)

*AL

Ab1

1-Tel)+alfarad_c1*

ad_c1*Ac1*Fe1l*(TI-Te1)
1)ea

Ab1*D1*Qz*Fblc14Ac1*D1*QzeAK1*D1* Qz*
Fk1b1+Aa2*D1*Qz* Fa2c1+Aj2* D1*Qz*Fj2c1s
alfaconv_clo*Acl*(To-Tel)+alfaconv_cli*Acl
*(Ti-Tel)+alfarad_c1*Ac1*Fclal®(Tal-Tel)valf
arad_c1*Ac1*Fc1b1*(Tb1-Tel)salfarad_c1*Ac
1*Fc1j1*(Tj1-Ted)+alfarad_c1*Ac1*Felk1*(Tk
Feim1*(Tm1-Tel)+alf
arad_c1*Ac1*Fcla2*(Ta2-Tel)+alfarad_c1*Ac
I'Rlbl'ml Te)+alfarad_c1*Ac1*Felh2*(T
h2-Tel)valfarad_c1*Ac1*Fc1j2*(T)2-Tel)+alfar

SOLAR Ad1*A1*Qz

SOLAR_wf1 Af1*A1*Qz*Ff1d1
SOLAR_wk1 AK1*A1*Qz*Fk1d1
SOLAR_wa2 Aa2*A1*Qz*Fa2d1

Aj2°A1*Qz*Fj2d1

CONVECTION_o alfaconv_d1o*Ad1*(To-Td1)
CONVECTION_i alfaconv_d1i*Ad1*(Ti-Td1)
rdationtosection1

RADIATION_f1 alfarad_d1*Ad1*Fd1f1*(Tf1-Td1)
RADIATION_g1 alfarad_d1*Ad1*Fd1g1*(Tgl-Td1)
RADIATION_h1 alfarad_d1*Ad1*Fd1h1*(Th1-Td1)
RADIATION_j1 alfarad_d1*Ad1*Fd1j1*(Tj1-Td1)
RADIATION_k1 alfarad_d1*Ad1*Fd1k1*(Tk1-Td1)
RADIATION_m1 alfarad_d1*Ad1*Fdim1*(Tm1-Td1)
rmdiatontosection2

RADIATION_a2 alfarad_d1*Ad1*Fd1a2*(Ta2-Td1)
RADIATION_b2 alfarad_d1*Ad1*Fd1b2*(Tb2-Td1)
RADIATION_c2 alfarad_d1*Ad1*Fd1c2*(Tc2-Td1)
RADIATION_d2 alfarad_d1*Ad1*Fd1d2*(Td2-Td1)
RADIATION_f2 alfarad_d1*Ad1*Fd1f2*(Tf2-Td1)
RADIATION_g2 alfarad_d1*Ad1*Fd1g2*(Tg2-Td1)
RADIATION_h2 alfarad_d1*Ad1*Fd1h2*(Th2-Td1)

RADIATION, alfarad_d1*Ad1*Fd1j2*(Tj2-Td1)

|

RADIATION_e
RADIATION_|

alfarad_d1*Ad1*Fd1e*(Te-Td1)
alfarad_d1*Ad1*Fd1l*(TI-Td1)

AG1*AL*QzeATL*AL* Qz* FI1d1+AKI*AL
*Qz*Fk1d1+A02*A1*Qz* Fa2d 1+A12*AL
*Qz*Fj2d14alfaconv_d10*Ad1*(To-Td1)
+alfaconv_d1i*Ad1*(Ti-Td1)salfarad_d1
*Ad1*Fd1f1*(TF1-Td1)salfarad_d1*Ad1
*Fd1g1*(Tg1-Td1)+alfarad_d1*Ad1*Fd1
h1*(Th1-Td1)salfarad_d1*Ad1*Fd1j1*(T
J1-Td1)+alfarad_d1*Ad1*Fd1k1*(Tk1-Td
1)+alfarad_d1*Ad1*Fd1m1*(Tm1-Td1)s

wam'(m Td1)salfar

142°(T12-Td1)+alfarad_d1*Ad1*Fd1g2*(
Tg2-Td1)valfarad_d1*Ad1*Fd1h2*(Th2-
Td1)salfarad_d1*Ad1*Fd1j2*(T)2-Td1)
rad_d1*Ad1*Fd1e*(Te-Td1)salfarad
_d1*Ad1*Fd11*(TI-Td1)

100

common floor e

SOLAR_wb1
SOLAR_wd1
SOLAR_wf1
SOLAR_wk1

SOLAR_wa2
SOLAR_

CONVECTION_i
ABSORPTION
ABSORPTION_n

RADIATION_a1
RADIATION_b1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_j1
RADIATION_k1
RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_c2
RADIATION_d2
RADIATION_f2
RADIATION_g2
RADIATION_h2
RADIATION

RADIATION_|

Ab1*D1*Qz*fble
Ad1*D1*Qz*fdle
Af1*D1*Qz*Ffle

AK1*D1*Qz*Fkle

Aa2*D1*Qz*Fa2e
A2*D1*Qz*F2e
alfacony_ei*Ae*(Ti-Te)
Ae*-X0_e*Te 72227
Ae*(Xcor_e*Tpast) 72227277

alfarad_e*Ae*Feal*(Tal-Te)

ed2*(Td2-Te)
ef2*(Tf2-Te)
2*(Tg2-Te)
h2*(Th2-Te)
@j2%(T)2-Te)

alfarad_e*Ae*Fel*(TI-Te)

Ab1*D1*Qz*Fble+Ad1*D1*Qz*Fd
1e+Af1*D1*Qz* FflesAk1*D1*Qz
*Fkle+Aa2*D1*Qz*Fa2erAj2*D1*

arad_e*Ae*Fea2*(Ta2Te)salfarad_
a'n'mz'mz Te)+alfarad_e*A

d_e*Ae*Fel*(Ti-Te)



SOLAR Af1*A1*Qz
SOLAR_wb1 Ab1*A1*Qz*Fb1f1l
SOLAR_wd1 Ad1*A1*Qz*Fd1f1
SOLAR_wa2 Aa2*A1*Qz*Fa2f1
Aj2*A1*Qz*Fj2f1

|

CONVECTION_o alfaconv_f10*Af1*(To-Tf1)
CONVECTION_i alfaconv_f1i*Af1*(Ti-Tf1)
raditiontosection1

RADIATION_a1 alfarad_f1*Af1*Ff1a1° (Ta1-Tf1)
RADIATION_ b1 alfarad_f1*Af1*Ff1b1*(Tb1-Tf1)
RADIATION_d1 alfarad_f1*Af1*Ff1d1*(Td1-Tf1)
‘mdation tosection2

RADIATION_a2 alfarad_f1*Af1*Ff1a2° (Ta2-Tf1)
RADIATION_b2 alfarad_f1*Af1*Ff1b2*(Tb2-Tf1)
RADIATION_c2 alfarad_f1*Af1*Ff1c2%(Tc2-Tf1)
RADIATION_d2 alfarad_f1*Af1*Ff1d2*(Td2-Tf1)
RADIATION_f2 alfarad_f1*AfL*FFLR2*(TF2-TF1)
RADIATION_g2 alfarad_f1*Af1*Ff1g2*(Tg2-T1)
RADIATION_h2 alfarad_f1*Af1*Ff1h2*(Th2-Tf1)
RADIA] 2 alfarad_f1*Af1*Ff1j2%(T)2-T1)
RADIATION_e alfarad_f1*Af1*Ffle*(Te-Tf1)
RADIATION_| alfarad_f1*Af1*FfLI*(TI-Tf1)

Af1*A1*Qz+Ab1*A1*Qz* FD1f14Ad1*

AL*Q2 AL*Qz
*A1*Qz*Fj2f1+alfaconv_flo* Af1*(To-
Ti1)ealfaconv_f1i*Af1*(Ti-Tf1)+alfarad
_f1*Af1*Ff1a1* (Tal-Tf1)salfarad_f1*
Af1*F{1b1%(Tb1-Tf1)+alfarad_f1*Af1*
F1d1*(Td1-Tf1)salfarad_f1*Af1*Ffla
24(Ta2-Tf1+alfarad_f1*Af1*FF1b2*(T
b2-Tf1)+alfarad_f1*Af1*Ffic2*(Tc2-Tf
1)+valfarad_f1*Af1*Ff1d2*(Td2-Tf1)+al
farad_{1*Af1*Ff1£2*(T2-Tf1)salfarad
_f1*Af1*Ff1g2* (Tg2-Tf1)salfarad_f1*
AfL*Ff1h2*(Th2-Tf1)+alfarad_f1*Af1*
Ff1)2*(T)2-TH )ealfarad_f1*Af1*Ff1e*(
Te-Tf1)+alfarad_f1*Af1*FFLI*(TETF)

o

wall g1

SOLAR_wb1l Ab1*D1*Qz*Fblgl

SOLAR_wd1 Ad1*D1*Qz*Fd1gl

SOLAR AgL*D1*Qz
solarfromsection2

SOLAR_wa2 Aa2*D1*Qz*Fa2gl

SOLAR_wj2 Aj2*D1*Qz*Fj2g1

CONVECTION o alfaconv_glo*Ag1*(To-Tg1)
CONVECTION_i alfaconv_g1i*Ag1*(Ti-Tg1)
CONDUCTION (1/((1/alfao_g1)+Re_g1))* Ag1*(To-Tg1)
ABSORPTION Agl*-X0_g1*Tgl
ABSORPTION_n Ag1*(Xcor_g1*Tpast)
‘dationtosection1

RADIATION_a1 alfarad_g1*Ag1*Fglal*(Ta1-Tg1)
RADIATION_b1 alfarad_g1*Ag1*Fgib1*(Tb1-Tg1)
RADIATION_d1 alfarad_g1*Ag1*Fg1d1*(Td1-Tg1)
‘mdationtosection2

RADIATION_a2 alfarad_g1*Ag1*Fg1a2*(Ta2-Tg1)
RADIATION_b2 alfarad_g1*Ag1*Fgib2* (Tb2-Tg1)
RADIATION_c2 alfarad_g1*Ag1*Fg1c2* (Tc2-Tg1)
RADIATION_d2 alfarad_g1*Ag1*Fg1d2* (Td2-Tg1)
RADIATION_f2 alfarad_g1*Ag1*Fg1f2*(T12-Tg1)
RADIATION_g2 alfarad_g1*Ag1*Fg1g2*(Tg2-Tg1)
RADIATION_h2 alfarad_g1*Ag1*Fgih2* (Th2-Tg1)
RADIATION Iz alfarad_g1*Ag1*Fg1)2*(Tj2-Tg1)
RADIATION_e alfarad_g1*Ag1*Fgle*(Te-Tg1)
RADIATION_| alfarad_g1*Ag1*Fgal*(TI-Tg1)

1)

1)+alfarad_g1*Ag1*FgTh2*(Th2-Tg1 )

Ag1*(Xcor_g1*Tpast)

Ab1*D1*Qz*Fblgl+Ad1*D1*Qz* Fdlgl+Agl*
D1*Qz+A22*D1*Qz*Fa2gl4Aj2*D1*Q2*Fj2g1+
alfaconv_glo*Ag1*(To-Tg1)+alfaconv_gli*Agl
*(Ti-Tg1)+(1/((1/alfao_g1)+Re_g1))*Agl* (To-Tg
Ag1*-X0_g1*Tgi+alfarad_g1*Agl*Fglal*(T
a1-Tgl)+alfarad_g1*Ag1*Fgib1*(Tb1-Tg1)+alfa
rad_g1*Ag1*Fgld1*(Td1-Tg1)salfarad_g1*Agl
*Fgla2*(Ta2-Tg1)+alfarad_g1*Ag1*Fglb2*({Th
2-Tg1)valfarad_g1*Ag1*Fgic2* (Tc2-Tg1)+alfara
d_gl’ 81d2*(Td2-Tg1)+alfarad_g1*Ag1*F
g1f2%(T2-Tg1)+alfarad_g1*Ag1*Fg1g2*
rad

*Ag1*Fg1)2*(Tj2-Tg1)+alfarad_g1*Agl
*(Te-Tg1)ealfarad_g1*Ag1*Fg1l*(TI-Tg1)

floor h1
SOLAR_wb1 Ab1*D1*Qz*Fblhl
SOLAR_wk1 Ak1*D1*Qz*Fkihl
SOLAR_wd1 Ad1*D1*Qz*Fd1h1
SOLAR Ah1*D1*Qz
SOLAR_wa2 Aa2*D1*Qz*Fa2hl
SOLAR_wj2 Aj2*D1*Qz*Fj2h1
CONVECTION o alfaconv_h1o*Ah1*(To-Th1)
CONVECTION_i alfaconv_h1i*An1*(Ti-Th1)
radiation tosection1
RADIATION_a1 alfarad_h1*Ah1*Fh1a1*(Ta1-Th1)
RADIATION_b1 alfarad_h1*Ah1*Fh1b1*(Tb1-Th1)
RADIATION_d1 alfarad_h1*Ah1*Fh1d1*(Td1-Th1)
RADIATION_j1 alfarad_h1*Ah1*Fh1j1%(Tj1-Th1)
RADIATION_k1 alfarad_h1*Ah1*Fh1k1*(Tk1-Th1)
RADIATION_m1 alfarad_h1*Ah1*Fhim1*(Tm1-Th1)
RADIATION a2 alfarad_h1*Ah1*Fh1a2*(Ta2-Th1)
RADIATION_b2 alfarad_h1*Ah1*Fh1b2%(Tb2-Th1)
RADIATION_c2 alfarad_h1*Ah1*Fh1c2*(Tc2-Th1)
RADIATION_g2 alfarad_h1*Ah1*Fh1g2*(Tg2-Th)
RADIATION_h2 alfarad_h1*Ah1*Fh1h2%(Th2-Th1)

RADIATION |z alfarad_h1*Ah1*Fh1j2*(Tj2-Th1)

alfarad_h1*Ah1*Fh11*(TI-Th1)

h1*Fh1
Tb1-Th

Ab1°D1%Qz*Fb1h1+AK1*D1*Qz* FkIh14Ad1*
D1°Qz*Fd1h1+Ah1*D1*Qz+A2*D1*Qz*Fa2h
14A12°01*Qz*Fj2h14alfaconv_h1o*Ah1*(To-T
hi)salfaconv_h1i*An1*(Ti-Thi}valfarad_h1*A
(Ta1-Th)+alfarad_h1*Ah1*Fhib1%(
rad_h1*Ah1*Fh1d1*(Td1-Th1)
Harad_h1*Ah1*Fh1j1*(Tj1-Thi)salfarad_h1*A

h1*Fh1k1*(Tk1-Th1)salfarad_h1*Ah1*Fhim1*
(Tm1-Th1)salfarad_h1*Ah1*Fh1a2*(Ta2-Thi)+
alfarad_h1*Ah1*Fh1b2*(Tb2-Thi)salfarad_h1

*AR1*Fh1c2*(Tc2-Th1)salfarad_h1*Ah1*Fhig

24(Tg2-Thi)ealfarad_h1*Ah1*Fh1h2*(Th2-Thi
J+alfarad_h1*Ah1*Fh1j2*(Tj2-Th1)salfarad_h1
*AR1*Fh1I*(T-Th1)

indoor air

ADVECTION vent*person*rho_air*Cp_air*(To-Ti)
lconvectionwithsection1

CONVECTION_al alfaconv_ali*Aa1*(Tal-Ti)
CONVECTION_b1 alfaconv_b1i*Ab1*(Tb1-Ti)
CONVECTION_c1 alfaconv_c1i*Ac1*(Tc1-Ti)
CONVECTION_d1 alfaconv_d1i*Ad1*(Td1-Ti)
CONVECTION_f1 alfaconv_f1i*Af1*(Tf1-Ti)
CONVECTION_g1 alfaconv_g1i*Ag1*(Tg1-Ti)
CONVECTION_h1 alfaconv_h1i*Ah1*(Th1-Ti)
CONVECTION_j1 alfaconv_j1i*Aj1*(Tj1-Ti)
CONVECTION_k1 alfaconv_k1i*Ak1*(Tk1-Ti)
convection withsection2

CONVECTION_a2 alfaconv_a2i*Aa2*(Ta2-Ti)
CONVECTION_b2 alfaconv_b2i*Ab2*(Tb2-Ti)
CONVECTION_c2 alfaconv_c2i*Ac2*(Tc2-Ti)
CONVECTION_d2 alfaconv_d2i*Ad2*(Td2-Ti)
CONVECTION_f2 alfaconv_f2i*Af2*(Tf2-Ti)
CONVECTION_g2 alfaconv_g2i*Ag2*(Tg2-Ti)
CONVECTION_h2 alfaconv_h2i*Ah2*(Th2-Ti)
CONVECTION_j2 alfaconv_j21*Aj2* (Tj2-Ti)

|

CONVECTION_e alfaconv_ei*Ae*(Te-Ti)
CONVECTION_| alfaconv_li*AI*(TI-Ti)
beatload

INTERNAL LOAD Qint

H/C LOAD Qheat

convection with inner wall and floor

CONVECTION_n alfaconv_ni*An*(Tn-Ti)
CONVECTION_p alfaconv_pi*Ap*(Tp-Ti)

vent*person*rho_alr*Cp_air*(To-Tijralfa
conv_ali*Aal*(Ta1-Tijsalfaconv_b1i*Abl
*(Tb1-Ti)+alfaconv_c1i*Ac1*(Tc1-Ti)+al

onv_d1i*Ad1*(Td1-Ti)+alfaconv_f1i*Af1

)ealfa 11°Ag1*

J1-Ti)+alfaconv_k1i*Ak1*(Tk1-Tijalfacon
v_a2i*Aa2*(Ta2-Tijsalfaconv_b2i*Ab2*(T
b2-Ti)+alfaconv_c2i*Ac2*(Tc2-Tij+alfacon
v_d2i*Ad2* (Td2-Ti)+alfaconv_f2i*Af2*(Tf
2-Tipralfaconv_g2i*Ag2*(Tg2-Ti)+alfaconv
_h2i*Ah2*(Th2-Ti)+alfaconv_j2i* Aj2*(T)2-
Ti)+alfaconv_ei*Ae*(Te-Tij+alfaconv_li*Al
*(TI-Ti)+Qint+Qheat+alfaconv_ni*An*(Tn-

Ti)+alfaconv_pi*Ap*(Tp-Ti)
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nv_h1i*Ah1(Th1-Ti)salfaconv_jai*Aj1*(T

wall j1

SOLAR_wb1

§|§ g
1K

8
2

2

CONVECTION_o
CONVECTION_i
CONDUCTION
ABSORPTION

g
:

|- §§I§§§§§§|§§§§§|



Ab1*D1*Qz*Fblj1
Ad1*D1*Qz*Fd1j1
Aj1*D1%0z

Aa2*D1*Qz*Fa2j1
Aj2*D1*Qz*Fj2j1

alfaconv_j1o*Aj1*(To-Tj1)
alfacony_j1i*Aj1*(Ti-Tj1)
(1/((1/alfao_j1)+Re_j1))*Aj1*(To-Tj1)
AJL*-X0_j1°TjL

Aj1*(Xeor_j1*Tpast)

alfarad_j1*Aj1*Fj1a1*(Ta1-Tj1)
alfarad_j1*Aj1*Fj1b1*(Tb1-Tj1)
alfarad_j1*Aj1*Fj1c1*(Tc1-Tj1)
alfarad_j1*Aj1*Fj1d1*(Td1-Tj1)
alfarad_j1*Aj1*Fj1h1*(Th1-Tj1)

alfarad_j1*Aj1*Fj1a2* (Ta2-Tj1)
alfarad_j1*Aj1*Fj162*(Tb2-Tj1)
alfarad_j1°Aj1*F{1d2*(Td2-Tj1)
alfarad_j1*Aj1*Fj112*(TF2-Tj1)
alfarad_J1°Aj1*Fj1h2*(Th2-Tj1)
alfarad_J1*Aj1*Fj1)2*(T)2-T}1)

alfarad_j1*Aj1*Fj1e*(Te-T)1)
alfarad_j1*Aj1*Fj1I*(TI-Tj1)

Ab1*D1%Qz*Fb1j1+Ad1*D1°Qz* Fd1j1eAj1*
D1°Qz+A2°D1*Qz*Fa2|1+A]2* D1*Qz*Fj2)
1+alfaconv_j1o*Aj1*(To-Tj1)+alfaconv_j1i*A
- TImlU(tlll"lei'MJll)' *(To
“TJ1)+AJ1*-X0_j1*T)1+alfarad_j1*Aj1*Fj1al
*(Tat- mmmme-m-mm-mx i)
alfarad_j1*Aj1*Fj1c1*(Te1-Tjt)salfarad_j1*
AJL*Fj1d1*(Td1-Tj1)+alfarad_j1*Aj1*FjTh1*
(Th1-Tj1)salfarad_j1*Aj1*Fj1a2* (Ta2-Tj1)sal
farad_j1* Aj1*Fj1b2*(Tb2-Tj1)salfarad_j1*A]
1°F)1d2° (Td2-Tj1)valfarad_j1*Aj1*Fj1f2°(TF
2-Tj1)valfarad_j1*Aj1*Fj1h2*(Th2-Tj1)alfar
ad_j1*Aj1*F1j2°(Tj2-Tj1)+alfarad_J1*Aj1*F)
1e*(Te-Tj1)valfarad_j1*Aj1*F1I*(TI-Tj1)

Aj1*(Xcor_j1*Tpast)

SOLAR Ak1*AL*Qz

SOLAR_wb1 Ab1*A1*Qz*Fblkl
SOLAR_wd1 Ad1*A1*Qz*Fd1k1
SOLAR_wa2 Aa2*A1*Qz*Fa2kl
SOLAR i! Aj2*A1*Qz*Fj2k1
CONVECTION_o alfaconv_k1lo*Ak1*(To-Tk1)
CONVECTION i alfaconv_k1i*Ak1*(Ti-Tk1)

alfarad_k1*AK1*Fk1a1*(Tal-Tk1)
alfarad_k1*Ak1*Fk1b1%(Tb1-Tk1)
alfarad_k1*AK1*Fk1c1*(Tc1-Tk1)
alfarad_k1*AK1*Fk1d1%(Td1-Tk1)
alfarad_k1*AK1*Fk1n1%(Th1-Tk1)

alfarad_k1*Ak1*Fk1a2*(Ta2-Tk1)
alfarad_k1*Ak1*Fk1b2*(Tb2-Tk1)
alfarad_k1*Ak1*Fk1d2*(Td2-Tk1)
alfarad_k1*Ak1*Fk1f2*(Tf2-Tk1)
alfarad_k1*Ak1*Fk1h2*(Th2-Tk1)
alfarad_k1*Ak1*Fk1j2*(T)2-Tk1)

alfarad_k1*Ak1*Fk1e*(Te-Tk1)
alfarad_k1*Ak1*Fi11*(TI-Tk1)

AK1*A1*Qz+Ab1*AL*Qz*Fb1k1+AdL*
A1*Qz*Fd1k14Aa2°A1* Qz*Fa2k1+Aj2*
A1*Qz*Fj2k1+alfaconv_k10*Ak1*(To-T
k1)+alfaconv_k1i*Ak1*(Ti-Tk1)+alfarad
_K1*AK1*Fk1a1*(Tal-Tk1)+alfarad_k1*
Ak1*Fk1b1*(Tb1-Tk1)+alfarad_k1*Ak1
*Fk1c1*(Tel-Th)ealfarad_k1*Ak1*Fkl
d1*(Td1-Tk1)ralfarad_k1*Ak1*Fk1h1*(
Thi-Tk1)+alfarad_k1*Ak1*Fkla2*(Ta2-
Tk1)+alfarad_k1*Ak1*Fk1b2*(Tb2-Tk1)
Mrld K1*AK1*Fk1d2*(Td2-Tk1)ralfa
rad_k1*Ak1*Fk1f2*(Tf2-Tk1)+alfarad_k
14AK1*FKIh2#(Th2-Tk1)salfarad_K1*A
k1*FK1j2%(Tj2-Tk1)+alfarad_k1*Ak1*Fk
n-m-m»mma K1*AKL*FKLI*(TI-T
K1)

RADIATION_a1
RADIATION_b1
RADIATION_c1
RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1
RADIATION_k1
RADIATION_m1

RADIATION_a2
RADIATION_b2
RADIATION_d2
RADIATION_f2
RADIATION_h2
RADIATION_j2

RADIATION e

Ab1*D1*Qz*Fb1l
Ad1*D1*Qz*Fd1l
Af1*D1*Qz*Ff1l
Ak1*D1*Qz*Fk1l
A*D1%Qz

Aa2*D1*0z*Fa2l
A2*D1*Qz*Fj2!

llflumv /_lo*Al*(To-TI)

alfaconv_Ii*AI*(Ti-Ti)
(1/((1/alfac_Ij+Re_1))*Ar*(To-T))
A-X0_I*T

A*(Xcor_|*Tpast)

alfarad_I*AI*Fla1*(Ta1-T))
alfarad_*AI*Fib1#(Tb1-T))
alfarad_I*A1*Flc1*(Te1-TI)
alfarad_I*AI*Fid1#(Td1-TI)
alfarad_I*AI*FIf1*{TF1-TI)
alfarad_I*AI*Fig1*(Tg1-T))
alfarad_I*AI*FIh1*(Th1-T))
alfarad_I*AI*FIj1*(Tj1-TI)
alfarad_I*A1*FIk1*(Tk1-T))
alfarad_I*AI*Fim1*(Tm1-T))

alfarad_I*AI*Fla2*(Ta2-T))
alfarad_I*AI*FIb2*(Tb2-T))
alfarad_I*A1*Fid2*(Td2-TI)
alfarad_I*AI*FIf2*(T12-T1)
alfarad_I*AI*FIh2*(Th2-T))
alfarad_I*AI*FIj2*(T)2-TI)

alfarad_I*Al*Fle*(Te-Ti)

Ab1*D1*Qz*Fb1l+Ad1*D1*Qz* FA1lWA
f1*D1*Qz*FI114AK1*D1*Qz* 1A
D1*Qz+Aa2*D1*Qz*Fa2lvAj2* D1 Qz*
Fj2l+alfaconv_lo*Al*(To-Tl)+alfaconv_|
I*AI*(Ti-TIH (1/((1/alfao_l}+Re_I))*A
To-TINeAI*-X0_I*Tl+atfarad_I*Al*Fla1*(

)+alfarad_I*AI*Fib1*(Tb1-Tl)+alf

*AI*Flc1*(Te1-Tij+alfarad_|*Al*
Fid1*(Td1-T))+alfarad_I*AI*FIf1*(Tf1-T
I)salfarad_I*Al*FIg1*(Tg1-Ti)alfarad_|
SAI*FIh1*(Th1-Tl)valfarad_I*AI*FIj1*(
Tja-Tijealfarad_I*AI*FIk1*({Tk1-Tl)+;
rad_I*AlI*FIm1*(Tm1-Ti)+alfarad_I*Al
FIJZ'"!Z Ti)+alfarad_I*AI*FIb2*(Tb2-
Ti)salfarad_I*AlI*FId2*(Td2-Tl)+alfarad
_I*AI*FIf2*(Tf2-Tl)+alfarad_I*AI*FIh2*
(Th! Tl)+alfarad, I‘A!'FIl)'(T]Z-muII
arad_I*Al (Te-TI)

Mleftequation A (xeor_I*Tpast)

SOLAR_wb1 Ab1*D1*Qz*Fbim1
SOLAR_wd1 Ad1*D1*Qz*Fd1m1
SOLAR_wa2 Aa2*D1*Qz*Fa2ml

Aj2*D1*Qz*Fj2m1

f

CONVECTION_i alfaconv_m1i*Am1*(Ti-Tm1)
ABSORPTION Am1*-X0_m1*Tm1

ABSORPTION_n Am1*(Xcor_m1*Tpast)
rditiontosection

RADIATION a1 alfarad_m1*Am1*Fmlal*(Tal-Tm1)
RADIATION_b1 alfarad_m1*Am1*Fm1b1*({Tb1-Tm1)
RADIATION_c1 alfarad_m1*Am1*Fm1c1*(Tc1-Tm1)
RADIATION_d1 alfarad_m1*Am1*Fm1d1*(Td1-Tm1)

RADIATION_h1 alfarad_m1*Am1*Fm1h1*(Th1-Tm1)

RADIATION_a2 alfarad_m1*Am1*Fm1a2*(Ta2-Tm1)
RADIATION_b2 alfarad_m1*Am1*Fm1b2*(Tb2-Tm1)
RADIATION_d2 alfarad_m1*Am1*Fm1d2*(Td2-Tm1)
RADIATION_f2 alfarad_m1*Am1*Fm1f2*(Tf2-Tm1)
RADIATION_h2 alfarad_m1*Am1*Fm1h2*(Th2-Tm1)

RADIATION, alfarad_m1*Am1*Fm1j2*(Tj2-Tm1)

|

RADIATION e
RADIATION_|

alfarad_m1*Am1*Fmle*(Te-Tm1)
alfarad_m1*Am1*Fm1i*(TI-Tm1)

Ahvnz‘m'mmwvm-m'umm

SOLAR_wb1

SOLAR_wd1 Ad1*A1*Qz*Fd1a2

SOLAR_wf1 Af1*A1*Qz*Ff1a2

SOLAR_wk1 Ak1*A1*Qz*Fk1a2

SOLAR Aa2*Al*Qz

SOLAR_ Aj2*A1*Qz*Fj2a2
CONVECTION_o alfaconv_a2o0*Aa2*(To-Ta2)
CONVECTION_i alfaconv_a2i*Aa2*(Ti-Ta2)
RADIATION_al alfarad_a2*Aa2*Fa2al*(Tal-Ta2)
RADIATION_b1 alfarad_a2*Aa2*Fa2b1*(Tb1-Ta2)
RADIATION_c1 alfarad_a2*Aa2*Fa2c1*(Tc1-Ta2)
RADIATION_d1 alfarad_a2*Aa2*Fa2d1*(Td1-Ta2)
RADIATION_f1 2*Aa2*Fa2f1*(Tf1-Ta2)
RADIATION_g1 alfarad_a2*Aa2*Fa2g1*(Tg1-Ta2)
RADIATION_h1 alfarad_a2*Aa2*Fa2h1*(Th1-Ta2)
RADIATION_j1 12*Aa2*Fa2j1%(Tj1-Ta2)
RADIATION_k1 2*Aa2*Fa2k1*(Tk1-Ta2)
RADIATION m1 alfarad_a2*Aa2*Fa2m1*(Tm1-Ta2)
[ndationtosection2

RADIATION_f2 alfarad_a2*Aa2*Fa2f2*(112-Ta2)
RADIATION_g2 alfarad_a2*Aa2*Fa2g2*(Tg2-Ta2)
RADIATION_h2 alfarad_a2*Aa2*Fa2h2*(Th2-Ta2)
RADIATION, |1 alfarad_a2*Aa2*Fa2)2*(T)2-Ta2)
RADIATION e alfarad_a2*Aa2*Fa2e*(Te-Ta2)
RADIATION_| alfarad_a2*Aa2*Fa2l*(T1-Ta2)

SOLAR_wb1
SOLAR_wd1
SOLAR_wf1
SOLAR_wk1

Qz

om_mll‘Aml'm Thl

*(Ta2-Tm1)salfarad_m1*Am1*Fm1b2*(Tb2-
Tm1)+alfarad_m1*Am1*Fm1d2*(Td2-Tm1p
alfarad_m1*Am1*Fm1f2*(Tf2-Tm1)+alfarad

1*Am1*Fm1h2*(Th2-Tm1)+alfarad_m1*
Am1*Fm1j2*(Tj2-Tm1)+alfarad_m1*Am1*F

lleftequation T Amie (Xeor_m1*Tast)
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Aj2*A1*Qz*Fj2a2+alfaconv_a2o*Aa2*(To-Ta2)
(Ti-Ta2)+alfarad_a2*Aa2*F

*Aa2*Fa2b1*(Tb1-

Ab1*A1*Qz
X0_m1*Tm
Leaiarad, mi*Am1+Fm1ate(Tal-Tmi)ealfa :;'.'m;az" e d.. .
rad_m1*Am1*Fm1b1*(Tb1-Tm1)+alfarad_ _a2*Aa2*Fa2c1*( Veala
Prmicie(Tel. D A
o d:{"r};:“‘:‘:'m".m L 22+Aa2Fazd1*(Td1- Ta2}valfarsd_n2*Aa2Fai
F19(TF1-Ta2)valfarad_a2*Aa2*FaZg1*(Tgi-Ta2)
m1h1*(Thi-Tm1)+alfarad_m1*Am1*Fmia2
y - +alfarad_a2*Aa2*Fa2h1*(Th1-Ta2)+alfarad_a2
- " alfarad,
m ? X *Aa2
'7",::) (Te-Tm3)salfarad_m1*Am1Fm1I*(T- rad_a2*Aa2*Fa2e* (Te-Ta2)+alfarad_a2*Aa2*F
a21%(11Ta2)
leftequation 0 leftequation

*Aa2*F jl'(T]l Ta2)ralfarad_a2*Aa2*Fa2k1*

Th2-Ta2)+alfarad_a2*Aa2*Fa2j2*(Tj2-Ta2)+alfa



Ab1*D1*Qz*Fb1b2
Ad1*D1*Qz*Fd1b2
Af1*D1*Qz*Ff1b2

Ak1*D1*Qz*Fk1b2

Ab2*D1*Qz
Aj2*D1*Qz*Fj2b2

alfaconv_b20*Ab2*(To-Tb2)
alfaconv_b2i*Ab2*(Ti-Tb2)
(1/{(1/alfac_b2)+Rc_b2))*Ab2*(To-Tb2)
Ab2%-X0_b2*Th2

Ab2*(Xcor_b2*Tpast)

alfarad_b2*Ab2*Fb2a1*(Tal-Tb2)
alfarad_b2*Ab2*Fb2b1*(Tb1-Tb2)
alfarad_b2*Ab2*Fb2c1*(Tc1-Tb2)
alfarad_b2*Ab2*Fb2d1*(Td1-Tb2)
alfarad_b2*Ab2*Fb2f1*(Tf1-Tb2)
alfarad_b2*Ab2*Fb2g1*(Tg1-Tb2)
alfarad_b2*Ab2*Fb2h1*(Th1-Tb2)
alfarad_b2*Ab2*Fb2j1*(T)1-Tb2)
alfarad_b2*Ab2*Fb2k1*(Tk1-Tb2)
alfarad_b2*Ab2*Fb2m1*(Tm1-Th2)

alfarad_b2*Ab2*Fb212*(T12-Tb2)
al *Ab2*Fb2g2*(Tg2-Th2)
alfarad_b2*Ab2*Fb2h2*(Th2-Th2)
alfarad_b2*Ab2*Fb2j2*(Tj2-Tb2)

alfarad_b2*Ab2*Fb2e*(Te-Tb2)
alfarad_b2*Ab2*Fb2I*(TI-Tb2)

Ab1*D1°Qz*F D1%Qz*f Af1*
o1°Qz *D1*Qz*Fk1b2+Ab2*D1*Q
240Aj2°D1*Qz*Fj2b2+alfaconv_b20*Ab2*(To-T
b2)+alfaconv_b2i* Ab2*(Ti-Tb2)+{1/((1/alfac_
b2)+Re_b2))*Ab2*(To-Th2) +Ab2*-X0_b2*Tb2
+alfarad_b2*Ab2*Fb2a1*(Ta1-Tb2)salfarad_b
2*Ab2*Fb2b1*(Tb1-Tb2)+alfarad_b2*Ab2*Fb
2¢1%(Te1-Th2)salfarad_b2*Ab2°*Fb2d1*(Td1-T
b2)+alfarad_b2*Ab2*Fb2f1*(T1-Tb2)salfarad
_b2*Ab2*Fb2g1*(Tg1-Th2)salfarad_b2*Ab2*
Fb2h1%(Th1-Th2)salfarad_b2*Ab2* Fb2j1%(Tj1
-Tb2)salfarad_b2*Ab2* Fb2k1*(Tk1-Tb2)+alfar
ad_b2*Ab2*Fb2m1*(Tm1-Tb2)salfarad_b2*A
b2*Fb212*(T12-Tb2)valfarad_b2*Ab2*Fb2g2*
(Tg2-Tb2)+alfarad_b2*Ab2*Fb2h2*(Th2-Tb2)+
alfarad_b2*Ab2*Fb2j2*(Tj2-Tb2)salfarad_b2*
Ab2°Fb2e*(Te-Th2)valfarad_b2*Ab2*Fb2I*(TI
Tb2)

Ab2* (Xcor_b2*Tpast)

SOLAR_wd1

8
=
|5

SOLAR

|

CONVECTION_o
CONVECTION_i
CONDUCTION
ABSORPTION

|§
?

RADIATION_d1
RADIATION_f1
RADIATION_g1
RADIATION_h1
RADIATION_j1

2
£

1

RADIATION_d2
RADIATION_f2

RADIATION_ e

Ad1*D1*Qz*Fd1c2
Af1*D1*Qz*Ff1c2

Ac2*D1*Qz
A2*D1*Qz*F2c2

alfaconv_c20*Ac2*(To-Tc2)
alfaconv_c2i*Ac2*(Ti-Tc2)
(1/({1/alfac_c2)+Re_c2))*Ac2*(To-Tc2)
Ac2*-X0_c2*Tc2

Ac2*(Xcor_c2*Tpast)

alfarad_c2*Ac2*Fc2d1*(Td1-Tc2)
alfarad_c2*Ac2*Fc2f1%(Tf1-Tc2)
alfarad_c2*Ac2*Fc2g1*(Tg1-Te2)
alfarad_c2*Ac2*Fc2h1*(Thi-Tc2)
alfarad_c2*Ac2*Fc2j1(Tj1-Tc2)
alfarad_c2*Ac2*Fc2m1*(Tm1-Tc2)

alfarad_c2*Ac2*Fc2d2*(Td2-Tc2)
alfarad_c2*Ac2*Fc2f2*(T2-Tc2)

alfarad_c2*Ac2*Fc2e* (Te-Tc2)

Ad1*D1*Qz*Fd1c24A11*D1* Qz* Ffic2+
Ac2*D1*Qz4Aj2*D1*Qz*Fj2c2+alfacony
_€20*Ac2* (To-Tc2)+alfaconv_c2i*Ac2*(
Ti-Te2)#({1/((1/alfao_c2)+Re_c2))* Ac2*(T
0-Te2)+Ac2*-X0_c2* Te2+alfarad_c2*Ac2
*Fc2d1*(Td1-Te2)alfarad_c2*Ac2*Fe2f
1%(TH1-Te2)ralfarad_c2*Ac2*Fc2g1*(Tgl
-Te2)+alfarad_c2*Ac2*Fc2h1*(Th1-Te2)+
alfarad_c2*Ac2*Fc2j1*(Tj1-Te2)+alfarad
_€2*Ac2*Fc2m1*(Tm1-Te2)+alfarad_c2*
Ac2*Fc2d2*(Td2-Tc2)valfarad_c2*Ac2*F
€22*(Tf2-Tc2)+alfarad_c2*Ac2*Fc2e*(T
e-Te2)

AC2*(Xcor_c2*Tpast)

SOLAR_wb1 Ab1*D1*Qz*Fb1d2

SOLAR_wd1 Ad1*D1*Qz*Fd1d2

SOLAR_wf1 Af1*D1*Qz*Ff1d2

SOLAR_wk1 AK1*D1*Qz*Fk1d2
solarfromsection2

SOLAR_w, Aj2°D1*Qz*Fj2d2
CONVECTION_i alfaconv_d2i*Ad2*(Ti-Td2)
ABSORPTION Ad2*-X0_d2°Td2
ABSORPTION_n Ad2*{Xcor_d2*Tpast)

radition tosection1

RADIATION_a1 alfarad_d2*Ad2*Fd2a1*(Tal-Td2)
RADIATION_b1 alfarad_d2*Ad2*Fd2b1%(Tb1-Td2)
RADIATION_d1 alfarad_d2*Ad2*Fd2d1#(Td1-Td2)
RADIATION_f1 alfarad_d2°Ad2*Fd2f1%(T1-Td2)
RADIATION_g1 alfarad_d2*Ad2*Fd2g1*(Tg1-Td2)
RADIATION_j1 alfarad_d2*Ad2*Fd2)1#(Tj1-Td2)
RADIATION_k1 alfarad_d2*Ad2*Fd2k1*(Tk1-Td2)
RADIATION_m1 alfarad_d2*Ad2*Fd2m1*(Tm1-Td2)
Tditiontosection2

RADIATION_c2 alfarad_d2*Ad2*Fd2c2*(Tc2-Td2)
RADIATION_f2 alfarad_d2*Ad2*Fd212*(T12-Td2)
RADIATION_g2 alfarad_d2*Ad2*Fd2g2*(Tg2-Td2)
RADIATION_h2 alfarad_d2*Ad2*Fd2h2*(Th2-Td2)

RADIATION, alfarad_d2*Ad2*Fd2)2*(Tj2-Td2)

I
f

RADIATION_e
RADIATION_|

alfarad_d2*Ad2*Fd2e*(Te-Td2)
alfarad_d2*Ad2*Fd21*(T1-Td2)

Ab1*D1*Qz*Fb1d2+Ad1*D1*Qz*Fd1d
20A11*D1*Qz*Ff1d2+AK1*D1* Qz* Fk1
d24A)2*D1*Qz*Fj2d2+alfaconv_d21*A
d24(Ti-Td2)+ Ad2*-X0_d2*Td2+alfarad
_d2*Ad2*Fd2a1*(Ta1-Td2)salfarad_d

2*Ad2*Fd2b1*(Tb1-Td2)+alfarad_d2*
Ad2*Fd2d1*(Td1-Td2)+alfarad_d2*Ad
2%Fd2014(T11-Td2)valfarad_d2*Ad2*F
d2g1*(Tg1-Td2)+alfarad_d2*Ad2*Fd2)
1%(T)1-Td2)+alfarad_d2*Ad2*Fd2k1*(

Tk1-Td2)valfarad_d2*Ad2*Fd2m1*(T

m1-Td2)valfarad_d2*Ad2*Fd2c2*(Tc2-
Td2)valfarad_d2°*Ad2* Fd2f2°(T12-Td2)
+alfarad_d2*Ad2*Fd2g2* (Tg2-Td2)salf
arad_d2*Ad2*Fd2h2*(Th2-Td2)+alfara
d_d2*Ad2*Fd2j2*(Tj2-Td2)salfarad_d
2*Ad2*Fd2e*(Te-Td2)+alfarad_d2*Ad
2%Fd214(T1-Td2)

leftequation 1 Ad2*(xcor_d2*Tpast)

SOLAR_wb1 Ab1*D1*Qz*Fb1f2
SOLAR_wd1 Ad1*D1*Qz*Fd1f2
SOLAR_wil Af1*D1*Qz*Ff1R2

SOLAR_wk1 AKL*D1*Qz*FK1f2
solarfromsection2

SOLAR, ﬁ Aa2*D1*Qz*Fa2f2
CONVECTION_i alfaconv_f2i*Af2*(Ti-Tf2)
ABSORPTION AT2*-X0_f2*T12
ABSORPTION_n Af2*(Xcor_f2*Tpast)
radiationtosection

RADIATION_a1 alfarad_f2*Af2*Ff2a1*(Ta1-T72)
RADIATION_b1 alfarad_f2*Af2*Ff2b1°(Tb1-Tf2)
RADIATION_d1 alfarad_f2*Af2*Ff2d1°(Td1-TF2)
RADIATION_f1 alfarad_f2*Af2*Ff2f1*(Tf1-T12)
RADIATION_g1 alfarad_f2*Af2*Ff2g1*(Tg1-T12)
RADIATION_j1 alfarad_f2*Af2*Ff2j1%(Tj1-T2)
RADIATION_k1 alfarad_f2*Af2*Ff2k1*(Tk1-T2)
RADIATION_m1 alfarad_f2*Af2*F2m1*(Tm1-Tf2)
rnadationtosecton2

RADIATION_a2 alfarad_f2*Af2*Ff2a2*(Ta2-T12)
RADIATION_b2 alfarad_f2*Af2*F12b2*(Tb2-Tf2)
RADIATION_c2 alfarad_f2*Af2*Ff2c2* (Tc2-T12)
RADIATION_d2 alfarad_f2*Af2*Ff2d2° (Td2-T12)

DIATION_g2 alfarad_f2*Af2*Ff2g2*(Tg2-T12)

RADIATION_e
RADIATION_|

alfarad_f2*Af2*Ff2e*(Te-Tf2)
alfarad_f2*Af2*Ff21*(TI-T62)

Ab1*D1*Qz*Fb1f24Ad1°D1*Qz*FA112+Af1°D
1%Qz*Ff1f24AK1*D1* Qz*FK1f24Aa2°D1*Qz*F
a2f2+alfaconv_{2i*Af2*(Ti-T12)+Af2*-X0_{2*Tf
2+alfarad_f ﬂ‘Aﬂ'Fﬂl 1 |_f

Af2*Ff2b1%(Tb1-Tf2)salfarad_f2*Af2*Ff2d1%(T
d1-Tf2)+alfarad_{2*Af2*Ff2{1%(Tf1-Tf2)+alfara
d_f2°Af2*F2g1* (Tg1-TH2)salfarad_f2*AR2*F2)
1*(T)1-Tf2)valfarad_f2*Af2*Ff2k1*(Tk1-Tf2)+al
farad_f2*Af2*Ff2m1*(Tm1-Tf2)+alfarad_f2*Af

)+alfarad_f
f2*Af2*Ff2d2* (Td2-Tf2)alfarad n-urrmz

*(Tg2-TR2)salfarad_{2*Af2*Ff2e*
ad_f2* AR*FI*(TI-T2)

e-Tf2)+alfar

103

SOLAR_wd1 Ad1*D1*Qz*Fd1g2
SOLAR_wfl Af1*D1*Qz*Ff1g2
solarfromsection2

SOLAR_wa Aa2*D1°Qz*Fa2g2

CONVECTION_o alfaconv_g20* Ag2*(To-Tg2)
CONVECTION.i alfaconv_g2i*Ag2*(Ti-Tg2)
CONDUCTION (1/((1/alfao_g2)+Rc_g2))*Ag2*(To-Tg2)
ABSORPTION Ag2*-X0_g2*Tg2

ABSORPTION_n Ag2*(Xcor_g2*Tpast)

ndation tosection 1

RADIATION_d1 alfarad_g2*Ag2*Fg2d1*(Td1-Tg2)
RADIATION_f1 alfarad_g2*Ag2*Fg2f1°(Tf1-Tg2)
RADIATION_g1 alfarad_g2*Ag 14(Tg1-Tg2)
RADIATION_h1 alfarad_g2*Ag2*Fg2h1*(Th1-Tg2)
RADIATION_j1 alfarad_g2*Ag2*Fg2)1*(Tj1-Tg2)

RADIATION_m1 alfarad_g2*Ag2*Fg2m1*(Tm1-Tg2)

|

RADIATION_d2 alfarad_g2*Ag2*Fg2d2*(Td2-Tg2)
RADIATION_f2 alfarad_g2*Ag2*Fg2f2* (T12-Tg2)
ndationtofloore

RADIATION_e alfarad_g2*Ag2*Fg2e*(Te-Tg2)

Ad1*D1*Qz*Fd1g2+Af1*D! *Ff1g2+A02°0D
1*Qz*Fa2g2+alfaconv_g20*Ag2*(To-Tg2)+alfac
onv_g2i*Ag2*(Ti-Tg2)+(1/((1/alfao_g2)+Rc_g2)
)*Ag2*(To-Tg2) +Ag2*-X0_g2* Tg2+alfarad_g2*
Ag2*Fg2d1*(Td1-Tg2)

(TF1-Tg2)+alfarad_g2*
arad_g2*Ag2*Fg2h1*(Th1-Tg2)+alfarad_g2*Ag
2*Fg2J1*(Tj1-Tg2)+alfarad_g2*Ag2*Fg2m1*(T
m1-Tg2)+alfarad_g2*Ag2* Fg2d2*(Td2-Tg2)salf
arad_g2*Ag2*Fg2f2*(Tf2-Tg2)+alfarad_g2
*Fg2e*(Te-Tg2)

leftequation | Ag2*(Xcor_g2*Tpast)



SOLAR_wb1 Ab1*D1*Qz*Fbih2 SOLAR_wb1
SOLAR_wd1 Ad1*D1*Qz*Fd1h2 SOLAR_wd1
SOLAR_wf1 Af1*D1*Qz*F1h2 SOLAR_wf1
SOLAR_wk1 Ak1*D1*Qz*Fk1h2 SOLAR_wk1
SOLAR_wa2 Aa2*D1*Qz*Fa2h2 SOLAR
SOLAR_wa2
CONVECTION_o alfaconv_h20*Ah2*(To-Th2)
CONVECTION_i alfaconv_h2i*Ah2*(Ti-Th2) CONVECTION_o
CONDUCTION (1/((1/alfao_h2)+Re_h2))*Ah2*(To-Thi CONVECTION_i
ABSORPTION Ah2*-X0_h2°*Th2
ABSORPTION_n Ah2*(Xcor_h2*Tpast) RADIATION a1
RADIATION_b1
RADIATION_a1 alfarad_h2*Ah2*Fh2a1*(Tal-Th2)  RADIATION_c1
RADIATION_b1 alfarad_h2*Ah2*Fh2b1%(Tb1-Th2)  RADIATION_d1
RADIATION_c1 alfarad_h2*Ah2*Fh2c1*(Tc1-Th2)  RADIATION_f1
RADIATION_d1 alfarad_h2*Ah2*Fh2d1%(Td1-Th2)  RADIATION g1
RADIATION_f1 alfarad_h2*Ah2*Fh2f1*(Tf1-Th2)  RADIATION_h1
RADIATION_g1 alfarad_h2*Ah2*Fh2g1*(Tg1-Th2)  RADIATION_j1
RADIATION_h1 alfarad_h2*Ah2*Fh2h1*(Thi-Th2)  RADIATION_k1
RADIATION_j1 alfarad_h2*Ah2*Fh2j1*(Tj1-Th2)  RADIATION_m1
RADIATION_k1 alfarad_h2*Ah2*Fh2k1*(Tk1-Th2)

RADIATION_m1 alfarad_h2*Ah2*Fh2m1*(Tm1-Th2)  RADIATION_a2
radiation tosection 2 RADIATION_b2
RADIATION_a2 alfarad_h2*Ah2*Fh2a2*(Ta2-Th2)  RADIATION_c2
RADIATION_b2 alfarad_h2*Ah2*Fh2b2*(Tb2-Th2)  RADIATION_d2
RADIATION_c2 alfarad_h2*Ah2*Fh2c2*(Tc2-Th2)

RADIATION_d2 alfarad_h2*Ah2*Fh2d2*(Td2-Th2)  RADIATION_e
radiation to roof | and floore RADIATION_|
RADIATION_e alfarad_h2*Ah2*Fh2e*(Te-Th2)
RADIATION_| alfarad_h2*Ah2*Fh21*(TI-Th2)

Ab1*D1*Qz*Fb1h2+Ad1*D1*Qz* Fd1
h2+Af1*D1*Qz*Ff1h2+AK1*D1*Qz*F
Kk1h2+Aa2*D1*Qz*Fa2h2+alfaconv_h
20%Ah2*(To-Th2) +alfaconv_h2i*Ah2*
(Ti-Th2)#(1/((1/alfao_h2)+Re_h2))*A
h2*(To-Th2)+Ah2°-X0_h2*Th2+alfara
d_h2*Ah2*Fh2a1*(Tal-Th2)+alfarad_
h2*Ah2*Fh2b1*(Tb1-Th2)valfarad_h
2*Ah2*Fh2c1*(Tc1-Th2)+alfarad_h2*
Ah2*Fh2d1*(Td1-Th2)salfarad_h2*A
h2*Fh2f1#(Tf1-Th2)+alfarad_h2*Ah2
*Fh2g1* (Tg1-Th2)alfarad_h2*Ah2*F
h2h1*(Th1-Th2)salfarad_h2*Ah2*Fh
2J1*(Tj1-Th2)salfarad_h2*Ah2°Fh2k1
*(Tk1-Th2)+alfarad_h2*Ah2*Fh2m1*
(Tm1-Th2)salfarad_h2*Ah2*Fh2a2*(
Ta2-Th2)salfarad_h2*Ah2*Fh2b2*(Tb
2-Th2)salfarad_h2*Ah2*Fh2c2*(Tc2-
Th2)ealfarad_h2*Ah2*Fh2d2° (Td2-T
h2)+alfarad_h2*Ah2*Fh2e*(Te-Th2v
alfarad_h2*Ah2*Fh21*(TI-Th2)

Ah2*(Xcor_h2*Tpast)

Ab1*A1%Qz*Fb1j2
Ad1*A1%Qz*Fd1j2
Af1*A1*Qz*Ff1j2

AK1*AL*Qz*Fk1j2

Aj2°AL*Qz
Aa2*A1*Qz*Fa2j2

alfaconv_j20*Aj2*(To-Tj2)
alfaconv_j2i*Aj2*(Ti-Tj2)

alfarad_j2*Aj2*Fj2a1%(Ta1-Tj2)
alfarad_j2*Aj2*Fj2b1*(Tb1-Tj2)
alfarad_j2*Aj2*Fj2c1#(Te1-Tj2)
alfarad_j2*Aj2*Fj2d1*(Td1-Tj2)
alfarad_j2*Aj2*Fj21%(Tf1-T}2)
alfarad_j2*Aj2*Fj2g1*(Tg1-Tj2)
alfarad_j2*Aj2*Fj2h1*(Th1-Tj2)
alfarad_j2*Aj2*Fj2j1*(T}1-T}2)
alfarad_j2*Aj2*Fj2k1*(Tk1-Tj2)
alfarad_j2*Aj2*Fj2m1*(Tm1-T}2)

alfarad_j2*Aj2*Fj202*(Ta2-Tj2)
alfarad_j2*Aj2*F[2b2*(Tb2-T}2)
alfarad_j2* Aj2*Fj2c2*(Tc2-T}2)
alfarad_j2*Aj2°Fj2d2*(Td2-T)2)

alfarad_j2* Aj2*Fj2e*(Te-Tj2)
alfarad_j2* Aj2*Fj21*(TITj2)

Ab1*A1*Qz*Fb1j2+Ad1*A1*Qz*Fd1]
20Af1*A1*Qz*Ff1j2+AK1*A1* Qz* Fk1
J24Aj2*A1*Qz+AB2* A1*Qz* Fa2j2 +alf
aconv_j20*Aj2*(To-Tj2)+alfaconv_j2i
*Aj2*(Ti-Tj2)+alfarad_j2*Aj2*Fj2a1*(
Tal-Tj2)+alfarad_j2*Aj2*Fj2b1%(Tb1-
Tj2)+alfarad_j2*Aj2*Fj2c1* (Tel-Tj2)+
alfarad_j2*Aj2*Fj2d1*(Td1-T|2)salfar
ad_j2*Aj2* FJ201#(TF1-Tj2) +alfarad_j2
*AJ2*Fj2g1*(Tg1-Tj2)+alfarad_j2*Aj2
*Fj2h1*(Th1-Tj2)salfarad_j2*Aj2*F)2)
1%(Tj1-Tj2)salfarad_j2*Aj2* Fj2k1*(Tk
1-Tj2)+alfarad_j2*Aj2* Fj2m1*(Tm1-T}
2)+alfarad_j2*Aj2*Fj2a2*(Ta2-Tj2)+al
farad_j2*Aj2*F|2b2%(Tb2-Tj2)+alfara
d_j2*Aj2*Fj2c2*(Te2-Tj2)valfarad_j2*
Aj2*Fj2d2%(Td2-Tj2)salfarad_j2*Aj2*
Fj2e*(Te-Tj2j+alfarad_j2* Aj2*Fj2I*(TI

Ti2)

inned floor

CONVECTION_i alfaconv_ni*An*(Ti-Tn)
ABSORPTION An*-X0_n*Tn
ABSORPTION_n An*(Xcor_n*Tpast)
SOLAR_wb1 Ab1*D1*Qz*Fbin
SOLAR_wd1 Ad1*D1*Qz*Fdin
SOLAR_wfl Af1*D1*Qz*Ffin
e
SOLAR_wa2 Aa2*D1*Qz*Fa2n

SOLAR. Hz Aj2*D1*Qz*Fj2n

RADIATION_a1 alfarad_n*An*Fna1*(Ta1-Tn)
RADIATION_b1 alfarad_n*An*Fnb1*(Tb1-Tn)
RADIATION c1 alfarad_n*An*Fnc1*(Tc1-Tn)
RADIATION_d1 alfarad_n*An*Fnd1*(Td1-Tn)
RADIATION_f1 alfarad_n*An*Fnf1*(Tf1-Tn)
RADIATION_g1 alfarad_n*An*Fng1*(Tg1-Tn)
RADIATION_h1 alfarad_n*An*Fnh1*(Th1-Tn)
RADIATION_j1 alfarad_n*An*Fnj1*(Tj1-Tn)
RADIATION_k1 alfarad_n*An*Fnk1*(Tk1-Tn)
RADIATION_m1 alfarad_n*An*Fnm1*(Tm1-Tn)
RADIATION a2 alfarad_n*An*Fna2*(Ta2-Tn)
RADIATION_b2 alfarad_n*An*Fnb2*(Tb2-Tn)
RADIATION_c2 alfarad_n*An*Fnc2*(Tc2-Tn)
RADIATION_d2 alfarad_n*An*Fnd2*(Td2-Tn)
RADIATION_f2 alfarad_n*An*Fnf2*(Tf2-Tn)
RADIATION_g2 alfarad_n*An*Fng2*(Tg2-Tn)
RADIATION_h2 alfarad_n*An*Fnh2*(Th2-Tn)

RADIATION, E alfarad_n*An*Fnj2*(Tj2-Tn)

RADIATION e alfarad_n*An*Fne*(Te-Tn)
RADIATION_| alfarad_n*An*Fnl*(TI-Tn)
RADIATION_p alfarad_n*An*Fnp*(Tp-Tn)

alfaconv_ni*An*(Ti-Tn)+An*-X
0_n*Tn+Ab1*D1*Qz*FbineA
d1*D1*Qz*FdineAf1*D1*Qz*

+alfarad_n*An*Fnb1*(Tb1-Tn)
+alfarad_n*An*Fnc1*(Tc1-Tn)
+alfarad_n*An*Fnd1*(Td1-Tn)
+alfarad_n*An*Fnf1*(Tf1-Tn)
+alfarad_n*An*Fngl*(Tg1-Tn)
+alfarad_n*An*Fnh1*(Th1-Tn)
+alfarad_n*An*Fnj1*(Tj1-Tn)+
alfarad_n*An*Fnk 1-Tn)+
*An*Fnm1*(Tm1-Tn)
+alfarad_n*An*Fna2*(Ta2-Tn)
+alfarad_n*An*Fnb2*(Tb2-Tn)
+alfarad_n*An*Fnc2*(Tc2-Tn)
+alfarad_n*An*Fnd2*(Td2-Tn)
+alfarad_n*An*Fnf2*(Tf2-Tn)
+alfarad_n*An*Fng2*(Tg2-Tn)
*Fnh2*(Th2-Tn)
Fnj2*(Tj2-Tn)+
d, *(Te-Tn)+alf
*An*Fnl*(TI-Tn)+alfara
d_n*An*Fnp*(Tp-Tn)

lleftequation T An* Xeor_nTpast)

inner wall

CONVECTION_i alfaconv_pi*Ap*(Ti-Tp)
ABSORPTION Ap*-X0_p*Tp
ABSORPTION_n Ap*(Xcor_p*Tpast)
solarfrom section

SOLAR_wb1 Ab1*D1*Qz*Fblp
SOLAR_wd1 Ad1*D1*Qz*Fd1p
SOLAR_wf1 Af1*D1*Qz*Ff1p
SOLAR_wk1 Ak1*D1*Qz*Fkip
solarfomsection2

SOLAR_wa2 Aa2*D1*Qz*fFa2p

SOLAR. wﬁ Aj2*D1*Qz*Fj2p
RADIATION_al alfarad_p*Ap*Fpal*(Tal-Tp)
RADIATION_b1 alfarad_p*Ap*Fpb1*(Tb1-Tp)
RADIATION_c1 alfarad_p*Ap*Fpc1*(Tc1-Tp)
RADIATION_d1 alfarad_p*Ap*Fpd1*(Td1-Tp)
RADIATION_f1 alfarad_p*Ap*Fpf1*({Tf1-Tp)
RADIATION_g1 alfarad_p*Ap*Fpg1*(Tg1-Tp)
RADIATION_h1 alfarad_p*Ap*Fph1*(Th1-Tp)
RADIATION_j1 alfarad_p*Ap*Fpj1*(Tj1-Tp)
RADIATION_k1 alfarad_p*Ap*Fpk1*(Tk1-Tp)
RADIATION_m1 alfarad_p*Ap*Fpm1*(Tm1-Tp)
Tdition tosection2

RADIATION_a2 alfarad_p*Ap*Fpa2*(Ta2-Tp)
RADIATION_b2 alfarad_p*Ap*Fpb2*(Tb2-Tp)
RADIATION_c2 alfarad_p*Ap*Fpc2*(Tc2-Tp)
RADIATION_d2 alfarad_p*Ap*Fpd2*(Td2-Tp)
RADIATION_f2 alfarad_p*Ap*Fpf2*(Tf2-Tp)
RADIATION_g2 alfarad_p*Ap*Fpg2*(Tg2-Tp)
RADIATION_h2 alfarad_p*Ap*Fph2*(Th2-Tp)
RADIATION E alfarad_p*Ap*Fpj2*(Tj2-Tp)
RADIATION e alfarad_p*Ap*Fpe*(Te-Tp)
RADIATION_| alfarad_p*Ap*Fpl*(TI-Tp)
RADIATION_n alfarad_p*Ap*Fpn*(Tn-Tp)

alfaconv_pi*Ap*(Ti-Tp}+Ap*-X
0_p*Tp+Ab1*D1*Qz*Fb1p+A
d1°D1*Qz*Fd1peAf1*D1%Qz*
F1psAk1*D1*Qz*Fk1p+Aa2®
D1*Qz*F Mr *Qz*Fj2p

olflnd_p'Ap‘ Fpgl*(Tg1-Tp)+
dflnd_g“p‘ thl‘ﬂhl-‘l’p)t
d. FP i

alfarad_p*Ap*Fpa2*(Ta2-Tp)+
alfarad_p*Ap* Fpb2* (Tb2-Tphv
alfarad_p*Ap*Fpc2*(Tc2-Tp)+
alfarad_p*Ap*Fpd2*(Td2-Tp)+
alfarad_p*Ap* Fpf2*(Tf2-Tp)+a
Hfarad pw‘mz'mz Tp)+al

_p*Ap
ad.n‘ﬁo‘m‘m-Tnmr-d
p*Ap*Fpn*(Tn-Tp)

lleftiequation T Ap* (xor_p*Tpast)
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Appendix H

Model version 3

‘wall floor roof
SOLAR Aa*D1*Qz SOLAR
SOl wb Ab*D1*Qz*Fba
Coreon md o ConvECTON
CONVECTION_o alfaconv_ao*Aa*(To-Ta) CONVECTION i
CONVECTION_i alfaconv_ai*Aa*(Ti-Ta)
CONDUCTION RADIATION_a
ABSORPTION Aa*-X0_a*Ta RADIATION_c
ABSORPTION_n RADIATION_d
ndmnwmciont conducton
RADIATION_b CONDUCTION
RADIATION_c
RADIATION_d
CONDUCTION Ua*Aat (To-Ta)
Aa*D1*Qz+Ab*D1*Qz* Fba+alfaconv_ao*Aa*(
To-Ta)+alfaconv_ai*Aa*(Ti-Ta)+Aa*-
farad_a*Aa*Fab*(Tb-Ta)+alfarad_a
c-Ta)+alfarad_a*Aa*Fad*(Td-Taj+Ua*Aa*(To-Ta
)
R Aavrco Tt

Ab*A1*Qz

alfaconv_bo*Ab*(To-Tb)
alfaconv_bi*Ab*(Ti-Tb)
alfarad_b*Ab*Fba*(Ta-Tb)
alfarad_b*Ab*Fbc*(Tc-Th)
alfarad_b*Ab*Fbd*(Td-Tb)

Ub*Ab*(To-Tb)

Ab*A1*Qz+alfaconv_bo*Ab*(To-Tb)+alf
aconv_bi*Ab*(Ti-Tb)+alfarad_b*Ab*Fba
*(Ta-Tb)+alfarad_b*Ab*Fbc*(Tc-Tbj+alfa
rad_b*Ab*Fbd*(Td-Tb)+Ub*Ab*(To-Tb)

ADVECTION vent*person*rho_air*Cp_air*(To-Ti)
CONVECTION_a alfaconv_ai*Aa*(Ta-Ti)
CONVECTION_b alfaconv_bi*Ab*(Tb-Ti}

INTERNAL LOAD Qint

Qheat

or

alfaconv_ai*Ac* (Te-Ti)
alfaconv_ai*Ad*(Td-Ti)

|

CONVECTION_c
CONVECTION_d

vent*person*rho_air*Cp_air*(To-Ti)+alfaconv

_ai*Aa*(Ta-Tijvalfaconv_bi*Ab*(Tb-Ti
heatvalfaconv_ai*Ac* (Tc
*(Td-Ti)
leftequaton

inner floor

CONVECTION_i

/ABSORPTION Ac*-X0_c*Tc

ABSORPTION_n Ac*Xcor_c*Tpast

RADIATION_a alfarad_c*Ac*Fca*(Ta-Tc)
alfarad_c*Ac*Fcb*(Tb-Tc)

RADIATION_d alfarad_c*Ac*Fed*(Td-Tc)

3 inner wall

CONVECTION_i
/ABSORPTION
ABSORPTION_n
RADIATION_a

RADIATION ¢

alfaconv_ai*Ac*(Ti-Tc)+Ac*-X0_c*Teralf
arad_c*Ac*Fea*(Ta-Te)ralfarad_c*Ac*Fc

b*(Tb-Te)+alfarad_c*Ac*Fed*(Td-Tc)

leftequation T ActXeor_c*Tpast
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alfaconv_ai*Ad*(Ti-Td)

alfarad_d*Ad*Fda*(Ta-Td)
alfarad_d*Ad*Fdb*(Tb-Td)
alfarad_d*Ad*Fdc*(Tc-Td)

alfaconv_ai*Ad*(Ti-Td)+Ad*-X0_d
*Td+alfarad_d*Ad*Fda*(Ta-Td)+al
farad_d*Ad*Fdb*(Tb-Td)+alfarad_

d*Ad*Fdc*(Tc-Td)

leftequation T Ad Xcor_d*Tpast



Appendix |
3M - Thinsulate Climate Control 75 Low-E Film (system 1)

U-Value U-Value SHGC
Before After P Before

Single Pane (1/4") 1.03 0.62 40% 0.82 0.53

Double Pane(1/41/2" air gap,

) 0.47 0.35 26% 0.70 0.51

Solar Screen - Solar 80C Insulating Film (system 2)

Technical Datasheet

Data from a product applied to a clear 3 mm glass (* on double
glazing 4-16-4)

Ultraviolet Transmission 1%
Visible Light Transmission 15%
Reflection Of External Visible Light 53%
Reflection Of Internal Visible Light 61%
Total Solar Energy Rejected 82%
Total Solar Energy Rejected 2* 86%
Solar Ratio : Heat Loss Reduction (Winter) 34%
Solar Energy Reflection 63%
Shading Coefficient 062
Solar Energy Absorption 25% . .
Installation Type Interior
lar E T issi 1
Sr Ty e 52 Roll Length 30.5 métres
Reduction In Solar Glare 83%  Film Composition PET
G-Value 018 Thickness 50p
U-Value 38  Colour From The Outside SILVER

Sotex Bolero Turquoise 53 (system 5)

BOLERO Turquoise 53
Technical properties
L) -]
Flame retardant Thermal
Applications Roman blinds - Curtains
Composition 100% FR polyester
Weight 400 gm  Width 290cm

Technical characteristics

Fabric direction Room high or standard direction ~ FIitting «s ¢ T em
Maintenance advice @ X A @ H
Certifications OEKO-TEX STANDARD 100 (CQ 1006/1)

Minimum order 1 linear(s) metter(s)

Flame retardant M1/B1/IMO PASS / UNI 8456 / 9174 Classe Uno
Optical index Light reflexion : 56 %
Light absorption : 44 %
Light transmission : 0%
Thermal index Solar reflexion : 55 %
Solar absorption : 4%
Solar transmission : 1%
UV transmission : 0%
Gtot : Gt 39 % Fc 66 %
Resilience Lightfastness (units Class/8) 5

Improvement

35%

27%
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Sotex M140 ALU Anis 62 (system 6)

ok

Technical characteristics

M140 ALU Anis 62
Technical properties

o © o

Flame retardant  Thermal Sheer
Applications Roman blinds - Panel curtains - Curtains
Composition 100% aluminized FR polyestor
Weight 75 it Width 280em

Fabric direction Room high or standard directon ~ Fitting « ¢, Tem

Maintenance advice & X 2 H
Minimum order 1 linear(s) metter(s)

Flame retardant

Optical index

Transparent veil
Thermal index

Resilience

M1/IMO PASS
Light reflexion : 32%
Light absorption : 40%
Light transmission : 28%
Yes
Solar reflexion : 34 %
Solar absorption : 36%
Solar transmission : 30 %
UV transmission : 28%
Giot : Gt46% Fc 78 %
Lightfastness (units Class/8) 6
Dimentional Stability (%)
Warp 0,5
Weft 0
Breaking Elongation
Warp 14
Weft 33
Breaking load (daN)
Warp a5
Weft a

Sotex ETAMINE Champagne 02 (system 7)

74

Technical characteristics

ETAMINE Champagne 02

‘This light and airy sheer curtain comes in several piain colours.

Technical properties

o @
Flamo rotardant  Shoer
Applications Roman blinds - Panel curtains - Curtains
Composition 100% FR polyester
Weight o5 gm'  Width 300cm
Fabric direction Room high or standard drecton  FItting += o 1 cm
Maintenance advice @ X 2 ® H
Labels France Torre Textilo (RO16)
Certifications OEKO-TEX STANDARD 100 (CQ 1006/1)
Minimum order 1 inear(s) metter(s)

Flame retardant
Optical index

Transparent veil
Thermal index

Resilience

M1/B1/IMO PASS / UNI 8456 / 9174 Classe Uno

Light reflexion : 2%
Light absorption : 4%
Light transmission : 54%
Yes
Solar reflexion : 43%
Solar absorption : 3%
Solar transmission : 54 %
UV transmission : %
Gitot : Gt44% Fc 75 %
Lightfastness (units Class/8) 6
Dimentional Stability (%)
Warp 0
Weft 0
Breaking Elongation
Warp 46
Weft 13
Breaking load (daN)
Warp a
Weft 40
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Appendix J
Parameter estimation 15t attempt

L-BFGS-B

Optimization Result: message: CONVERGENCE: NORM_OF_PROJECTED_GRADIENT_<=_PGTOL
success: True
status: 0
fun: 0.26550112817129595
x: [ 4.000e-01 2.500e-01]
nit: 0
jac: [ 0.000e+00 0.000e+00]
nfev: 3
njev: 1
hess_inv: <2x2 LbfgsInvHessProduct with dtype=float64>

SLSQP

Iter obj Al D1
1 0.565501 0.400000 0.250000
Optimization terminated successfully (Exit mode 0)
Current function value: 0.26550112817129595
Iterations: 1
Function evaluations: 3
Gradient evaluations: 1
Optimization Result: message: Optimization terminated successfully
success: True
status: 0
fun: 0.26550112817129595
x: [ 4.000e-01 2.500e-01]

nit: 1

jac: [ 0.000e+00 0.000e+00]

nfev: 3

njev: 1

Nelder-Mead

2 0.565501 0.400000 0.250000
3 0.565501 0.400000 0.250000
4 0.565501 0.400000 0.250000
5 0.565501 0.400000 0.250000
6 0.565501 0.400000 0.250000
7 0.565501 0.400000 0.250000
8 0.565501 0.400000 0.250000
9 0.565501 0.400000 0.250000
10 0.565501 0.400000 0.250000
11 0.565501 0.400000 0.250000
12 0.565501 0.400000 0.250000
13 0.565501 0.400000 0.250000
14 0.565501 0.400000 0.250000
15 0.565501 0.400000 0.250000
16 0.565501 0.400000 0.250000
17 0.565501 0.400000 0.250000

Optimization terminated successfully.
Current function value: 0.265501
Iterations: 16
Function evaluations: 63
Optimization Result: message: Optimization terminated successfully.
success: True
status: 0
fun: 0.26550112817129595
x: [ 4.000e-01 2.500e-01]
nit: 16
nfev: 63
final_simplex: (array([[ 4.000e-01, 2.500e-01],
[ 4.000e-01, 2.500e-011,
[ 4.000e-01, 2.500e-0111), array([ 2.655e-01, 2.655e-01, 2.655e-01]))
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Appendix K

Parameter estimation 2" attempt

L-BFGS-B

Iter o
1 0

Optimization Result:
success:
status:
L H

XE&

nit:

jac:

nfev:
njev:
hess_inv:

bj
.549380

True
0

[ 3.8
1

6
2
<2x2

SLSQP

2 0.549380

Al

D1
0.389913 0.239922
message: CONVERGENCE: REL_REDUCTION_OF_F_<=_FACTR*EPSMCH

0.5493795420907299

99e-01 2.399e-01]

[ 8.723e-05 7.793e-05]

fgsInvHessProduct with dtype=float64>

0.390000 0.240000

Optimization terminated successfully (Exit mode 0)

Current function value: 0.5493795557781799
Iterations: 1
Function evaluations: 3
Gradient evaluations: 1

Optimization Result:

1
ool
3

1

0
0
0
0
0
0
0
0
0
0
0
0

True
0

message: Optimization terminated successfully

0.5493795557781799
[ 3.900e-01 2.400e-01

.549378
.549375
.549370
.549366
.549366
.549366
.549363
.549361
.549358
.549358
.549358
.549358

.351000
.331500
.243750
.200000
.200000
.200000
.200000
.200000
.200000
.200000
.200000
.200000

OO0

8.725e-05 7.795e-05]

0.258000
0.243000
0.271500
0.255750
0.255750
0.255750
0.217875
0.173438
0.125000
0.125000
0.125000
0.125000

Optimization terminated successfully.
Current function value: 0.549358

su
S

final_si

Iterati

ons: 12

Function evaluations: 22
Optimization Result:

ccess:
tatus:
fun:
X&
nit:
nfev:
mplex:

True

0
0.5493581675
[ 2.000e-01

22

(array([[ 2.
[ 2.0
[ 2.0

message: Optimization terminated successfully.

739961
1.250e-01]

000e-01, 1.250e-01],
00e-01, 1.250e-01],
00e-01, 1.250e-01]1]1), array([ 5.494e-01,

5.494e-01,

5.494e-01]))
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Appendix L
Parameter estimation 3" attempt

L-BFGS-B

obj Al X0_a X0_c Xo_d
0.549380 0.389913 0.239922 3.916000 11.002000 3.916000
Optimization Result: message: CONVERGENCE: REL_REDUCTION_OF_F_<=_FACTR*EPSMCH
success: True
status: 0@
fun: 0.5493795420907299

[ 3.899e-01 2.399e-01 3.916e+00 1.100e+01 3.916e+00]
ni 1
jac: [ 8.723e-05 7.793e-05 0.000e+00 0.000e+00 0.000e+00]
nfev: 12
njev: 2
hess_inv: <5x5 LbfgsInvHessProduct with dtype=float64>

SLSQP

2 0.549380 0.390000 0.240000 3.916000 11.002000 3.916000
Optimization terminated successfully (Exit mode @)
Current function value: 0.5493795557781799
Iterations: 1
Function evaluations: 6
Gradient evaluations: 1
Optimization Result: message: Optimization terminated successfully
success: True
status: 0
0.5493795557781799
[ 3.900e-01 2.400e-01 3.916e+00 1.100e+01 3.916e+00]

1
[ 8.725e-05 7.795e-05 0.000e+00 0.000e+00 0.000e+00]
6
1

.549377 .351000 .247200
.549377 .351000 +247200
.549377 .351000 .247200
.549377 .351000 .247200
.549374 .325790 .237742
.549371 287265 .236387
.549371 287265 236387
.549371 287265 236387
549366 .213813 .246147
.549364 .200000 228965
.549364 .200000 228965
.549364 .200000 228965
.549364 .200000 228965
.549364 .200000 228965
.549363 .200000 .217125
.549363 .200000 .217125
.549362 .200000 .199051
.549361 .200000 .178286
.549361 .200000 .178286
.549359 .200000 .142753
.549359 .200000 .142753
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000
.549358 .200000 .125000

033480 .332060 033480
033480 .332060 .033480

212624 .933015 .638988
Iterations: 50
444859 -778383 +008154 Function evaluations: 198

359306 .543898 832000 success: True
359306 .543898 832000 status: @
832000 .335233 832000 0.5493581675739961

832000 REECPEE] .832000 50

832000 REECPEE] .832000 ev: 198
832000 335233 .832000 final_simplex: (array([[ 2.000e-01
832000 .335233 .832000 7.832e+00],
832000 .335233 .832000 t ke

832000 REECPEE] .832000 . J
832000 .335233 .832000

[ 2.000e-01,
832000 .335233 .832000 7.832e+00],
832000 .335233 .832000 [ 2.000e-01,
832000 REECPEE] .832000
832000 .335233 .832000 5.494e-01,

NNNNNNNNNNNNNNNUUOUUADRMBRARADRADAADRADRDADSD

832000 .335233 832000 : [ 2.000e-01 1.250e-

033480 .332060 .033480 .549358 .200000 .125000 .832000

.549358 .200000 .125000 .832000
33480 =332060 033480 .549358 .200000 .125000 .832000
.549358 .200000 .125000  7.832000

.549358 .200000 .125000 .832000
149832 +342094 +431784 .549358 X .125000 .832000

290132 -546150 +232175 .549358 ' .125000 .832000
290132 -546150 -232175 .549358 .125000 .832000
290132 -546150 -232175 .549358 5 .125000 .832000
629269 .339351 .502340 .549358 .125000 .832000
694765 .607504 .039919 .549358 .125000 .832000
694765 .607504 .039919 .549358 g .125000 .832000
694765 .607504 .039919 -549358 . -125000 -832000
694765 .607504 .039919 -549358 . -125000 -832000
694765 1607504 ©039919 .549358 g .125000 .832000

421881 .886901 .718067 3 peceee L SRR x832000
421881 .886901 .718067 ptimization terminated successfully.

Current function value: 0.549358

01 7.832e+00 1.834e+01

1.250e-01, ...

1.250e-01, ...,

1.250e-01, ...,
1.250e-01, ...,

5.494e-01]))

335233
.335233
335233
PEELYEE]
.335233
.335233
.335233
.335233
.335233
335233
.335233
335233
335233
335233
PEELYEE]
PEELYEE]

1.834e+01,

1.834e+01,

1.834e+01,

1.834e+01,

7.832e+0011), array([ 5.494e-01, 5.494e-01,

NNNNNNNNNNNNNNNS

832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000
832000

444859 -778383 -008154 Optimization Result: message: Optimization terminated successfully.

7.832e+00]

5.494e-01,

5.494e-01,
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Appendix M

Design Days

Winter design day - Jan 2022

Summer design day - Jul 2022

20.0 1

17.54

15.0 A

12.54

10.0 4

7.5 4

5.0 1

2.5

—— T outdoor

38

36

32 4

30 1

281

26 1

24 -

—— T outdoor
—— T indoor

—— T indoor 22 A
0 2 4 6 é 10 12 1‘4 1'6 0 2 4 é 8 10 1’2 1‘4
Appendix N
Cooling and heating load comparison values (on design days)
Base summer: 2,182.28
Base winter: 5,941.62
Cooling and heating load reduction compared to baseline

Seasons BC B S sys5 sys5_C sys5_S sys8 sys8 C sys8 S

Summer  373.82 382.80 1,097.28 373.85 382.15 978.34 373.86 382.19

Winter 3,590.63 5,482.61 4,993.94 3,437.42 5,402.41 3,721.01 3,404.08 5,055.29
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