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Introduction

Aviation has always had a great interest in operational efficiency. From the start of the Jet Age in the 1950s

aviation has undergone many transformations. This journey took off with aircraft designs becoming more

aerodynamic, fuel-efficient, and capable of carrying more payload over longer distances. The digital age

followed around the 1980s, in which technologies emerged providing pilots with more information and in-

sights. The introduction of the Flight Management System (FMS) provided pilots with enhanced capabilities

in Avionics, navigational systems, and communication technologies, improving flight safety and efficiency.

The last evolution in technology that we are currently in, is the era driven by Data Analytics and Artificial

Intelligence (AI). These technologies are optimizing operations, enhancing safety, and improving environ-

mental sustainability, with new capabilities that cannot be offered by the systems in the aircraft.

The purpose of this thesis is to investigate methods of data science and Machine Learning (ML) that can

provide pilots with optimized data-driven solutions. The research focuses on a specific type of operation: the

economy cruise. This operation is characterized by a cost index from which the aircraft determines optimal

cruise speeds that balance between fuel and time costs. Within this domain, this research focuses on the

relationship between cost index, cruise speed, and fuel consumption to achieve fuel-efficient flight.

To determine optimal cruise speeds from the cost index, the aircraft requires fuel consumption estimates

at different speeds under current flight conditions. The FMS uses generic performance data that describes

the average performance of a newly delivered aircraft/engine combination. Given that each aircraft has a

unique performance that changes over time, an aircraft/tail-specific performance model is developed from

big data and ML methods. This model is used to compare the supposedly optimum MRC speeds determined

by the aircraft, to the true optimal speeds determined by the model for each tail individually.

To translate deviations in MRC speeds during flight to overall benefits, simulations are performed. These

simulations evaluate practical cost index strategies on network-wide and flight-specific levels, to determine

savings in both fuel and time by flying the tail-specific speeds.

The objective of this thesis can be summarized into investigating how fuel-efficient flight operations can be

analyzed such that:

1. benefits from improvements in aircraft tail-specific performance can be quantified;

2. savings can be validated and explained on a per-flight basis;

3. strategies can be evaluated on a network-wide scale without performing costly experiments.

The research has been conducted in collaboration with KLM Royal Dutch Airlines. This provides a unique

opportunity to relate scientific research with practical applicability. This has resulted in the consideration of

many operational limitations to arrive at solutions that fit real-life operations while using the latest technolo-

gies in Machine Learning and Data Science. KLM Royal Dutch Airlines provided me with valuable guidance

on this journey and delivered large amounts of in-flight data to develop this new methodology. At the same

time, Delft University of Technology helped me greatly with implementing and identifying suitable technolo-

gies from scientific research, to arrive at the best of both worlds.

This thesis report is organized into two parts. Each part provides an independent piece of the research with

some areas of overlap. Part I provides the scientific paper, showing the final methodology and focus of this

thesis, while Part II shows the literature study that was conducted during the first three months.
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Abstract

Fuel-efficient flight operations and improved Air TrafficManagement (ATM) operations are identified as one of themain
pillars in achieving net-zero CO2 emissions by 2050. While considerable research has focused on airspace management
and ATM operations, flight operations as managed by airlines have received little attention. Accurate aircraft/tail-
specific performance modeling is crucial for identifying savings while existing models such as Euro-Control’s BADA
and manufacturers’ book models remain too generic. Additionally, trajectories including optimal routes, altitudes, and
airspeeds, must be determined to minimize fuel consumption. Emerging solutions leverage in-flight data connectiv-
ity and Machine Learning (ML) methods to provide pilots with real-time decision support. However, quantifying and
validating saving potentials present challenges due to unpredictable variables and performance modeling complexi-
ties. This thesis aims to address these challenges by developing a tail-specific performance modeling framework using
high-fidelity flight data and ML methods. The framework identifies and corrects tail- and flight-specific biases from
the flight data, allowing fuel savings to be identified on a per-flight basis in post-flight analysis. The tail-specific per-
formance model shows different Maximum Range Cruise (MRC) speeds than generic values determined by the aircraft.
The benefits emerging from these optimal speeds are determined by high-accuracy simulations of different cost index
strategies on flight-specific and network-wide levels. Three cost index strategies are evaluated and compared to generic
MRC operations. Savings in both fuel and time are observed of 75 kg and 93 s, 96 kg and 111 s, and 127 kg and 107 s,
on an average per-flight basis. In conclusion, this research demonstrates the existence and magnitude of fuel and time
savings by flying tail-specific cruise speeds compared to generic values determined by the aircraft.

Keywords: aircraft performance modeling; cost index; economy cruise flight; uncertainty estimation; machine learning; simulations;

fuel efficiency; airline operations

Abbreviations: APM: Aircraft Performance Monitoring, APU: Auxiliary Power Unit, ATM: Air Traffic Management, BADA: Base

of Aircraft Data, CG: Center of Gravity, CI: Cost Index, DOC: Direct Operating Costs, DOW: Dry Operating Weight, ECON: Economy,

EWM: Exponential Weighted Moving Average, FF: Fuel Flow, FFF: Fuel Flow Factor, FMS: Flight Management System, ISA: International

Standard Atmosphere, IQR: Inner Quantile Range, LS: Load Sheet, MAC: Mean Aerodynamic Chord, ML: Machine Learning, MRC:

Maximum Range Cruise,MSL: Mean Sea Level, OFP: Operational Flight Plan, QAR: Quick Access Recorder, RMSE: Root Mean Squared

Error, TOC: Top Of Climb, TOD: Top Of Descent, TSFC: Thrust Specific Fuel Consumption, ZFW: Zero Fuel Weight,

1. Introduction

Aviation has seen a general movement toward improving operational efficiency. This has resulted in annual

improvements of around 2.0% between 2000 and 2019, while passenger demand increased at an annual rate of 5%

[1]. With the goal of net zero CO2 emissions by 2050 established by Europe’s aviation sector (Destination 2050)

[2], rigorous actions are required and more research is needed to accelerate our way towards this goal.

Destination 2050 provides an outline of the required improvements to reach net zero CO2 emissions. These im-

provements are characterized by: 1. Aircraft and engine technology, 2. ATM and flight operations, 3. Sustainable

aviation fuels, and 4. Smart economic measures. To reach the final goal, 6% of reduction in CO2 emission is

required by ATM and flight operations [2]. Research into the area of airspace management and ATM is well-

Thesis paper written by Frans Vossen to obtain the Master of Science at the Delft University of Technology. To be defended publicly on the 24th of
October 2023. An electronic version of this thesis is available at https://repository.tudelft.nl/.
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known, however, the area of flight operations as managed by the airlines is still relatively unexplored. Therefore,

this thesis aims to explore methods to identify and quantify saving potentials from tail-specific performance1.

1.1 Analyzing Fuel Efficient Flight Operations

Airlines and pilots use fuel-efficient flight operations to reduce fuel consumption. This involves various prac-

tices throughout the flight, including efficient flight planning, trajectory optimization, fuel-efficient procedures,

disruption management, and maintenance activities. Accurate tail-specific performance models are crucial to

identify saving potentials emerging from different performances between tails. Euro-Control’s Base of Aircraft

Data (BADA) [3, 4] is commonly used in scientific research for performance modeling. Although its generic

format works well for strategic decision-making, it cannot capture tail-specific performance deviations. Other

performance models, like OpenAP [5] and Piano [6], have similar limitations. In industry, aircraft manufacturers

provide performance data and tooling to operators, such as Boeing’s Performance Engineers Tool (PET). These

performance models describe the average type-specific performance of a new aircraft/engine combination deter-

mined from flight tests, the so-called book performance. Book performance achieves improved accuracy and is

certified for fuel planning and in-flight usage. However, tail-specific performance deviations remain undetected.

Besides modeling aircraft performance, variables used to control the trajectories have to be determined to mini-

mize fuel consumption. This includes finding optimal routes, altitudes, and airspeeds while considering payload,

environmental conditions, airspace restrictions, and on-time performance. The Flight Management System (FMS)

aids pilots in achieving efficient operations. The FMS was introduced in the late 1970s and has undergone several

improvements since. Although its capabilities in flight planning, communication, surveillance, and navigation,

have drastically improved, the methodology for performance predictions has remained unchanged [7, 8].

Given the rise of in-flight data connectivity and Electronic Flight Bags (EFB), new optimization solutions appear

focusing on utilizing the latest information in weather, traffic, and aircraft performance data, together with ML

techniques, to provide pilots with in-flight decision support tooling that cannot be provided by the FMS [9]. These

software products offer optimized profiles in climb, vertical and speed optimization in cruise, and optimal profiles

in descent. Although these improvements are generally small in isolation, consistent results on a per-flight basis

can lead to significant savings on a network-wide scale [9].

A problem that arises with these new solutions is determining and verifying potential savings. Due to the many

variables that affect aircraft performance, evaluations can become biased toward one’s own interpretation. With-

out a clear evaluation standard and access to high-accuracy performance models, it is unclear what benefits can

be expected on a network-wide or per-flight basis.

To answer these questions, flight operations can be analyzed through experimental flight tests. By conducting

two sets of flights, one with the new strategy and one without, a comparison can be made to determine the

benefits. However, since differences in flight conditions are inevitable, numerous flights are required to arrive

at statistically significant results. Instead of expensive experiments, simulations can be used to assess benefits.

These simulations must accurately model real-life operations and tail-specific performance, to arrive at similar

results to those obtained in real life. Nonetheless, it’s important to note that practical flight experiments still play

a critical role in validating these simulations and fine-tuning new strategies.

Figure 1 provides an overview of the elements to be considered in a benefit analysis. The aircraft tail performance

model is seen to lie at its center. Flight operations and environmental conditions affect the control variables from

which the trajectory follows. Furthermore, an FMS model is required to simulate certain types of operations, e.g.,

economy flight, where the FMS determines flying speeds from a so-called cost index provided by the pilot. The

elements provided in this figure are further discussed in the coming sections.

1.2 Contribution and Outline

The objective of this thesis is to investigate how fuel-efficient flight operations can be analyzed such that:

1. benefits from improvements in aircraft tail-specific performance can be quantified;

2. savings can be validated and explained on a per-flight basis;

3. strategies can be evaluated on a network-wide scale without performing costly experiments.

1Tail-specific performance means modeling the performance of a single aircraft rather than the average of its family (type-specific

performance). Tail relates to the tail number, which is a unique identification of every aircraft.



MSc Thesis, Air Transport and Operations (ATO) 3

Figure 1. Overview of elements affecting aircraft performance and benefit analysis.

More specifically, this entails the development of a tail-specific performance model based on high-fidelity flight

data andML techniques; identifying and removing flight- and tail-specific biases from important parameters in the

flight data; and designing and conducting high-accuracy simulations to assess benefits from different strategies.

This research is focused on a specific type of flight operation: the economy cruise. This operation is characterized

by a cost index fromwhich the FMS determines optimal cruise speeds by balancing fuel and time costs. Given that

the focus of this thesis is on fuel-efficient flight, the research mainly covers the relation between cost index, cruise

speed, and fuel consumption, while time and cost considerations are reserved for a future study. Although the

main case study presented is focused on economy cruise flight, the proposed performance modeling framework

and simulation methodology can also be extended to cover other flight phases or operations.

The remainder of this paper is structured as follows. In Section 2, the fundamentals of economy cruise flight are

presented and the fuel mileage is introduced to relate cost index, flight conditions, and cruise speed. Section 3

provides the basics of generic physics-based fuel flow modeling as used in academia and industry. Section 4

presents the novel framework for tail-specific data-driven fuel flow modeling that identifies and corrects tail- and

flight-specific biases from the flight data. Section 5 follows by analyzing the performance modeling improvements

and shows deviations in true tail-specific MRC speeds from generic book values. Eventually, all elements are

combined in Section 6 where a benefit assessment is presented by simulating different cost index strategies on

flight-specific and network-wide levels. Finally, Section 7 presents the conclusion and outlook.

2. Economy Cruise Flight

This thesis is focused on evaluating fuel-efficient flight operations in the cruise phase. Airlines generally employ

a certain strategy known as economy cruise, which lets the aircraft compute optimized speeds based on a cost

index provided by the pilots. The fundamentals of the cost index, including its definition, how it follows from

airline operations, and its relation between cruise speed and generic aircraft performance modeling are presented.

2.1 Cost Index

The cost index, with unit kg/h, can be defined by:

CI =
CT

CF
, (1)

where CT and CF are average values for time-dependent costs expressed per unit flight time ($/h) and fuel costs

expressed per unit mass ($/kg). The time costs include crew salaries, maintenance costs, and depreciation or

leasing costs, and the fuel cost is the fuel price at the origin airport [10]. Manufacturers generally convert this

cost index to a scaled dimensionless coefficient that ranges either from 0-100, 0-1000, or 0-9999 [11].

Considering a small cruise distance s in nautical miles and ISA conditions, the total costs (Ctot) can be expressed

by a fixed cost (Cfix ) and a variable cost. The variable cost is often referred to as Direct Operating Cost (DOC):

Ctot = Cfix + DOC, with DOC = CT t + CF mfused , (2)
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where t and mfused are the time in hours and fuel burned in kg, respectively, to fly distance s. To minimize total

costs in cruise, DOC has to be minimized. These costs can be related to the trajectory parameters by rewriting

Equation 2 in the form of Equation 3, defining an economy cruise cost function as τ by assuming s and CF to be

fixed, and combining both equations to arrive at Equation 5:

DOC = s CF

(

CI
t

s
+
mfused

s

)

, (3) τ =
DOC

s CF
, (4) τ = CI

t

s
+
mfused

s
. (5)

By considering that
s

t
is the airspeed (V ) and defining

mfused

s
to be the Fuel Mileage (FM), the final form follows:

τ =
CI

V
+ FM . (6)

From this equation, it follows that lower cost index values encourage a flight path that lowers fuel consumption,

whereas higher cost index values promote a flight path with higher cruise speed. When costs of time are high,

a larger cost index reduces flight time and lower total operating costs. Conversely, when fuel prices are high, a

lower cost index reduces fuel consumption and lower total operating costs.

2.2 Cost Index Practices by Airlines

For an accurate trade-off to be made between fuel and time costs, knowledge of the cost structure of an airline is

essential. Based on [10], airlines struggle to integrate such practices as time costs are difficult to quantify and the

importance and the concept of the cost index are largely unknown to the decision-makers. Another limitation is

that costs related to arrival delays are excluded from the time costs. Being a discontinuous function that depends

on the time of arrival, delay costs can not effectively be transformed into an average cost value required for the

cost index framework. This is especially problematic for hub-and-spoke airlines, where on-time performance is

essential. Still, most airlines heavily rely on the cost index to manage their operations. Five cost index strategies

are identified in airline operations [10, 12]:

1. Intended cost index The optimal cost index is determined from an airline-specific cost analysis that quantifies
crew, maintenance, and leasing costs either on a route, network, or flight-specific level. Furthermore, fuel costs are
determined from the actual fuel price at the departure airport. A cost index is then obtained for each flight, where
the effects of arrival delays are not considered.

2. Standard cost index values Aircraft manufacturers provide adequate values for cost index that can be adopted.
Although a simple solution, this practice does not capture the airline-specific cost structure.

3. Neglecting time costs Cost index values are determined only by considering fuel prices. Although dynamic fuel
prices are included in this strategy, it does not consider time-related costs.

4. Adopting cost index as a performance setting The standard cost components are no longer considered to de-
termine the cost index. Rather, the cost index is used as a performance setting to directly control fuel consumption,
trip time, and/or arrival delays. Subsequently, a different cost formulation may be used to combine these consid-
erations into a new objective function. This approach also allows stable flight schedules to be developed based on
standard cost index values. On the day of operation, this cost index is modified such that arrival delays are minimized
considering the actual route and winds.

5. Not using the cost index Airlines are sometimes seen to fly at constant Mach instead of using a cost index.
Especially on short-haul flights, this is seen to occur frequently. This also occurs on long-haul flights, where constant
Mach operations are enforced during ocean crossings.

The fourth strategy is most often observed in practice. This thesis therefore considers this strategy for the re-

mainder of the research when referring to cost index practices. The cost index is used as a performance-setting

by the pilot to directly control fuel consumption, flight time, and arrival delays. The cost index is first determined

in the flight planning phase to fit the schedule. In case of disruptions, a higher cost index can be opted to reduce

arrival delays, given enough fuel was loaded for this higher speed.

With the selection of a cost index, the aircraft computes the corresponding cruise speed byminimizing Equation 6.

Instead of iteratively solving this equation for the Mach number, a predetermined mapping is established by the

FMS that directly relates observed flight conditions to the Economy (ECON) Mach number by:

Econ Mach = f(m, h,CI , T ,wind), (7)

wherem, h, and T are the instantaneous grossweight, altitude, and temperature obtained from the aircraft sensors,

and wind is the combination of wind speed and direction relative to the track angle. This mapping requires a
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performance model to determine fuel consumption at different speeds and flight conditions. The aircraft makes

use of the book performance data that are loaded into the FMS. This results in the FMS delivering cruise speeds

that are optimized for the average type-specific performance of a new aircraft/engine combination, rather than

for the performance of the specific tail.

2.3 Fuel Mileage

The relation from Equation 7 is further described by the fuel mileage. Fuel mileage2 is an instantaneous measure

of aircraft performance efficiency. It relates the fuel consumption (mfused) to traveled distance (s), or equivalently,

instantaneous fuel flow (FF ) to true-airspeed (V ) or ground speed (Vg) by:

FM =
mfused

s
=
FF

Vg
. (8)

Equation 8 can be expressed relative to air or ground distance, where the effects of wind are excluded when

considering fuel mileage relative to air. In economy flight, fuel mileage is considered relative to ground.

Considering a cost index of zero (CI0) is seen to reduce Equation 6 to a fuel mileage minimization problem. This

condition is commonly known as Maximum Range Cruise (MRC) and is characterized by being the most fuel-

efficient flight. The airspeed that resembles MRC and ECON flight given the flight conditions, is determined

using performance graphs, as shown in Figure 2. This figure shows the contour lines of book performance at

a constant weight, ISA conditions, and no winds, and includes ECON speeds indicated by the cost index lines.

Following the definition of MRC, this condition follows the locus of minimum fuel mileage while increasing cost

index values increase fuel mileage and airspeed. From this graph, it becomes clear that determining economic

speeds is a non-linear problem with five degrees of freedom.

Figure 2. Contours of constant fuel mileage as a function of alti-

tude and Mach (modified from [11]).

Figure 3. Influence of gross weight on the performance curves

(modified from [11]).

2.3.1 Influence of Gross Weight

To see the influence of gross weight on economic speeds, Figure 2 is reduced by considering an altitude restriction

describing a constant flight level. The performance graphs representing this new situation are shown in Figure 3,

for a fixed altitude, temperature, and no winds. Lower gross weight improves fuel mileage, while economic speeds

are seen to change non-linearly. Similarly, the MRC condition follows the minimum fuel mileage, and increasing

cost index values increase fuel mileage and airspeed.

2Fuel mileage is often referred to as specific range. The general unit of fuel mileage is nm/kg which translates to traveled distance per

fuel quantity. However, in this thesis, the inverse fuel mileage is used as the standard (consumed fuel quantity per traveled distance in

kg/nm). The main difference now is that better fuel efficiency is obtained by reducing fuel mileage instead of increasing it.
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2.3.2 Influence of Wind

Wind can be described by the wind speed (Vw), wind direction relative to the track angle (ϵ)3, and a wind correc-

tion angle (δ)4 which models a slight offset in heading to resolve drift angles caused by crosswinds. Fuel mileage

relative to ground distance is determined by considering the ground speed in Equation 8, which is calculated by:

Vg = V cos δ + Vw cos ϵ. (9)

Figure 4 shows the effect of head and tailwinds on fuel mileage and economic speeds. It follows that MRC and

economic speeds are achieved at higher airspeed with headwind and lower airspeed with tailwind. In-flight these

effects are directly managed by the FMS by changing speed when observing different winds.

Figure 4. Influence of wind speeds on the performance curves

(modified from [11]).

Figure 5. Visualization of how optimal altitudes follow from the

performance curves (modified from [11]).

2.4 Cruise Altitude

Altitude selection in cruise is subject to various performance limitations that are merged into a so-called ceiling.

This ceiling is the maximum altitude at which the aircraft can be safely operated. These restrictions are caused by

thrust limitations, required levels of maneuverability, buffet margin, and resilience from atmospheric turbulence,

and are mainly affected by atmospheric temperature and aircraft weight [11].

Considering a cruise segment with a certain gross weight, temperature, and cost index, an optimal altitude can be

determined where fuel mileage is minimized. This optimum altitude is shown in Figure 5 for decreasing aircraft

weight and ISA conditions. Although steady continuous climb results in the most fuel-efficient flight, operation

limitations restrict cruise altitudes to constant flight levels [11]. Consequently, step climbs are performed between

these flight levels while the closest proximity to the optimum altitude is ensured. The FMS provides pilots with

recommendations on when to perform a step climb [11].

Different flight levels can experience significant differences in wind. This may result in trip fuel savings by opting

for an altitude different than the standard ISA optimum. However, since winds are difficult to observe and forecast

with high accuracy, the additional fuel consumption induced by the steps may eventually outweigh the savings

[9]. In current operations, altitude is therefore generally determined by ISA conditions and is subsequently altered

through optimization or to comply with operating restrictions while abiding by the altitude ceiling [11].

3. Generic Physics-Based Performance Modeling

Optimal speeds in economy cruise flight are determined by the FMS through generic performance models. These

models are used to relate and adjust cost index and cruise speed at different flight conditions. To investigate saving

potentials emerging from tail-specific performance, differences in book performance have to be identified. Before

3An ϵ of 0°represents tailwind, while an ϵ of 180°represents headwind.
4δ is the angle between the airspeed vector and track angle and can be calculated from trigonometric relations using the track angle,

wind angle, wind speed, and airspeed.
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a modeling framework is introduced that captures tail-specific performance, generic physics-based performance

modeling is discussed. This covers the basics of fuel flow modeling and identifies the influential factors.

Performance modeling deals with describing the behavior, capabilities, and characteristics of an aircraft in differ-

ent flight conditions. There are several ways to approach this modeling. The most detailed approach makes use

of non-linear six-degree-of-freedom models that are used in research focused on aircraft control theory [13]. In

research focused on trajectory optimization and ATM practices, the aircraft performance is simplified to a point-

mass approach that assumes steady motions [14]. This latter approach is presented in this section. Furthermore,

this thesis only deals with a sub-part of aircraft performance modeling: the modeling of fuel flow in cruise flight.

Cruise flight is considered as the segment between the Top Of Climb (TOC) and the Top Of Descent (TOD), where

step climbs or descents are removed from this analysis. The parameters that are generally considered to describe

aircraft performance are shown in Table 1:

Table 1. Common flight conditions used as input to describe aircraft performance.

Parameter Notation Remark Symbol Unit

Gross Weight gw Mass m kg

Altitude alt Pressure Altitude h ft

Airspeed M Mach M ś

tas True Airspeed V kts

ias Indicated Airspeed Vias kts

Temperature oat Outside Air Temperature T K

∆ISA ISA Temperature Deviation ∆TISA °C

Acceleration acc Flight Path Acceleration a m/s2

Vertical Speed vs Rate of Climb roc ft/min

Generic fuel flowmodeling describes the physics required to go from these conditions to fuel flow. Before we dive

into the theory describing this mapping, it should be noted that different levels of complexities are considered in

academia and industry. In academia, simplifying assumptions are often used by neglecting the effects of the Center

of Gravity (CG) on fuel flow and using simplified relations to describe the drag polar and engine characteristics.

In industry, manufacturers have access to much more details which enables them to establish more accurate

relations. An overview of a generic performance modeling methodology is shown in Figure 6. The elements are

further discussed in this section.

Figure 6. Overview of generic physics-based performance modeling framework in scientific research and industry. Elements that require

proprietary performance data are indicated in orange.

3.1 Lift and Drag

The first step in determining fuel flow is the modeling of lift and drag. Given the steady-state consideration for

cruise phase, vertical equilibrium of forces can be assumed [15]. This allows the lift coefficient (CL) to be found:

CL =
W

q S
cosγ, with γ = tanh

roc

V
. (10)
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withW , q, S, and γ being the weight, dynamic pressure, wing surface area, and flight path angle, respectively.

Knowing the lift coefficient allows for determining drag. The drag of aircraft flying at subsonic speeds consists

of parasitic drag, lift-induced drag, compressibility drag, and trim drag [15]. In performance modeling studies,

drag is often simplified to the drag polar. This function specifies the relation between the lift coefficient and drag

coefficient and comes in various forms of complexities [4, 5, 15]:

Standard (in-compressible) → CD = f(CL),

+ Compressibility Effects → CD = f(CL,M),

+ Viscosity (Re) Effects → CD = f(CL,M , h, T ),

+ Trim Drag (CG) Effects → CD = f(CL,M , h, T , cg).

(11)

Compressibility For commercial aircraft flying at subsonic speeds, compressibility effects have to be consid-

ered. These effects significantly increase aircraft drag when flying above certain Mach numbers. This requires

the modeling of the drag polar as a function of the lift coefficient and Mach. Standard relations have been ap-

proximated in literature, but their accuracy remains limited [16]. Better approximations are obtained in BADA 4,

which uses performance data generated by software from manufacturers to develop type-specific relations [17].

In industry, manufacturers provide their own closed-source method to approximate these Mach effects [11].

Viscosity The zero-lift drag coefficient is affected by different flight conditions through the Reynolds number

[15]. These effects originate from different aerodynamic behaviors of surface roughness in viscous flows. The

theory behind this goes beyond the scope of this thesis but can be found in [15]. In essence, the drag polar is

affected by the Reynolds number (Re), which is calculated as:

Re =
inertia forces

friction forces
=
ρ∞ V∞ c

η∞
, (12)

with ρ∞, V∞ and η∞, being the free-stream air density, velocity, and dynamic viscosity, respectively, and c being a

characteristic length. Different values in altitude, temperature, andMach affect the Reynolds number, and thereby

the flow properties. To include these effects in the drag polar, manufacturers normalize flight test data to a given

reference flight condition for each Mach number. Correction factors are then determined in the form of ∆CD,

in the order of ± 0.0003 to 0.0005, to account for different flight conditions [15]. Performance models in ATM

research generally ignore these effects.

Trim Aircraft trimming is required to ensure balanced horizontal flight. To ensure static stability, the CG is

required to be positioned in front of the neutral point, which is the location where the combined aerodynamic

forces of the aircraft body act [15]. To counterbalance the resulting pitch-down tendency, an opposite moment

is provided by the trimming surface located on the elevator. The additional lift that is generated creates in effect

additional lift-induced drag, known as trim drag. Similar to viscosity effects, CG effects are ignored in ATM

performance modeling research. Their sole effects have been studied in [18], which shows an effect in drag in the

order of -1% to 3%. Manufacturers provide data on trim drag as a function of CG to correct the drag polar [15].

3.2 Center of Gravity

The CG position of the aircraft is dependent on the location and masses of several components, including, passen-

gers, luggage, cargo, and fuel in each tank. In practice, these components are combined into a Zero Fuel Weight

(ZFW) and a Fuel Quantity (FQTY) component. The CG and mass of the ZFW are estimated by the load controller,

whichmanages all items that are loaded onto the aircraft and ensures proper and optimal weight & balance. Given

that passengers and luggage are not weighted, standard values are used for both mass and centroid. Cargo is gen-

erally weighted, but its centroid is assumed to be centered. Right before departure, the ZFW and CG are corrected

for last-minute changes and are documented in the load sheet. Different from the ZFW estimations, fuel weight

can be determined from quantity measurements in the fuel tanks and an estimated fuel density. The individual

CG centroid of each Tank Body (TB) is subsequently found by considering the actual amount of fuel in the tank

and using interpolation functions provided by manufacturers:

xcg,tb = f(FQTYtb). (13)
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To calculate the CG position and its movement during flight, use is made of the following expression:

xcg =

∑k
i=1mixi
∑k

i=1mi

=
ZFW xcg,ZFW + xcg,ctb FQTYc + 2 xcg,wtb (FQTYlbw + FQTYrbw)

ZFW + FQTYlbw + FQTYrbw + FQTYcbw
, (14)

where xcg,ZFW , xcg,ctb, and xcg,wtb are the centroids of the ZFW, center tank body, and wing tank body, respectively,

as measured from the nose of the aircraft; and FQTYc , FQTYlbw , and FQTYrbw , are the fuel quantities from the

center tank, left bound wing tank, and right bound wing tank, respectively. It is common practice to express CG

as a percentage in Mean Aerodynamic Chord (MAC), which can be done through:

cg =
xcg ś LEMAC

MAC
× 100%, (15)

where LEMAC is the distance from the aircraft nose to the leading edge of the MAC. Modeling of the CG position

is generally not considered in scientific research given the required knowledge of sensitive parameters related to

the weight & balance of the aircraft.

3.3 Thrust and Fuel Flow

Fuel flow is closely related to the provided engine thrust. Given that engine thrust cannot be physically measured

in flight, a workaround is required to find estimates of this thrust. From the steady-state assumption of cruise

flight, equilibrium of forces can be assumed. The provided engine thrust can therefore be considered as the

required engine thrust (FN ) found through the total energy equation:

FN = D +m a +m g
roc

V
, (16)

where the drag D is estimated using the drag model previously discussed. When considering steady cruise flight,

acceleration and vertical speed are set to zero, reducing this function to FN = D. Since aircraft flying in cruise

generally operate away from conditions limiting engine thrust [11], no separate thrust model is required to model

limitations where thrust cannot be equal to drag.

Once the required thrust is known, the fuel flow can be calculated by considering engine characteristics graphs.

Two different calculation methods can be used for this: using the Thrust Specific Fuel Consumption (TSFC) or

using corrected performance properties.

Thrust Specific Fuel Consumption TSFC directly relates net thrust to fuel flow (FF) by:

FF = FN TSFC(·), (17)

where TSFC(·) represents the characterization graphs as provided by engine manufacturers. TSFC is seen to vary

with net thrust, pressure altitude, Mach, outside air temperature, and bleed air [11], and thereby, can be computed

from the trajectory and aircraft system parameters:

TSFC = f(FN , h,M , T , bleed-air). (18)

This approach requires a multi-dimensional relationship to be developed, which is often reduced by simplifying

assumptions.

Corrected Performance Corrected performance properties are defined based on dimensional analysis. This

allows reducing the order of a functional relationship into generalized graphs that are valid at multiple flight

conditions [11]. Corrected performance properties are obtained by considering pressure and temperature ratios

relative to Mean Sea Level (MSL) ISA conditions. These ratios include the ambient pressure (δ) and temperature

(θ) ratio:

δ =
p

p0,ISA
, (19) θ =

T

T0,ISA
, (20)

as well as the total pressure (δt) and temperature (θt) ratio, which corrects the ambient ratios for compressibility:

δt = δ
(

1 + 0.2 M2)3.5 , (21) θt = θ
(

1 + 0.2 M2) . (22)
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These correction parameters can subsequently be used to express thrust as corrected (or generalized) thrust (FNc )

and fuel flow as corrected fuel flow (FFc) using:

FNc =
FN

δ
, (23) FFc =

FF

δt θ
x
t

, (24)

where the power x is used to tailor the corrected engine performance for engine-specific characteristics. This

value is determined by the engine manufacturer and ranges from 0.50 to 0.67 [11]. Subsequently, corrected thrust

can be related to corrected fuel flow only by considering the Mach number:

FFc = f
(

M , FNc

)

. (25)

This results in a two-dimensional relationship to model fuel flow. To convert back to actual fuel flow, Equation 24

is used together with the ambient conditions. Although this method works particularly well for initial studies

and engine facility tests, it remains an approximation of reality that comes with a reduction in accuracy [11].

4. Tail-Specific Data-Driven Performance Modeling

Generic physics-based performance modeling is based on modeling assumptions, makes use of reduced-order

functional relationships, and describes type-specific performance. To address these limitations, a methodology

is proposed based on empirical relations such that inconsistencies between theoretical modeling and verifiable

results are resolved. Although ML methods are well suited for this type of modeling, a new problem arises where

biases and uncertainties in the flight data can highly affect model results, and consequently, benefit assessments.

Therefore, several methods are presented to identify and quantify tail- and flight-specific biases from uncertainties

to arrive at true aircraft tail-specific performance.

4.1 Flight Data Biases and Uncertainties

Before diving into the details of the proposed modeling framework, the uncertainties and biases that affect perfor-

mance parameters are determined. Two main causes of uncertainties are identified: 1. measurement errors from

aircraft sensors, and 2. uncertainties in estimated flight parameters. Both sources of uncertainty can be described

by several tail- and flight-specific biases. Flight-specific biases describe offsets between measured/estimated val-

ues and true/expected values as an average value for each flight. Tail-specific biases describe offsets between tails

and are identified by offsets in the flight-specific biases. This is further illustrated in the next section. By carefully

analyzing the flight data, several sources of uncertainties and their biases are identified:

ZFW Bias ZFW is estimated using standard weights for passengers and luggage determined by aviation au-

thorities. These standard weights are constant values, while in reality, seasonality effects, weight characteristics

on routes, and the number of children on board are all sources of uncertainty that may combine into significant

offsets. Discrepancies in cargo weight and aircraft Dry Operating Weight (DOW) further add to these offsets.

Given that the ZFW bias directly translates to gross weight, a constant offset in fuel flow prediction error can be

observed over the entire flight. By reducing this offset, the ZFW bias can be determined.

Performance Degradation Another source that leads to steady offsets in fuel flow prediction error is perfor-

mance degradation. Each aircraft experiences gradual deterioration in engine and aerodynamic characteristics,

leading to increasing fuel consumption over time. The performance model that is generated represents the aver-

age tail-specific performance over the period covered by the data and does not capture changes within this period.

By investigating such gradual offsets in fuel flow prediction error, tail-specific offsets can be found.

CG Bias CG position is computed based on an initial estimate of the ZFW CG. Similar to the ZFW, standard

values for passenger weight and centroid are assumed. Discrepancies in payload weight and centroid may lead to

further offsets in ZFWCG. Given that CG position directly affects control surface deflections and aircraft attitude,

offsets can be found for each flight by comparing the documented value to the expected value determined from the

flight data. Besides the flight-specific biases, tail-specific biases can be found by analyzing the relation between

control surface deflection/aircraft attitude and CG position between tails. In essence, a correction value can be

determined for each tail such that all aircraft have the same aerodynamics (surface deflection and attitude) when

considering a single CG position.
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FQTYMeasurements FQTYmeasurements are sensitive to the sloshing of fuel duringmovement and have low

measurement resolutionswith steps of 100 kg. Given that FQTYmeasurements are used to determine gross weight

and CG position, more accurate values improve performancemodeling. Therefore, corrected FQTYmeasurements

are determined from the fuel flow measurements, which is not affected by sloshing and low resolutions.

Flow Flow Measurements Fuel flow measurements show offsets in fuel consumption when comparing the

integrated values to the net change in the FQTY measurements over the entire flight. To rectify this, a correction

factor is determined that matches the integrated fuel flow to the FQTY. Instead of providing a flight-specific

correction, a smoothened average is determined that approximates the time-dependent correction for each tail.

The difference between this average value and the flight-specific value represents the remaining uncertainty.

4.2 Proposed Modeling Framework

To model tail-specific performance, a data-driven framework is proposed. This framework is based on high-

fidelity flight data and ML techniques to capture the non-linear mapping between flight conditions and fuel flow.

Within this framework, the uncertainties and biases are also quantified and correction factors are established to

remove their influence on model predictions.

An overview of the presented framework is shown in Figure 7. The first step consists of data processing where

cruise flight is identified and characterized from the flight data. In step two, a fuel flow bias is determined by

restoring differences to the FQTY indicator. In step three, a CG model is developed that describes the standard

type-specific relation between CG and control surface deflection/aircraft attitude. CG correction factors are then

found and described by an offset in the ZFWCG. The corrected flight data is then used to train the fuel flowmodel

in step four, where model form uncertainty is analyzed through ensemble models. Finally, fuel flow prediction

errors are investigated on a per-flight basis to identify performance degradation and to find the ZFW bias.

Figure 7. Overview of proposed tail-specific data-driven performance modeling methodology.

Step 1: Data Processing

The research has access to data from 2906 long-haul flights provided by a major airline carrier. These flights are

flown by 8 tails of a specific sub-type. The data includes flight properties obtained from the Operational Flight

Plan (OFP), Load Sheet (LS), and high-fidelity flight data from the Quick Access Recorder (QAR) which includes

many flight parameters measured with a frequency of 1 Hz.



12 Frans Vossen

Flight Phase Detection The QAR data does not provide any information on the flight phase. The methodology

proposed by [19] is therefore chosen to perform this classification task. [19] makes use of fuzzy logic identification

by investigating the combination of instantaneous values in altitude, vertical speed, and airspeed. To improve

classification performance, the membership function parameters are tailored to fit the flight data. Following this

classification, every flight is segmented into the following phases: ground, initial climb, climb, cruise, descent,

and final approach. The step climb and descent are furthermore identified in the cruise phase.

Cruise Phase Characterization The cruise segments are further characterized by certain types of cruise per-

formances. As presented in Section 3, cruise performance is modeled for steady horizontal flight which requires

the removal of all data points from steps or that experience a bank angle larger than a certain amount5. These

conditions represent a so-called clean cruise type I and can be used to filter data for the aerodynamic CG model.

Furthermore, engine performance, and therefore fuel flow, is affected by engine-bleed, anti-ice6, and APU usage,

which is required to be off. These additional considerations represent a so-called clean cruise type II and can be

used to filter data for the fuel flow model:

Clean Cruise (type I): cruise phase, no step, no bank angle

Clean Cruise (type II): cruise phase, no step, no bank angle, no engine bleed, APU off, and anti-ice off

Stable Segment Identification To improve data quality in clean cruise, stable segments can be identified. This

is done by monitoring flight parameters and requiring that the measured value stays within a certain threshold

range from the average over a window of 100 seconds. Filtering on stable segments removes turbulent moments

in flight reducing scatter. Two main forms of stability can be characterized: atmospheric and engine stability.

Flight parameters should be chosen to distinguish between these forms. However, by over-selecting parameters

describing similar forms of stability, multicollinearity effects can cause the results to be dominated by this form

[20].

After investigating different combinations of flight parameters proposed by [21], the stability criteria shown in

Table 2 were utilized, resulting in approximately 45 stable segments per flight. It is important to note that in

standard Aircraft Performance Monitoring (APM) activities performed by operators, more strict stability criteria

are used [21]. These criteria are also implemented resulting in approximately 4 stable segments per flight.

Table 2. Stability criteria used for stable segment identification

Parameter Notation Threshold Unit

Altitude alt 150 ft

Mach M 0.008 ś

Total Air Temperature tat 1.1 °C

Ground Speed gs 6 kts

Vertical Acceleration vert acc 0.03 g

Roll Angle roll 0.8 °

Fuel Flow FF 5 %

Fan Speed N1 2 % Figure 8. Method used for grouping of flights.

Flight Grouping Finally, all data is merged into a pool of model data, test data, and validation data. Here, it is

important to make sure that temporal effects, such as aircraft degradation, are gradually spread over model and

test data, and are secluded from the validation data. Tail-specific data should also be evenly distributed between

these pools. To achieve this, the flights are sorted by date and time for each tail and then grouped into sets of six.

The first five flights in each set are assigned to the model data, while the last flight is assigned to the test data.

The final 21 flights of each tail are allocated to the validation data. A visual representation of this grouping is

shown in Figure 8. In the remainder of this thesis, model data is randomly split into train/test sets for developing

the CG and fuel flow models, and validation data is used to evaluate the final performance of the methodology.

Flights from the test data are therefore no longer used.

5It was found that an absolute angle of 0.8°was effective for this.
6Airframe anti-ice does not have to be considered for the Boeing 787, since the required power for this is provided by the electrical

systems onboard. However, other aircraft deduce the power required from the main engines which directly affects fuel flow.



MSc Thesis, Air Transport and Operations (ATO) 13

Step 2: Fuel Flow and Fuel Quantity Corrections

Fuel Flow Corrections Fuel flow errors are quantified by comparing fuel consumption from the fuel flow to

fuel consumption from the FQTY. Instead of focusing on the cruise phase only, more stable results were obtained

by considering the entire flight, that is, from gate to gate. By doing so, the aircraft can be considered station-

ary when reading the FQTY measurements, reducing the errors induced by sloshing. Subsequently, a simple

correction factor (FFcorr ) is determined for every flight, such that Equation 26 is minimized:

Minimize: ∆ FQTYmeas
︸     ︷︷     ︸

from FQTY

ś FFcorr
∑︁

FFmeas ∆t
︸                  ︷︷                  ︸

from Engines

ś
∑︁

FFAPUmeas ∆t
︸          ︷︷          ︸

from APU

. (26)

By considering all fuel flow corrections for a single tail, a scatter plot can be constructed describing its evolution

over time, as shown in Figure 9 for Tail 1. This evolution can be decomposed into an average trend (the tail-

specific bias), found by an Exponential Weighted Moving (EWM) average of three months, and the remaining

flight-specific bias. These two components are the FF Bias and FF Bias Error, respectively, and are shown in

Figure 9 and Figure 10 for five different tails. The fuel flow measurements are then corrected by multiplying the

measured fuel flow from the QAR data with the tail-specific FF bias.

Figure 9. Tail-specific fuel flow Bias, including flight-specific corrections for Tail 1. Figure 10. Flight-specific fuel flow bias.

Figure 9 shows a clear difference in FF bias between tails. A positive value indicates a higher actual fuel consump-

tion than measured. Tail 5 covers only part of the graph which is caused by an inactive period of this aircraft.

Interestingly, a sudden change in trend is observed for tail 4, which may be caused by the replacement of a faulty

fuel flow indicator or an engine change. The resulting gap follows from the minimum time required to arrive

at a new stable value in the EWM. When considering the flight-specific bias, uncertainties in fuel consumption

remain in the order of ±1% as shown in Figure 10. This may be caused by the discretized measurements every

second or by the poor resolution in the FQTY measurements.

FQTY Corrections FQTY measurements experience inaccuracies caused by sloshing and are characterized by

poor resolution of 100 kg. With the measured fuel flow being corrected, a more accurate FQTY measurement can

be computed from the FQTY at the beginning of the flight and the corrected fuel flow data. Subsequently, the

recorded gross weight is enhanced by utilizing this new FQTY measurement.

Step 3: Center of Gravity Corrections

CG biases are quantified by comparing in-flight CG calculated from the load sheet to in-flight CG predictions from

the flight data. The in-flight CG values are calculated using Equation 14 where the estimated ZFW CG and the

corrected FQTY measurements are used. The predicted CG values are determined from a baseline type-specific

ML model that provides independent values in the CG position.

Baseline CG Model Design

Several studies are presented in the literature targeted at estimating in-flight CG position. [22] proposes amethod-

ology that computes CG position by combining a physics-based approach with multi-accelerometer measure-

ments. A different approach is proposed by [23] which uses a kinematics approach and Kalman filters, and [24]
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presents a novel approach to both CG and weight estimation from aircraft trim data. Although these methods

show impressive performance in CG prediction, they are considered too complex for the problem at hand, re-

quire unknown aerodynamic characteristics, and are difficult to integrate with real-life flight data. Instead, this

thesis proposes a more simplified approach where ML techniques are used to identify the mapping from aircraft

trajectory, attitude, and control surface deflection to the CG position calculated from the load sheet.

Model Description The open-sourceML library CatBoost [25] is used to perform the regression task. CatBoost

is a gradient-boosted decision tree algorithm that has shown impressive performance in prediction accuracy and

has great characteristics in handling large amounts of data and reduced training time [25].

Different model features were investigated to perform this mapping. Eventually, the features shown in Figure 11

were found to give adequate performance in predicting CG. It should be noted that the Mach FMS is used as input

instead of the measured Mach. Mach FMS is the recorded speed by the FMS and is equivalent to the selected speed

by the pilot. Different from the measured Mach, Mach FMS does not contain noise from atmospheric turbulence,

improving model accuracy.

Figure 11. Overview of inputs and outputs for the baseline type-specific CG model.

Prediction Results Model training is performed using the data from the model data pool. This data is filtered

on clean cruise type I and stable segments, after which the data is randomly split into a train and test set (2/3 and

1/3, respectively). The CatBoost was trained using the Root Mean Squared Error (RMSE) loss function and was

found to give good performance using 300 iterations, a learning rate of 0.4, and a max depth of 10.

The prediction results are shown in Table 3. Based on the similarities between the two sets, it can be concluded that

the model is well-generalized and there is no over-fitting. Prediction accuracies found by other studies are seen

to be higher, with mean errors in the order of 0.1 - 0.5 [22, 24]. However, these studies are based on simulations

where the exact CG position is known. The larger errors found in Table 3 are a result of uncertainties in the true

CG position, random noise from the flight data measurements, and tail-specific characteristics not captured by

this type-specific model.

Table 3. Prediction performance in type-specific CG.

Data Set RMSE (% MAC) MAE (% MAC) MAPE (%) R (ś)

Train 1.212 0.925 3.476 0.922

Test 1.214 0.926 3.482 0.921

RMSE: Root Mean Squared Error, MAE: Mean Absolute Error, MAPE: Mean

Absolute Percentage Error, R: Coefficient of Determination

Smoothing The flight data measurements are characterized by high-frequency noise. This noise is also trans-

lated to the model predictions. Considering that in-flight changes in CG are mainly caused by fuel consumption,

a steady and slow transition is expected. A smoothing is therefore introduced consisting of two steps: 1. Comput-

ing the EWM for the model prediction, and 2. Fitting the physics-based CG to the weighted averaged prediction.

A smoothing step could also be added to the input data, fromwhich further smoothing can be expected. However,

this was not deemed necessary.

The smoothing steps are visualized in Figure 12. The first step reduces the model prediction (light blue) to the

EWM curve (dark blue) by utilizing a window of 120 seconds. Subsequently, Equation 14 is fitted to this EWM

curve by iteratively finding a corrected ZFW CG (cgZFWcorr ) such that Equation 27 is minimized:

Minimize MAE: cg(cgZFWcorr ,ZFWLS , FQTY )
︸                             ︷︷                             ︸

from physics (eq.14)

ś cg(T ,MFMS ,α, δt , δe)EWM
︸                          ︷︷                          ︸

from type-specific ML model

, (27)
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where α, δt , and δe, are the the angle of attack, horizontal trim stabilizer deflection, and elevator deflection,

respectively. This results in the corrected CG shown by the green line in Figure 12.

Figure 12. Smoothing steps to arrive at stable CG predictions.

Tail- and Flight-Specific CG Corrections

CG corrections are identified using a similar approach as used for the fuel flow corrections. CG biases are quan-

tified by comparing the estimated ZFW CG from the load sheet to the corrected ZFW CG from the flight data. A

simple correction factor (∆cgZFWcorr ) is then determined for every flight. This offset in ZFW CG is translated to

in-flight CG offsets shown Figure 12 by the vertical shift between the orange and green lines. By decomposing

the evolution into the EWM of three months and the remaining error, the ZFW CG tail bias (∆cgZFW ,tail) and ZFW

CG flight bias (∆cgZFW ) are found as shown in Figure 13 and 14, respectively:

Figure 13. Tail-specific ZFW CG bias. Figure 14. Flight-specific ZFW CG bias.

Figure 13 shows a clear tail-specific component in the CG parameter. Since the baseline CG model maps the

attitude/deflections to the average type-specific CG, the identified offsets indicate that this mapping is tail-specific.

A negative value for the ZFW CG tail bias indicates a more forward CG for the same attitude/deflections, or

inversely, less attitude/deflection for the same CG.When comparing performance between tail 4 and 5 at constant

CG, this would result in tail 5 appearing to have a relatively better performance caused by the lower drag. The CG

flight data is therefore corrected by adding the ZFW CG tail bias to the ZFW CG obtained from the load sheet and

then computing the in-flight CG from Equation 14. This guarantees that aerodynamic CG biases between tails are

removed from the flight data. No clear cause is identified for these biases, but in theory, they may be attributed to

small discrepancies in aircraft DOW and balance or airframe deterioration affecting aerodynamics. Furthermore,

Figure 14 shows a remaining flight-specific bias in ZFW CG in the order of ± 4% MAC. This correction factor can

be considered when evaluating or comparing performance between single flights.

Step 4: Fuel Flow Model Design & Uncertainty Estimation

After identifying and correcting tail-specific biases in the flight data, the performance model describing fuel flow

can be developed. Different methodologies can be found in the literature that utilize QAR data and ML to perform
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this task. These can be divided into methods employing neural networks [26, 27, 28, 29], random forest [29, 30,

31], and LSTM [32]. Although themethods are extensively investigated, the features used to predict fuel flow have

received little attention. Except for [29], most research is seen to use an extensive number of features, ranging

from air data, engine parameters, control surface inputs, and environmental data. By including features related

to engine or control surface parameters the accuracy of fuel flow predictions is greatly increased in post-flight

analysis. However, little can be said about these features beforehand. In order to develop a performance model

that provides a practical structure to perform simulations and analyze flight operations, this research is restricted

to a similar set of features as used by common performance models like BADA, OpenAP, and PET.

Besides modeling fuel flow, this research tries to estimate its uncertainties. Quantifying uncertainties has several

benefits in terms of providing a measure of reliability, enabling the development of more robust strategies, and

determining areas for improvement. Various types of uncertainties can be considered, including input uncer-

tainty discussed in Subsection 4.1, and model form uncertainty [33]. Model form uncertainties originate from the

selected type of model, for example, point-mass, high-fidelity, linear, or non-linear modeling; a lack of knowledge

caused by data coverage; and the inherent randomness of a system [33]. As we will see later on, data coverage

and system randomness are two main challenges that can be dealt with by estimating uncertainties.

Model Description The regression task is again performed using CatBoost. Two approaches were investigated

to capture tail-specific performance, either by using the performance data from a single tail and creating multiple

models or by using the tail number as a feature and creating a single model using all performance data. The latter

approach was found to give the best results as this greatly increased data coverage in model training. To capture

the effects of atmospheric turbulence on aircraft performance, acceleration and vertical speed are included as

model features. When performing general cruise phase analysis, these features can either be reduced to zero, or

analyzed using distributions describing atmospheric turbulence. This results in the final set of features shown in

Figure 15:

Figure 15. Model overview of inputs and outputs in tail-specific fuel flow prediction.

To quantify model form uncertainties, the same model is independently trained 20 times using a different random

seed. This value is found to provide a good balance between training time and capturing sufficient levels of

system randomness. Evaluating the differences in predictions between these models enables identifying levels of

reliability in fuel flow predictions and establishing robust strategies, as will be seen later on.

Bias Identification and Data Balancing This research introduces a type of balancing that removes a perfor-

mance bias induced by the economy cruise operation. As presented earlier, airlines typically operate using a cost

index. The FMS uses this cost index to calculate the cruise speed from the flight conditions. Given that airlines

operate using standard cost indices, certain performance conditions are seen to be dominated by the flight data.

Performance conditions are characterized by the unique combination of parameters as shown in Equation 7 that

directly relate flight conditions to economy cruise speed. To remove the effects of winds from this mapping, this

research introduces a so-called Zero-Wind Cost Index (ZW CI). This is a normalized cost index that is inversely

calculated from the FMS Mach, gross weight, altitude, and temperature while setting winds equal to zero. Differ-

ent from the generic FMS cost index that is expressed relative to ground distance, the ZW CI is expressed relative

to air distance. This results in a unique mapping between gross weight, altitude, temperature, and Mach.

By plotting the calculated ZW CI distribution of all flight data, the airline-specific cost index strategy becomes

apparent. Since this information is considered confidential, the effects of a fictitious strategy with standard cost

indices of 50 and 200 are shown in Figure 16 (blue). The peaks appearing at CI 50 and 200 are flattened, resulting

from removing the effects of winds. Furthermore, performance conditions are seen to be flown covering all cost
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indices. This is caused either by deviations from the standard cost indices pre- or in-flight or by constant Mach

operations, resulting in variable equivalent cost indices. By directly fitting a model on this flight data, fuel flow

predictions become biased towards the dominated performance conditions. In order to develop a model that is

unbiased on cost index, the flight data has therefore to be balanced.

Simply balancing the data set on ZW CI has the issue of affecting the data coverage in the operating envelope.

Therefore, an approach is developed that resolves this issue. This consists of two steps performed for each tail:

1. Establish the operating envelope by binning and grouping all data into unique sets of (gwbin, altbin, Tbin)
7,

a so-called operating point;

2. For each operating point:

(a) Construct the probability density function of the ZW CI;

(b) Calculate the sample probability and convert it to inverse sample probability;

(c) Sample 30% of unbalanced data with inverse ZW CI probability weights.

This approach is seen to remove the data unbalance, as shown in Figure 16.

Figure 16. Data balancing to remove a performance bias in ZW CI.

Table 4. Prediction performance of tail-specific fuel

flow.

RMSE MAE MAPE R
Data Set

(kg/h) (kg/h) (%) (ś)

Train 154.17 109.47 1.906 0.930

Test 154.17 109.45 1.906 0.930

Prediction Results Model training is performed using the data from the model data pool. This data is filtered

on clean cruise type II, balanced on zero-wind cost index, and randomly split into a train and test set (2/3 and 1/3,

respectively). It should be noted that both stable and unstable segments are included in the data. The main reason

for this is to enable the model to learn all effects related to atmospheric turbulence. The 20 CatBoost models are

trained using the RMSE loss function and are found to give good performance using 300 iterations, a learning

rate of 0.4, and a max depth of 10.

The prediction results are shown in Table 4. These results are the average performance of the 20 models. The

spread in evaluation metrics between these models was found to be negligible. From this, it may seem that

the ensemble model is ineffective at identifying uncertainties. However, uncertainties are still identified when

looking at instantaneous moments in flight, as will be seen later on. Both the train and test set give very similar

results, even after using a relatively large depth of 10. This is most likely caused by both considering the average

performance of the ensemble model and the CatBoost methodology that only performs single symmetrical splits.

By doing so, themethodology greatly improves training time and prevents over-fitting. However, greater accuracy

could be achieved from other ML methods that enable a more extensive model to be designed to balance between

generalization and over-fitting.

Step 5: ZFW Bias & Performance Factor Corrections

The final step consists of finding correction factors by analyzing differences between true and predicted fuel flow.

This is done by finding a constant average offset for each flight. This offset becomes apparent from Figure 17,

where the predicted fuel flow has a slight vertical offset compared to the true fuel flow. Directly comparing both

fuel flow values and minimizing the error resulted in unstable results. Instead, a similar approach to traditional

APM activities is used, where fuel flow deviations from book levels are determined by analyzing fuel mileage

deviations averaged over stable segments [21]. Given that stable segments in APM analysis result in too few data

points to find corrections on all flights, the stability criteria presented earlier are adopted and further reduced

7A bin width of 2,000 kg, 1,000 ft, and 2 °C was used for gw, alt, and T, respectively.
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into sub-segments with a maximum duration of 60 seconds. An average fuel mileage deviation is then computed

for each sub-segment using Equation 28, which results in the scatter plot shown in Figure 18:

FMerror =

[

FF (m, h,MFMS , T , a, vs, cg, tail)

Vg
︸                                   ︷︷                                   ︸

predicted FM

]

subśsegm,avg

ś

[

FFtrue

Vg
︸︷︷︸

true FM

]

subśsegm,avg

. (28)

Figure 17. Fuel flow prediction error over a cruise segment. Figure 18. Fuel mileage deviations from stable segments.

A clear offset can be identified from the scatter plot indicated by the orange line. This offset is corrected by

finding a multiplication factor (FFperf ,corr ) to the predicted fuel flow in Equation 28 that minimizes the MAE. This

correction is found for each model in the ensemble, from which uncertainties are determined.

Similar to the fuel flow and CG corrections, the evolution of the fuel flow performance correction can be decom-

posed into the EWM of three months and the remaining error. The first component describes the performance

degradation of the tail, termed the Fuel Flow Factor (FFF). The remaining error is used to quantify an offset in

gross weight, being the ZFW bias (∆ZFW ). This ZFW bias is iteratively found by minimizing the MAPE between

the true and predicted fuel flow while filtering on stable segments, considering the FFF previously found, and the

CG corrected for the flight bias:

Minimize MAPE:
FFF · FF (m + ∆ZFW , h,MFMS , T , a, vs, cgcorr , tail) ś FFtrue

FFtrue
× 100%. (29)

Both the FFF and ZFW bias determined using this approach are shown in Figure 19 and 20, respectively:

Figure 19. Tail-specific performance degradation, fuel flow factor. Figure 20. Flight-specific ZFW bias.

Figure 19 shows a clear presence of performance degradation with an average value of approximately 0.5% over

5 months. This figure also shows the minimum and maximum values determined from the ensemble models,

indicating an uncertainty in the order of ± 0.1%. Figure 20 shows the ZFW bias, indicating a range in magnitude

of -4,000 kg to 3,000 kg. This result is obtained from the average ZFW bias computed by the ensemble. By

considering the spread, an average uncertainty range of approximately ± 450 kg is found for single-flight ZFW

bias estimation. Interestingly, by further investigating the ZFW biases, a clear correlation is found to the region.

Flights to Asia tend to have a more negative ZFW bias than those flown to, e.g., North America.
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5. Performance Modeling Analysis and Deviations

In the previous section, a novel performance modeling framework is proposed that captures tail-specific per-

formance characteristics and corrects biases and uncertainties from flight data. This section presents a further

analysis of the corrections and their effect on fuel flow and trip fuel predictions. Furthermore, the tail-specific

performance model is used to analyze the performance curves presented in Section 2, from which deviations in

optimal speeds can be found from the generic MRC speeds determined by the FMS.

5.1 Flight Data Corrections and Model Evaluation

Various correction factors are introduced that describe average tail-specific biases (FF bias, CG tail bias, and FFF),

and flight-specific biases (CG bias, and ZFW bias). The importance of flight-specific corrections becomes apparent

when considering practical experiments on a per-flight basis. Ideally, after each flight, an evaluation should be

delivered where benefits in fuel and time are identified and quantified with high accuracy, and where cumulative

savings are explained over the flight. This can only be achieved by identifying and correcting flight-specific biases.

To illustrate the influence of these corrections, fuel flow, and trip fuel errors are evaluated. This analysis makes

use of the validation flights shown in Figure 8, which ensures that results are obtained independently from model

training. This set includes 14 flights for each tail.

5.1.1 Fuel Flow Predictions

The tail-specific performance model is evaluated by considering the effects of the CG and ZFW bias:

Uncorrected: FF = FFF · f(gw, h,MFMS , T , a, vs, cg, tail),

Corrected: FF = FFF · f(gw + ∆ZFW , h,MFMS , T , a, vs, cgcorr , tail).
(30)

Figure 21 shows the difference in prediction error for one flight, filtering on stable segments. From the offset

in the uncorrected error distribution, an under-prediction in the fuel flow, or equivalently, over-consumption of

the aircraft, is observed. After applying the correction methods, an offset in ZFW CG is found of 1.2% MAC,

which indicates an overestimation in aircraft drag and therefore fuel flow. This may seem counter-intuitive, as

it suggests that the aircraft should perform better than predicted despite the observed over-consumption. The

ZFW bias is then determined such that this offset is removed. This resulted in a ZFW bias of 2,960 kg with an

uncertainty of ± 620 kg. This suggests that the observed over-consumption can be explained by the true aircraft

weight being higher. The corrected prediction error is shown in Figure 21, where the offset is seen to be removed.

Figure 21. Improved prediction accuracy in fuel

flow by removing the flight-specific bias.

Table 5. Prediction performance in fuel flow on the validation flights.

RMSE MAE MAPE R
Filter Correction

(kg/h) (kg/h) (%) (ś)

Clean cruise type II Uncorrected 146.46 102.02 1.79 0.933

Corrected 142.97 98.44 1.73 0.936

+ stable segments Uncorrected 108.77 82.68 1.48 0.954

Corrected 104.04 78.63 1.40 0.958

+ APM segments Uncorrected 65.51 49.44 0.93 0.968

Corrected 59.24 44.60 0.84 0.974

Besides the improved accuracy on single flights, the overall improvements are investigated. This is done by con-

sidering all flights from the validation set and evaluating their combined performance. Since academia and indus-

try do not define standard baseline conditions for accuracy evaluation, the impact of different filtering schemes

is presented in Table 5. The results indicate that flight-specific corrections slightly enhance accuracy by 6 to

9%. However, different filtering schemes are seen to have a more significant impact. For instance, filtering on

APM segment improves accuracies by 50% compared to no stable segment filtering. One’s own interpretation of

appropriate cruise conditions therefore highly affects the values obtained in model performance.
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5.1.2 Trip Fuel Predictions

Achieving small errors in trip fuel prediction is essential to arrive at statistically significant results in a single

post-flight analysis. If the errors emerging from the performance model are larger than the anticipated savings,

it becomes challenging to provide explainable flight-specific evaluations.

Figure 22 shows the cumulative trip fuel error for all flights in the validation set as a function of covered ground

distance, filtered on clean cruise type II. Uncorrected performance shows trip fuel errors of up to ± 600 kg (1.50%).

However, after applying the corrections, these errors are reduced to ± 100 kg (0.25%). The overall performance is

also shown in Table 6 from which a 75% improvement is observed from the corrections.

Figure 22. Cumulative trip fuel prediction error for all validation flights.

Table 6. Prediction performance in trip fuel for the

validation flights.

RMSE MAE MAPE
Correction

(kg) (kg) (%)

Uncorrected 237.7 187.4 0.47

Corrected 63.3 47.5 0.12

Corrected with
IQR outlier removal

51.4 40.4 0.10

Trip fuel errors are significantly reduced by removing the average bias for each flight. However, discrepancies in

cumulative prediction errors still exist when looking at individual flights. These discrepancies are described by

flight-specific error profiles, which are unique to each flight and influenced by factors such as trajectory, flight

conditions, and model form uncertainties. This is further discussed in Appendix 1. Less common trajectories and

flight conditions can result in excessive trip fuel errors, which are identified and removed through a process that

considers the error in final trip fuel and the Inner Quantile Range (IQR) outlier removal method. This process

removes five flights from the validation set, resulting in the final accuracy shown in Table 6.

5.1.3 Discussion

Overall, the flight-specific corrections are effective in removing biases from the flight data. This results in a

significant reduction in the 95% confidence interval in trip fuel predictions from ± 431 kg (1.04%) to ± 102 kg

(0.26%) for the validation flights after outlier removal. However, the remaining errors are still too large to provide

consistent evaluations of cumulative savings lower than these values. To solve this problem, a methodology is

proposed where simulations are used to identify fuel savings irrespective of the error profile. This reduces the

confidence interval to flight-specific values in the order of ± 20-50 kg (0.05-0.15%), shown in the next section.

Furthermore, the correction identification method used has some limitations. While it can identify flight-specific

biases and provide explainable results, a more thorough approach is needed to fully identify performance devi-

ations. Various factors, such as maintenance activities, engine washes/replacements, errors in sensor measure-

ments, malfunctioning items, and uncertainties in CG and ZFW, can cause performance deviations. The proposed

methodology allows the CG bias to be determined independently, but the remaining error is described by an offset

in aircraft weight. Sudden improvements resulting from, for example, an engine wash, malfunctioning items, or

other effects, are translated to the ZFW bias. This is reflected in the rather large uncertainty range of ± 450 kg.

To improve the accuracy and explainability for single flight performance deviations, the correction identification

method can be extended by developing a method to determine both CG and ZFW bias independently from the fuel

flow model. Subsequently, a correction factor that describes the remaining flight-specific performance deviation

can be determined, from which abnormalities can be detected.

5.2 Fuel Mileage Deviations

So far, the focus has been on evaluating performance of individual or overall flights. As previously mentioned in

Subsection 2.3, MRC speeds are identified from performance curves that illustrate fuel mileage at given flight con-

ditions. These curves can now be created using the tail-specific performance model. As a result, any differences

in MRC speeds from standard book levels can be determined and expressed through the cost index.
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5.2.1 Standard Performance Curves and Uncertainties

To better understand the relationship between flight data and performance, a specific moment during flight can

be considered. By narrowing down to a small range of values for gross weight, altitude, and temperature, all flight

data can be plotted within that range based on measured fuel air mileage on the y-axis and Mach (or cost index

imposing the zero wind condition) on the x-axis. This is shown in Figure 23, where significant scatter follows

from varying values in CG, acceleration, and vertical speed that have not been filtered.

Figure 23. Performance curve showing the flight data filtered

for constant weight, altitude, and temperature; and the standard

performance obtained from the performance model.

Figure 24. Isolated view of the orange line/area in the left figure,

indicating the standard cruise performance.

To determine the standard performance of the aircraft, a standard CG of 30% MAC, zero acceleration, and zero

vertical speed is used. These values are plugged into the performancemodel, which generates the orange line/area

shown in Figure 23 and isolated in Figure 24. The blue lines in Figure 24 represent individual model predictions

from the ensemble, while the orange line represents the average. The uncertainty range is determined by consid-

ering the minimum and maximum values. From this figure, a deviation in MRC speed can be seen from generic

values determined by the FMS (CI0). It can be determined that by flying at a CI of 22 under these zero wind con-

ditions, less fuel will be consumed than when flying at the supposedly optimal CI0 determined from the generic

performancemodel. Despite the large amount of spread visible in Figure 23 and the small deviation in fuel mileage

from MRC, tail-specific optimal speeds do result in fuel savings, shown in the next section.

Furthermore, Each tail shows a different performance curve, as shown in Figure 25 for the same five aircraft men-

tioned before. A vertical and horizontal shift in fuel mileage can be observed between the tails. The vertical shift

represents the aircraft’s overall efficiency, with lower values indicating better fuel efficiency. The horizontal shifts

show differences inMRC deviations, indicating that each tail has its own optimal speed. Additionally, the first two

and last three tails show similar shapes, suggesting that similarities exist between these tails. Although the reason

for these similarities cannot be clearly explained, it is most likely due to inherent similarities in aerodynamic and

engine performance characteristics.

Figure 25. Tail-specific characteristics in performance at a given flight condition (gw, alt, T, cg, and wind).
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5.2.2 Sensitivity Analysis

A sensitivity analysis is conducted for fuel flow predictions and all influential parameters. From this analysis,

the influence of gross weight, altitude, temperature, winds, CG, and atmospheric turbulence is determined on the

performance curves and MRC deviations from book levels across flight conditions. The analysis presented in Ap-

pendix 2 found that atmospheric turbulence does not affect the horizontal shift in performance curves. Therefore,

the curves can be modeled by setting acceleration and vertical speed to zero in the performance model. The sen-

sitivity of fuel mileage and MRC deviations from the flight conditions are shown in Figure 26. It is observed that

MRC deviations are affected by all parameters. To maximize fuel savings, different cost indices should therefore

be flown during flight to continuously operate the aircraft at the most optimal speed.

Figure 26. Sensitivity analysis of flight condition parameters on the performance curves.

Furthermore, the performance curves follow expected physics-based relations. Fuel mileage is improved with a

decrease in gross weight, temperature, and headwinds. Fuel flow is also observed to increase with a more forward

CG, worsening fuel mileage, conforming to the discussion on trim drag in Subsection 3.1. Interestingly, altitude

follows the parabolic relation from Figure 5, with FL 370 resulting in the lowest fuel mileage and higher and lower

altitudes resulting in less efficient values at the considered conditions.

5.2.3 Discussion

The tail-specific performance model is able to effectively distinguish differences between generic book perfor-

mance and tail-specific characteristics. True MRC speeds are determined for different flight conditions, which

differ from the values determined by the FMS. By providing pilots with optimal cost indices during flight, fuel

savings can be achieved compared to generic MRC (CI0) flights. Yet, the optimal cost indices vary for all flight

conditions, leading to operational difficulties that are addressed through simulations in the next section.

In addition, there are inherent uncertainties in true MRC predictions that pose some challenges. The different

performance curves obtained from the ensemble often produce inconsistent and varying values inMRC deviation,

as shown in Figure 24. The cause of these uncertainties is similar to the trip fuel prediction errors discussed in

Appendix 1 and likely stems from model type uncertainties and the system’s inherent randomness. Although

the inconsistencies are effectively addressed by considering the average predictions from the ensemble, the MRC

deviations should be viewed as an average estimate and not strictly interpreted.

Finally, it is discovered that flight conditions with sparse representation in the flight data produce varying perfor-

mance curves. This follows from the knowledge uncertainty previously discussed for trip fuel and the limitations

of ML models in under-represented or unseen conditions. Although using the tail number as model input instead

of constructing multiple model on tail-specific data reduces drawbacks, performance predictions on individual

flights can still be impacted. Although such cases are effectively identified as discussed in Appendix 1, more con-

sistent results can be obtained from more flight data, especially in flight conditions that are under-represented.
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6. Benefit Assessment Through Simulations

Fuel consumption is minimized by operating at MRC speeds. Tail-specific performance models describe different

values than those determined by the generic model from the FMS. Given that these deviations change throughout

the flight and that inherent uncertainties are present in both fuel mileage and optimal speed, the question remains

what the achievable benefits are in practical flight operations?

To answer this question, simulations are performed for different cost index strategies. Benefits emerging from

optimized cruise speed are quantified by comparing the simulated trip fuel and flight time to a baseline simulation

described by a cost index of zero (FMS MRC). Two types of strategies are investigated. The first strategy deter-

mines the saving potential for flying at a constant cost index that minimizes average tail-specific fuel consumption

over the entire network. The second strategy is more sophisticated, where saving potentials are determined for

in-flight cost index optimization. Optimal cruise speeds are found at certain intervals by considering the actual

flight conditions and finding the deviation in MRC speed at that moment in time. Two sets of intervals are con-

sidered. The first set performs an update at the beginning of a new altitude and after each hour, while the second

set determines optimum speeds every minute. Although this latter strategy is considered impractical for real-life

operations, it provides a measure of maximum potential savings for tail-specific cruise speed optimization.

6.1 Simulation Set-Up

The simulations are based on previously flown flights. The flight data provides information on the trajectory

(route, altitude, distance, weight, and CG) and atmospheric conditions (temperature, winds, and turbulence).

These baseline conditions are converted to linear interpolation functions using the ground distance (s).

Each simulation is characterized by its speed profile, controlled by the cost index. The flight data is first filtered for

the cruise phase and then divided into constant altitude segments. A discretized time step of 30 seconds is used to

progress in space and time. At each step, the simulation finds the flight conditions from the baseline interpolator

and computes the ECON Mach from these values and the cost index. Subsequently, fuel flow is determined from

the performance model. It should be noted that the net change in parameters over a step climb/descent is not

simulated, but adopted from the flight data. Atmospheric effects are also included by obtaining acceleration and

vertical speed from the baseline trajectory and the simulation does not consider the effects of engine bleed, bank

angle, anti-ice, or the occasional switch between constant Mach and economy cruise. The pseudo-code for both

types of simulations can be found in Appendix 4.

Finally, the simulations can be performed with an average or a stochastic setting. The average setting ensures that

the ensemble model returns the average value, resulting in a single simulation output. The stochastic setting uses

each model from the ensemble to perform individual simulations, resulting in 20 independent outputs describing

flight-specific uncertainties.

6.2 Simulation Results

280 and 430 flights are simulated for the constant cost index and in-flight optimization, respectively, which are

randomly assigned to one of the five tails presented before.

6.2.1 Constant Cost Index Strategy

The results from the first type of simulations are shown in Figure 27 and 28, showing the fuel and time savings,

respectively. Each point represents one simulated flight at a constant cost index compared to the baseline CI0

simulation. By fitting a smoothing line to the results, average benefits in fuel are determined for each tail. Time

savings follow from the generic FMS model, which therefore does not show tail-specific characteristics. Both

figures show a range of benefits between flights operated at similar cost indices. This spread follows from the

different trajectories and flight conditions, which results in different savings to be maximally achieved. To deter-

mine the range of saving potentials observed on single flights, a smoothened 0.1 - 0.9 quantile bound is provided.

This removes the effects of excessive benefits resulting from less common trajectories and flight conditions.

Based on Figure 27 flying at speeds higher than CI0 results in average fuel savings. The lowest fuel consumption

is achieved at an average constant cost index of around 26, leading to average fuel savings of 75 kg (0.17%) and

time savings of 93 seconds, as shown in Table 7. Furthermore, each tail has a unique optimal cost index and

saving potential. Although the reason for this cannot be clearly identified, it is most likely related to underlying

aerodynamic and engine characteristics or the trajectory and flight conditions that are assigned to its flights.
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Figure 27. Fuel savings from constant cost index simulations. Figure 28. Trip savings from constant cost index simulations.

Table 7. Overall results from constant cost index simulations.

Fuel Savings (kg) Fuel Savings (%) Time Savings (s)
Aircraft Tail MRC CI

Avg Bound Avg Bound Avg Bound

Tail 1 22 48 [5, 126] 0.11 [0.01, 0.29] 60 [34, 86]

Tail 2 21 66 [13, 123] 0.15 [0.03, 0.28] 77 [42, 118]

Tail 3 28 80 [20, 148] 0.17 [0.04, 0.28] 108 [69, 169]

Tail 4 29 82 [51, 140] 0.19 [0.04, 0.33] 113 [73, 164]

Tail 5 31 100 [22, 169] 0.23 [0.12, 0.31] 106 [52, 181]

Average 26 75 kg 0.17% trip fuel 93 s

6.2.2 In-Flight Cost Index Optimization Strategy

The second type of simulation considers two different in-flight cost index strategies characterized by the interval

to find optimal speeds: after every 60 minutes and at new altitudes (60 min), and after every minute (1 min).

The results from these two simulations are shown in Figure 29, 30, and 31, showing the in-flight deviation to the

optimal cost index, fuel savings, and time savings, respectively. The deviations to the optimal cost index are seen

to be smallest for the 1 min interval, which is increased to ± 35 units for the 60 min interval. The distributions in

fuel savings show positive values for both intervals, with the 1 min strategy showing larger savings. The savings

in time can be considered equal for both strategies. Similar to the constant cost index simulations, a spread in

values is observed between flights, following the flight-specific characteristics in trajectories and flight conditions.

Figure 29. Cost index deviations from true

optimal MRC condition.

Figure 30. Fuel savings from in-flight cost

index optimization simulation.

Figure 31. Time saving from in-flight cost

index optimization simulation.

The overall results are shown in Table 8, from which average savings of 96 kg (0.23%) and 127 kg (0.30%) are

determined for the 60 min and 1 min strategy, respectively, and time savings are found of around 110 seconds.

Similar to the constant cost index simulations, each tail achieves distinct savings while flying at different average

cost indices. By considering the 0.1 - 0.9 quantile from the distributions in Figure 30 and 31, a range is found for

the savings observed on single flights. This is shown in Table 8 for the 60 min strategy.
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Table 8. Overall results from in-flight cost index optimization simulations.

Fuel Savings (kg) Fuel Savings (%) Time Savings (s)
Aircraft Tail Avg CI (1 min)

Avg (1 min) Bound Avg (1 min) Bound Avg (1 min) Bound

Tail 1 28.1 (25.9) 93 (122) [-15, 239] 0.22 (0.29) [-0.03, 0.52] 98 (92) [30, 193]

Tail 2 28.8 (27.5) 97 (130) [-18, 195] 0.23 (0.30) [0.05, 0.46] 99 (98) [40, 197]

Tail 3 30.5 (28.9) 81 (104) [-24, 208] 0.19 (0.24) [-0.08, 0.45] 99 (91) [44, 186]

Tail 4 36.4 (34.6) 113 (152) [8, 235] 0.27 (0.36) [0.02, 0.47] 127 (124) [57, 262]

Tail 5 38.1 (36.8) 98 (127) [2, 204] 0.23 (0.30) [0.01, 0.45] 132 (128) [58, 243]

Average 32 (31) 96 (127) kg 0.23 (0.30)% trip fuel 111 (107) s

6.3 Post-Flight Benefit Evaluations

In Subsection 5.1, the importance of accurate and explainable benefits in post-flight evaluations was discussed.

Given that the savings presented above are in the order of 75-127 kg (0.17-0.30%), the identified uncertainty range

of ± 102 kg (0.26%) remains limited to identify fuel savings on a per-flight basis. Therefore, a different strategy is

presented to achieve more consistent benefit evaluations post-flight.

Instead of quantifying benefits by comparing actual to simulated fuel consumption, benefits can be determined

from relative differences between direct predictions and simulations. This is shown in Figure 32, where the blue

line/area indicates the cumulative fuel error directly obtained from the model prediction and flight data, and the

orange line/area indicates the simulated fuel burn for the same flight with a different cost index. As discussed

previously, each flight contains a flight-specific error profile that can be determined post-flight. By investigating

the difference between both lines, this error profile is seen to remain constant, indicating that the gradual shift

describes the isolated effect of different cruise speeds on aircraft performance. This effect is shown at the bottom

of Figure 32, indicating a clear and steady benefit in fuel consumption. The remaining uncertainties can now

be determined directly from the ensemble model, which provides a measure for flight-specific uncertainty in the

order of ± 20-50 kg (0.05-0.15%) across different flights. The uncertainty range for the simulation is larger than for

the direct prediction, which follows from the step-wise progression in time. Each flight can be further examined

by considering the fuel mileage deviations across the route, as discussed in Appendix 3.

Figure 32. Approach used to determine flight-specific benefits in fuel consumption.

6.4 Discussion

The simulations show that using tail-specific speeds instead of generic MRC values can reduce fuel consumption.

Given that tail-specific speeds lie above CI0, this automatically results in accompanying time savings of around

1.5 to 2 minutes. According to the 1 min simulations, the maximum attainable fuel savings are 127 kg (0.30%).

In real-life situations, simpler strategies are required. Two strategies are examined, with constant cost index

operations achieving 59% of the potential, and in-flight cost index optimization (60 min) increasing this value to
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76%. To achieve further savings, advanced decision support tools are necessary, which allows cost index updates

to be triggered automatically when entering sensitive areas, as presented in Appendix 3.

It should be noted that the potential savings identified are relatively small. Therefore, high-accuracy performance

models and flight-specific corrections are crucial whenmoving to practical experiments. Although the corrections

do not affect simulation results, they are essential to validate proposed strategies post-flight. Only after correcting

for the ZFW bias, CG bias, and error profile, fuel savings can be identified and explained on a per-flight basis.

Finally, it is important to consider that by selecting higher cost indices, fuel planning may increase, leading to

additional weight being carried along the route. This can result in increased fuel consumption, known as transport

loss. The generic book performance model used for fuel planning was investigated and found to be rather flat in

the considered cost index ranges. This results in insignificant increases in trip fuel and transport loss.

7. Conclusion and Outlook

Airlines generally manage fuel efficiency in the cruise phase by the cost index. Given its definition of a single

constant that relates flight conditions to fuel consumption and flight time, it is a simple and powerful parameter

used by pilots to manage cruise speed. However, given the complexities in performance modeling and the limited

capabilities of the FMS, simplified performance models are used by the aircraft to determine optimal speeds.

This thesis proposes a methodology to identify potential savings in cruise speed cost index optimization by using

tail-specific performancemodels. Themethodology creates a data-drivenmodeling framework using high-fidelity

flight data and ML techniques. It involves several steps, including developing a model for CG and fuel flow, iden-

tifying tail- and flight-specific biases, and accounting for model form uncertainties by considering an ensemble of

similar fuel models trained with different random seeds. This methodology shows very good results in predicting

fuel flow and obtains impressive results after correcting the flight bias in trip fuel predictions.

The remaining uncertainties are effectively identified by the ensemble model on a single-flight basis. The ensem-

ble model shows great applicability in identifying both flight-specific error profiles and knowledge uncertainties.

Given that the proposed framework provides limited accuracies in off-nominal flight conditions, the identification

of knowledge uncertainty is of special importance to effectively manage these cases.

The tail-specific performance model is also used to construct standard performance curves at different flight con-

ditions. These curves are compared to generic values determined by the aircraft, from which deviations in MRC

speeds are found that differ between tails. Althoughmodel form uncertainties and system randomness complicate

finding true optimal speeds, the average prediction from the ensemble model is able to provide consistent values.

The sensitivity analysis showed different deviations across all flight conditions, which requires a more thorough

examination to determine saving potentials emerging from tail-specific performance.

Therefore, simulations are established to assess the fuel and time savings for different cost index strategies. The

first strategy evaluates the benefits emerging from constant cost indices, while the second strategy performs in-

flight cost index optimization steps at certain intervals during the flight. Both strategies effectively capture fuel

and time savings compared to generic MRC (CI0) flight. The first strategy achieves savings of 75 kg (0.17%) and 93

seconds on an average flight basis, while the second strategy increases this value to 96 kg (0.23%) and 110 seconds.

By exploring more advanced decision support tooling, the fuel savings can be increased to a maximum of 127 kg

(0.30%) with similar time savings on an average flight basis. By combining the simulations with the flight-specific

corrections and error profile, single-flight fuel savings can be determined post-flight with certainty ranges in the

order of ± 20-50 kg (0.05-0.15%) determined by the ensemble model.

Overall, the proposed methodology can be valuable to an airline, where true savings from aircraft tail perfor-

mance can finally be detected and validated for its benefits. New solutions can be developed and implemented to

maximize fuel efficiency. This research lays the groundwork for broader application, where the proposed work

can be extended to other flight phases and operations. The next logical step would be to include a wind model,

and extend the performance model to climb and descent flight, such that cruise altitude optimization, including

penalties from step climb/descent, can be added to the presented analysis. Furthermore, time and cost consider-

ations can be added and combined with optimization techniques like reinforcement learning or optimal control

theory to extend the proposed methodology to in-flight multi-phase trajectory optimization.
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Appendix 1. Model Form Uncertainties and Trip Fuel Analysis

Although flight-specific corrections significantly reduce trip fuel errors, discrepancies still exist for isolated flights.

These stem from the model form uncertainties previously presented. This can be further investigated by consid-

ering the cumulative trip fuel prediction error from the individual models in the ensemble, from which two types

of uncertainties can be characterized.

The first type is a slow and steady increase in uncertainty as the flight progresses, along with sudden changes in

the error, as shown in Figure 33 up to 80% covered ground distance. These sudden changes in prediction error are

unique and present on most flights, as shown in Figure 34 for six flights from the validation set. While no clear

explanation can be provided for this behavior, it may originate from uncertainties not captured by the model or

general randomness in the system. This behavior is also related to the trajectory of a flight, where less common

trajectories and flight conditions result in larger discrepancies. A further investigation into these flight-specific

errors may be worthwhile in the future to identify possible improvements to enhance the performance model.

Figure 33. Identification of two types of uncertainties by the ensemble

model on a single flight basis.

Figure 34. Examples of error profiles that are specific to each

flight.

The second type is a sudden increase in uncertainty, as seen in Figure 33 from 80% covered ground distance

onward. This is a clear example of knowledge uncertainty, where the combination of flight conditions is under-

represented in the training data. As a result, the ensemble predictions tend to diverge. This behavior directly

follows from the modeling approach used, where ML models deliver limited performance in unseen or under-

represented conditions. By using the ensemble model, these cases are effectively identified.

Appendix 2. Influence of Atmospheric Turbulence on Fuel Mileage Deviations

The influence of atmospheric turbulence on the performance curves is investigated to see whether unsteady

flight conditions contribute to MRC deviations. Unsteady conditions affect various components related to aircraft

performance. First of all, oscillatory behaviors are observed in acceleration and vertical speed that translate to

unsteady states in altitude, airspeed, angle of attack, and control surface deflections. Secondly, unsteady auto-

throttle behavior may be observed followed by the autopilot correcting for the oscillations.

Although identifying isolated effects of unsteady flight conditions on fuel consumption is rather challenging, an

attempt is provided to investigate overall effects by relating measured disturbances in acceleration and vertical

speed to fuel consumption. Given that the fuel flowmodel is trained from cruise data including unsteady segments,

the performance model is able to provide meaningful insights into unsteady conditions.

Average distributions in acceleration and vertical speed are determined by considering unsteady segments from

the data. Both parameters are seen to follow a clear normal distribution that can be approximated by N(0, 0.0009)

andN(0, 1296) inm/s2 and ft/min, respectively. Subsequently, random values can be drawn from both distributions

to describe a single moment in time. These values can be plugged into the performance model, together with the

other flight conditions, to compute a single (blue) line in the performance curve, as shown in Figure 35. To find

the required number of samples to capture average performance in unsteady conditions, the average value in fuel

mileage is investigated. This value was seen to approach a stable value after approximately 300 samples.
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The average performance curves of the 300 lines are shown in Figure 36 indicated by the orange line. The orange

area follows from the average performance curves considering each model from the ensemble individually. Sub-

sequently, the standard performance curve is obtained for the same conditions, but by setting both acceleration

and vertical speed to zero, indicated by the blue line. By observing that the shapes of both curves are very similar,

it can be concluded that average performance in turbulent conditions is identical to the standard performance

obtained by setting acceleration and vertical speed to zero.

Figure 35. Simulated effect of atmospheric turbulence expressed

by random sampling of acc and vs.

Figure 36. Comparison of average cruise performance on turbu-

lent segments and general aircraft performance.

Appendix 3. Post-flight Performance Analysis

A method to identify the benefits in fuel consumption emerging from a cost index strategy is already presented

in Subsection 6.3. To explain the cumulative savings identified from such an analysis, the relative efficiency in

fuel mileage can be analyzed across a flight.

This is shown in Figure 37 for a simulated flight using the in-flight cost index optimization strategy (60 min).

The orange line indicates the optimal cost index profile determined by the strategy, while the heat map indicates

the relative fuel mileage increment from MRC along the route. At each cost index update, a new value is found

that matches the speed with the best-estimated fuel mileage. Following the strategy, the new cost index remains

constant for the next hour, given that no change in altitude is performed. This may be problematic when flying

in sensitive areas, where flight conditions (e.g., winds, altitudes, or ECON Mach) change significantly before the

next update. As a result, the orange line may enter blue regions as shown in Figure 37 to occur at the start and

end of the flight. Based on this analysis, the strategies can be evaluated post-flight or monitored in-flight.

Figure 37. Relation between the cost index profile determined by the in-flight cost index optimization strategy and the relative efficiency

in fuel mileage over the entire flight.



MSc Thesis, Air Transport and Operations (ATO) 29

Appendix 4. Pseudo-Code of Economy Cruise Simulations

Simulation: Constant OFP Cost Index

1 initialize trajectory and performance model

2 assign aircraft tail

3 for trajectory← max flights do

4 filter on cruise phase

5 sample 10 CIs from 1, 2, 3, 4, ..., 130

6 for CI = CI0, and CI samples do

7 initialize flight parameters at start cruise phase

8 identify cruise segments at constant flight level

9 for segment← cruise segments do

10 while s < max ground range segment do

11 t ← t + ∆t

12 s← stś1 · gstś1 · ∆t

13 m← mtś1 ś FFtś1 · ∆t

14 FQTY ← FQTYtś1 ś FFtś1 · ∆t

15 get h, ∆ISA, a, vs, track, Vw , and ϵ, from

base interp(s)

16 compute cg from

cg(cgZFW ,ZFW , TOW , FQTY )

17 compute ECON Mach from

M(m, h,CI ,∆ISA, track,Vw , ϵ)FMS

18 compute gs from gs(V , track,Vw , ϵ)

19 compute FF from

FF (m, h,M ,∆ISA, a, vs, cg, tail) · FFF

20 store flight parameters

21 end

22 add step to flight parameters

23 end

24 save flight data

25 end

26 end

Simulation: In-Flight Cost Index Optimization

1 initialize trajectory and performance model

2 assign aircraft tail

3 for trajectory← max flights do

4 filter on cruise phase

5 for sim type← CI0, 1 min, 60 min do

6 initialize flight parameters at start cruise phase

7 identify cruise segments at constant flight level

8 for segment← cruise segments do

9 while s < max ground range segment do

10 t ← t + ∆t

11 s← stś1 · gstś1 · ∆t

12 m← mtś1 ś FFtś1 · ∆t

13 FQTY ← FQTYtś1 ś FFtś1 · ∆t

14 get h, ∆ISA, a, vs, track, Vw , and ϵ, from

base interp(s)

15 compute cg from

cg(cgZFW ,ZFW , TOW , FQTY )

16 if t > update time then

17 compute new CIopt from tail model

18 compute ECON Mach from

M(m, h,CIopt ,∆ISA, track,Vw , ϵ)FMS

19 compute gs from gs(V , track,Vw , ϵ)

20 compute FF from

FF (m, h,M ,∆ISA, a, vs, cg, tail) · FFF

21 store flight parameters

22 end

23 add step to flight parameters

24 end

25 save flight data

26 end

27 end
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1
Introduction

Aviation has seen a general movement towards improving operational flight efficiency in the last decade.

Operational efficiency, fuel-saving incentives, and more efficient aircraft have led to annual improvements in

fuel efficiency of 2.4% between 2000 and 2010, and 1.9% between 2010 and 2019. Meanwhile, passenger

demand increased at an annual rate of 5% between 2000 and 2019 [38]. With the recent announcement

of the International Civil Aviation Organization (ICAO) to adopt the aspirational goal of net-zero 2050 for

international flight operations [37], further research into more sustainable practices is of utmost importance.

Over the years, new incentives are adopted in order to control environmental impact. ICAO initiated

a Carbon Offsetting and Reduction Scheme for International Aviation (CORSIA). With this incentive, carbon

emissions are economized with the goal to reduce climate impact [53]. At the same time, airlines have a strong

financial incentive that cannot be ignored. Most importantly, their operations have to be profitable. With a

more prominent focus on sustainable practices, fuel-efficient flight operations become of more interest to

airlines.

The cost index was introduced to aid aircraft operators in developing more efficient flight operations. It pro-

vides a trade-off between time cost and fuel cost, which is based on an airline-specific cost analysis. This

value is generally chosen by the airline and is used to construct the corresponding flight trajectory. By being

a single constant, it is a powerful tool that enables an airline to easily manage its flight operation.

However, the correct adoption of cost index practices in the airline operation is proven to be challenging.

The problem is three-folded: there is a lack of knowledge of the cost index concept, time costs are overly sim-

plified and hard to quantify, and delay costs are not considered [1, 11]. This has resulted in airlines deviating

from the intended cost-based cost index practice and to rather use the cost index as a performance setting to

manage flight time, arrival time, and fuel consumption.

Another difficulty that lies with analyzing and developing cost index practices, is its direct relation to the

flight trajectory. By opting for a different cost index, a new trajectory is obtained that has a new speed and

altitude profile and a different climb and descent schedule. Often, simplifications are assumed to capture

this trajectory optimization problem and standard performance models are used to relate flight trajectory

to fuel flow. In practice, deviations are observed between the intended cost index and the true cost index

which emerge from such simplifications. This thesis is after to address this problem and evaluate different

cost index practices.

This report is structured as follows. chapter 2 starts by providing a basic description of the cost index and

describes its characteristics in relation to aircraft performance. It also provides a discussion of difficulties that

airlines have with cost index practices. chapter 3 brings the focus towards scientific research related to the

cost index. It identifies two research areas: delay management, and flight trajectory optimization. Both areas

are reviewed on literature and evaluated on methodologies. chapter 4 summarizes the available literature and

identifies the three main research gaps that exist. Finally, chapter 5 presents the research proposal, which

includes the problem definition, research question and objective, and a breakdown of the work into work

packages.
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2
Background Information on Cost Index

Operational flight efficiency has been an important focal point in aviation. Airlines are after optimizing their

flight operation to reduce operating costs, limit disruptions, and adhere to schedules while ensuring flight

safety. The cost index has been introduced to aid aircraft operators in developing and managing such prac-

tices by combining flight trajectory optimization, flight execution, and operating cost, into a simple index. The

cost index is therefore a powerful tool that can be generalized and adopted in airline operational practices.

This chapter serves to provide the basics of the cost index and present its characteristics. section 2.1 first gives a

general description of the cost index. section 2.2 presents a more detailed practical description of how the cost

index is related to aircraft performance and influences a flight trajectory, and section 2.3 discusses difficulties

that airlines have with properly developing and using cost index practices.

2.1. Cost Index Description
The Cost Index (CI) is used as a relative measure to balance the objective of the flight operation between

minimizing fuel cost and time costs. The combination of fuel and time costs is often referred to as Direct

Operating Costs (DOC). The aircraft uses this index to compute the speed that it should fly. Low-cost index

values result in the aircraft flying at a speed that results in low fuel cost, while high-cost index values result

in the aircraft increasing its speed to reduce time cost. This matter is captured by the cost index curve. This

curve is generally used to understand the cost index and includes several operational points that characterize

cost index practices.

The cost index curve is discussed in subsection 2.1.1, after which the time and fuel costs are presented in

subsection 2.1.2 and subsection 2.1.3, respectively.

2.1.1. Cost Index Curve
In order to perform the cost trade-off, the aircraft considers a unit measure of fuel quantity. Considering, e.g.,

1 kg of fuel, the aircraft evaluates for different values of airspeed the ground distances that can be covered

with the corresponding flight time. The ground distance covered by the unit fuel quantity is referred to as

the Specific Ground Range (SGR). The fuel burn and flight time can subsequently be expressed in costs by

considering average values for fuel and time cost.

This results in the cost index curve as shown in Figure 2.1. The cost index values are seen to range between

0 and max and correspond to the Maximum Range Cruise (MRC) and Maximum Operating Speed (VMO) con-

dition, respectively. The MRC condition is characterized by the airspeed at which SGR is maximized, that is,

the airspeed at which the largest ground distance can be covered with a unit amount of fuel quantity. The

VMO condition is obtained from the performance envelope in the flight manuals and is characterized by the

airspeed that results in the lowest flight time.

Besides the CI=0 (MRC) and CI=max (VMO) condition, cost index practices are characterized by two other

conditions: Long Range Cruise (LRC) and Economical Flight (ECON). The LRC condition is defined as the

airspeed that results in an increase in fuel consumption of 1%, relative to the MRC condition. Its characteristic

is that for a slight reduction in fuel efficiency, a significant increase in airspeed can be obtained. The ECON

condition is defined as the airspeed that results in the lowest total operating cost. This airspeed is obtained
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Figure 2.1: Cost index curve for a given flight condition, fuel price, and time cost. [39]

after evaluating both fuel and time costs and follows from the condition where its sum is minimized. Different

to the other operating points, the ECON condition differs between flights. Since the average fuel and time cost

are dynamic properties that may change over time and are influenced by local prices, the ECON cost index

is calculated before a flight considering an airline-specific cost analysis. It should however be noted that this

latter step is rarely performed by airlines, which will be further discussed in section 2.3.

2.1.2. Time Cost
When considering cost index practices, the time cost is defined by three components: crew cost, maintenance

cost, and depreciation or leasing cost [2]. Each cost component is expressed as an average value per flight

time. Because the cost index is a relative measure, it requires the cost value to be constant over the entire

flight. Generally, the time cost is expressed per flight hour or minute.

Crew Cost Crew costs consist of cockpit and cabin crew salaries. While generally an average cost is as-

sumed, the crew cost differs between flights dependent on the number of crew on board. Different wages

should also be considered for captains, first officers, and other crew members. Besides the standard crew

salaries, flights that experience delays, are above a threshold flight time, or encounter other types of disrup-

tions may result in additional crew costs to be considered.

Maintenance Cost Maintenance cost is considered a measure to express the increase in maintenance activ-

ity that follows from operating an aircraft. While this matter is highly complex and may be affected by many

different scenarios, the maintenance cost per trip is assumed to be simplified into an hourly cost component

and a cyclic cost component [2]. An estimate of the average hourly cost component is used when considering

the cost index.

Depreciation or Leasing Cost Depreciation or leasing cost describes the loss in value and the rental price

of the aircraft per flight time, respectively. A depreciation cost value is difficult to compute and is generally

obtained from statistics in literature. Lease cost is more easily computed for an airline, as it generally follows

from the contractual agreements.

Finally, it should be noted that in the scientific literature often a single value is assumed for time cost. Fur-

thermore, Airbus [2] states that the three time costs only cover part of the total operating costs for an airline,

however, efforts to accurately capture such costs are not pursued.

2.1.3. Fuel Cost
Different to time cost, fuel cost does not require any calculation and is obtained simply from the local fuel

price at the origin airport. Although this value is often taken as constant or as average over the entire airline

network, obtaining the local flight-specific fuel cost for every flight is considered a better approach. Further-

more, different to time cost, fuel cost is considered to be very dynamic. With fast-changing oil prices, fuel
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costs can drastically change over time. Revising the fuel price, or including it as a live parameter, is therefore

important to consider.

2.2. Aircraft Performance and Cost Index
In order to evaluate different flight conditions on fuel and time cost, aircraft performance characteristics are

used. These characteristics allow the computation of unit fuel consumption and unit travel time, based on

aircraft speed, aircraft properties, and atmospheric conditions. To further illustrate this matter, the book of

Ruijgrok [62] is used as the main reference for aircraft performance.

subsection 2.2.1 first describes the relation of SR to the performance curve in a graphical manner. subsec-

tion 2.2.2 discusses the relation of cost index to flight trajectory optimization, after which subsection 2.2.3

presents how the aircraft obtains the correct airspeed along the flight envelope.

2.2.1. Specific Range
As stated before, the relative fuel use is captured by the SR, which specifies how far the aircraft can travel with

a unit amount of fuel. This is directly related to the airspeed (v) by:

SR =
v

f f
=

v

CT T
(2.1)

where f f , CT , and T are the fuel flow, Thrust Specific Fuel Consumption (TSFC), and thrust, respectively.

The thrust and TSFC are dependent on several aircraft properties and atmospheric conditions. These are:

the altitude (h), aircraft mass (m), and local temperature (Th). Different flight conditions, therefore, result

in different mappings of the airspeed to the SR. The general relation between SR and airspeed is shown in

Figure 2.2 and is referred to as the performance curve. The point on the performance curve that corresponds

to the maximum SR is the MRC, previously discussed. Such performance curves are generally constructed

using performance models or experimental flight tests.

Figure 2.2: Performance curve for a given altitude, aircraft mass, temperature, and density.

It is important to note that such a performance curve is specific to the given flight condition. That is,

for every combination of altitude, aircraft mass, and temperature, a different performance curve is obtained.

This results that a single point on the performance curve, e.g. MRC, has a different airspeed for different flight

conditions. A single point on the performance curve is referred to as a performance setting, which is equal

to the cost index when considering the range of [MRC,VMO]. The airspeed to the left of the MRC condition

is generally not included in cost index practices. Flying at such speeds results in both an increase in fuel

consumption and an increase in flight time, which is highly inefficient.

Influence of Wind When considering the influence of wind, the SR can be expressed as either SGR or Spe-

cific Air Range (SAR). While the performance curves are generally constructed using aircraft performance

models that consider the airspeed around the aircraft as a reference (that is, SAR is considered as a distance

metric), the cost index is based on the SGR. In order to construct the cost index curve for a given flight condi-

tion, the SAR has to be converted to SGR. This can be done through Equation 2.1 by considering the ground
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speed (vg ) instead of the airspeed (v). This results in:

SGR =
v −w

CT T
= S AR

[

1−
w

v

]

, (2.2)

where vg = v −w , with headwind being defined positive. When a no-wind condition is considered, SGR is

equal to SAR.

The effect of headwind and tailwind is shown in Figure 2.3. This figure is a graphical representation of

Equation 2.2, where the SGR is equal to the inverse of the slope between the origin shifted by the wind speed

and the fuel flow curve (CT T ). Tailwind is seen to lower the MRC airspeed and increase the SGR, while

headwind is seen to increase the MRC airspeed and lower the SGR. The shift in performance curve and per-

formance settings are shown in Figure 2.4.

Figure 2.3: Maximum specific ground range for different wind scenarios. [62]

Figure 2.4: Performance curves for different wind

scenarios.

Influence of Altitude The performance curve from Figure 2.2 describes the SR to airspeed at constant al-

titude. Flying at different altitudes results in a shift in the performance curve. The general relation of SAR,

airspeed, and altitude is shown in Figure 2.5. This graph also contains a vertical plane, which represents an

altitude restriction. By considering the intersection of the 3D performance curve with the vertical plane, the

general performance curve from Figure 2.2 follows.

From this figure, it follows that the SAR varies in a similar manner with altitude as with airspeed. Consid-

ering a constant performance index on the 3D performance curve, e.g., MRC, a single altitude can be obtained

that results in the absolute maximum SAR. By considering a 3D representation of the wind, Figure 2.5 can be

converted to a 3D performance curve that maps the airspeed and altitude to the SGR. Such a graph is able

to capture favorable altitude-dependent winds, which may result in local jumps of the 3D SGR performance

curve.

Besides the value of the SR, when considering a constant performance setting, the airspeed is also seen to

vary with altitude. An example of this is shown in Figure 2.6, which contains performance curves for constant

cost index values. By considering a single performance index, e.g., the MRC condition, it can be seen that the

airspeed is generally increased with altitude.

Influence of Aircraft Weight Similar deviations are observed when investigating the influence of aircraft

weight on the performance curve, as shown in Figure 2.7. When considering a constant performance setting,

altitude, temperature, and wind, it follows that, especially for low-cost index values, the airspeed reduces with

a reduction in aircraft mass.

Influence of Temperature The performance curves are generally constructed considering International

Standard Atmospheric (ISA) conditions. Changes in actual atmospheric conditions are expressed through

temperature deviations. [2] states that an increase in temperature generally results in a higher airspeed, and

a decrease in temperature results in a lower airspeed compared to ISA.

2.2.2. Flight Trajectory Optimization
It has become clear that cost index operations are influenced by altitude, aircraft weight, and atmospheric

properties. In order to construct an optimal flight trajectory, a combination of speed and altitude profile has
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Figure 2.5: Three-dimensional performance curve for a given

aircraft mass, and temperature. [40]

Figure 2.6: Cruise Mach number as a function of CI and altitude, for a

given aircraft weight, temperature, and wind. [2]

Figure 2.7: Cruise Mach number as a function of CI and aircraft weight,

for a given altitude, temperature, and wind. [2]

to be determined that corresponds to the desired cost index and that includes the dependency of aircraft

weight and atmospheric properties along the flight trajectory. A detailed description of such a trajectory

optimization problem is presented in section 3.3.

Generally, a cost index is chosen before the flight, which is then used as a metric to construct the scheduled

flight trajectory. This consists of path optimization and the creation of climb, cruise, and descent profiles.

When considering the trajectory optimization problem for different cost index values in a general sense, each

phase is seen to have some characteristics

Cruise Phase The cruise phase trajectory is mainly dictated by the cruise altitude and airspeed. With dif-

ferent cost index values, the total fuel consumption and total travel time of the cruise phase are being altered.

While different values in cruise speed directly impact this matter, different cruise altitudes also affect the total

fuel consumption or travel time. This relation is shown in Figure 2.8, where an increase in cost index generally

results in a lower cruise altitude.

Climb and Descent Profile The climb and descent profile are optimized by considering the aircraft to move

from point A to point B, as shown in Figure 2.9 and Figure 2.10, respectively. Low-cost index values are after

minimizing total fuel consumption along this trajectory, while high-cost index values are after minimizing

total flight time. For the climb phase, such a trade-off is obtained by altering the climb gradient. The mini-

mum fuel consumption is obtained by reaching the cruise altitude as fast as possible, while minimum time is

obtained by converting more energy into moving forward. In a similar sense to the descent profile, the lowest
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Figure 2.8: Deviation in cruise altitude profiles for different cost index values. [65]

fuel consumption is obtained by approximating a gliding flight, while the minimum time is obtained by start-

ing the descent as late as possible and having a steep descent. Finally, it should be noted that the location of

the Top of Climb (ToC) and Top of Descent (ToD) is changed by the cost index.

Figure 2.9: Deviation in climb profiles for different cost index

values. [9]

Figure 2.10: Deviation in descent profiles for different cost index

values. [9]

2.2.3. Flight Management Computer
The cost index behavior of the aircraft is managed by the Flight Management Computer (FMC). Given the

cost index input from the pilot in the Control Display Unit (CDU), the FMC finds the corresponding airspeed

considering the aircraft weight, temperature, altitude, and wind. This computation is performed using the

model and engine performance database that is stored inside the FMC [34]. This database contains multiple

look-up tables that describe the performance of the aircraft. The performance tables are generated during the

aircraft development and are constructed using manufacturer performance reports, flight simulators, and/or

recorded flight data [31]. The tables consist of discretized instances of aircraft weight, temperature, altitude,

etc., and contain performance values related to thrust, Mach, fuel flow, SR, and more. The FMC uses specific

performance tables and interpolation to find the correct aircraft states.

An example of such a table is shown in Figure 2.11 in a graphical format. The aircraft performance is

plotted for the Boeing 777-300ER aircraft with the GE90 engine. It shows the Mach number that corresponds

to different cost index values and aircraft weight, given the altitude, temperature deviation, and wind, being

equal to 31000 feet, ISA temperature conditions, and no wind. Similar graphs are constructed for different

altitudes, ISA temperature deviations, and wind speeds, which are converted to look-up tables that can be

interpolated.

The approach of storing specific performance tables allows the FMC to quickly output performance pa-

rameters. These tables are, however, only generated once and are not updated. Since aircraft performance

gradually changes with aircraft age, the actual performance deviates over time. Another problem with this
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Figure 2.11: ECON cruise Mach number table for the Boeing 777-300ER with the GE90 engine. [8]

information is that aircraft manufacturers consider this data to be strictly confidential, resulting in limited

data being available, or only being granted access under strict license agreements [31].

Finally, it should be noted that the FMC also contains a flight trajectory optimization module that computes

the properties to fly an appropriate climb, cruise, and descent profile for a given cost index. However, these

properties can also be defined separately by the pilot or Air Traffic Control (ATC), which results in the FMC

simply computing the airspeed profile corresponding to the cost index input.

2.3. Airline Practices
For an accurate trade-off to be made between fuel costs and time costs, knowledge of the cost structure of an

airline is essential. This requires an elaborate cost analysis to be performed by the financial department of the

airline. Based on Airbus [2], airlines struggle to integrate such practices as the importance and the concept

of the cost index are largely unknown to the decision-makers. This is also acknowledged in Boeing [9], which

states that "operators do not take full advantage of this powerful tool".

Furthermore, a major limitation of the cost index is that arrival delay costs are generally not included

in the time costs. Being a discontinuous function that depends on the time of arrival, delay costs cannot

effectively be transformed into an average cost value expressed in unit time, which is a requirement for the

cost index. When considering hub operations, arrival and departure punctuality are of great importance to

the airline. Following the intended cost index practice by calculating the ECON cost index through an airline-

specific cost analysis neglects this aspect entirely.

The challenge in the cost index is therefore three-folded: there is a lack of knowledge in the cost index con-

cept; time costs are hard to quantify [1]; and punctuality costs are generally not considered. Still, many air-

lines make use of the cost index to manage their flights in some sort of way. Different practices are presented
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below, which is mainly based on Airbus [2], Burrows et al. [11].

1. Not using the cost index Airlines opt to not use the cost index. Instead, a constant airspeed or Mach

number is used for the entire or part of the flight. This may lead from the fact that for short flight routes an

increase in CI has a limited effect on flight time [1, 14]. Operational restrictions can also require a flight to

operate at a fixed airspeed, which limits cost index practices.

While flying at a fixed airspeed results in more efficient management of air traffic flows [14], it results in

lower flight efficiency compared to cost index practices. When flying at a constant airspeed, the performance

setting changes throughout the flight. Instead of continuously flying at a fixed point on the performance

curve, the performance setting is seen to gradually shift.

2. Making use of predefined performance settings to fit a schedule Another practice is to not consider any

cost quantification but rather opt for either the LRC, MRC performance setting, or anywhere in between. In-

stead of calculating the economical cost index from the flight costs, a final cost index is chosen that complies

with the flight schedule. This results that a cost index is being flown that might result in a large total DOC, but

that limits the occurrence of arrival delays.

When making use of this approach, flight schedules are often generated considering a standard cost index.

On the day of operation, this standard cost index is modified based on the calculated time of arrival following

a trajectory optimization.

3. Discarding time cost Since the difficulty lies with quantifying time costs, airlines opt to only consider

fuel prices in the cost index variation. This is a quick solution where local fuel prices are investigated to find

routes that are more economical to fly with either a high or low-cost index value. A major limitation is that no

time costs are considered, which limits operators from taking full advantage of the cost index. This approach

might also result in difficulties with pre-determined flight schedules.

4. Adopting/adapting cost index values The third practice is to adopt cost index values from other air-

craft models or manufacturers. Aircraft manufacturers often provide adequate values, which are then simply

adopted. The main issue with this approach is that operating costs change with time. Since the published

cost index values originate from the aircraft development phase, the current situation no longer reflects these

values. This results that the aircraft is flying at a cost index that was optimal some years ago, but that no longer

is.

5. Correct usage of cost index The correct/intended use of cost index practices is based on an airline-

specific cost analysis. This consists of monitoring the fuel price (EUR/kg) and computing the average flight-

specific time cost (EUR/min). The ECON cost index can then be calculated for every single flight as shown in

Figure 2.1, which is used to construct the flight trajectory.

The major limitation of this approach is that no schedule considerations are included and by following

this approach, arrival delays may come as a result. Furthermore, airline flight operations are very complex

and can generally not be captured well by the very simplistic cost values. Therefore, this fifth practice is not

used in airline operations [2].
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From the earliest cost index research originating from 1984, until the latest state-of-the-art research, differ-

ent topics and practices have gotten attention. More recent cost index research is seen to focus on two topics:

delay management and flight trajectory optimization. Delay management investigates the opportunities be-

hind dynamic cost index practices and capturing delay costs. Flight trajectory optimization is after researching

different methods to increase accuracy and to allow balancing fuel cost and time cost using the cost index.

Throughout the different research topics, emissions and climate impacts are increasingly adopted.

This chapter serves to provide an overview of the present and past scientific research on the cost index. Fur-

thermore, it provides the mathematical theory required to construct a type of cost index flight trajectory opti-

mization model. section 3.1 first gives a review of early cost index research. section 3.2 continuous by reviewing

relevant research on delay management practices and providing a description of delay costs. Finally, section 3.3

reviews the literature on flight trajectory optimization, and provides a description of optimal control theory and

aircraft performance modeling.

3.1. Early Cost Index Research
The first published cost index research originates from the year 1984 with the publications of Chakravarty

[13], DeJonge and Syblon [18], Liden [47]. These papers were the first to introduce the concept of the cost

index in academic literature. Their main focus was on establishing the associated cost components and re-

searching the application of the cost index in relation to airline operations. They propose methods that allow

the ECON cost index to be calculated from flight costs.

While the three papers include the DOC as introduced in chapter 2, they acknowledge the drawback of

not including costs related to arrival delays. Therefore, both Chakravarty [13], Liden [47] propose a differ-

ent method than the conventional cost index that includes an arrival error cost function in addition to the

DOC. This is done through mathematical approximations of the crew overtime cost, losses due to missed

connections, losses due to customer dissatisfaction, and imposing several assumptions. Although this ap-

proach results to be successful, it further complicates the understanding and adoption of airline-specific cost

analysis, which still is seen to be a major limitation today [1].

Liden [48] investigates a different cost index practice: flight management through the cost index. Instead

of considering flight costs to compute the ECON cost index, the sensitivity of the cost index on flight prop-

erties, including, altitudes, step climbs, airspeed, flight time, and fuel burn, is investigated. This enables 4D

flight planning through the cost index and Required Time of Arrival (RTA). A major limitation identified is the

required computational power.

From 1992 until 2008, little cost index research is conducted. In order to investigate the behavior of the cost

index on flight properties, performance models are required. With aircraft manufacturers having direct ac-

cess to such performance models, or airlines through performing costly flight experiments, operational cost

index research was limited. Furthermore, fuel prices are seen to be stable, possibly reducing the need for

fuel-saving research.

Burrows et al. [11] focused on cost management practices possible from the FMC. They identified cost

45
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drivers and described cost behavior from an airline perspective by managing the cost index. Several issues

are identified. It is concluded that the cost index is generally misused by airlines through the forms stated in

section 2.3. Airlines are seen to fail to quantify cost components and do not operate at economical speeds.

This is also acknowledged by two documents released by Airbus [2] and Boeing [9].

With fuel costs increasing drastically around 2008, a new interest in cost index research is observed. This

is also seen to go together with the emergence of research and availability in performance models [3, 12, 22,

29, 55].

3.2. Delay Management
From 2008 until now, two streams of cost index research is observed. The first stream is related to quanti-

fying delay costs and investigating flight management practices through the cost index. The focus of delay

management is on in-flight cost index management practices termed Dynamic Cost Indexing (DCI). By de-

scribing arrival delay cost and relating this to cost index performance settings, delays can be managed by the

cost index.

A review of relevant literature is first presented in subsection 3.2.1, after which subsection 3.2.2 describes how

delay costs are generally considered.

3.2.1. Research Focus
The stream of research on delay management builds on Chakravarty [13], Liden [47]. However, instead of

computing the ECON cost index before the flight including delay cost, the focus is shifted to in-flight delay

management through different performance settings. Furthermore, time costs are generally no longer con-

sidered as these cost components are included in the delay costs.

Cook et al. [14] was the first to introduce the concept of DCI and present considerations and a general

framework to enable this without developing a DCI model. The principle is to evaluate different cost index

values on changes in fuel use and delay cost to prevent unnecessary losses incurred by delay recovery. The

fuel use should be modeled using performance models and trajectory optimizers that compute fuel and time

changes for different cost index values. The delay costs are captured through publicly available cost data, and

the cost index is used to represent a performance setting rather than a cost trade-off.

In the following years, the delay management research is extended. Aktürk et al. [4] extends the problem

by including aircraft swapping. Delgado et al. [20] performs analyses on DCI practices and proposes the strat-

egy of Waiting For Passengers (WFP). Achenbach and Spinler [1] includes arrival time predictions to optimize

the cost index pre-flight, and Mori [49] proposes a decision-support algorithm to aid pilots in dynamic cost

index selection, without considering delay management.

The research of Rosenow et al. [58] provides an evaluation of different strategies to reduce flight delay

costs. The considered strategies are fast turnaround, increasing aircraft cruise speed, re-booking of passen-

gers, waiting for passengers, and flight cancellation. To evaluate each strategy, delay costs are calculated

through statistically established relations that allow flight-specific delay costs to be computed that consider

the number of transfer passengers per flight. By considering single flights and investigating the applicability

of the strategy and the effectiveness in total cost reduction, the success rate is found. The fast turnaround and

increasing cruise speed are found to be the most effective strategies to manage passenger-specific delay costs.

While fast turnaround is not directly related to the cost index, increasing cruise speed is. Cost index manage-

ment practices can therefore be considered to be a valuable strategy to limit flight and passenger-specific

delay costs.

Research that includes both detailed delay cost and aircraft trajectory optimization is limited. While Aktürk

et al. [4] allows non-linear and step function delay costs to be modeled, it significantly simplifies the air-

craft trajectory problem. Only cruise speed adjustments are considered and fuel burn is modeled through a

statistical relation with speed generated from the Base of Aircraft Data (BADA) project of EUROCONTROL.

Furthermore, no trajectory modifications in terms of weight, altitude, or descent profiles are included. Simi-

lar limitations are observed in Delgado et al. [20], where the aircraft performance and trajectory optimization

are simplified.

More recent research captures the Trajectory Optimization Problem (TOP) more accurately. Achenbach

and Spinler [1] make use of aircraft performance and optimization models provided by Airbus to compute

the change in trip time and trip fuel for different cost index values. The newly computed trip time is used in
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a Machine Learning (ML) model to predict the arrival time for a single flight. By using the fuel price and an

assumed average time cost, they provide a method to find the optimal cost index. By including the delay cost

as an average value in the time costs, it does, however, not consider the effect of delays on total network costs

or flight-specific passenger flows.

It should be noted that the research of Cook et al. [14] addresses the impact of carbon emissions on airline

operations. Besides considering the fuel price and delay cost in its objective function, carbon pricing is set

on fuel emission. Following this cost definition, Achenbach and Spinler [1], Aktürk et al. [4], Rosenow et al.

[58] also include a carbon pricing in addition to fuel price. Edwards et al. [24] investigates the effect of carbon

pricing and cost index in general on carbon emissions and concludes that carbon pricing itself has a limited

impact to reduce this. The study acknowledges the limits in the crew, maintenance, and delay costs, and that

airlines generally struggle with the complexities in cost index operations.

Finally, the effectiveness of speed management and cost index operations differs between flight opera-

tions. Based on Cook et al. [14], experts of Scandinavian Airlines state that speed management on short-haul

flights under 60 minutes is limited, and should be operated at low-cost index values regardless. On the other

hand, other airlines state that little time differences already result in large benefits on operational efficiency.

No information is provided on fuel benefits. It is concluded that the greatest delay recovery opportunity lies

with long-haul flights.

3.2.2. Delay Costs
Flight delays are manifested across the flight operation. Delays can be expressed as departure delays, ground

delays, ATC delays, in-flight delays, arrival delays, and more. When considering cost index practices, both

departure delay and arrival delays are of importance. Departure delays are defined as the difference between

the Scheduled Off-Block Time (SOBT) and the Actual Off-Block Time (AOBT), and arrival delays are defined

as the difference between the Scheduled Time of Arrival (STA) and Actual Time of Arrival (ATA) at the gate.

The arrival delay at the destination airport is termed a primary delay. If this delay cannot be recovered

during the turnaround, the primary delay is carried over into the following flight events, which is then referred

to as reactionary delay [58]. In order to quantify delay costs, the impacts of both types of delays have to be

considered. Primary delays are mainly limited to personnel cost and passenger compensation claims and

are therefore rather straightforward to evaluate. Reactionary delays consist of missed passenger or baggage

connections, cargo- or postal-related delivery, and the propagation of flight operational disruptions, which

are more complex to evaluate [58].

Cook and Tanner [15] published a comprehensive study of reference values for airline delay cost in Europe.

In this study, three cost scenarios are assumed: low, base, and high. For every scenario averaged statistical

relationships are constructed for 15 different aircraft types that describe the cost of delay as a function of

discretized minutes of delay. This study is mainly targeted at providing a means to construct a high-level

cost-benefit analysis and is not intended for considering flights on an individual basis. In order to perform

trade-offs on specific flights, additional components have to be considered.

In order to develop the generic type-specific delay cost relationships as a function of delay minutes, Cook

and Tanner [15] consider the following cost components:

Cost of Fuel: Average fuel cost per flight minute;

Maintenance: Average maintenance cost per flight minute;

Fleet: Average depreciation or leasing cost per flight minute;

Crew: Average crew cost per flight minute;

Passenger Hard Costs: Costs associated with passenger re-booking, compensation claims, and care,

on a per-flight basis;

Passenger Soft Costs: Costs associated with passenger dissatisfaction and future value loss, on a

per-flight basis.

It should be noted that the crew, fleet, and maintenance costs are the same components considered for the

time costs in the cost index presented in section 2.1. The same holds for the cost of fuel. The difference

between both cases is that for the cost index, the costs are expressed over the entire flight, while Cook and

Tanner [15] only considers the additional costs incurred from delays. When considering delay costs in a cost

index problem, care should therefore be taken to not include these costs twice.
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Referring to the research of Rosenow et al. [58], they highlighted the importance of flight- and passenger-

specific delay cost when considering single-flight airline operations. This is also acknowledged by Cook and

Tanner [15], which states that their more generic approach is not suitable for daily flight operations. Evler

et al. [25] and Evler et al. [27] therefore focus on developing flight-specific delay cost functions. This method

is targeted to enable flight operators to distinguish delay costs between flights by considering flight-specific

properties. These properties are shown in Figure 3.1, captured by either linearly assumed cost variables

(blue), or step-wise cost increments (purple). As reference, the average type-specific delay cost function from

Cook and Tanner [15] is displayed as-well (green).

Figure 3.1: Flight- and passenger-specific delay cost function. [26]

3.3. Flight Trajectory Optimization
The second stream of cost index research is related to flight trajectory optimization. Over the years, Single-

Objective Optimization (SOO) is evolved into Multi-Objective Optimization (MOO). Instead of optimizing a

route for minimum fuel or time, factors related to weather, aircraft performance, terrain, airspace restrictions,

operational businesses, noise, emissions, climate impacts, and contrails, are included to optimize for more

complete and complex flight trajectories [30]. Such optimization problems are after optimizing single flight

phases like climb, cruise, or descent, or attempting to optimize the entire flight, referred to as Single-Phase

Optimization (SPO) and Multi-Phase Optimization (MPO), respectively. A distinction is also made between

trajectory and profile optimization. The first refers to a 4-dimensional problem, where the lateral (route) and

vertical (altitude and speed) profiles are optimized, either simultaneously or sequentially. The latter refers to

a 3-dimensional problem, where the vertical (altitude and speed) profile is optimized for a fixed route.

This section serves to present the general scope of flight trajectory optimization. This includes a review of

different optimization methodologies used in literature; a description of the optimal control approach and

numerical methods to solve this; an overview of the objective function, and a description of performance

modeling. This is presented in subsection 3.3.1, subsection 3.3.2, subsection 3.3.3, subsection 3.3.4 and sub-

section 3.3.5, respectively.

3.3.1. Optimization Methodologies
The topic of trajectory optimization has been extensively researched in the past. In recent years, several

reviews were published on this matter. Delahaye et al. [19] presents a review of different mathematical mod-

els and describes their most suitable use-case; Gardi et al. [30] presents a review of MOO in the context of

ATM and avionics, and provides an elaborate description of the different models and aspects related to flight

trajectory optimization; Simorgh et al. [63] presents a review of flight trajectory optimization in relation to

climate impact.

Based on [63], trajectory optimization models can be classified into two categories: optimal control (OC)

approach, and non-optimal control (NOC) approach. Optimal control is characterized by having several

control parameters that are used to control the aircraft states. The aircraft dynamics are modeled as a point-

mass representation of 4D or 3D aircraft motions and are captured in a continuous time span. In order to
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link physical aircraft performance to the control system, use is made of path constraints. These constraints

prevent infeasible paths to follow from the optimization, as the control system is restricted to only applying

controls that comply with aircraft physics [19]. Boundary constraints are used to enforce initial conditions

such as start and end location, initial masses, airspeed, and more. This approach enables the control system

to optimize trajectories by considering an objective function and non-linear aircraft dynamics. Compared to

the NOC approach, OC provides more accurate results but is more difficult and requires more effort to set up.

Non-optimal control approaches are characterized by making simplifications to a dynamical optimiza-

tion problem. Instead of capturing actual aircraft performance related to the modeled dynamics, they are

disregarded or simplified through e.g. linearizations [63]. The advantage is that they are easy to set up and

generally provide a fast and robust solution, although not the most optimal. Trajectories are often required

to be discretized to allow for efficient performance. Popular methods to solve this optimization problem are

geometric methods, path-planning (e.g. A* and Dijkstra algorithm), combinatorial optimization, and meta-

heuristics [63].

Both approaches can also be combined, resulting in a hybrid control approach. Such approaches gener-

ally consider a NOC approach for the lateral route optimization and perform an OC optimization to obtain

the corresponding vertical profile. By decomposing both components the final trajectory is a combination of

two separate optimization problems, which does not necessarily result in the optimal trajectory. Such hybrid

methods address the limitations observed by the NOC approaches by including accurate flight performance

characteristics in the trajectory optimization.

Table 3.1 presents an overview of the published research on flight trajectory optimization. This table char-

acterizes the work into the three optimization approaches and states important characteristics related to the

method, optimization problem, performance model, and objective function. The characteristics of the dif-

ferent optimization approaches are further discussed below.

Non-Optimal Control Approach The NOC approach is seen to be mostly limited to single-profile optimiza-

tion. [50] and [28] consider Dijkstra’s and A* algorithms, respectively, to optimize the lateral route. The advan-

tage of this discretized approach is that both methods effectively capture existing ATM constraints, including,

airways, waypoints, and restricted airspaces. Both methods also incorporate wind into their optimization,

which is evaluated at the discretized locations. The main limitation is the lack of aircraft performance in

the optimization problem. Murrieta-Mendoza and Botez [50] makes use of an average fuel flow value during

the cruise and [28] makes use of iterations to adapt the geographical graph cost factors on fuel burn after

performing a vertical profile optimization.

Murrieta-Mendoza and Botez [51] and Dancila and Botez [17] consider a NOC approach for the vertical

profile optimization. Both methods make use of a form of search algorithm to evaluate different altitude

and speed profiles over a fixed route. Compared to lateral optimization, a more detailed representation of

aircraft performance is considered. Murrieta-Mendoza and Botez [51] make use of a Performance Database

(PDB), similar to the look-up tables of the FMC discussed in chapter 2. These tables are constructed from

experimental flights and are generated for all flight phases. Dancila and Botez [17] makes use of a similar

approach, but directly uses the performance tables from the FMC.

More advanced NOC approaches are seen to capture the lateral and vertical optimization problem at

once. [70] make use of Genetic Algorithms to directly optimize the route and altitudes by modifying 6 design

points in a 3D space. Aircraft performance is included using BADA3.9 and the DLR fuel flow method, which

estimates the fuel burn and emissions between the design points. Trajectories are constructed considering

the cruise phase only and operating constraints are not included. The application of this model is focused on

researching routing options on climate impacts and is not suitable for practical use.

Hybrid Control Approach Compared to the NOC approaches, hybrid methods are seen to optimize the en-

tire trajectory. Förster et al. [28] constructs the TOol-chain for Multi-criteria Aircraft Trajectory Optimization

(TOMATO) and the Compromised Aircraft performance model with Limited Accuracy (COALA). These mod-

ules consist of the A* path algorithm described above, and a PID controller to optimize the corresponding

vertical profile. By linking both modules, the entire trajectory is optimized. TOMATO is targeted for single-

flight multi-criteria trajectory optimization, where ATC cost charges, airspace structures, airline operating

costs, emissions, and contrails, can be included. The performance model COALA includes type-specific air-

craft characteristics obtained from BADA4 and performs a 3D vertical path optimization. TOMATO is able to

model all flight phases, from take-off to landing, and assess trajectories on fuel, time, delay, and ecological

costs. The main advantage of this model is the adherence to the existing navaid infrastructure, ATS route
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network, and airline operations. In Rosenow et al. [59], the author acknowledges the increase in computa-

tional effort resulting from the NOC path-finding approach and recognizes the more suitable OC approach

for such types of optimization problems. However, in order to accurately capture the current route infras-

tructure, the author argues that computational efforts and controller sensitivity are limiting OC methods for

such applications.

The authors have published much work related to flight trajectory optimization using TOMATO and COALA.

To name a few, Rosenow et al. [57] focuses on climate mitigating trajectory optimization, Rosenow and Schultz

[56] studies trajectory effects on delay costs, Rosenow et al. [59] investigates the suitability on daily flight op-

erations, Rosenow et al. [60] focuses on in-flight trajectory optimization, and [61] extends the research on

arrival management practices.

Optimal Control Approach The OC approach is seen to focus mostly on 4D trajectory optimization. In-

stead of decomposing the lateral and vertical profile, OC approaches are able to directly optimize the entire

trajectory. [64] performs a 4D Multi-Phase Trajectory Optimization (MPTO) focused on Trajectory Based Op-

erations (TBO). The trajectory is modeled using a 3D dynamic point-mass model that assumes symmetric

flight and includes the effect of wind. The aircraft is controlled using the bank angle, engine thrust, and lift

coefficient, through which the state parameters (true airspeed, heading angle, flight path angle, longitude,

latitude, altitude, and aircraft mass) are controlled. Furthermore, multiple constraints exist to manage the

optimized trajectories. Besides the performance constraints set on the aircraft states, and control inputs,

[64] consider path constraints to restrict the aircraft from flying a certain Standard Instrument Departure

(SID) Procedure consisting of lateral, vertical, and speed constraints. In a similar manner Dalmau et al. [16]

presents path constraints for standard arrival procedures. For the cruise phase, Soler et al. [64] assumes no

airspace restrictions and a Continuous Descent Approach (CDA) from the ToD to the runway. The author also

discusses the possibility of adding constraints to ensure discrete altitudes and manage the frequency of step

climbs. For the atmospheric conditions, the ISA is assumed. The author states that the presented framework

is also valid for a more detailed atmospheric model.

Vilardaga and Prats [68] published similar research with a focus on flight trajectory management and

optimization practices in the context of TBO. Different from Soler et al. [64], more extensive use of RTA at fixes

along the route is considered. Since future ATM structures from SESAR and NextGen tend to limit deviations

from initially filled routes, the work considers a fixed lateral path that is added as a constraint to the control

model. The atmospheric properties are obtained from weather forecasts.

Vitali et al. [69] presents a similar 4D MPTO optimization. Instead of including path constraints for TBO

operations, this work considers free-route airspace for the entire flight. Its focus is on climate-mitigating

flight trajectories, where DOC and climate cost based on GWP are included in the objective function. The

climate impact is computed considering CO2 emissions, non CO2 emissions and aircraft-induced clouds.

Use is made of an atmospheric model to capture spatial atmospheric conditions.

Finally, Sun [65] presents another study on 4D MPTO. Different from all other research, this work is fo-

cused on being an open-source flight trajectory optimizer that can be used for air transport and sustainability

research. To this purpose, the work presents multiple optimization problems ranging from 4D Single Phase

Trajectory Optimization (SPTO) to 4D MPTO. A description is presented of how the OC problem is set up

for the different flight phases and how each flight phase combines to model the complete flight. Free-route

airspace is considered for the routing problem and ISA conditions are assumed. Operational constraints

related to flight planning and execution are therefore not considered. Furthermore, this study proposes mul-

tiple objective functions. Trajectories can be generated for minimum fuel, time, DOC, GWP, and GTP. Similar

climate impact metrics are considered as in Vitali et al. [69], except for the aircraft-induced clouds.

The research from [32] goes in a different direction. Instead of considering the trajectory as being fully deter-

ministic, the focus is on modeling wind uncertainty and how this can be included in an OC model. The gen-

eral OC method is extended with probabilistic functions from which trajectory ensembles are constructed. A

case study is presented for a flight from New York to Lisbon where trajectories are generated by balancing the

cost index and increased predictability. The trajectories are constructed considering free-route airspace, and

ISA atmospheric conditions, and model only the cruise phase at fixed altitude.

Similar research is observed in Kamo et al. [41] where probabilistic functions are included in the OC con-

trol. This research is focused on CDA operations including RTA that minimizes the expectation of overall

operational costs. No path restrictions are mentioned in the work.
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3.3.2. Optimal Control Approach
As stated in Simorgh et al. [63], the OC control approach is known as being one of the most reliable dynamic

optimization techniques. Working in continuous time, considering the system’s dynamical behavior, and

adopting numerical methods, are characteristics that make it a perfect fit for the flight TOP. The generic

mathematical formulation of such a non-linear optimal control problem is presented below. This theory

is obtained from [30] and [63], which is based on the book of [45].

Non-Linear Optimal Control Formulation The dynamics of the system are modeled as Differential Alge-

braic Equations (DAE) as shown in Equation 3.1. This equation functions as constraint on the state parameters

(xxx(t )), control parameters (uuu(t )), and system parameters (ppp), which ensure the correct (non-linear) dynamics

of the system.

ẋ̇ẋx(t ) = f
(

xxx(t ),uuu(t ),ppp, t
)

(3.1)

Besides the dynamical constraints, other non-differential constraints can be set. In order to limit the system

between the initial and final condition use is made of path constraints. Two types of path constraints exist:

equality constraints (h) and inequality constraints (g ).

h
(

xxx(t ),uuu(t ),ppp, t
)

=000

g
(

xxx(t ),uuu(t ),ppp, t
)

≤000
(3.2)

In order to set the initial and final values of the system, use is made of boundary constraints (Ψ):

Ψ
(

t0, t f ,xxx(t0),xxx(t f )
)

=000 (3.3)

For the control system to arrive at a trajectory with optimal performance, use is made of a cost/objective

function that is to be minimized. In optimal control theory, such a function is called the performance index

(J ). In order to model a specific performance, user-defined metrics should be included in the performance

index. The general form is shown below:

J (t0, t f ,xxx,uuu) =M
(

t0, t f ,xxx(t0),xxx(t f )
)

+
∫t f

t0

L
(

t ,ppp,xxx(t ),uuu(t )
)

dt (3.4)

where M(·) and L(·) are called the terminal cost (or Mayer term) and running cost (or Lagrange term), re-

spectively.

This results in the final general form of the deterministic OC problem, shown below:

min J (t0, t f ,xxx,uuu) = M
(

t0, t f ,xxx(t0),xxx(t f )
)

+
∫t f

t0

L
(

t ,ppp,xxx(t ),uuu(t )
)

dt

with respect to: ẋ̇ẋx(t ) = f (t ,xxx(t ),uuu(t ))

h
(

xxx(t ),uuu(t ),ppp, t
)

=000

g
(

xxx(t ),uuu(t ),ppp, t
)

≤000

Ψ
(

t0, t f ,xxx(t0),xxx(t f )
)

=000

(3.5)

Dynamic Aircraft System Equations The aircraft’s non-linear dynamics can be expressed in multiple ways.

An example is presented from [65].

[65] defines four state parameters and three control parameters:

xxx t =
[
x y h m

]

uuut =
[
M v s ψ

] (3.6)

with (x, y), h, and m, being the 2D position, altitude, and aircraft mass, and M , v s and ψ, being the Mach

number, vertical sate, and aircraft heading, respectively. By directly including the heading ψ as control, the

aircraft turn dynamics are ignored. In order to include turn dynamics, the heading angle ψ should be defined

as a state, and the bank angle (µ) should be added as control. Similarly, by directly including the vertical

speed as control, aircraft vertical dynamics are simplified, which otherwise should be controlled using the
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climb angle (φ), or lift coefficient (CL). [63] state that these simplifications have little to no effect on the

solution accuracy for TOPs.

Following the simplifications, both the true airspeed (v) and flight path angle (γ) are classified as inter-

mediate variables and can be calculated with the state and control variables using:

γ= tan−1
( v s

v

)

v = M a0

√

γa R Th

(3.7)

with a0, γa , R, and Th being the speed of sound at sea level, the ratio of specific heat for air, gas constant for

air, and air temperature at altitude h, respectively.

The aircraft dynamics are then modeled using the following DAE:

d

dt











x

y

h

m











=











v sin(ψ)cos(γ)+wx

v cos(ψ)cos(γ)+wy

v s

−ff(m, v,h)











(3.8)

where wx , wy , and ff, are the wind speed components and fuel flow for the given states. It should be noted

that the fuel flow follows from the performance model and that by using this formulation of aircraft system

dynamics, aerodynamic aircraft characteristics are included in the path constraints.

Path and Boundary Constraints In order to arrive at feasible solutions path and boundary constraints are

required to be set up. These constraints are specific to every formulation of aircraft system dynamics. For

the control formulation of Sun [65], three types of path constraints are defined related to: aircraft dynamics,

aircraft performance, and smooth control variable changes.

The path constraints related to the aircraft dynamics are shown in Equation 3.9 and Equation 3.10. These

enforce the dynamical system equations from Equation 3.8 and place bounds on the state and control pa-

rameter values to ensure the aircraft to stay within its flight envelope, respectively. It should be noted that the

parameter k represents discretized points along the path and that 10 km is added to the lateral boundaries

for the case when the origin and destination have the same latitude or longitude.

Path constraints for aircraft dynamics

ẋxx(t ) = f(t ,xxx(t ),uuu(t )) (3.9)

min(x0, x f )−10 < xk < max(x0, x f )+10 (km)

min(y0, y f )−10 < yk < max(y0, y f )+10 (km)

hmin < hk < hceiling

moew < mk < mto

0.1 < Mk < Mmax

−2500 < v sk < 2500 (ft/min)

−π < ψk < 3π
(3.10)

Path constraints for aircraft performance

Tmax,k −Dk > 0

Dk =

(

CD0 +CDi

2 mk g

ρk v2
k

S

)

1

2
ρk v2

k S
(3.11)

Lmax,k −mk g > 0

Lmax,k =
1

2
ρk v2

k S CL,max

(3.12)

Tmax −Dk

mk
−

g

vk

dhk

dt
−

dvk

dt
> 0 (3.13)

The path constraints related to aircraft performance are shown in Equation 3.11, Equation 3.12, and Equa-

tion 3.13. The first set of constraints ensures that the available thrust is always larger than the aircraft drag.

The second set ensures that the available lift is always larger than the aircraft weight, and the third constraint

is related to total energy changes to ensure that the available power is always more than the energy required

for the change in kinetic and potential energy. It should be noted that all model coefficients related to air-

craft thrust, drag, and aircraft properties are provided by the underlying performance model. Furthermore,

[64, 68] opt for a more extensive dynamic system set-up, where the airspeed and flight path are included as

state parameters, and subsequently modeled by DAE. In this case, the performance constraints are directly

enforced by the aircraft dynamics and no separate aircraft performance path constraints are required.

The path constraints related to smooth control variable changes are used to limit sudden large variations

in the control parameters. These are shown in Equation 3.14, where it should be noted that the last constraint
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is only enforced on the discretized points k that are in the cruise phase. Kcruise is obtained from the kinematic

model inside the performance model.

Finally, boundary constraints are enforced on the initial and final state parameter values, as shown in

Equation 3.15.

Path constraints for smooth control variable changes

−0.2 < Mk+1 −Mk < 0.2

−2500 < v sk+1 − v sk < 2500 (ft/min)

−15 < ψk+1 −ψk < 15 (deg)

−500 < v sk+1 − v sk < 500 (ft/min); ∀k ∈Kcruise

(3.14)

Boundary constraints

(x0, y0,h0,m0) = (xorig, yorig,hmin,mto)

(x f , y f ,h0) = (xdest, ydest,hmin)

moew < m f < mmlw

(3.15)

As mentioned before, [65] does not consider operational constraints related to flight planning and execution.

In order to add such limitations to the trajectory optimization, additional path constraints have to be en-

forced. [68] presents several operational constraints considered in their work. First of all, they state that the

operating speeds used to control the trajectory are always expressed in Calibrated Airspeed (vcas, CAS). As

this parameter is not included in the system equations, it is added as an intermediate variable through:

vcas =

√
√
√
√
√
√

2 γa

γa −1

p0

ρ0






(

p

p0

((
γa −1

2 γa

v2

R T
+1

) γa
γa−1

−1

)

+1

)
γa−1
γa

−1




 (3.16)

where p and T are the local air pressure and air temperature, respectively, and p0, and ρ0 are the air pressure

and air density at sea level, respectively. Subsequently, additional path constraints can be included to enforce,

e.g. a constant CAS during the climb, or CAS limits below certain altitudes.

Furthermore, [68] consider a fixed lateral route as a path constraint. They use it to model a SID procedure,

however, a similar approach can be used to fix the route to pre-defined waypoints. In order to implement this,

an additional parameter is included in the control problem: along path distance (s). This parameter is not

included as a state parameter, but its dynamics are modeled as:

ds

dt
=

√
(

dx

dt

)2

+
(

dy

dt

)2

(3.17)

Subsequently, equality path constraints can be set on the aircraft position in the form of:

x(t ) = Γx (s(t ))

y(t ) = Γy (s(t ))
(3.18)

where Γx and Γy are polynomials fitted to model the pre-defined lateral path that follows the way-points. In

order to fit the optimization problem, the polynomials have to be a continuous and twice-differentiable func-

tion. Vilardaga and Prats [68] argues that cubic B-splines perform well under such optimization problems.

3.3.3. Numerical Approximations
The optimal control problem formulation in Equation 3.5 is generally solved using a numerical approach.

The most common numerical approaches used for this are classified as either direct or indirect methods.

Somewhat similar to finding the maximum of a simple function by setting its derivative to zero and checking

that the curvature is positive, indirect methods are after numerically solving such an indirect optimization

problem on the exact system equations. The final control and state trajectories are subsequently obtained

by discretizing and considering the established optimality conditions [43]. Differently, direct methods are

after directly optimizing the control and state trajectories. This is done by first converting (transcribing)

the infinite-dimensional problem to a finite-dimensional approximation of the system equations (i.e. Non-

Linear Program (NLP)). The optimization of the problem is subsequently performed on the approximated

non-linear system to arrive at the final control and state trajectories [63].

The benefit of indirect methods is that they are generally more accurate than direct methods. However,

they struggle with finding convergence and require analytical conditions to be constructed, which are quite
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complex [43]. This results in the direct approach being more robust and generally provides better perfor-

mance in the TOP.

Considering the direct methods, trajectories are directly modeled using some type of discretization. In order

to model the trajectory, two different approaches can be used: time-marching and simultaneous [54]. An

overview of the numerical approximation methods for optimal control is shown in Figure 3.2. Both methods

are further discussed in this sub-section.

Figure 3.2: Overview of the different methods used to solve the optimal control problem numerically.

Direct Shooting (Time-Marching) Time-marching methods are classified as shooting methods. It is char-

acterized by only parameterizing the control parameters, and obtaining the state trajectories through time-

marching [44]. The evolution of the state parameters is obtained sequentially by:

xxxi+1 = xxxi +
∫ti+1

ti

ẋxx(t )dt = xxxi +
∫ti+1

ti

f (xxx(t ),uuu(t ), t )dt (3.19)

where f (·) are the system dynamics. The continuous time-span [t0, t f ] can be discretized into K time in-

tervals resulting in time steps tk , with k = 0,1, ..., f . By considering multi-step numerical methods like Euler

(single-step), Adams-Bashforth (two-step), or general Runge-Kutta (RK) (K-step), Equation 3.19 can be ex-

pressed as an implicit or explicit form using the discretized states xk . When the entire time span is directly

captured by this discretization method, the problem is called single shooting.

In order to find the optimal control and state trajectories with single shooting, different control inputs are

generated over the piecewise segments [tk , tk+1]. These control inputs are generally modeled by a continuous

function in the form of a constant, piecewise linear, or piecewise polynomial [44]. The control functions

are changed iteratively, until the optimal trajectories are obtained that maximize some performance index,

comply with the constraints, and have the correct final states.

An example of single shooting is shown in Figure 3.3, where the continuous time span is discretized into

four equidistant time segments and the control input is parameterized by a piecewise linear function.

The time interval can also be divided into smaller sub-intervals. Each sub-interval can then be consid-

ered a single shooting problem and by imposing final state constraints at the end of each sub-interval, the

optimization problem can be solved. This approach is called multiple shooting and is shown in Figure 3.4.

Single shooting performs well on simple problems where the control can be parameterized by a simple

linear function and a small number of optimization parameters are present. Increasing the problem size and

complexity results in numerical difficulties, of which some are overcome by multiple shooting [54]. Path con-

straints are also difficult to implement with shooting methods, and convergence issues result in the shooting

methods being less robust than collocation methods [43]. Collocation methods are therefore generally cho-

sen for the TOP [42, 65].

Direct Collocation (Simultaneous) Different from shooting methods, collocation methods directly param-

eterize both control and state parameters. Instead of performing time-marching operations to obtain the
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Figure 3.3: Control and state trajectory discretization for single

shooting. [44]

Figure 3.4: Control and state trajectory discretization for Multiple

shooting. [44]

control trajectories sequentially, control and state trajectories are simultaneously obtained through solving a

system of equations (NLP). An NLP is obtained by describing the infinite-dimensional problem from Equa-

tion 3.5 by a set of real values at discretized nodes, and by transforming integral and differential equations

into simple algebraic equations.

The control and state trajectories can be approximated over the entire time span by a single Lagrange inter-

polating polynomial (fp (t )) of degree P , where use is made of P +1 discretization nodes [35]:

xxx(t ) ≈
P∑

p=0

Lp (t ) xpxpxp ; uuu(t ) ≈
P∑

p=0

Lp (t ) upupup

with Lp (t ) =
P∏

j=0, j 6=p

t − tp

t j − tp
(p = 0, ...,P )

(3.20)

In order to describe the integral present in the objective function as an approximated algebraic function, use

is made of the (general) quadrature [35]:

∫b

a
f (t )dt ≈

K∑

k=1

wk f (tk ) (3.21)

where t1, ..., tK are the quadrature points, and wk are the quadrature weights following a specific quadrature

formulation.

To describe the differential equation ẋxx(t ) = f(t ,xxx(t ),uuu(t )) as an algebraic function, two numerical ap-

proaches can be used: differentiation of the state trajectory by finite-difference (left-hand side), or integration

of the system dynamics by quadrature (right-hand side). The first approach is generally considered for direct

collocation methods. The differentiation of the state trajectory is performed on the Lagrange polynomial

from Equation 3.20, resulting in [35]:

ẋxx(t ) ≈
P∑

p=0

L̇p (t ) xpxpxp =
P∑

p=0

Dp (t ) xpxpxp (3.22)

with Dp (t ) being the differentiation matrix. This equation is used to enforce the system dynamics at the

discretized nodes, which are called the collocation nodes.

From these expressions, the transcribed NLP is formulated as:
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min
xk ,uk

J = Φ
(

t0, t f ,x0x0x0,x fx fx f

)

+
K∑

k=1

wk g
(

tk ,ppp,xkxkxk ,ukukuk

)

with respect to:
P∑

p=0

Dpk xpxpxp − f
(

tp ,xpxpxp ,upupup

)

= 0 (k = 0, ...,K)

hk

(

xkxkxk ,ukukuk ,ppp, tk

)

=000 (k = 0, ...,K)

gk

(

xkxkxk ,ukukuk ,ppp, tk

)

≤000 (k = 0, ...,K)

Ψ
(

t0, t f ,x0x0x0,x fx fx f

)

=000 (k = 0, ...,K)

(3.23)

where k are the discretization nodes, xxxk ≡ xxx(tk ),uuuk ≡uuu(tk ), and xxx(t ) and uuu(t ) are approximated by a P-order

Lagrange polynomial. This NLP formulation can be solved by a numerical solver, from which the discretized

states and controls follow. The trajectories within the nodes are subsequently obtained using the Lagrange

interpolating polynomials (Equation 3.20). A further illustration of the characteristics and difficulties with

the discretization nodes k is presented next.

The problem parameterization is done by representing the continuous states xxx(t ) and controls uuu(t ) at K

specific points in time, referred to as a node, mesh, or grid-points (k):

t −→ t0, ..., tk , ..., t f

xxx(t ) −→ xxx0, ...,xkxkxk , ...,x fx fx f

uuu(t ) −→uuu0, ...,ukukuk , ...,u fu fu f

(3.24)

It should be noted that the numerical methods used to transcribe the problem make use of a similar

discretization scheme, which is not necessarily equal to the grid points. Generally, the numerical methods

make use of orthogonal roots obtained from a P-order Legendre polynomial. By using the orthogonal roots as

discretization points, the accuracy and numerical efficiency of these numerical methods are increased [44].

These roots are subsequently used for the interpolating nodes, quadrature nodes, and collocation points.

There are three different types of Legendre polynomials that can be used to obtain the root locations:

Legendre-Gauss (LG), Legendre-Gauss-Radau (LGR), and Legendre-Gauss-Lobatto (LGL). These sets of Legen-

dre points are shown in Figure 3.5. The main difference between the three methods is the location of the start

and end nodes. The Lobatto methods are defined such that the two endpoints are included as orthogonal

roots. Radau methods include only the starting or end point as root, and Gauss methods do not include any

boundary points.

Each method has its own characteristics. By forcing the roots to be located on the boundaries, a more ex-

pensive numerical approach is required. In general, the LG and LGR show the best convergence behavior for

TOP problems, where the LGR is preferred for problems with fixed initial or final time [33]. Lobatto represen-

tations are most practical to relate the numerical discretization to the problem parameterization, however,

high-order Lobatto collocation schemes should be avoided in the TOP [44].

Figure 3.5: Orthogonal roots for different numerical discretization methods. [44]

Similar to single and multiple shooting, the collocation method can be divided into global collocation and

local collocation. In global collocation (often referred to as pseudospectral collocation), the entire trajectory is

modeled using a single polynomial. In local collocation, the trajectory is first divided into multiple segments,

after which each segment is evaluated by a single polynomial, similarly to global collocation. With local

collocation, care is taken to ensure continuity in the solution between segments.

Considering global collocation, the problem parameterization is generally adopted from the orthogonal

roots. That is, the discretization nodes in Equation 3.24 are set equal to the chosen set of Legendre points.

Dependent on the chosen discretization method, additional nodes may be defined at the endpoints to ensure
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boundary constraints. This has to be considered separately in the NLP. The number of nodes k follows from

the order P +1 of the Lagrange polynomial. In order to create a finer mesh, a higher-order polynomial has to

be chosen.

Considering local collocation, the discretization process is performed differently. Generally, the problem

is first parameterized into K segments, similarly as in Equation 3.24, after which each segment is again dis-

cretized by orthogonal roots. This results in a problem discretization that is more easily managed. In order

to create a finer mesh, either more segments can be added, and/or a higher polynomial can be chosen. Both

collocation methods are shown in Figure 3.6, and Figure 3.7, respectively.

Figure 3.6: Control and state trajectory discretization for global

collocation. [44]

Figure 3.7: Control and state trajectory discretization for local

collocation. [44]

There are several common collocation methods observed in the literature. Looking at Table 3.1, Hermite-

Simpson collocation, Legendre-Gauss Pseudospectral Method (LGPM) collocation, and Chebyshev Pseu-

dospectral collocation is observed. Hermite-Simpson collocation is a simple form of local Lobatto collo-

cation. It is characterized by a 2nd order polynomial for the state trajectory. From the discussion above, it fol-

lows that this method makes use of 3 orthogonal roots (quadrature points/collocation points/interpolation

points) on each segment, where 2 roots are located at both ends, overlapping the discretization nodes k.

Chebyshev Pseudospectral collocation is a different approach than discussed so far. Instead of Lagrange

polynomials to be used for the state and control trajectory approximation, a Chebyshev polynomial is used.

Such a function makes use of trigonometric functions, which will not be discussed further.

3.3.4. Objective Functions
Considering the TOP, different types of objective functions are observed in the literature. The objective func-

tions are mainly focused on minimizing DOC by making a trade-off between fuel cost and time cost, and/or

minimizing climate impact. This sub-section presents the considerations for each type of objective function.

Optimizing for Cost Index The setup of the objective function is rather straightforward. In order to obtain

the trajectory that results in the fastest travel time, the objective function is simply set equal to 1, as shown in

Equation 3.25. In order to obtain the trajectory that results in the lowest total trip fuel, the modeled fuel flow

is included in the objective function, as shown in Equation 3.26.

J =
∫t f

t0

1 dt (3.25) J =
∫t f

t0

ff(·) dt (3.26)

By combining both time and fuel, the objective function can be written as a function of the cost index [65]:

J =
∫t f

t0

CI

CImax
Ctime

︸ ︷︷ ︸

Time Cost

+
(

1−
CI

CImax

)

ff(·) Cfuel

︸ ︷︷ ︸

Fuel Cost

dt (3.27)

Here, the time cost is modeled by using the average time cost (Ctime) expressed per unit flight time, and the

fuel cost is modeled by using the fuel cost (Cfuel) expressed per kg fuel. When setting CI=0, Equation 3.27

reduces to Equation 3.26, and when setting CI=CImax, it reduces to Equation 3.25.
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Optimizing for Climate Impact In order to change the objective to minimize climate impact, the objective

function can be adapted to include emission properties. Climate impact is generally captured by the Global

Warming Potential (GWP) and/or Global Temperature Potential (GTP). GWP is a measure that expresses the

amount of energy that is absorbed by different gases compared to the same amount of CO2 emissions. By

considering particle decay, different time horizons can be established. GTP is a measure that expresses the

increase in temperature at different time horizons resulting from the emission of certain species.

An example of how this can be included in the objective function is shown in Equation 3.28 [65]. Here,

the emissions of CO2, H2O, NOX, SOX, and soot are included in the objective function, which is translated to

either GWP or GTP through emission coefficients obtained from the literature.

J =
∫t f

t0

CCO2 fCO2 (t )+CH2O fH2O(t )+CNOX fNOX (t )+CSOX fSOX (t )+Csoot fsoot (t ) dt (3.28)

The emission coefficients for GWP are shown in Table 3.2. Similar coefficients can be obtained for the GTP.

Table 3.2: Emission coefficients for GWP climate impact. [65]

Emission GWP20 GWP50 GWP100

CCO2 1 1 1

CH2O 0.22 0.1 0.06

CNOX 619 205 114

CSOX -832 -392 -226

Csoot 4288 2018 1166

Different studies consider the effect of aviation-induced clouds (contrails) on the climate impact [69, 70]. In

order to include this aspect in the TOP, the dynamics of contrail formation, dispersion, and dissipation have

to be modeled. An example of such an aircraft-induced clouds model can be found in Vitali et al. [69]. While

this aspect is found to certainly relate to aircraft-induced climate impact [46], it is generally not considered

in airline operations. Therefore, aircraft-induced clouds will not be considered in this thesis.

3.3.5. Performance Modeling
Aircraft performance models are used to describe the motion of the aircraft. As observed from the OC prob-

lem formulation, the thrust, drag, and fuel flow of the aircraft are required to model the aircraft dynamics.

Performance models make use of polynomial expressions to approximate these properties. Different func-

tional relationships are used for these polynomials, which result in different levels of accuracy. Generally,

each aircraft type is modeled by a specific polynomial that is described using aircraft type-specific coeffi-

cients determined from reference data [52].

This sub-section discusses the physics-based functional relationships for the thrust, fuel flow, and drag curve,

and relates this to the approximations used in common performance models. The performance models used

as references are BADA Family 3, BADA Family 4 [29, 52], and OpenAP [67]. As can be observed from Table 3.1,

BADA is widely used in flight trajectory optimization research. The difference between the two families is that

BADA 4 uses more sophisticated functional relationships and provides reliable performance over the entire

flight envelope [52]. OpenAP is a similar performance model that has the major advantage of being open

source.

Thrust and Fuel Flow The thrust and fuel flow of the aircraft are two complex parameters that mainly de-

pend on the engine rotation speed expressed using either the fan/low-pressure spool rotation speed (N1),

core/high-pressure spool rotation speed (N2), or the throttle/power setting (δT ); flight parameters such as

airspeed (v), air pressure (p), air temperature (Th), and specific air constant (γa); and physical engine char-

acteristics such as the bypass ratio (λ), Turbine Inlet Temperature (TIT), Engine Pressure Ratio (EPR), and/or
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Exhaust Gas Temperature (EGT). A typical representation of thrust and fuel flow can be formulated as [5]:

T = f(N1, v, p,Th ,γa ,λ)

f f = f(N1, v, p,Th ,γa ,λ)
(3.29)

This functional relationship is often reduced by normalizing the thrust and fuel flow to ISA sea-level condi-

tions. This results in the corrected thrust (Tc ) and corrected fuel flow ( f fc ), which is defined as follows [5]:

Tc =
T

δ
= f(

N1p
θ

, M) (3.30)

f fc =
f f

δ
p
θ
= f(

N1p
θ

, M) (3.31)

where δ = p
p0

and θ = Th

T0
represent the ambient pressure and temperature ratio to ISA sea-level conditions,

respectively. It should be observed that the size of the functional relationship is reduced, which simplifies the

determination of both functions.

Fuel flow can also be described as a function of thrust and TSFC (CT ):

f f =
T

CT
(3.32)

The TSFC dictates how much fuel is required to produce a certain amount of thrust. Similar to thrust and

fuel flow, the TSFC differs with airspeed, atmospheric properties, and some measures of throttle setting (e.g.

N1). This latter component is generally captured by the thrust, which results in the following functional

relationship [7]:

CT = f(v, p,Th ,γa ,T ) (3.33)

Similar to the corrected thrust and fuel flow, this relation can be reduced to arrive at the corrected TSFC (CT,c ),

being a function of the Mach number and the corrected thrust:

CT,c = f(M ,Tc ) (3.34)

Once, the corrected thrust is determined (Equation 3.30), using Equation 3.32 and Equation 3.34, the cor-

rected fuel flow can also be expressed as:

f fc = f(M ,Tc ) ·Tc −→ f fc = f(M ,Tc ) (3.35)

The functional relations are typically determined by the aircraft and engine manufacturers. During the

development phase engine thrust measurement are obtained in a test cell. Isolated test cell experiments

allow the thrust to be measured, which cannot be done when the engine is mounted on the wing [10]. An

example of a test cell engine performance curve is shown in Figure 3.8. Here, the combined relation of thrust

and TSFC (Equation 3.29) is shown for different throttle settings (N1 or TIT) and free-stream engine speed.

This graph considers a constant altitude and local atmospheric properties.
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Figure 3.8: Engine thrust and TSFC performance characteristics obtained from test cell experiments.

Modified from Bensel [7]

The engine performance characteristics are best captured by the engine models developed by the manufac-

turers. However, this data is considered confidential and not available for research. Simplified approxima-

tions have to be constructed that contain similar performance characteristics. BADA makes use of flight data

to construct these functions. Their method is based on the total energy model:

(T −D)v = m g v s +m v a (3.36)

Besides the values for thrust and drag, all other parameters are directly measured by the aircraft. By mini-

mizing the Sum of Square Errors (SSE) using the least-square optimization technique, the type-specific coef-

ficients (a1, a2, ... and b1,b2, ...) are obtained that describe the thrust and drag:

SSEv s =
n∑

i=1

[

v si − (Ti −Di )
vi

mi g
ESFi

]

(3.37)

with: ESFi =
(

1+
vi

g

dv

dh

)−1

T = T(a1, a2, ...)

D = D(b1,b2, ...)

(3.38)

A similar method is used to model the fuel flow.

OpenAP is developed differently. Instead of using direct flight recordings, use is made of publicly available

data sources, simplified physic-based models, and aircraft surveillance data. A further description of the type

of functional relationships used to construct the performance models is provided next. The methods adopted

for BADA 3 and BADA 4 are obtained from Nuic et al. [52], and the method for OpenAP from Sun et al. [67].

BADA 3 BADA 3 makes use of a thrust model that computes the maximum climb, maximum cruise,

and idle descent thrust. Instead of computing the net thrust as a function of the power/throttle

setting, it only calculates the thrust limits. Thrust is considered independent of airspeed

and only modeled as a function of altitude:

Tmax,i dl e = f(h) (3.39)

At different altitudes, ISA conditions are assumed for the atmospheric properties, and

maximum thrust deviations are modeled for temperature difference w.r.t. ISA (∆TI S A).

Fuel flow is modeled as a function of thrust and airspeed, where the net thrust is obtained

from evaluating the drag polar:

f f = f(T, v) (3.40)
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BADA 4 BADA 4 uses a more sophisticated thrust model. Instead of only computing the maxi-

mum or idle thrust, the corrected thrust is modeled through a new dimensionless thrust

coefficient (CT h) and the maximum take-off weight (WMT OW ):

Tc =
T

δ
=WMT OW CT h (3.41)

The thrust coefficient is modeled as a function of Mach number and throttle parameter

(δT ):

CT h = f(M ,δT ) (3.42)

To account for non-ISA conditions, corrections are provided for the throttle parameter.

Fuel consumption is modified in a similar manner, where a new dimensionless fuel coef-

ficient (CF ) is defined:

f f = LHV −1 WMT OW a0 δ θ1/2 CF (3.43)

where LHV is the lower heating value, a0 the speed of sound at Mean sea level (MSL),

and δ and θ the pressure and temperature ratio w.r.t. ISA sea-level, respectively. The fuel

coefficient is then modeled as a function of the Mach number and thrust coefficient:

CF = f(M ,CT h) (3.44)

OpenAP OpenAP makes use of a simplified empirical thrust model proposed by Bartel and Young

[6]. This model computes maximum thrust ratios relative to available thrust ratings at

cruise level and/or MSL. Different empirical expressions are established for the take-off,

climb, cruise, and descent thrust. The maximum thrust is then modeled as a function of

altitude (h), airspeed (v), and vertical speed (v s):

Tmax = f(h, v, v s) (3.45)

In order to obtain thrust values as a function of throttle setting (δT ), the maximum thrust

is multiplied by a scalar value:

T = δT f(h, v, v s) (3.46)

The fuel flow model in OpenAP is based on public data from the ICAO aircraft engine

emissions databank [36]. The fuel flow is modeled as a function of the net thrust ratio

relative to maximum thrust at sea level (Tmax,0). The net thrust is obtained from the drag

polar and Tmax,0 is obtained from the performance model. Subsequently, altitude effects

are captured by a simplified linear correction factor C f f ,ch :

f f = f(
T

Tmax,0
)+C f f ,ch T h −→ f f = f(

T

Tmax,0
,h) (3.47)

Drag Polar Aircraft drag can be divided into two main components: zero-lift drag and lift-induced drag.

Zero-lift drag (also known as parasitic drag) is the air resistance as a consequence of a body moving through

the air. Lift-induced drag is the drag that results from a lift force being generated on the aircraft. A third

component is related to compressibility effects: wave drag. Wave drag affects both zero-lift and lift-induced

drag and is only observed in the transonic and supersonic operating regions.

The aircraft lift and drag that includes all these characteristics are computed as:

L =
1

2
ρ v2 S CL

D =
1

2
ρ v2 S CD

(3.48)

whereρ, v , and S are the air density, airspeed, and lifting surface area, and CL , and CD are the non-dimensional

lift and drag coefficient, respectively. The lift and drag coefficients are used to capture the aerodynamic char-

acteristics. In general, these coefficients are modeled as a function of Angle of Attack (AoA) (α), Mach number,

and flap deflection (δ f ) [66]:

CL = f(α, M ,δ f )

CD = f(α, M ,δ f )
(3.49)
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In point-mass models, the AoA is not directly modeled. Instead, the lift and drag coefficients are related to

one another through the drag polar, which implicitly assumes AoA values. A typical drag polar is shown in

Figure 3.9. This plot contains CL −CD measurements obtained from Computational Fluid Dynamics (CFD)

simulations for different values of AoA (circles). A common assumption made is to approximate the drag

polar by a quadratic function, expressed by the zero-lift drag coefficient (CD0 ), lift-induced drag coefficient

(CDi
), and lift coefficient (CL):

CD =CD0 +CDi
C 2

L (3.50)

This approximated curve is also shown in Figure 3.9, where the parameter k is used for CDi
. Often, the lift-

induced drag coefficient is expressed by:

CDi
=

1

π A e
(3.51)

where A and e are the wing aspect ratio, and Oswald factor, respectively.

When considering compressibility effects for higher Mach numbers, the drag polar is seen to shift. This is

caused by the wave drag, and should not be ignored for commercial aircraft. The shift in drag polar is shown

in Figure 3.10.

Figure 3.9: Drag polar comparison of CFD simulations and the quadratic

approximation. [66]

Figure 3.10: Influence of compressibility effects (wave drag)

on the drag polar. [67]

The drag polar is also modified by the extension of High Lift Devices (HLD), landing gear, and/or speed

brakes. The drag coefficient is affected by such changes in geometry which causes the drag polar to shift.

From the above discussion it can be concluded that the clean drag coefficient can be modeled as a function

of the Mach number and lift coefficient:

CD = f(M ,CL) (3.52)

When the effects of HLD, landing gear, and/or speed break deflections are required to be modeled, additional

relations will have to be developed.

BADA 3, BADA 4, and OpenAP make use of different methods to model the drag coefficient. Similar to

the thrust, polynomial expressions are constructed that approximate the functional relationships. Based on

reference data, type-specific coefficients are obtained for the polynomials.

BADA 3 BADA 3 makes use of a drag model that relates the drag coefficient to the lift coefficient

(CL), high lift devices position (δHL), and landing gear position (δLG ):

CD = f(CL ,δHL ,δLG )

D =
1

2
ρ v2 S CD

(3.53)

It should be noted that no compressibility effects are included in BADA 3 [52]. Different

aerodynamic configurations are assumed for take-off, initial climb, climb, cruise, descent,

approach, and landing, which results in different drag polars.
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BADA 4 BADA 4 uses a drag model that relates the drag coefficient to the lift coefficient (CL), Mach

number, high lift devices position (δHL), landing gear position (δLG ), and speed brakes

position (δSB ):

CD = f(CL , M ,δHL ,δLG ,δSB )

D =
1

2
γa p0 δ M 2 S CD

(3.54)

where γa , δ, and p0 are the ratio of specific heat for air, pressure ratio related to MSL,

and standard pressure at MSL, respectively. Different from BADA 3 compressibility effects

are included. For both BADA 3 and BADA 4, no information is provided on the type of

functions used to approximate the drag polar.

OpenAP Given that OpenAP is an open-source model, the expressions used for the drag model are

clearly explained. OpenAP makes the assumption of the drag polar being quadratic (see

Equation 3.50). For every aircraft type that is included in the model, a value of CD0 and

CDi
is obtained for the clean configuration using the methodology explained in Sun et al.

[66].

Furthermore, the drag coefficient is modeled as a function of lift coefficient (CL), flap de-

flection (∆CD, f l ap ), landing gear position (∆CD,g ear ), and compressibility effects (∆CDw ),

which results in:

CD0 =CD0,cl ean +∆CD, f l ap +∆CD,g ear +∆CDw (3.55)

The change in the drag coefficient of the flap, gear, and wave drag are computed using

reference data and physical parameters, which are further described in Sun et al. [66] and

Sun et al. [67]:

∆CD, f l ap = 0.9

(
c f p

c

)1.38 (
S f p

S

)

sin2(δ f )

∆CD,g ear =
W

S
Kuc m−0.215

max

∆CDw =

{

0 M ≤ Mcr i t

20(M −Mcr i t )4 M > Mcr i t

(3.56)

Emissions Emissions follow directly from the fuel flow. The combustion of jet fuel results in multiple emis-

sion types: H2O, CO2, SOX, soot particles, NOX, CO, and HC. The emissions of H2O, CO2, SOX, and soot are

considered to be proportional to the fuel flow [65]:

fCO2 = 3.149 · f f

fH2O = 1.230 · f f

fSOX = 0.00084 · f f

fsoot = 0.00003 · f f

(3.57)

The emissions of NOX, CO, and HC are dependent on the temperature in the combustion chamber, which

may be modeled as a function of the thrust setting. OpenAP makes use of published values from the ICAO

engine emission databank at MSL, which are subsequently corrected for thrust using a linear model. Altitude

corrections are considered using the Fuel Flow Method 2 developed by Boeing [23]. This results in these

emission rates being modeled as:

fNOX = f(T,h, f f )

fCO = f(T,h, f f )

fHC = f(T,h, f f )

(3.58)
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Table 3.3: Selection of data fields recorded by the QAR.

Variable name Symbol Unit

Flight path γ deg

Angle of attack α deg

True airspeed v m/s

Mach number M −
Altitude h m

Lateral acceleration a m/s2

Mass m kg

Air pressure p Pa

Air temperature Th K

Air density ρ kg/m3

Wind speed w m/s

Fuel flow f f kg/s

Fan rotation speed N1 −
Core rotation speed N2 −
Exhaust Gas Temperature EGT K

Flap deflection δ f deg

Speed brake deflection δSB deg

Tail-Specific Performance Characteristics The performance models introduced so far are all based on air-

craft type-specific relations. In order to increase accuracy, aircraft performance can be modeled for a single

aircraft (tail). Tail-specific performance models can be constructed using high-resolution flight data obtained

from the Quick Access Recorder (QAR). This device records many performance parameters with a resolution

of 1 second. A selection of parameters that are recorded is given in Table 3.3.

As can be observed from this sub-section, there are multiple ways to capture performance characteristics.

Flight performance can be estimated directly from the total energy model (Equation 3.36); using manufac-

turer data (Figure 3.8); employing physical relations (Equation 3.50); using simplified performance models

[6]; and different forms of polynomials can be used. In order to obtain an accurate and resilient tail-specific

performance model, different techniques will have to be investigated.





4
Research Gap

The previous chapter presented a literature review of the scientific research related to the cost index. Two dif-

ferent areas of research are identified: delay management and flight trajectory optimization. The main focus

points and scope of the studied problems, including the different types of modeling methodologies, are identi-

fied. By extending the findings from the reviewed literature with the practical difficulties that aircraft operators

have with cost index practices, as discussed in chapter 2, several observations can be made on research gaps

that exist within the field of cost index research

This chapter presents three main research gaps identified from the evaluation of cost index practices, delay

management, and flight trajectory optimization.

Cost Index Practices
The cost index was initially introduced to aid aircraft operators in developing more efficient flight operations.

By being a simple constant, it could easily be implemented, understood, and managed by airlines. The in-

tended cost index practices were based on the idea of airline-specific cost analysis. The cost of time expressed

as an average value per unit flight time, had to be constructed, preferably on each specific flight route, and

had to be monitored over time to correct for changes in the cost structure.

Over the years, airlines have struggled to integrate these cost-based cost index practices [1, 2, 9]. The

concept of the cost index is said to be misunderstood by decision-makers, resulting in limited resources being

placed on conducting the required cost analysis. The basic definition of the average time cost is also seen to

not reflect the operational complexity that exists in airline operations. Furthermore, flight-specific schedule

constraints are not included. This has resulted in airlines deviating from the intended cost-based cost index

practice [11] and adopting the cost index as a simple performance setting intended to manage flight time,

arrival time, and fuel consumption.

The management of arrival delays is a well-researched area in the scientific literature. Delay management is

proven to be a valuable strategy to limit total network costs for airlines [58]. In order to construct recommen-

dations on a single-flight basis, flight- and passenger-specific delay costs have to be considered. Such delay

costs have successfully been introduced in Evler et al. [25, 27], Rosenow et al. [58], however, these studies do

not address the relation to cost index practices. The studies of Aktürk et al. [4], Cook et al. [14], Delgado et al.

[21] do investigate in-flight DCI practices by considering flight-specific arrival delay costs, however, these

studies only focus on arrival management, instead of considering the entire flight process. Achenbach and

Spinler [1] do attempt to include arrival delays into the pre-flight cost index optimization problem, but con-

sider delay costs as a very generic average value, similar to the conventional cost index time cost. This results

in the first research gap:

To the author’s knowledge, flight- and passenger-specific delay costs have not been con-
sidered in conventional cost index practices.

Because the cost index is directly related to the flown trajectory, a flight trajectory optimization problem

is required to be set up to analyze and develop new cost index practices.
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Flight Trajectory Optimization
The problem of flight trajectory optimization is extensively researched. Within this research field, the cost

index is generally adopted as a performance metric to construct a trajectory that balances total fuel cost and

time cost. The same basic definitions of fuel cost and time cost are used as defined before. Although aircraft

operators are seen to not be able to effectively operate using this cost index practice, most research on the

TOP problem is based on this principle.

Furthermore, research in the TOP is seen to not consider the matter of arrival delays. Although arrival

times can be managed by increasing the cost index in the objective function, similar to how airlines oper-

ate, this matter is generally not covered. The research of Förster et al. [28] does focus on constructing a

multi-criteria aircraft trajectory optimization tool (TOMATO), that considers airline-specific operations and

evaluates different trajectories on fuel, operating, delay, and external environmental costs. Although much

research is performed using this tool [56, 57, 59–61], no clear description is provided of how this tool is con-

structed. Furthermore, the optimization methodology used is based on a hybrid control approach, which is

less efficient that the OC approach. This results in the second research gap:

To the author’s knowledge, there is no research that extends the optimal control-based
trajectory optimization problem to airline-specific cost index practices.

Performance Modeling
Cost index practices by airlines are based on performance tables from the FMC. These performance tables

allow the aircraft to quickly obtain performance characteristics corresponding to aircraft and atmospheric

properties. These performance tables are constructed in the aircraft development phase and are never up-

dated. Over time aircraft performance is seen to reduce, which results in an erroneous airspeed to follow from

the FMC cost index calculation.

In more recent years, the OC approach is characterized as being one of the most reliable dynamic op-

timization techniques. By working in continuous time, considering the aircraft’s dynamical behavior, and

adopting numerical methods, it allows for increasingly accurate flight trajectory optimization. Being able to

use more sophisticated aircraft performance models enables such optimization problems to capture accu-

rate performance characteristics. Although much research is observed on the TOP problem using the OC

approach [32, 64, 65, 68, 69], generic aircraft type-specific performance models are used in the optimization.

In order to capture accurate tail-specific performance characteristics and relate it to the standard FMC per-

formance tables, the OC approach can be used in combination with a tail-specific performance model. This

results in the third and final research gap:

To the author’s knowledge, there is no research that performs the optimal control-based
trajectory optimization problem using a tail-specific performance model.



5
Research Proposal

With the theory, practical limitations, research areas, methodologies, and research gap, covered on the cost

index, this chapter serves to present the research proposal of this thesis. section 5.1 starts by stating the problem

definition. section 5.2 presents the main research question, sub-questions, and research objective that will be

used. section 5.3 finally presents a breakdown of the work to be performed.

5.1. Problem Definition
The cost index is a powerful tool introduced to aid aircraft operators in managing their operational flight

efficiency. In essence, it can easily be understood: lowering the cost index saves fuel and adds flight time,

increasing the cost index increases fuel consumption but lowers flight time. However, developing efficient

cost index practices turns out to be quite challenging. It has become clear that this simple constant combines

the aspects of flight trajectory optimization, operating cost minimization, aircraft performance modeling,

and flight execution. For aircraft operators to maximize the benefits in operational efficiency from cost index

practices, all these components will have to be combined.

An overview of the problem definition is provided in Figure 5.1. This figure distinguishes between the

flight trajectory optimization problem (orange) and the flight trajectory evaluation problem (blue). Within

the flight trajectory optimization problem, the cost index is used to manage time cost and performance costs.

The performance cost is generally considered to be fuel cost but is sometimes seen to be extended to carbon,

emissions, and/or climate impact costs. Following the flight trajectories constructed from different cost index

values, delay costs can be evaluated based on the calculated arrival time. When considering airline or flight-

specific operations, additional restrictions may be applied to the flight time, related to crew agreements,

schedule, airport, and/or (night) slots.

The goal is to evaluate different trajectories on total time cost, performance cost, and delay cost, and to

find the optimal cost index that results in the lowest total operating cost. The trajectory obtained for this

optimal cost index is then provided to the FMC, together with the corrected FMC cost index that results in

the airspeed profile obtained from the flight trajectory optimization. This latter parameter is a valuable result

that describes the tail-specific error in the FMC performance model.

5.2. Research Question and Objective
The following main research question is established:

Research Question

How can tail-specific performance characteristics, flight trajectory optimization, and
flight-specific costs be included in a comprehensive cost index model that resembles
true airline operations?

This question is divided into four sub-questions, each consisting of multiple sub-questions:

1. How should flight-specific cost components be quantified?
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Figure 5.1: Problem definition of airline-specific cost index practices

with the goal to minimize total flight-specific operating costs.

(a) What cost components are directly related to a single flight operation?

(b) To what level of detail should cost components be quantified?

2. How can altitude and speed profiles be optimized from a cost index input?

(a) What approach is best suitable to model a flight trajectory?

(b) What type of optimization method is best suitable?

(c) What factors should be included in the objective function?

3. How can tail-specific performance characteristics be included in the flight trajectory optimization

problem?

(a) What approach is best suitable for tail-specific performance modeling?

(b) How should flight data be used to create such a model?

(c) How should the model handle missing or faulty data?

4. How does the optimal cost index change with a new more comprehensive cost index model?

(a) How do flight-specific operating cost estimations change the conventional ECON cost index?

(b) How effective is the cost index model in strategically accepting flight delays?

(c) What is the error in the FMC cost index performance model?

(d) What are the practical savings and difficulties observed from the cost index model experiments?

This results in the final research objective defined below:

Research Objective

To develop an airline-centered cost index practice built around a trajectory optimiza-
tion model that incorporates tail-specific performance characteristics, time and fuel
costs, and flight-specific delay costs, such that each flight operates at its true optimal
speed and altitude.

5.3. Work Breakdown
Finally, the work to be performed can be divided into 5 phases. These phases are shown in Figure 5.2. The

first three phases are focused on developing the flight-specific cost index model that includes all compo-

nents mentioned in Figure 5.1. The mid-term meeting follows once a preliminary version of this model is
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developed. After the mid-term meeting, case studies are developed and experiments are performed. The

green-light meeting follows once the results have been processed.

In order to construct such a flight-specific cost index model, three sub-models have to be created: a flight

trajectory optimization model, a tail-specific performance model, and a flight- and passenger-specific delay

cost model. The creation of three such models from scratch is considered not feasible for this master thesis.

Luckily, for the first two models, open-source models exist that can be taken as a baseline. No such open-

source model exists to evaluate flight-specific delay cost, however, KLM has developed its own flight- and

passenger-specif delay cost model (MIDAS) which can be used for this. The three phases are further described

below.

Figure 5.2: Work breakdown to be performed during the thesis.

Develop flight trajectory optimization model For the development of the flight trajectory optimization

model, the open-source OC-based model of Sun [65] is taken as the basis (OpenAP.top). The mathemati-

cal formulation of the problem and optimization method is seen to follow the description presented in sec-

tion 3.3. As mentioned before, no operational constraints are considered, which have to be added. More

specifically, constraints have to be developed that restrict the optimization problem to pre-defined waypoints

and that limit the aircraft to fly certain calibrated airspeed values. Furthermore, airline-specific requirements

may be added to the model, to ensure that the optimized trajectory can actually be flown.

Develop tail-specific performance model For the development of the tail-specific performance model, the

open-source type-specific performance model of Sun et al. [67] is considered as a basis (OpenAP). This model

is already used as the basis for the trajectory optimization model (OpenAP.top), which makes implementing

both models straightforward. A new performance model will be developed that uses a similar structure as

OpenAP. This new performance model is based on high-resolution flight data and will be developed for single

aircraft tails within the fleet of KLM, making the model more accurate and resembling actual flight measure-

ments.

Obtain airline-specific cost values The required cost values for the flight-specific cost index model consist

of average flight or airline-specific cost values as presented in subsection 2.1.2, a local fuel price as presented

in subsection 2.1.3, and flight- and passenger-specific delay costs as presented in subsection 3.2.2. Regard-

ing the first two values, no attempt will be made to construct airline- and route-specific cost values from a

cost analysis. Rather, a standard value is taken from literature, or a very simplified relation is established for

the specific airline. The flight-specific aspect of the proposed cost index practice follows from the delay cost

model (MIDAS), which is extensive enough for this purpose and considers flight-specific passenger charac-

teristics, including transfer passengers and travel classes.
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