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Summary

The world’s increasing energy demand and growing envirarisleoncerns have motivated
scientists to develop new technologies and methods to metterhuse of the remaining
resources of our planet. The main objective of this disiertas to develop a scheduling
and control tool at the district level for small-scale syssewith multiple energy carriers
and to apply exergy-related concepts for the optimizatibthese systems. The tool is
based on thenergy hub approachnd provides insights and techniques that can be used
to evaluate new district energy scenarios. The topics tleapeesented include thaulti-
carrier unit commitment framewoykhe multi-carrier exergy hub approagla hierarchical
multi-carrier control architecturea comparison omulti-carrier power applicationand
the implementation of enulti-carrier energy management systamna real infrastructure.

The dissertation consists of seven chapters. ChEbterlldeslthe project framework,
motivation, problem definition and research questions.pﬁé’r& describes the model be-
hind the scheduling tool that was developed for this PhDeamtpjvhich is used to optimize
systems containing multiple energy carriers. Later in the optimization tool is
adapted to include exergetiffieiency as assessment parameter of such systems. dHapter 4
presents the control architecture that was designed towidpehe dynamic behaviour of
the systems under study. In Chad)]er 5 the optimization saded to analyze the impact of
different emerging trends in district-level power systemsh sigcthe active participation of
micro-CHP technologies, the incorporation of renewableses and the application of the
virtual power plantconcept. Chapté] 6 provides insights regarding the impteatien of
the optimization and control tool in real systems. Finallgaptet |7 presents the conclusions
and recommendations of this dissertation.

The main contributions of this dissertation are listed telo

e A generalmulti-carrier unit commitmenframework for energy systems that contain
multiple energy carriers was developed. The framework eanded with any kind of
energy carrier and for ffierent possible couplings and power scales (Chapter 2).

e A technique to include storage was developed and implerdeagtgoart of the opti-
mization tool. The results show that this technique can lheatde for peak-shaving
purposes at the generation side (Cha[ater 2).

e Theexergy hub approactvas introduced. The exergy hub provides a visual indica-
tion of the exergeticfficiency of the units. In Secti .4 both the energy hub and
the exergy hub are depicted next to each other in order taréhat a unit that is
considered to be venyicient from an energy point of view can be considered to be
very indficient from an exergy perspective.



Summary

e A comparison between the results for the optimal dispatt¢hined from an exergetic

efficiency optimization and from an energetifi@ency optimization is performed for
the first time for multiple energy carriers (Cha;ﬁbr 3).

The results of the scheduling optimization tool are comggweédentify which config-
uration gives the best energy and exergy performancesdaifgploads. A sensitivity
analysis is performed in which the ratio between heat anctrgdgy consumption is
varied to observe the influence of the type of load in the saliregl(ChapteL3).

A two-level control strategy was designed for the applaain systems with multi-
ple energy carriers. Most of the control strategies founthéliterature only focus
on electricity flows, thus the strategy proposed is valuédnlenulti-carrier systems
(Chapte[]4).

The optimization tool was extended in order to study the fitsn&f having amaggre-
gatorin charge of the optimization (Chap@r 5).

A comparison among three micro-CHP technologies was ptedéo show that dif-
ferent benefits can be obtained by using combined heat andrgeshnologies with
different electricity-to-heatfgciency ratios (Chapt& 5).

An example was presented in which the influence of incorpuayatlectric vehicles
at a neighbourhood was analyzed (Chaﬁter 5).

Several practical considerations were presented regatdnimplementation of the
tool in real systems. A partial implementation in the rene\@aenergy laboratory
DENIab was performed, which provides an added value to ther#tical results that
were accomplished in this dissertation (Chaater 6).

Laura M. Ramirez Elizondo



Samenvatting

De toenemende wereldwijde vraag naar energie en de greeemd voor het milieu heb-
ben wetenschappers gemotiveerd om nieuwe technologia@ethoden te ontwikkelen om
beter gebruik te maken van de resterende grofi@stovan onze planeet. Dit proefschrift
vloeit voort uit deze bezorgdheid. De belangrijkste dedlisig van dit proefschrift is het
ontwikkelen van een planningsprogramma gebruikmakendleamergy-hub-aanpak voor
kleinschalige, (woon)wijkniveau-systemenbestaand eirdere energiedragers en het eva-
lueren van het gebruik van een exergie-analyse als assetissteiment voor dergelijke
systemen. Het proefschrift biedt inzichten en reikt teekan aan die kunnen worden toe-
gepast bij het optimaliseren van systemen met meerdergiedeagers. De gepresenteerde
onderwerpen zijn: een raamwerk vomwlti-carrier unit commitmentde multi-carrier
exergy-hub-aanpaleen hirarchischeulti-carrier besturingsarchitectuyeen vergelijking
vanmulti-carrier toepassingeen de implementatie van eemulti-carrier energy manage-
ment systerin bestaande infrastructuur.

Dit proefschrift bestaat uit zeven hoofdstukken. Hoofldstuomvat het projectkader,
de motivatie, de probleemstelling en onderzoeksvragemfd$tuk 2 beschrijft het model
achter het planningsprogramma dat is ontwikkeld gedurelitderomotieonderzoek. Dit
programma wordt gebruikt voor de optimalisatie van systebrestaand uit meerdere ener-
giedragers. Een uitbreiding die de exergetisdfieiéntie als regelparameter opneemtin de
optimalisatieprogrammawordt in hoofdstuk 3 uitgewerkboiftistuk 4 presenteert de regel-
architectuur die ontworpen is om om te gaan met het dynamigetirag van de bestudeerde
systemen. In hoofdstuk 5 wordt het ontwikkelde optimalkgabgramma gebruikt om de in-
vloeden van verschillende opkomende trends in wijkniveaergiesystemen te analyseren.
Voorbeelden hiervan zijn de actieve participatie van mifgK-technologieén, de integra-
tie van hernieuwbare energiebronnen en de toepassing Vvairtbal power plantconcept.

In hoofdstuk 6 wordt vervolgens ingegaan op de verworveitiren met betrekking tot
de implementatie van het optimalisatieprogramma en heipeggramma gebaseerd op de
regelarchitectuur. Tot slot worden er in hoofdstuk 7 de éusies en aanbevelingen van dit
proefschrift gepresenteerd.

De belangrijkste bijdragen van dit proefschrift zijn:

¢ De ontwikkeling van een algemesulti-carrier unit commitmeritader voor energie-
systemen bestaand uit meerdere energiedragers. Dit kadevdrden toegepast bij
ieder type energiedrager en voor verschillende koppetigelijkheden en vermo-
gens schalen (hoofdstuk 2).



Samenvatting

Een techniek om opslag mee te nemen is ontwikkeld en geingpiteerd als on-
derdeel van het optimalisatieprogramma. De resultateent@an dat deze techniek
waardevol is voor het afvlakken van pieken aan de generatie(koofdstuk 2).

De introductie van de exergy-hub-aanpak. De exergy-huft gegr visuele indicatie
van het exergetisch rendement van de eenheden. In hoof8istwkden zowel de
energy-hub als de exergy-hub naast elkaar afgebeeld oneagavén dat een een-
heid die wordt beschouwd als zedfi@ént vanuit energetisch oogpunt kan worden
beschouwd als zeer iffeciént uit exergieperspectief (hoofdstuk 3).

Een vergelijking van de resultaten voor de optimale inzeknegien uit een exerge-
tisch - rendement - optimalisatie en van een energetisahderaent - optimalisatie.
In de literatuur is een dergelijke vergelijking niet eerdiégevoerd binnen de context
van energievoorzieningssystemen met meerdere energerdi@noofdstuk 3).

De resultaten van het optimalisatieprogrammaworden l&tga om te bepalen welke
configuratie de beste energie- en exergieprestaties gigasfpdrifieke belastingen.

Een gevoeligheidsanalyse wordt toegepast waarin de veigtussen warmte en

elektriciteit wordt gevarieerd om te observeren hoe hee typlasting de planning

beinvlioedt (hoofdstuk 3).

Een gecascadeerde regelstrategie is ontworpen voor Biegassystemen met meer-
dere energiedragers. De meeste regelstrategieén inedatlitir zijn alleen gericht

op elektriciteitsstromen, dus de voorgestelde stratexpieaiardevol voor multi- dra-

gersystemen (hoofdstuk 4).

Verscheidene opkomende trends zijn gesimuleerd om inggchtijgen in hun ge-
volgen voor energievoorzieningssystemen op woonwijkauivélet optimalisatiepro-
gramma werd uitgebreid om de voordelen van aggregatordie verantwoordelijk
is voor de optimalisatie te bestuderen (hoofdstuk 5).

Een vergelijking van drie micro-WKK-technologieén is geakt om aan te tonen dat
verschillende voordelen kunnen worden verkregen doonglebe maken van warm-

tekrachtkoppelingstechnologieén met verschillendegéiteit-warmteverhoudingen

(hoofdstuk 5).

Een voorbeeld waarin de gevolgen van elektrische voeniuigenet systeem op wijk-
niveau werd geanalyseerd (hoofdstuk 5).

Verscheidene praktische overwegingen met betrekkinggatngplementatie van het
programma in echte systemen. De gedeeltelijke implemieriteliet duurzame ener-
gie lab DENIab voorziet in toegevoegde (praktische) waaraken de theoretische
resultaten die werden bereikt in dit proefschrift (hoofitts).

Laura M. Ramirez Elizondo
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Bag; coupling factor []
g gravity [m/s7]
h specific enthalpy [Jka]
m mass [ka]
p pressure [Pa]
Q heat [J]
S entropy [J(K)]
S specific entropy [J(K-kg)]
T temperature (K]
u specific internal energy [Jka]
v specific volume [m3/kg]
z height [m]
Variables and Constants Introduced in Chapter 4

Eur furnace parameter that is based on experimental data

K thermal conductivity [W/(m-K)]
o density [kg/m?]
T time constant [s]
Eur factor representing the losses of the furnace

p'f‘,zj participation factor [-]
A tip speed ratio [-]
w rotational speed [rad/s]
0 pitch angle [-]
Liur factor related to the excess air in the furnace

&y heat flow [W]
T torque [N-m]
A area [m?]

performance cdécient

-]



XXii Nomenclature
c specific heat capacity [J/(K- kg)]
d thickness [m]
E energy [J]
J moment of inertia [kg-m?]
I aft stoichiometric air fuel ratio [-]
U heat transfer caicient [W/(m?. K)]
\% volume [m3]
C constant related to the performanceféicgent of the wind turbine [-]

Variables and Constants Introduced in Chapter 5

hy

households [-]

Variables and Constants Introduced in Chapter 6

2
Ot
Ot

St

conditional variance of [-]
innovations or residuals of the time series /$in
standardized residuals [-]

Vectors and Matrices Introduced in Chapter 2

Med
E
S
D

T r O o

equivalent storage vector
vector containing the energy change during one time period
storage coupling matrix

vector containing the power that flows to storage elementsténl at the hub’s
input side

vector containing the power that flows to storage elemenisténl at the hub’s
output side

output power vector of the hub's internal cluster
input power vector of the hub’s internal cluster
energy hub’s coupling matrix

energy hub’s output power vector

energy hub’s input power vector

Vectors and Matrices Introduced in Chapter 3

exergy hub’s output vector
exergy hub’s input vector

exergy hub’s coupling matrix
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Chapter 1

The Project

Introduction

The world’s increasing energy demand and growing enviroriel€oncerns have mo-
tivated scientists to develop new technologies and methmdsake better use of the re-
maining resources of our planet. This dissertation emergessponse to these concerns as
it investigates dferent scenarios in which the implementation of a sched@imdjcontrol
tool for the optimization of small-scale systems with nplitienergy carriers at district level
proves to be beneficial. Furthermore, it analyzes the agipdic of exergy-related concepts
for the optimization of such systems.

This first chapter describes the research framework anésesstheoretical background
for the other chapters. The chapter is organized in thevidtig way. Sectiof_1]1 introduces
the research program under which the project was performeSectiorElZ some of the
main aspects that have motivated the study and implementatidecentralized generation
are discussed. Sectibnll.3 describes the evolution of psystems due to the integration
of cogeneration and renewable energy sources. Sé&]orrésérns the problem definition
of this thesis. In Section 1.5, the objectives and reseanelstipns are formulated. Finally
Sectior L6 contains the outline of this dissertation andasary of the main contributions.
Parts of this chapter have been published in/[1-3].

1.1 Project Framework

This PhD project was performed within the “Intelligent Pov8ystems” research frame-
work of the IOP-EMVT program “Innovation-Oriented ResdaRrograms - Electro - Mag-
netic Power Technology”, financed by SenterNovem, a formgenay of the Dutch Ministry
of Economic Afairs. The project “Intelligent Power Systems” was initéhtey the Electri-
cal Power Systems Group and the Electrical Power ProceSsimgp of Delft University of
Technology and by the Electrical Energy Systems Group aadCtntrol Systems Group
of Eindhoven University of Technology. The project focusesthe dfects caused by the
introduction of distributed (renewable) generators orstxgy power systems. A large im-
plementation of decentralized technologies leadednzontally-operated power systems
consisting of a large number of small to medium-sized disted generatorsi[4].

1



2 1 The Project: Introduction

The project “Intelligent Power Systems” consists of 4 pantsvhich more than 10 PhD
students were involved. FigLJE]l.l shows a schematic rexptatson of the research project.
Each part is briefly described below:

e Inherently Stable Transmission Systemsn this part, the influence of uncontrolled
decentralized generation on the stability and dynamic \iehaf the transmission
network is investigated. The topics of research includectirdrol of decentralized
and centralized power plants and the application of poveatednics and monitoring
systems to allow their control.

e Manageable Distribution Networks This part focuses on how to use power elec-
tronic interfaces to support the electrical grid and on hownake the distribution
network moreactive Moreover, the stability of the distribution network ane tbf-
fect of the stochastic behavior of certain decentralizetwgators on the voltage level
is studied.

¢ Self-Controlling Autonomous Networks This part of the project is focused on the
development of control techniques to operate autonomotygonies in an optimal
and secure way. The local networks studied are operated@muiusly, but they can
remain connected to the electrical grid for security reason

e Optimal Power Quality The goal of this part is to provide elements for discussion
between the polluter and the electrical grid operator, was o apply measures in
order to comply with the standards and electrical grid codes
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Figure 1.1: Four parts of the “Intelligent Power Systems’search project

This dissertation falls under the topic “Self-ControlliAgtonomous Networks”. The
title of the PhD project under which this dissertation wadqrened is “Intelligent Energy
Supply at Household and District Level”. The project is difl into two parts: the part that
focuses on théousehold levek being performed at the Electrical Energy Systems Group
of Eindhoven University of Technology, while the part thatdises on thelistrict level
was performed at the Electrical Power Systems Group of Dklftversity of Technology.
This dissertation corresponds to the second part of thegrantitled “Intelligent Energy
Supply at District Level".
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1.2 Motivations to Integrate Decentralized and Renewable
Generation

Due to the economic and industrial development that tookeptiuring the twentieth cen-
tury, the need for electricity has become crucial in our etyciNowadays, the availability
of electricity has a strong influence in the way we live, ndyomaspects related to the way
we accomplish our tasks, but also in aspects related to thewyanteract and communicate
with others. It is for this reason that scientists are sthprgcouraged to look for ways to
provide a long-term energy supply.

The interest in decentralized energy systems with high tpatien of combined heat
and power technologies (CHP) and renewable sources hasasext during the last years.
Decentralized generation systems are systems in whicHehgieity production occurs at
or near the point of use, irrespective of the size or tectgy|€]. They can be connected
to the electrical grid (on-grid) or they can operate autoaosty with no connection to the
grid (off-grid).

The energy sector is facing unprecedented challengesatiaelto the world’s energy
supply. The International Energy Agency (IEA) estimatest thetween 2009 and 2035 the
total primary energy demand will increase by 48,5% if curngolicy scenarios are kept
unchanged, and by 22,8% if a post-2012 climate policy fraotkvs applied to stabilize
the concentration of global greenhouse gases at 450 ppgne@@@valent|[6]. The IEA
indicates that developing countries may play an importakg in the increase of energy
demand.

The predicted depletion of fossil fuels and the need to redacbon dioxide emissions
have stimulated the quest for more sustainable options.00Y 2the European Council
adopted ambitious energy and climate change objectiveX20. Furthermore, the Euro-
pean Council has stated a long-term commitment to reducesttimn dioxide emissions in
a margin of 80% to 95% by 2050. The objectives are presented/izs published in [7]:

e To reduce greenhouse gas emissions by 20%, rising to 30%dfathditions are right.
e To increase the share of renewable energy to 20%.
e To make a 20% improvement in energetfi@ency.

Four main reasons have served as motivation to look for m@i@est and sustainable
energy technologies:

e There is a continuous increase in energy demand due to tleéngrpopulation and
to the adoption of more electricity-consuming devices.

e There is a high dependency on fossil fuels and a predictel@iitapof their reserves.
e There is an uneven distribution of fossil fuel reserves themorld.
e The environmental concerns are increasing due to the ghadrahing phenomenon.

These four aspects motivate new technologies and policiesnerge. In each of the
following subsections, a general description of each o$éh&spects is given and a brief
description is provided about how decentralized renewgéleeration can help to improve
each of the aspects.
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1.2.1 Increasing Global Energy Demand

Three of the main challenges that emerge from the forecasteease in energy demand
are: to ensure shicient energy supplies, to reduce the dependency on fosdd,fand to
tackle the environmental impact of our consumption ha@}s Renewable sources can be
used to ensure flicient energy supplies and to reduce the dependency on foskilsince
they are abundant and they are spread all over the planetelother hand, decentralized
energy systems can contribute to supply energy to new casrsumdeveloping countries,
where in many cases the existing infrastructure is not kigte supply remote areas with
electricity. Because of the fact that in decentralizedesystthe production is carried out at
the point of use, no costs are associated with electri@tystmission at high voltage levels;
this makes these technologies appropriate and attractive.

In order to tackle the environmental impact of our consumpliabits, we are forced to
stop placing economical revenues above environmentakceatson and to make consider-
able changes in our life-style. This does not only apply atetal level, but at individual
level as well. We can progressively substitute products wWearegularly buy with eco-
friendly products. Moreover, not turningfdhe lights when we are not using them and not
bringing a reusable bag to the supermarket to put in our giexshould be unacceptable in
this day and age. We are responsible of preventing the folpsaying from holding true:

Only when the last tree has died, the last river has been peid@nd the last
fish has been caught will we realize that we cannot eat money.
Cree Indian saying

1.2.2 High Dependence on Fossil Fuels

Fossil fuels have traditionally been the most importantrgyneources to supply both the
primary energy and the electricity demand. According to\Warld Energy Statistics of
the International Energy Agency about 86,6% of the primasgrgy demand was supplied
by fossil fuels in 1973; this percentage was reduced to 80rD2009 [6]. A reason for
that decrease was the higher participation of nuclear amdohgnergy, which increased
from 2,7% in 1973 to 8,1% in 2009. Alternative technologiaestsas geothermal, solar,
wind and heat increased from a 0,1% to a 0,8% in the same pefititie. According to
the same statistics report, in the case of the fuel sharetedtfie generation, fossil fuels
occupied 75,1% of the total shares in 1973. Later in 2008, fgbicentage was reduced to
67,1%. In this case, the participation of alternative sesiincreased from 0,6% in 1973
to 3,3% in 2009. Even though some reduction in the total shafdossil fuels has been
achieved, the energy scenario is still strongly dominatethbse sources.

There is an ongoing controversy about the forecasted deplet fossil fuels, however
actions should be taken in a short term to reduce the exibtgtgdependency. Renewable
energy sources have the potential to relieve fossil fuelmfoeing the major energy sources,
in this way their remaining lifetime can be extended. Mompdecentralized systems with
combined heat and electricity technologies can attaindrigfficiencies than conventional
systems, which also reduces fossil fuel consumption. Imtier future, the adoption of
alternative sources and moréieient technologies will be crucial for our further devel-
opment. The remaining fossil fuels could better be resefagedhe production of other
important products, such as plastics.
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1.2.3 Uneven Distribution of Fossil Fuel Reserves

The fossil fuel reserves are unevenly distributed througitiee planet; this produces tension
among countries. The proven oil and gas reserves are coatahin a reduced number of
countries; for example, over half of the global proven gagrees are concentrated in three
countries: the Russian Federation (27%), Iran (15%) andr@at%) [9]. An increasing
number of nations are relying on gas imports to meet theirggrdemands [10]. According
to the International Energy Agency, the concentration gkflofuel resources is the most
enduring energy security risk [9,/11]. The dependence doajloil consumption is expected
to increase, moreover prices are expected to fluctuate dtietshort-term demand and
supply shifts{[12]. This means that tensions among cowuaie likely to increase in the
coming years even more.

By introducing renewable energy, a wider range of sourcesbeaused to cover the
national energy demand. Renewable sources are more evstilputed than fossil fuels.
Therefore, in order to take advantage of this favorableasttaristic, a country must first
identify the sources that are available and consequentijweage policies for their integra-
tion. By doing this, the country will not only be able to supfik own energy demand, but
also to reduce import costs, create local jobs and open thetdmew investments.

1.2.4 Growing Environmental Concerns

The Intergovernmental Panel on Climate Change (IPCC) coed that the global mean
temperature has increased by°@&luring the 20th century [13, 14]. They argue that this
increase is likely to have resulted from a rise in the amotirgreenhouse gases in the
atmosphere. Moreover, they indicate that there are straidgmces to infer that this warm-
ing effect is a consequence of human activities. A excerpt fiom, [hONhich the €ects
associated with climate change are listed, is cited below:

Climate change has been linked to increased temperatunesirog droughts,
famines, insect infestations, the witness of new diseasggs in existing mal-
adies, and fires; floods and widespread human displacemeioignt storms
resulting great human ggering; unseasonable blizzards and cold temperatures
and almost every other type of weather imaginable. Thgidaent generation

of electricity in centralized plants is therefore a majousa of climate change
and the resulting conflict and insecurity that is resultaonf it.

According to the World Alliance for Decentralized EnergyAIDE), approximately one
third of the global CQ emissions in 2005 resulted from heating, cooling and powpr s
ply systems in residential and commercial sectors [14]. \EAd3timated that in the United
States of America, 20% of the total growth of €€émissions can be displaced by integrating
decentralized combined heat and power technologies idibgs due to the increased ther-
mal dficiency of these systems. Similarly, renewable energy t@ogies utilize sources
that are continuously replenished, abundant and do notipeoeixtra CQ emissions, there-
fore they are suitable to complement both conventional @wdtachnologies.

It can be concluded from this section that the inclusion ofereable and (decentral-
ized) combined heat and power technologies in energy sigystems has the potential to
promote a moreféicient and sustainable use of resources.
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1.3 Changes that Trigger the Evolution of Power Systems

The power system’s evolution that is taking place at this moins driven by dierent fac-
tors. First, the expected depletion of fossil fuels and mmrnental concerns have encour-
aged society to look for a more sustainable development @dlond, new technical de-
velopments have allowed scientists to aim for miatelligentand dficient ways to control
and operate power systems. Third, international agreensettaround the Kyoto Protocol
in 1997 have stimulated governments to pursue a new diretiigards sustainability.

One of the main dferences encountered by integrating decentralized andvadhe
technologies in relation to traditional systems is thatgbeer flow direction in the net-
work is not predictable anymore: one-wayfti@a becomes two-way tfc [15]. This has
a significant impact in protection systems but also in the p@yer systems are optimized
and controlled. Traditionally, networks had a verticalisture with a single power flow
direction. Power systems consisted of large centralizedep@lants connected to trans-
mission networks that fed distribution networks, from whibe load was supplied. Due
to the introduction of decentralized generation, powetesys are becoming horizontally-
operated systems in which power is not only produced at #ikittonalgeneration levelbut
also at thalistribution level Two other significant dierences that have taken place during
this evolution are the fact that besides large power plafitseveral MWs), small-scale gen-
eration units (of a few kWs) have been introduced and theffiattsome of the sources vary
stochastically, like in the case of solar radiation and wibde to these dierences, the use
of power electronic devices and the development of moretflexii-directional techniques
play an important role for a successful integration of neshimlogies.

This section introduces important aspects related to thenteevolution of power sys-
tems. First, a brief summary of some of the main optimizasiod control techniques used
in traditional power systems is presented. Later, a desunipf three of the main partic-
ipants in this evolution is provided. Finally, the role ofvper electronics and the role of
information and communication technologies (ICT) is disszd.

1.3.1 Optimization of Traditional Power Systems

The optimization of traditional power systems is based dredaling and dispatching the
power units involved according to the electricity demantie Termsenergy management
system (EMSeconomic dispatchndunit commitmenare described below.

Energy Management Systems

In traditional power systems the transmission and ditidbuwof electrical energy is moni-
tored, coordinated and controlled ircantrol centerwhere arenergy management system
serves as interface between the operator and the powens{&¢ In an energy manage-
ment system, &upervisory Control and Data Acquisiti@ystem (SCADA) is in charge
of collecting real-time measured data. The data are caewdd digital data through a
computerized process. By means dfianan-machine interfag¢iMl) the human operator
has access to the processed data. The processed data cart be sgut to other par-
allel programs for further computation, for example to atiropl power flow program, a
contingency analysis program or a unit commitment program.
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Remote terminal units can be connected at several relegaatibns. Furthermore a
programmable logic controlle(PLC) can be used to configure and direct the signals and
digital data. A communication infrastructure allows theadexchange in the system. The
SCADA can be coupled to a control system containing the obatgorithms in order to
execute further actions. Atate estimatoworks in combination with the SCADA system
to overcome inconsistencies, for example measuremeritaidyabe corrupted, redundant
measurements, wrong measurements, letc [15]. Theref@estéite estimator keeps the
integrity of the real-time database.

Economic Dispatch

The solution of areconomic dispatchroblem provides the power output that each available
generation unit is required to deliver in order to supply ecsfied load condition in the best
economical wayl[16]. The resulting dispatch is obtained Ipyagram that minimizes the
overall cost of fuel that is needed to serve the specified. Ibatraditional power systems
the load considered is the electric load. In this dissematihe load to be considered can
also be of another energy form, for example a heat load.

Unit Commitment

The total power demand varies during the day, for this redakerelectricity utility has
to decide in advance which generators to start up or shut damth in which sequence
this should be done; this procedure is calledt commitmenfl€]. The unit commitment
program schedules the units according to a predicted ocdisted load over a future period
of time [16]. Some of the main factors that are taken into aottor the optimal scheduling
of units are the production costs, the start-up and shutdmsts, the operating fuel costs,
the fuel types and the length of the forecasting period.

1.3.2 Control of Traditional Power Systems

In traditional electrical power systems, two main typesaritcol can be identifiedactive
power controlandreactive power controlThe termactive power controis related to per-
forming frequency control, whereas the teactive power contrdk related to performing
voltage controll[15, 17]. Frequency and voltage measurésreme used to determine the
quality of power supply, therefore active and reactive povamtrol are vital to achieving a
satisfactory performance [15,/17]. Frequency should remearly constant to ensure an al-
most constant speed at the induction and synchronous métomstant speed at the drives
is important, since the performance of the generation w@fends on the performance of
the auxiliary drives associated with the fuel, feed-watet @ombustion [17].

In traditional power systems, the active power and frequenatrol is executed at con-
trol centers, where data about the system’s frequency aowdt dbe power flows at inter-
connecting lines are constantly measured and collectedStiyADA system. Each area is
equipped with an automatic generation control, which etecdiferent actions according
to the measured control error. In conventional system$/eapbwer control is classified
into three diferent control mechanisms known pmary control secondary controand
tertiary control all generators that operate above a certain power ratequéred to partic-
ipate in at least the primary control.
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Primary Control

Primary controlrefers to the control actions that take place after a chamgfesi system’s
frequency has occurred. The frequency of an electricalordtdepends on the active power
balancel[17]. A power unbalance occurs when there is a midnhettween the active power
that is generated and the active power that is consumedatbiiange in power demand at
one point in the network is reflected by a change in frequemtlyé whole system [17]. In
order to compensate for the change in frequency, a speedrgoven be set with droop
that follows a certain frequency-power characteristid.[1%5this way the mechanical power
supplied to the generator is either decreased or increasithe power balance is restored.
The per unit droop [p.u.] is given b)lr__(i.l):

Af/frtd
Droop= ———— 11
g AP/P g —
wherea f [Hz] is the frequency change in the systefx, [Hz] is the system’s nominal rated
frequency,aP; [MW] is the change in active power of generataandP, ., [MW] is the
rated power of generator

Secondary Control

After the primary control has been applied, the power badaascestored, but as a conse-
quence, the system operates at a lower or higher frequeanythie rated oneSecondary
control is used to modify the setting of the speed governor in a way ttiea frequency
is brought back to its rated value; this is done by temporamitreasing the prime mover
power that raises the kinetic energy of the generation it [In interconnected systems,
there are several areas involved. Rrea Control Error(ACE) [MW] indicates the surplus
or lacking amount of power that has to be generated or injecta particular area:

ACE; = (Pj,act_ Pj,sch) + 4, (fact— fscn) (1.2)

WherervaC[[MW] is the actual power export of control arq’zanvsch [MW] is the scheduled
power export of control areg 4 [MW/Hz] is the network power-frequency characteristic
of control aregj, fot [Hz] is the actual frequency anfdc, [Hz] is the scheduled frequency.

Tertiary Control

Tertiary controlis not necessarily applied consecutively after the seagrmmtrol actions
have been accomplished. Tertiary control is related to tumemic dispatch of compo-
nents: an optimal economic dispatch is calculated for epenating condition. The term
economic dispatch was described in Sedtion f1.3.1.

The principles of these three types of control are still usmdadays, however as the par-
ticipation of (micro-)cogeneration units and the partitipn of renewable energy sources
increase, the control mechanisms will require more fleitjpdnd complexity. In Chap-
ter[4 the hierarchical principle of this traditional corti®oused, however additional control
subsystems are defined in order to allow the control of mel&pergy carriers.
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1.3.3 Emergent Participants: Cogeneration, District Heaihg and Re-
newable Energy Technologies

There are three emergent participants that have played poriamt role in the evolution
of power systems, mainly because of theffatiences in relation to traditional generation
plants. These areogeneration technologigdistrict heating systenandrenewable energy
technologies In Sectior 1P, potential benefits of integrating cogeti@naand renewable
technologies were discussed, in the following subsectittention will also be given to the
challenges that these participants have created in waditpower system infrastructures.

Cogeneration Technologies

Combined heat and power cogeneratiorunits are defined as generation units that simul-
taneously generate electricity and useful heat from theedaed input; the fuel can be coal,
biomass, natural gas, nuclear material, sun radiationatrstered in the earth [18]. Some
of the benefits that have been associated with cogenerattbnalogies are the following
[18-+20]:

e Cogeneration dramatically increases the energéiitiency of the system.

e Due to the higherf@ciency, reduction of carbon dioxide emissions and otheupol
tants can be achieved.

It allows increased energy security through reduced degrezedon imported fuel.

Cogeneration promotes cost savings for the energy consumer

Decentralized CHP units reduce the need for transmissidmiestribution networks.

Local energy resources can be encouraged, particuladudgiirthe use of biomass,
waste and geothermal resources in district heating andngp@HC) systems.

Due to the resulting combinedfiency (electrical fiiciency and thermalf@ciency),
CHP units allow 75% to 80% of the fuel input to be converted imeful energy, and up to
90% in highly dficient plants, therefore by using fuels in a mofiocgent way, both energy
costs and C@emissions can be reducedl|[18]. The maifiedence of a cogeneration plant
with respect to a traditional plant is that its useful outigutot only electricity, but also heat.
Another diference is that domestic CHP (micro-CHP) units may be ablgeatipower into
the electrical grid, for example in the case when more atétthan necessary is produced.
These two characteristics increase flexibility in the epsggstem. Nevertheless, in order to
take advantage of this flexibility, new scheduling stragegire necessary, since the control
and optimization of the system should not overlook the headyction. This dissertation
emerged as a response to filling that gap.

District Heating Technologies

A district heating systernonsists of buildings, pipes, a pump station and a heat jptmau
station, where heat can be produced from a geothermal fieldpuastion and combined
heat and power units, among other technologies. Nowadag $idat demand of some do-
mestic appliances, such as washing machines and dryerst/raopplied with electricity.
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However, this practice is unfavorable sirfast classenergy is used for a purpose where a
second clasenergy should be used instead, in spite of this, stateesfthpolicies do not
encourage district heating supply [21].

Large penetration of district heating systems has takeregbarticularly in Scandina-
vian countries, where they occupy over 50% of the heat mahkatever, district heating
comprises a small fraction of the total heat market of theoRean Union|[22]. There is
still potential for large penetration in other countriest bational and international policies
should be adapted in order to promote it. Some of the mairackexistics of district heating
are summarized below [23]:

o Existing district heating and cogeneration facilitiesuee the global carbon dioxide
emissions from fuel combustion by 3-4% annually (in relatiotraditional systems).
As a reference, the Kyoto Protocol sets a target of 5% averjection per year in
industrialized countries.

¢ District heating systems are very suitable to be fed by cegaion plants; this raises
the overall diciency of power and heat production as mentioned above.

¢ District heating systems can be fed with energy coming fremegal sources, includ-
ing industrial waste heat, heat from incinerators, geatiarenergy and biomass,
among others.

Due to the fact that district heating systems can be fed freversl diferent sources,
including CHP units, a multi-carrier scheduling strategy de beneficial. In Chaplﬂr 4a
district heating load is used in the illustrative example.

Renewable Energy Technologies

Renewable energg energy derived from resources that are not substantaibfeted by
continuous use. Ideally, these resources do not entaifisigmt pollutant emissions or other
environmental problems, and do not involve the perpetonaticubstantial health hazards or
social injustices [24]. In_[15], the structural changed tluél occur in existing distribution
and transmission networks due to a large-scale implementaftrenewable energy sources
are attributed to four main flerences with respect to traditional systems:

e Most renewable energy generators are connected to thédt&in network, in con-
trast to traditional large-scale generators, which areneoted to the transmission
network.

e Most renewable energy generators are connected to theiedécfrid by means of
power electronic interfaces, in contrast to large genengtiants which are coupled
to the electrical grid directly.

e The output of most renewable energy generators dependstarahand uncon-
trollable sources, in contrast to traditional plants, whére driven by controllable
sources like fossil fuels and hydro power, among others.

e The outputs of several renewable energy generators havetenmittent character,
which can lead to power fluctuations in the electrical grichisTdoes not apply to
traditional generators.
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As it was mentioned earlier, according to the Internatidatrgy Agency, the partici-
pation of alternative sources such as geothermal, solad amnd heat, in the total primary
energy supply will increase from 0,8% in 2009 to 11,8% if emtrpolicy scenarios are
kept unchanged and to 18,6% if a climate policy frameworlpisliad to stabilize the con-
centration of global greenhouse gases at 450 ppra €fdivalent([5]. This means that
transmission and distribution operators should start @ their monitoring, control and
optimization infrastructures in a short term in order to sthdy cope with the changes.

The Clean Energy Progress Report of 2011 shows the resutsofind analysis per-
formed by the Clean Energy Ministerial Secretariat, runtsy S Department of Energy
in relation to the progress that has been done towards cleengye implementation [25].
Several key findings were published in this report, from \Whtee following were selected
due to the relation that can be established with this disgent

e Thanks to favorable policy support, solar PV and wind power @chieving strong
growth. However, in order to achieve sustainable energylgj@adoubling of all
renewable energy use is required by 2020.

The fact that a doubling of all renewable energy use is reguineans that the devel-
opment and implementation of suitable control systemslisial. Chapte[E]4 includes
an illustrative example of a control strategy applied tostem with high penetration
of wind. Such studies are important to gain insights and e &bcope with the
different challenges that stochastically-varying sourcesgbri

e Progress has been made to transform the market for some keg\yedficient prod-
ucts, including compact fluorescent light bulbs. Howewethe buildings and indus-
try sectors, significant under-investment remains. Mucherpolicy gjort is needed
to capture the near- term profitable and low cost energy sgs/mpportunities.

The scheduling tool described in Chad;]er 2 is a first steprdsvne development of
tools that can be applied to the building, residential amigtry sectors in order to
show potential cogtnergy saving opportunities and in this way attract inussto

¢ Electric vehicles are poised to tak@.dMajor economies have announced targets that
together would reach about 7 million vehicle sales per yeaP820. However, this
will only account for about 2% of light-duty vehicle stocksridwide. Fuel economy
of conventional light-duty vehicles will need to improvetéa to achieve a global
target of 50% improvement by 2030 compared to 2005 levels.

Even though the topic of electric vehicles is only analyzgdr®ans of an illustra-
tive example in Chapt& 5, it shows some insights about thécjmmtion of electric
vehicles at district level.

e Increased attention and resources are required to exparattgnid pilot projects on
aregional levels.

The framework presented in this thesis will be applied tolat giroject during the
years 2012 and 2013. The author of this dissertation haswesking on this project
since January 2012. The results of the pilot project wilMple valuable information
about further possibilities for implementation at locatlaagional levels.
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1.3.4 Role of Power Electronics in Future Power Systems

In conventional power systems, fully controllable generatare in charge of performing
voltage and frequency control. However, due to the incrdrimethe participation of non-
controllable units, power electronic devices are taking paperforming these actions.
Power electronics allow flexible control of electrical pawtbey allow DC-to-AC (inverter)
conversion, as well as DC-to-DC, AC-to-DC and AC-to-AC cersions.

Decentralized generation units, such as fuel cells andcedfyethe ones powered by
renewable energy sources with stochastically varyingreatike photovoltaic systems and
wind turbines, are often connected to the distribution nekiy power electronic interfaces
[15]. In distribution systems, like the ones addressedimdissertation, the main applica-
tions are focused on the control of voltage and power flowaklsd on the improvement of
power quality [26]. Two modes of operation of power elecicanterfaces arePQ control
andvoltage source controlThese mechanisms are briefly described below. For modeling
purposes, the general procedure adopted in the literagucernodel converters according
to their control functions, this means that fast switchiransients, harmonics and inverter
losses are neglected [27].

Voltage Source Control

When a power electronic interface operatesadttage source contrahode, the converter
provides power in a way that the voltage level and frequemeykapt at a reference level:
the converter operates as the master converter of the sySemll-scale power systems
that are not connected to the main electrical grid rely on stenaonverter for their voltage
and frequency levels.

PQ Control

When a power electronic interface operate$@ controlmode (active power - reactive
power control mode), the converter provides active andtieapower according to the
respective power set-point. In this case, the converterabgeas slave.

1.3.5 Smart Grids: Intelligence in Future Power Systems

In the inaugural edition of the IEEE Smart Grid Newslettlke termsmart gridwas defined
in the following way [28]:

...a smart grid involves the increased use of digital infation and controls
technology to improve the reliability, security, angi@ency of the electrical
grid ... (and) dynamic optimization of grid operations ams$ources, with full
cyber-security.

The infrastructure foinformation and communication technolof€T) accounts for
3% of the world’s electricity usage, but its role in the fidwenergy scenario seems to be
far greater than that [29]. Recent and future developmargswer systems, such as smart
grids and intelligent buildings require ICT infrastruatar this makes energy supply infras-
tructures dependant on ICT.
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The smart grid concept can be applied at any voltage levettamdunctionalities as-
sociated with the term are quite broad. IC technologies lmgltome crucial actors in the
smart grid scenario [30]. However many gaps have to be filifdre being able to imple-
ment smart grids in the current power system infrastrustuteclear description about the
current status in relation to ICT and the smart grid conceg# feund in|[31]:

...currently there are no well-established modeling, gs#, or decision-making
paradigms in support of deploying information communizasi technology
(ICT) needed to facilitate new functionalities essentigildustainable energy
services. What is available are fragmented coarse modeds@b-ecological
systems (SESs), climate change energy models, man-meitie @lewer grids,

as well as fragmented approaches to ICT developed for othgliGations and
believed to be directly applicable to smart grid design apémtions.

Several authors have already identifiefidult challenges that generate from the intro-
duction of smart grids. The ones that were considered mgstiitant within the context of
this dissertation were selected and summarized below:

e Data might reveal information about the presence of peddieesr home and about
the appliances they use. This miglfiteat their privacy. Therefore, customers might
be unwilling to provide their information [32].

e Large amounts of data will be generated with the introductdé smart grid tech-
nologies. Technigues for managing, analyzing and actindpisrdata will need to be
developed/[30]. Moreover, maintenance, management anggg@f data may be a
tedious jobl[32].

e Customer gateways are prone to physical as well as cyberisedsks. For this
reason, energy meters need proper shelter to be physieallyes[32].

e Old power plants will not easily be switched in response ghhjivariable new plants
[31].

¢ Implementation of smart meter systems involves an investiafeseveral billion dol-
lars for deployment and maintenance [32].

e At the distribution level, it is likely that traditional ct@mers will sell power back
to the electrical grid. Depending on the penetration of k& of loads, the entire
distribution system protection and control infrastruetuiill need to be redesigned to
manage dterent flow patterns. Given that many components have agisd ijood
time to rethink the design of future distribution system#][3

From the list above, it can be concluded that still many stegesl to be taken in order to
incorporate the smart grid concept into the current powstesy’s infrastructure. Moreover,
as earlier discussed in this chapter, cogeneration amittits¢ating technologies are likely
to play an important role in the future due to the highfiiceencies that can be attained
with them. These technologies may be coupled to the smattogtimization and control
platform. In most of the papers dealing with smart gridsyaiéctrical flows are taken into
account, however in order to make a better use of the syrsepgavided by the couplings
between dierent energy carriers, smart grid strategies should akexther energy carriers
into consideration.
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1.4 Problem Definition

Three main concepts serve as platform for the problem diefinitf this dissertation. These
concepts arethe energy hub approackxergy analysis as assessment tool for energy sys-
temsandintelligent energy management systems at district leivélrief discussion of each
aspect is given below.

1.4.1 The Energy Hub Approach

The energy hubapproach was developed as part of the project “Vision of ileuEnergy
Networks - VOFEN” at ETH Zurich. The objective of the VoOFENKbject is to find optimal
structures for energy systems in the future. In the VoFENBgtpthe interaction and conver-
sion possibilities betweenflierent energy carriers are considered to increase the figkibi
of energy supply systems. An energy hub is flexible in supply tb the fact that there
are diferent energy carriers available at its inputs and also byfatiethat internal con-
version and storage are possihlel [33]. This flexibility wlathe use of optimization tools
to determine the best way to supply a load, after taking tmstraints of the system into
account.

An energy hub is a unit where multiple energy carriers arevedad, conditioned and
stored[[34=37]. It can serve as an interface fdiedent energy infrastructures gondloads
[33]. The energy hub shown in FigLE]l.Z contains a hybridiiqgort with electricity and
natural gas as energy carriers, and a hybrid output portedétttricity and heat as products.
The couplings that exist among the inputs and outputs araiced inside the energy hub.
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Figure 1.2: Energy hub representation

Depending on its functionality, there are three types aihelets that an energy hub can
contain: direct connections, converters and storage elt=m&3]. Direct connections are
elements that deliver an input carrier to the output porhauit converting it into another
energy form or changing its quality in a significant way. Center elements transform en-
ergy carriers into dferent energy forms or qualities. Storage elements are ngeptesent
both direct and indirect storage of energy carriers [33]e flscription and mathematical
representation of the energy hub is presented in ChEpter 2.
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The following problems have already been solved using tieeggrhub approachmulti-
carrier optimal dispatchmulti-carrier optimal power floywoptimal hub couplingandop-
timal hub layout Those problems were covered in the dissertation “Integrdodeling
and Optimization of Multi-Carrier Energy Systems” [33]. & problems of scheduling (unit
commitment) and real-time control of such systems alsoire@uflexible framework since
the flow interactions in systems with multiple energy cagiereate challenges in terms
of planning, scheduling and control. Since these probleavg mot been solved in the
literature for systems with multiple energy carriers, tegelopment of a suitable unit com-
mitment framework for these systems was defined as one ofrti#egms to be solved in
this dissertation. The energy hub approach is thereford asglatform.

1.4.2 Exergy Analysis as Assessment Tool for Energy Systems

Due to the increasing interest in promoting energy consienvaexergy analysihas the
potential to become an important tool for the study and desfgnergy plants and systems.
Exergy analysis can be used to evaluate the potential taipsodork throughout the system.
This can provide a proper measurement of the losses in thensysvhich is necessary to
achieve an #ective energy conservation during the system’s design pedation [38].

According to [38], three aspects that have prevented ergirfeom performing exergy
analyses are:

e The analysis presented in books is normally based on thésfivsif thermodynamics.

e Examples of the second law of thermodynamics are usuallgedrto simple pro-
cesses and cycles, where the benefits of using the seconddasteapparent.

e The design and operation conditions for energy plants havally been based on
initial costs and not on taking the most advantage of thecsguvhere the second law
of thermodynamics plays a role.

During the last decade, the interest in using exergy for ttedyais of systems has in-
creased. At Delft University of Technology, severfibets have been made to support ac-
tivities in the field of exergy. A trigger for the research ggated in this dissertation was an
example published in the area of built environment [39, ZBjs example is part of the dis-
sertation “Exergy Hicient Building Design” defended at Delft University of Teaiogy,
which provides insights about the possibilities of usingrgy analysis as assessment tool
in the built environment [40]. The author analyzes tife&iveness of using an electricity-
driven heat recovery unit in a dwelling ventilation systeoni an exergy perspective.

The author presented a steady-state energy and exerggaifatya dwelling ventilation
system with and without the use of a heat recovery unit andoaoed the results. From the
results, he concluded that it could make sense to use thedwatery unit only when the
environmental temperature is low enough to compensatééoelectricity input, which has
a high exergy value [39]. Thus, it can be inferred from thenegle that from an exergetic
point of view, the heat recovery unit has to be scheduled whign the heat demand is high
due to low outside temperatures, but from an energetic pdview this is not the case.

As previously claimed by other authors [41] 42], the authates! that an exergy anal-
ysis provides a common basis to evaluate systems that nomtait and electricity flows
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despite their dierent abilities to produce work in relation to a given enmirent. The
study opened a path for further research. After revisingafbeementioned work, the chal-
lenge in this dissertation became to provide a tool that dowt only be able to schedule
the units beforehand (contrary to the case in which the lobsithile is selected after having
compared the results of selected scenarios), but that etsddgprovide the optimal dispatch
of the units involved according to the exergggitergetic &iciency of the system. Another
aspect that was considered important for the optimizatohwas to allow the inclusion of
several units and multiple energy carriers. The result@ftbrk is condensed in Chap[ér 3.
As mentioned in Sectidn 1.2, one of the main goals to be rebohancluding renewable
and combined heat and power technologies is to achieve a effarient and sustainable
use of resources. Exergy analysis can be used to calcuasvéilable work throughout a
system and to identify losses; this provides valuable méttion for the planning of the next
generation energy supply systems. Due to its potentialsesament tool and because there
is very limited literature about the use of exergy analysisyistems with multiple energy
carriers, this was defined as one of the problems to be addfésthis dissertation.

1.4.3 Intelligent Energy Management Systems at District Leel

Several research institutes, professional societies emergmental agencies have decided
to incorporate and promote the development of conceptterkta smart grids in their port-
folio. The topic ofintelligent energy management systdails under the broad coverage of
smart grids. As discussed earlier in this chapter, one ofdapies that still needs to be ex-
plored is the feasibility of developing and implementingilaielligent energy management
system for small-scale systems containing multiple eneggyiers at district level. Fur-
thermore, special focus must be given to scheduling of timneiggion units involved. The
scheduling tool to be described in Chad)]er 2 allows the amabf diterent load scenarios
and system configurations that have arisen in response ¢sad@merging trends in power
systems. The trends to be included in the analysis are:

e The growing participation of micro-CHP units

e The application of thevirtual power plant (VPP)concept, in which several micro
generation units are controlled by an aggregator to ackieveptimized operation

e The inclusion of storage
e The inclusion of renewable sources
e The inclusion of electric vehicles.

The application of the scheduling tool for the analysis @&t aspects was selected as
one of the targets of this dissertation. Additionally, agr@hcontrol scheme to be applied in
systems with multiple energy carriers is presented in Cé'f&)tThe results of the compar-
isons among scenarios are presented in ChE]pter 5. The ksetisme is part of the energy
management system described in Chaﬁter 6. The examplempeddn this dissertation
refer to residential loads.
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1.5 Research Objective

1.5.1 Main Objective

The main research objective is based on the three conceptssdid in the problem defini-
tion. The resulting formulation is:

To develop a scheduling tool for small-scale systems thatiago multiple en-
ergy carriers at district level (residential) by using theeggy hub approach
and to evaluate the use of an exergy analysis as assessméfdrtsuch sys-
tems.

1.5.2 Research Questions

The following research questions are based on the mainradseajective. The first re-
search question is the main research question of this wadktlzerefore it is answered
throughout all the chapters of this dissertation.

1. What kind of optimization tool can be used for the schedp#ind control of systems
containing multiple energy carriers in residential areas?

2. What framework can be adopted in order to schedule anthizgtithe units involved
in an energy supply system with multiple energy carrierdsitidt level?

3. What is the potential relevance of using the exergy cartcegnalyze energy supply
systems with multiple energy carriers?

4. What kind of real-time control strategy can be appliedsgstem containing multiple
energy carriers at district level?

5. How can the scheduling tool described in this dissemdti®used for the analysis of
emerging trends in power systems and what benefits can bieethfaom it?

6. What design can be proposed for a multi-carrier energyag@ment system and can
it be implemented at DENlab?

Each chapter in this dissertation is dedicated to one ofitited research questions.
In order to answer Research Ques{idn 6, a partial physigaleimentation in the renew-
able energy laboratory DENlab was performed. More inforome&bout this laboratory is
presented in Chaptar 6.
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1.6 Overview of this Dissertation

1.6.1 Outline

This dissertation consists of seven chapters. This sectinnludes Chapt& 1, in which the
project framework, motivation, problem definition and s questions were introduced.
Chapte[lZ describes the model behind the scheduling tobwhs developed for this PhD
project, which is used to optimize systems containing rpldtenergy carriers. Later in
Chapter[b the optimization tool is adapted to include exerggficiency as assessment
parameter of such systems. Chaﬂer 4 presents the corthitieature that was designed to
cope with the dynamic behaviour of the systems under stuigly.application of the control
architecture is shown by means of an example. In ChEbter&pﬁmization tool is used to
analyze the impact of @ierent emerging trends in district-level power systemsh agcthe
active participation micro-CHP technologies, the incagtion of renewable sources and
the application of the virtual power plant concept. Chaﬁtqmovides insights regarding
the implementation of the optimization and control tooléalrsystems. Finally, Chap{ar 7
presents the conclusions and recommendations of thistdigea.

1.6.2 Main Contributions

The main contributions of this dissertation are listed belo

e A generalmulti-carrier unit commitmentramework for energy systems that contain
multiple energy carriers was developed. The framework eanded with any kind of
energy carrier and for ffierent possible couplings and power scales (Chapter 2).

e A technique to include storage was developed and implerdeagtgoart of the opti-
mization tool. The results show that this technique can lheatde for peak-shaving
purposes at the generation side (Cha[ater 2).

e Theexergy hubapproach was introduced. The exergy hub provides a visdalan
tion of the exergeticfficiency of the units. In Secti .4 both the energy hub and
the exergy hub are depicted next to each other in order t@révat a unit that is con-
sidered to be veryf@cient from an energy point of view can be considered to be very
inefficient from an exergy perspective. Some authors consideetteagy diciencies
can be misleading [43], thus the exergy hub representataidcserve as a way to
avoid this (Chaptdi 3).

e A comparison between the results for the optimal dispatt¢hined from an exergetic
efficiency optimization and from an energetigigency optimization is performed.
In the literature, this kind of comparison has not been peréal in the context of
energy supply systems containing multiple energy car('@l’raptel':b).

e The results of the scheduling optimization tool are comgémédentify which config-
uration gives the best energy and exergy performancesdaifgploads. A sensitivity
analysis is performed in which the ratio between heat ancirétdy consumption is
varied to observe the influence of the type of load in the saliregl In the literature,
the attempts that have been made to analyze systems cogtamieral generation
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units from an exergy perspective are very limited and theyaifocus on finding
an optimal scheduling by means of a mathematical optintnatlgorithm as done in
this dissertation (Chapter 3).

o A two-level control strategy was designed for the appl@main systems with multi-
ple energy carriers. Most of the control strategies founthéliterature only focus
on electricity flows, thus the strategy proposed is valuédnenulti-carrier systems
(Chapte[h).

e Several emergent trends were simulated to provide insiglgrding their impact in
district-level residential energy supply systems. Thémijzation tool was extended
in order to study the benefits of having an aggregator in éafghe optimization
(Chapte[b).

e A comparison among three micro-CHP technologies was predéo show that dif-
ferent benefits can be obtained by using combined heat andrgeshnologies with
different electricity-to-heatf®gciency ratios (Chapt& 5).

e An example was presented in which the influence of incorpuayatlectric vehicles
at a neighbourhood was analyzed (Chaﬁter 5).

¢ A design of a multi-carrier energy management system wasepted. A partial
implementation in the renewable energy laboratory DENlas werformed, which
provides an added value to the theoretical results that asremplished in this dis-
sertation (Chapté] 6).






Chapter 2

The Framework

Multi-Carrier Unit Commitment

This chapter answers Research Quediion 2. It presents timization framework, from
now denotednulti-carrier unit commitmenthat was developed to schedule and optimize
controllable units in energy systems with multiple energyriers. The algorithms were
programmed in the optimization software for research apfibns AIMMS [44].

Sectior 211 contains basic definitions related to the framle.wSectiorEZ presents a
summary of work that has been done in relation to modelingesys with multiple energy
carriers. In Sectioh 2.3, theulti-carrier unit commitmenframework is modeled and de-
scribed. Sectioh 2.4 contains simulation results to itatstthe optimization tool. Finally
in Sectior 2J5 the conclusions of this chapter are preseRads of this chapter have been
published inl[L} 45].

2.1 Basic Concepts and Definitions

2.1.1 Energy Hub Element

There are three types ehergy hub elementslirect connections, converters and storage
elements [33]. Direct connections deliver input caraieo the output port without convert-
ing it into another energy form. Conversely, converter elata transform energy carrier

a into a diferent energy carrig#. Finally, storage elements consist of an interface and an
internal (ideal) storage. Through the interface, powehiform of energy carriex may

be conditioned andr converted into energy carrigr which is then stored internally. It is
assumed that when a storage element exchanges energy eathie element is considered

a storage element of energy carrigreven if energy carriey # « is stored internally [33].

2.1.2 Multi-Carrier Optimal Dispatch

Multi-carrier optimal dispatchis a method to determine an optimal operation policy for a
number of converter units processing multiple energy eesri33]. This term is closely
linked to the energy hub concept, which was introduced iri

21
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2.1.3 Multi-Carrier Unit Commitment

Multi-carrier unit commitmentis introduced in this dissertation as the computationat@+o

dure that makes scheduling decisions in advance about ttsetiiat must be committed to
supply a forecasted load in energy systems containing pheikinergy carriers. The proce-
dure determines the sequence in which the start-up anddsiri-of the units (energy hub
elements) should be executed as well as the optimal dispatach committed unit at each
time period.

2.2 Modeling of Multi-Carrier Energy Systems

This section introduces the modeling concepts that sertreedsase for the development of
the multi-carrier unit commitment framework. In the nextvfpages, the work published
in [33,136,.37] is condensed, thus this section presents ansuynof works performed by
other authors in relation to modeling systems with multiphergy carriers. Even though
the model presented is based on the literature, a modifiecdendature is introduced to
describe the model. This modified notation is more condigted general; this allows the
model to be easily extended, as done in Sedtidn 2.3, in Ct‘ﬁpﬂed in Chapté_r] 5.

The main constraints, assumptions and equations that aessexry to solve the multi-
carrier optimal dispatch problem are included in this sectiMoreover, a simple example
is added to illustrate the concepts.

2.2.1 Constraints and Assumptions

The following assumptions are considered:

¢ If not mentioned explicitly, it is assumed that there is adingictional power flow
from the input to the output ports.

e Losses only occur at the converter elements inside the ghetly Connecting net-
works are assumed to be lossless if not mentioned explicitly

e Anenergy converter device is represented as a black boactesized by its energetic
efficiency or a function representing the input-output depange

e Even though the notation is based on the notation presem{&4], several changes
were introduced to allow a more precise definition of thealalgs.

2.2.2 Energy Hub Conversion Model

The energy conversion model proposed.in [33] is used in thégpter without significant
alterations apart from the notation. For a system with opatienergy carrieex and one
output energy carrig®, the input and output power flows are coupled bydbepling factor
Cys [-], @s shown in %1) [33, 36, 37]:

Ly = CosP, (2.1)
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whereP, [kW] is the steady-state input power flow ahg [kW] is the steady-state output
power flow of the energy hub. Due to the conservation of potheroutput power of the
converter must be equal or smaller than the input power, ttieisoupling factor is limited
by the following constraint:

Lg<P,=>0<cCyp<l (2.2)

In the case of multiple energy carriers, the input energyie@ar are denoted by,
ay, ..., an,, While the output energy carriers are denotegysa, . . ., Bn,,- IN general the
following notation will be used for the input and output emecarriers respectivelyy and
Bj, wherei = 1,2,...,nmin, j =1,2,...,Noy, Nin € N andne,: € N. The variablesy; and
Bj represent specific energy carriers from the &gis- {€,0,0,...} and&oy = {€,0,0, ...}
that may include electricity ‘e’, gas ‘g’, heat ‘q’, amonghets energy carriers. The matrix
that represents a system with multiple energy carriersas/ghn tZ%):

Lﬁ1 (N Cayp, e C"‘”in B Pa1
LB2 Carf Caspy  ---  Can B P.,
S I A ! ) (2.3)
L.Bnout Ca/l'BnOul CQzﬂ"'out oo CQ”inﬁ”Oul IDwnin .
——— ——
L C P

When several converteks, are considered, the set of convert€ys = {A B,...} is
introduced, wherg = 1,2,..., ncon andngon € N. Each convertek, has an energy carrier
a; as input. Therefore, when energy carrigrserves as input for several hub elements or

convertersdispatch factorsf)? [-] are introduced. If the total input powét,, [KW] splits
into N¢,, converters, dispatch fact(vr'i’i’ specifies the percentage of input powyr that

flows into convertek, [33]. The input power of the converter is denotede'ﬁy [kw] and

given by:
Pl = VPP,. (2.4)

A general expression of coupling factys, [-] is given in @). The expression takes
into account the participation of each convelgras shown:

k, Kk
Canj = Z Vw?na?lgj (25)
Kp€Ca;

wherev(k;i’ is the dispatch factor that represents the percentage af pgwerP,, that is

provided to convertek, andnzfﬁj [-] is the diiciency of conversion from energy carrier
to B; of converterk,. The dficiency of conversion can also be given as a function of the

input power ﬂow:ﬁﬁkj”(Pm) [-]. Likewise, the coupling factoc,,s; results from adding the
individual contributions of all converters that producergy carriefs; at their output:

k ¢
Corp = Z Vor 75 (Per)- (2.6)
kp€Co;
The constraints related to the dispatch factor are given by:

O<vir<1 and ) VP=1 2.7)
Kp€Co;
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Figurelz]l shows an energy hub in which a single input pdRyeis provided to several
converters,.

k ki ki
sz} Pa; « Vaj ”aiﬁj Pa
1
kl n”iﬁj
2, k2
K ] i iy i L
2
Vo Poj K ,IlYi:Bj Caij Pa; Bi
» »
P&i » 2 . >»
kn, Kncon  Kneon
Vo; " Paj kn Ko Vi ' "i;;j Pa;
eon "aiB;

Figure 2.1: Representation of an energy hub with multiplevesters

2.2.3 Multi-Carrier Optimal Dispatch Model

This subsection summarizes the problem statement of thie-cautier optimal dispatch ac-
cording to [33,.36]. The problem statement includes thealje function to be minimized
as well as the equality and inequality constraints.

For an energy hub, the power balance equality constraitéssthat the output power
vectorL is equal to the coupling matri€ multiplied by the respective input power vector
P. This equality constraint is expressed m2.8):

L-CP=0. (2.8)
The equality constraint for the dispatch factors is ShOWIdﬂ) (derived from [E]?)):
1- Y vP=o (2.9)

kp€Cy;

The inequality constraints for the problem statement arergby the lower and upper
limits of the hub power inputsR, , P,,) [kW], the lower and upper limits of the individual

converters’ power inputﬁ?,ﬁi’j) [kwW] and the limits of the dispatch factors:

P, <P, <P, (2.10)
P < VPP, <P (2.11)

0<VP <1, (2.12)
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The objective functiorn,y,; [€/(time period)] for the multi-carrier optimal dispatch is a
function of the energy hub’s variables. For example, whendperational costs are mini-
mized, the objective function can be modeled as a quadratition of the respective input
powers, where K,, [€/(time period)], K., [€/(time period- kW)] and Ks,, [€/(time pe-
riod - kW?)] are cost cofficients:

Fovj = ) (Kig + Koo Po + Ko P2). (2.13)

a; ESin

Example: Multi-Carrier Optimal Dispatch Coupling Matrix F ormulation

The example shows how to obtain the factors of the couplintsimaaThe energy hub in
the example contains 3 converters and 1 direct connectishagn in FigurE]Z. The hub
inputs are natural gas and electricity coming from the eledtgrid. The energy hub output
consists of an electric load and a heat load. Therefore nieticarrier set is defined as
&in = {e,d, where ‘e’ stands for electricity coming from the grid andstands for natural
gas. On the other hand, the output carrier set is definethas= {e,g where ‘e’ stands
for electricity and ‘q’ stands for heat. The set of convestisrdefined ag,, = {A,B,C}.
Converter A and converter B represent two gas-fired CHP anidsconverter C represents
a gas-fired furnace. The direct connection represents thiecplectrical grid.

From Figurézlz, it can be observed that there is no gas olugpoit any heat inpuPyq
at the energy hub under consideration, thus they are natdadlin the equality constraint

matrix shown in lﬂ4):
b1z sl
Lq| [Ceq Cgal[Pg

There is no conversion from electricity to heat, thus theesponding coupling factor
CeqiS equal to zero. There is a direct connection from the étdtgtinput Pe to the electricity
outputLe, for this reason the coupling factas. is equal to 1:

= 0. (2.14)

Ceq = 0, Cee = 1 (2.15)

Pe Le

Vé\ Pg A

B p, |B

Pg veg I'g Lq

—

—_ —_
VgC Pg C =
— m —

Figure 2.2: Energy hub representation for the example
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The conversion from gas to electricity is performed by cotereA and converter B.
Their individual contributions depend on the dispatchdeact/é andvg and the éicien-
cies of the converters, given bz@e and nge respectively. The coupling fact@ge (gas to
electricity) results from the addition of both contributo(see @5)):

Cge = \/Sﬂge + VangBe- (2.16)

The conversion from gas to heat is performed by converte& &nd C. Similarly, the
coupling factorcyy (gas to heat) results from the addition of their individuattributions:

Cgq = Vg7lgq * Vg lgq * Vo Tlgq: (2.17)

2.2.4 Multi-Carrier Optimal Dispatch Model Including Stor age

In accordance to the definition of storage element given oige2.1.1, a storage element
that exchanges power in the form of energy caxrjés considered to be a storage element of
aj, even if another carrier is stored internally. The energytent inside the storage element
increases the amount Et,i At during time periodat, whereE(,i [kwW] is the power flowing
into the storage element. In order to determine the pdiyethat is added or subtracted
from the storage element, the poviy, [kW] flowing to the storage element, is multiplied
by the dficiency factore,, [-]:

E, = €, Dq,. (2.18)

The factore,, is considered as the chaydescharge ficiency and it depends on the
direction of the power flow, i.e., if the storage element imgeharged€; ) or discharged

(e;) [83):

. . .
6, = {e if Dy, 2.0 (charglng _orstand-by) (2.19)
1/€,, otherwise (discharging)

Storage elements can be placed between converters, attisérput side or at the hub’s
output side. The following equations can be obtained frogufél2.8. From the figure it
can be observed that powy, flows to a storage element placed at the hub’s input side and
powerM;, [kW] flows to a storage element placed at the hub’s output Sidherefore, the
input poweervQi [kW] and output powefﬁi [kW] of the converter cluster (represented by

the shaded area) are given by:

= P(ri - D(ri (220)

is(ri
Eﬁj = Lﬁj + M,Bj- (221)

In vector form, the balance equation around the convertstet is:

[L +M]=C[P-D] (2.22)
C =

which can be rewritten as [33]:

L =CP-M® (2.23)
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I3 B 5 Ly,
! — — Converter _{ —
! !
M,
Da,- s
Storage Storage
Figure 2.3: Storage elements in an energy hub
where
M€= CD + M. (2.24)

In this way all storage devices are mapped to the output dideeoenergy hub. The
storage coupling matriss contains all the couplings between the equivalent storageov
Me®9 and the vectoE, which contains the changes in energy content of the staiageents.
The matrix that results is:

eq .
M,B1 Sw18: Suyp1 N S"ninﬁl E.U[1
M;? S, S oo Smpo || Ee
T S . . (2.25)
o : : N
MB"'out SCklﬁ""out Swzﬁnom e Sw"'in Brout Ea”in
T ~——
M= s E

Thus, after applying@S), the power balance equatiorbeareformulated as follows:
L =CP-SE (2.26)

where vectolL contains the hub’s power output,contains the coupling factor®, rep-
resents the vector of the energy hub’s power inp8ts the storage coupling matrix and
vectorE contains the changes in energy content of the storage etemen

In the case of multi-period problems, time variable introduced. The power balance
equality becomes:

L' = C'P' - SE (2.27)

whereE! contains the changes in energy content of the storage etemithin perioct. For
a storage element that exchanges energy carri¢ghe respective equation |s [33]:

E, =E, —E.t+ED (2.28)

whereE], is the stored energy at the end of perioeindEjitb represents the stand-by energy
losses per period.
In this case, the equality constraint for the dispatch fad

1- > VE'=o (2.29)

kp€Co;
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The inequality constraints for the multi-period multi-dar optimal power flow that
result from adding the storage constraints are:

P<P'<P (2.30)
Pl <\olpt < B (2.31)
o<Vt <1 (2.32)
D, <D}, <D, (2.33)
M, < Mg < Mg (2.34)
E<E'<E (2.35)
E°-E"=0 (2.36)

wheret = 1,2,...,n, andn; € N. Energy carriers; are stored at the input side of the
hub, and energy carries are stored at the output side. The last constraint stateshiha
energy content at the initial timé £ 0) must be equal to the energy content at the last time
period ¢ = n;). This constraint is added in order to bring the storageemrdt the end of
the simulation back to the initial storage content.

2.3 Multi-Carrier Unit Commitment Framework

This section provides an extension to the work presentdeeiPhD dissertation “Integrated
Modeling and Optimization of Multi-Carrier Energy Systerf&3], which was briefly intro-
duced in Sectio .1. In this work, the author presenteenei@l steady-state modeling
and optimization framework using the energy hub approactfe following problems:
multi-carrier optimal dispatch, multi-carrier optimalyer flow, optimal hub coupling and
optimal hub layout. The main contribution of this chaptetoigxtend the model in order to
solve the multi-carrier unit commitment problem.

2.3.1 Multi-Carrier Unit Commitment Model

The problem statement described in Section P.2.3 is usedite a multi-carrier optimal
dispatch problem for a defined operating point. An extensiorecessary in order to solve
the multi-carrier unit commitment problem, where the sahied) of units is involved. One
of the main diferences in relation to the problem statement presenteddﬁ\oﬁm is
that the multi-carrier unit commitment does not deal wite fower inputs of the energy
hub, but in fact with the power inputs of the energy hub eleisiefiherefore, a new binary
variable is introduced and the problem statement of theiroaitier optimal dispatch is
modified, as described later in this section.

The new variable specifies the status/@if) of the energy hub elements; the corre-
sponding symbol isvg’i’. The new variable is included in the coupling factors asfed:

Ko Kp -k
Coij = Z W”v apﬁ Of Cup; = wa‘i’va‘i’ﬁﬁjp(P(,i). (2.37)
kp€eCy; kp€Co;
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The status variablm/:(,‘i’ is equal to 1 when the hub element is turned on and is equal to
0 when the hub element is turneff.oThe equality constraint that deals with the dispatch
factors depends now on the converters that are runningjtthasomes:

1- > wivy =0, (2.38)
kp€eCy;
Regarding the inequality constraints, the minimum powputriimit of converterk, is

now multiplied by the status variab&e'i’i’. In this way, the optimization program allows the
input power to become zero when the respective energy hufeeles turned i, however
when it is turned on, the lower limit remai@;";’f:

WPl <\fop,, <P (2.39)

The inequality constraint of the hub power input also degarrdthe status variables.
The minimum power input limit of energy carrieris now multiplied by the binary variable
W,,, which is defined in terms of the status variables as follows:

WaLoy < P < P (2.40)
i ¢
0 f P _
where w,, =1{ ! kaec.(,i W, =0
1, otherwise

When allNc, converters associated with a specific energy carrieare turned @,
DikoeCoy WZ? = 0, the optimization program allows the input power of thistijgalar energy
carrier to be zero. Conversely, when at least one convessecéted with this energy carrier
is running,zkpeayi W:(,’f # 0, the lower limit remain®,, .

The objective function must be modified accordingly. Forregée, in the case of con-
sidering economic cost as the objective function,fioient Kffm can be included to rep-
resent costs associated with the individual converterfpraexample no-load costs. The
resulting equation is:

Foti= 2 (Kioy +KowPo +KaaP2)+ > (K, W), (2.41)

aj E(Sin a; E(Sin ’kPECUi

The recursive algorithm known dsrward dynamic programming used to compute
the minimum cost in the time intervaly, with combinationlq,, as given in @2) [46]:

Fcosl(po, Idp) = min[Fprod(po» |dp) + Ftran((po - 1)» Jdp : po» |dp) + FcosI((po - 1)» Jdp)]

(2.42)
where
(Tap, lap) combinationl g, at time periodlgp
((Tap— 1), Jap) combinationJqp at time period Tgp — 1)
Fprod(Tdp: ldp) production cost for statelp, l4p)
Fcos{ Tdps Idp) least total cost to arrive at staf€qf, |dp)

Firan((Tdp — 1), Jdp © Tap, lap) transition cost from state T, — 1), Jap)
to state Tap, ldp)-
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In the case of 4 units, arbitrary examples of unit combimetioan be:lq, = [1001],
lgp = [0011], Igp = [1111], etc. The unit is operating (committed) when the thgisigned
is 1.

A strategyis the transition or path from one state at a given time petiod state at
the next time period [46]. Two more variables that are usedhe multi-carrier unit com-
mitment areXqp andNgp, whereXy, is the number of states that are evaluated within each
period andNy, is the number of strategies that are saved at each periodseMagiables
have influence on the computationéicet [46)]. If fixed costs are considered, they must be
included in the equation, but outside the brackets.

Example: Multi-Carrier Unit Commitment Matrix Formulatio n

The example is based on the energy hub shown in F@re 2 Rowissthe coupling factors

and the constraints of the multi-carrier optimal dispatatbem after being adapted to suit
the multi-carrier unit commitment problem. In the examglesre is no conversion from

electricity to heat, thus the corresponding coupling factgis equal to zero. The power
balance equality constraint for the example is:

Le] Cee Cge} [Pe]
- =0. (2.43)
Lq 0 Cgqf [Py
The coupling factotee Cge @aNdcyy are Now:
Cee = We (2.44)
Cge = Wy Vg ige + Wi Vg Tige (2.45)
Caq = W Vg Taq * W5 Vg g + W5 Vg Iga (2.46)
The dispatch factor equality constraint for the example is:
1- (WyVg +WgVg +wgvg) = 0. (2.47)
The constraints in the problem statement are:
WeEe F>e Be
e <[5 <[ @49
o] [vg] |1
0| <|vg| <1 (2.49)
of lvg
WgAEé\ Vg Pg ﬁg
WEPS | < |V5Pg| < B% (2.50)
WgEg | »VQCPQ P

where the value of the status variaklg(related to the electric inpiRe) is always 1, since
it represents the connection to the public electrical gridlietimes. The power flowP, at
the input is bidirectional, which means that electricity ¢ sold back to the grid when the
CHPs produce more electricity than required by the IbadOther restrictions related to
the multi-carrier unit commitment problem that can be cdestd are the minimum up and
minimum down times for the converters. The start-up costhefconverters are included
in the optimization under transition costs im.42) .
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2.3.2 Multi-Carrier Unit Commitment Technique to Include Storage

This section presents a technique to include storage a®fargeneral unit commitment
framework for energy systems with multiple energy carriefhe multi-carrier unit com-
mitment problem is solved using forward dynamic programgnin

The technique is depicted in FiglE]ZA. Four consecutefssare involved. At first, a
unit schedule is obtained after running the multi-carrigit stommitment problem without
considering storage, just as described in Sedtion|2.3.is fifkt schedule is considered as
the starting point for Step 2.

At Step 2, the storage units are included as part of the sysdsndescribed in Sec-
tion[2.2.4. At this stage, the program assigns a new disgattie scheduled generation
units and the storage units. Thus, if there are units to beadied after the inclusion of
storage, it is expected that these units will dispatch asgto) minimum capacity.

At Step 3 a fictitious bidirectional load is included instezfdthe storage units. This
bidirectional load is loaded in accordance to the poweregsbf the storage units that were
obtained in Step 2 for each time period. The program runs thig-arrier unit commitment
again and a new schedule is obtained. It is expected thahitethat were brought to their
minimum capacity at Step 2 will now be turneff,df no minimum up or minimum down
constraints are violated.

Step 4 runs a new multi-carrier optimal dispatch, includstgrage according to Sec-
tion . This is considered the final solution.

T
1
1

Y

STEP 1: Solve the multi-carrier unit commitment problenngsdy-
namic programming without including storage according ¢at®n

!

STEP 2: Use the scheduling solution of Step 1 and solve th&-mul
carrier optimal dispatch including storage according totda[2.2.1.

!

STEP 3: Incorporate the storage power flow results obtaihed a
Step 2 as an additional bidirectional load and solve theimult
carrier unit commitment problem according to Secfion £.3.1

!

STEP 4: Use the scheduling solution of Step 3 and solve thé&-mul
carrier optimal dispatch including storage according totida[2.2.1.

T
1
1

Figure 2.4: Flow chart of the proposed technique
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2.4 Simulation Results

This section presents the results of two representativelations. In the first simulation, no
storage is included. In the second simulation, heat stasagensidered. All the algorithms
used in the simulations follow the descriptions that weespnted in this chapter.

2.4.1 Simulation 1: Multi-Carrier Unit Commitment without Storage

In order to keep continuity in this chapter, the energy hatb was used in examples 1 and 2
is also used for the simulations contained in this sectidre diagram of the energy hub can
be observed in Figu@.s. The system is connected to theiedgrid through inpuPe.
The data for electricity and gas costs were obtained from ran@e website that specifies
real prices for small commercial customers [47]. The datelEafound in Table 2l1. The
multi-carrier unit commitment in this section is specified fime periods of 15 min, for this
reason the data found in the website, specified in hours, adapted to fit the selected time
periods, as shown in Tatle D.2.

Pe Le
vE Pg A
— —
—
B B
vg P
Pg g Pg Lq
—_—
[ —_—
Vgc Pg C
— m —

Figure 2.5: Energy hub representation for Simulation 1

Table 2.1: Prices for small commercial costumers at Nordiesny Germany

Energy Costs
Carrier Use per year Fixed Consumption
(kWh) ©) (€/kWh)
Electricity 30001-100000 132,65 0,1897
Gas 2375-12692 73,50 0,0684

Heat not specified 30,68 0,0558
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Table 2.2: Prices for small commercial costumers used s ¢hse study

Energy Costs
Carrier Use per year Consumption
(kwh) (s mm)
Electricity 30 001 - 100 000 0,0474
Gas 2375-12692 0,0171
Heat not specified 0,0140

Table 2.3: Parameters of the componen

ts used in this cadg stu

Component
Parameter Unit CHP A CHPB Furnace
A B C

Maximum electrical output kw 35,00 23,00 -
Minimum electrical output kw 3,00 2,00 -
Maximum change in power %, max 50,00 50,00 50,00
Start-up duration min 6,00 6,00 6,00
Minimal down time min 30,00 30,00 -
Minimal up time min 60,00 60,00 -
Maximum heat power kw 45,00 30,00 80,00
Start-up cost €/start 2,50 1,50 1,00
No-load cost €/15 min 0,43 0,30 -

In this simulation, the price of electricity that is sold kao the public grid is considered
to be 80% of the cost of electricity that is bought from the lpudprid, since utilities usually
buy energy for a lower price than they selllit [34]. Furthermdhe specifications for the

CHPs and the furnace were based on data found In

study. The values that are used in this work are shown in

[48], which adapted for this case
le

The dependency between the inputs and outputs of the cersétrepresented by the
conversion #iciency. The values of thefficiencies were obtained from data of similarly
sized components found in [33,/34]. The following valuesevesed:

Mg =0.45 npe=0,35
Mgq= 0,40 ng=0,30

C _
nS= 040,

(2.51)
(2.52)
(2.53)
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The minimum input power is calculated from the minimum efieed power output given
in Table2.B (the values are given in kW):

LA 3
_ = _ -86 2.54
ST AT 035 o (2.54)
LB 2
pB= =¢ - =6,7. 2.55
ST B T 030 (2.55)

LA
=A =q 45
Pl=—0 = -100 (2.56)
97, 0,45
LB
—B =q 30
P.= 2 =" 75 (2.57)
97 8, 0,40
LC
=C =q 80
Py= —4 = — =200 (2.58)
[¢]
S, 0.40

The maximum gas input to the hifty is the sum of the gas input to the converters:
Py =P, + P, + P, =375 (2.59)

The software program SEPATH [49] is used to obtain the lodtkpzs of 10 households
(aggregated). The software randomizes a large selectidatafthat was obtained through
a large surveyi [49]. After entering some information abdet households to be studied,
a week load pattern for electricity and heat is generatedhitnsimulation, the results are
depicted for a period of 3 hours in time intervals of 15 misutEhe time range considered
starts at 15:45 hours and ends at 18:45 hours. A random Satwiditer day pattern is
used. In the Netherlands people habitually have dinnerratd8:00 and during winter,
sunset occurs somewhere between 16:30 and 18:30. Due ®orggesons, an increase in
the load pattern takes place during the selected periodelBoé&ric and heat load for the 12
intervals is shown in Table 2.4 and in Fig@ 2.6.

During the simulation, the 4 best strategies are saved byrtbgram at each step. This
corresponds to variabley, (see Sectio@.l). The best final result is the optimalesiya
for the multi-carrier unit commitment, in this case, the &si/total cost for the 12 periods
that were considered.

Table 2.4: Electric and heat loads for the period under stumd\W

Time Period
Load 1 2 3 4 5 6 7 8 9 10 11 12

Le 101 99 74 85 119 148 146 192 198 16,3 11,0 59
Ly, 106 229 26,4 376 529 54,1 723 879 882 481 324 333
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Figure 2.6: Electric and heat loads for the period under sturd kW

Four cases are presented in this section:

e Case 1: this is the base case; no-load costs, start-up costeinimum up and down
time constraints are omitted.

e Case 2: this case includes no-load costs.
e Case 3: this case includes no-load costs and start-up costs.

e Case 4: this case includes no-load costs, start-up costmaricium up and down
time constraints.

Casel

In this case only the operational costs are included. Framrébults shown in Table 2.5
it can be observed that the multi-carrier unit commitmemuled by the é&iciency of con-
version of the components involved. The reason for this a the costs increase as the
efficiency decreases, since more fuel is necessary to proadsathe output. CHP A (con-
verter A) has the highesfficiency, followed by CHP B (converter B) and the furnace (con-
verter C). Thus, the furnace operates only when the heatisoaove 75 kW, which is the
maximum heat power that can be delivered by the CHPs. Thigsattime intervals 8 and
9, which correspond to the time periods that go from 17:30800 hours of the selected
day. The distribution of load between the converters isésealt of the multi-carrier optimal
dispatch for each of the commitments shown in Tablk 2.5. Tdveep values in Table 4.6
correspond to the electricity inpBt and the gas power inputs to each convel?@,rPg and
P,
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Table 2.5: Simulation 1: Multi-carrier unit commitment - €a1 (best strategy)

Time Period
Converter Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 111111111 1 1 1
A CHP A 111111111 1 1 1
B CHP B 0 000112111 1 0 O
C Furnace 0o o o o ooo 11 0 0 O

Table 2.6: Simulation 1: Multi-carrier optimal dispatch a8e 1 (best strategy)

Time Period

1 2 3 4 5 6 7 8 9 10 11 12

19 -r9 -131 -20,7 -290 -270 -409 -383 -37,7 -21,0 214;20,0
236 50,9 587 836 1000 1000 100,0 100,0 100,0 1000 72,40 7
0 0 0 0 198 228 653 750 750 7,8 0 0
0 0 0 0 0 0 0 323 330 0 0 0

Optimal Dispatch for Case 1

125 T T
100} f—————— - - - - — - — | E
! !
-——— |
751 ! _I—*_ [ ——
1 F
S |
___!
50 | B
I
1
S 25 - -1 L B
= —F—
g —1
O k==
a 0 *
Lo
| I
! e [
-25r P . | B
I
. ———m— i — 4
50 4
= = Electrical grid
— — — Converter A - CHP
—75F —#— Converter B - CHP 4
Converter C - Furnace
-100 1 1 1 1 1
15:45 16:15 16:45 17:15 17:45 18:15 18:45

Time

Figure 2.7: Simulation 1: Multi-carrier optimal dispatchGase 1 (best strategy)
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An interesting result can be observed at time period 2, whésecheaper to sell elec-
tricity back to the grid than to use the furnace to producedlifference in the heat demand
(Tablelﬂ shows that from the first to the second period thetit load varies only 0,2 kW,
but the heat demand is more than doubled). This occurs dueettatt that the totalf@-
ciency of CHP A is two times higher than théieiency of the furnace. Moreover, the cost
of gas is lower than the cost of electricity and the CHPs asefgaled. The total cost for
the 12 time intervals i€30.

Case 2

In this case the no-load costs are included. The no-load éasCHP B are lower than for
converter A, as can be observed from Tablé 2.3. During thietifing period this dierence
in no-load costs appears to be predominant in comparisdretdiference in &iciencies.
This can be observed in Tahlel?.7, where CHP B is used inste@d® A, which has higher
efficiency, but higher no-load costs. Similarly, in time pegdg 6 and 10 it is cheaper to
use the furnace, with no-load costs equal to zero, than taCte B, which has a higher
efficiency. The total cost for the 12 time intervals in this cas€36,58.

Table 2.7: Simulation 1: Multi-carrier unit commitment - €a2 (best strategy)

Time Period
Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 1 1 1 1 1 1 1 1 1 1 1 1
CHP A 0 1 1 1 1 1 1 1 1 1 1 1
CHP B 1 0 0 0O 0O O1 1 1 0 0 0
Furnace 0O 0 001 1 0 1 1 1 0 0

Case 3

The start-up costs play an important role in this case sineg are quite high€2,5 for
CHP A,€1,5 for CHP B andE1 for the furnace, as shown in Tablel2.3. It is assumed that
only CHP A is committed at the beginning of the simulationeest strategy found by the
program is to use the furnace continuously from time intesua time interval 10, instead
of turning it off during period 7, as proposed in the previous case.

Tabl shows the multi-carrier unit commitment for thése. The total cost for the
12 intervals is€39,130. It is important to recall that the program choosedist feasible
path according to the options available for the 12 time mirioThus, other solutions are
possible, which may give a flierent commitment but with the downside of a higher total
cost.
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Table 2.8: Simulation 1: Multi-carrier unit commitment - €a3 (best strategy)

Time Period
Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 1 1 1 1 1 1 1 1 1 1 1 1
CHP A 1 1 1 1 1 1 1 1 1 1 1 1
CHP B 0O 0 OO0 0O 1 1 1 0 0 0
Furnace O 0 0O0O1 1 1 1 1 1 0 0

Case 4

This case considers the minimum down and up times. The mmimno time for CHP B
is 60 min, i.e. 4 time intervals. The solution in Case 3 (whieds the cheapest when
considering the no-load costs and start-up costs) is neitfieain this case because of the
minimum up time limitation. The multi-carrier unit commient program selects the path
that produces the lowest overall cost, which in this caseesponds to the strategy shown
in Tablel2.b. The total cost for the 12 intervalsS89,212.

Table 2.9: Simulation 1: Multi-carrier unit commitment - €a4 (best strategy)

Time Period
Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 1 1 1 1 1 1 1 1 1 1 1 1
CHP A 1 1 1 1 1 1 1 1 1 1 1 1
CHP B 0O 0 0O OO0 0O 0 O 0 0 0
Furnace 0O 0 0O0O1 1 1 1 1 1 0 0

In Figure[Zb the optimal dispatch for this case is graphjcdépicted. It can be ob-
served that CHP B is keptioduring the simulation. The furnace is used to supply the heat
load that was supplied by CHP B in Case 1. Moreover, the étégtthat is sold to the grid
is reduced in comparison to FigdLE]ZJ because CHP B doesrtdtipate in this case; as a
consequence, the electricity produced is less. Due to thevedy high price that is paid for
the electricity that is sold back to the grid (80% of the regulrice for electricity), electric-
ity is consumed from the grid only during the first time perigdthe rest of the simulation
the optimal results are obtained when electricity is irgddback to the grid.
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Optimal Dispatch for Case 4
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Figure 2.8: Simulation 1: Multi-carrier optimal dispatchGase 4 (best strategy)

2.4.2 Simulation 2: Multi-Carrier Unit Commitment with Sto rage

In this simulation, heat storage is added at the output sideecenergy hub. Figuﬂa.g
shows the resulting energy hub. The specifications for thage unit are based on the data
found in [33]. Some intermediate results are shown in thisige to illustrate the four-step
technique that was described in Secfion 2.3.2. The proguamand executes the four steps
consecutively.

Pe Le
vé\ Pg A
p— s
—
B B
vg Pg
Pg g Pg Lq
—
—_ —_ I —_—
Vgc Pg C =
= W |G

Figure 2.9: Energy hub representation for Simulation 2
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The data for the prices, the hub elements and the load areathe that were used in
Simulation 1, shown in Table 2.1, Tathle]2.3 and Tablk 2.4.stad-up prices are included
but the minimum up and down times are set to zero in this sitiaman order to show a
clear variation in the commitment results due to the incdnsif storage and not to other
constraints. Another change with respect to the previausiisition is that the minimum
input power for the furnace is considered 1 kﬂg(z 1), instead of zero as in the previous
simulation. The data of the storage unit can be found below:

Table 2.10: Parameters of the storage element

Parameter Unit Storage
Minimum energy content KVL5 min) 68,00
Maximum energy content kW5 min) 100,00
Maximum power (charge) kw 15,00
Maximum power (discharge) kW -15,00
Charging #iciencye,, % 0,85
Stand-by losses kystep 0,50
Initial energy content kW15 min) 80,00
Final energy content KW/L5 min) 80,00

In order to understand the results obtained from this sitimrialet’s first recall the steps
included in the technique:

e Step 1: Solve the multi-carrier unit commitment problermgsidlynamic program-
ming without including storage according to Sec 3.1,

e Step 2: Use the scheduling solution from Step 1 and solve thig-oarrier optimal
dispatch including storage according to Se 2.4,

e Step 3: Incorporate the storage power flow results obtaired Btep 2 as an addi-
tional bidirectional load and solve the multi-carrier usemmitment problem accord-
ing to Sectioh 2.3]1.

e Step 4: Use the scheduling solution from Step 3 and solve thig-oarrier optimal
dispatch including storage according to Se 2.4,

Step 1

After Step 1 has been completed, the unit schedule presimt'mblelzh is obtained.

At this step storage is omitted, thus the results are equidletaesults obtained at Case 1
in Sectio 1. Likewise, the multi-carrier economicpditch is the same as shown in
Table 2.b; they are shown in Figdﬁ.lo. The furnace is thameat time periods 8 and 9,

where the load is the highest.
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Table 2.11: Simulation 2: Multi-carrier unit commitmentte 1 (best strategy)

Time Period
Converter Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 11 1 1 1 1 1 1 1 1 1 1
A CHP A 1 1 1 1 1 1 1 1 1 1 1 1
B CHPB 0O 0 00 1 1 1 1 1 1 0 0
C Furnace 0o o o o ooo 11 0 0 O
Optimal Dispatch for Step 1
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Figure 2.10: Simulation 2: Multi-carrier optimal dispatctStep 1 (best strategy)

Step 2

At Step 2, the multi-carrier unit commitment shown in TdbleDis fixed as a pre-defined
parameter. In this case the storage unit is included as paineosystem and the multi-
carrier optimal dispatch is solved. The results of the optidispatch can be observed in
Figur . It can be noted that the furnace works at itsnmin capacityggC = 1) when
the load is the highest, between 17:30 and 18:00. It is ergabt it will be turned fi as
a result of Step 3, if no constraints are violated.

The storage bulk is charged during the first periods and di during the load peak.
The energy content of the storage unit can be observed i . It can be noted that
the initial and final energy content is the same, as definedénod the storage constraints.
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Optimal Dispatch for Step 2
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Figure 2.11: Simulation 2: Multi-carrier optimal dispatctStep 2

Energy Content of the Heat Storage Unit — Step 2
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Figure 2.12: Simulation 2: Energy content of the storageredat - Step 2
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Step 3

In this step the dispatch values obtained from Step 2 for thige unit are loaded as a
fictitious bidirectional load. The program runs the mubirger unit commitment again and
a new schedule is obtained. It is expected that the unitsatbeg brought to the minimum
capacity at Step 2, will now be turnedfoThe results of the multi-carrier unit commitment
in Tabl show that the furnace is kefitduring the whole simulation now that storage
is considered, just as expected. This proves that the ugerafye can influence the results
of the multi-carrier unit commitment.

Table 2.12: Simulation 2: Multi-carrier unit commitmentte 3 (best strategy)

Time Period
Converter Component 1 2 3 4 5 6 7 8 9 10 11 12
Grid 11 1 1 1 1 1 11 1 1 1
A CHP A 11 1 1 1 1 1 1 1 1 1 1
B CHP B 0O 000 1 1 1 11 1 0 0
C Furnace 0 0 0o 00O OOOO O O0 O
Step 4
Optimal Dispatch for Step 4
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Figure 2.13: Simulation 2: Multi-carrier optimal dispatctStep 4
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Step 4 provides the final solution, shown in Fig@.l& ftloa noticed that CHP A has a
higher production during the first periods than in the caser@imo storage was considered
(see Figur@O). The extra heat is used to charge the sttang at the beginning of the
simulation. Consequently the storage unit is used to sugh@yoad during the peak that
occurs between 17:30 and 18:00. Thus, this technique engbleeration peak-saving by
the appropriate storage optimization.

With regard to the results of Step 1 (no storage) and Step th Gtorage), a cost re-
duction was achieved frol832,5 t0€28,5; this represents a 9,2%. In future research, the
installation and operation costs of the storage unit candnsidered to evaluate if the re-
duction in operation costs due to the storage optimizationstirpass the investment costs.
The energy content of the storage unit can be observed iné@

Energy Content of the Heat Storage Unit — Step 4
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Figure 2.14: Simulation 2: Energy content of the storageredat - Step 4

2.5 Conclusions

In this chapter, a general unit commitment framework forgpeystems that contain multi-
ple energy carriers was presented. The method was demteistrigh illustrative examples.
Electricity and gas were used as input energy carriers dtiettact that the infrastructures
for these energy carriers already exist and the prices aitlable. However, the framework
proposed is suitable for any kind of energy carrier and féedent possible couplings and
power scales.

The use of the energy hub concept proved to be a suitable waantdle the conversion
couplings that may exist between carriers. This way of asislyrovides flexibility and was
successfully applied for the development of the multi-eastnit commitment framework.
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The inclusion of storage proved to be valuable for genemgtiak-shaving purposes.
The technique proposed allows an optimized use of storagystems with multiple energy
carriers. In the example, it was shown that storage has #isagt influence on the results
of the multi-carrier unit commitment and the optimal disjrat






Chapter 3

The Approach

Energy or Exergy Optimization?

This chapter deals with Research Quesfibn 3 of this diggmrtaSectiorl 3]1 includes the
main theoretical concepts that are applied. In Sedtion Jiemture review of exergy-
related studies is presented. Section 3.3 introduces ttmiaption framework. Later in
Sectior 34 the system under consideration and the compaomegtels are described. In
Section 35 the results of the dispatch optimization andsttteeduling optimization are
presented. The conclusions of this chapter are presenmthiorEb. Parts of this chapter
have been published in [50].

3.1 Basic Concepts and Definitions

In order to perform an exergy-related study, it is necessarget familiar with several
theoretical concepts. Due to the multi-disciplinary natofthis dissertation, these concepts
are included in the following subsections in order to aghisreader with understanding the
general approach presented in this chapter.

3.1.1 Energetic Hficiency

Theenergetic (or thermal) giciencyis the ratio between the energy of the product and the
energy of the source. It is denotedpy-].

3.1.2 Exergetic Hficiency

Theexergetic giciencyis the ratio between the exergy of the product and the exdrtheo

source. Itis denoted by[-].

3.1.3 Energy Content of a Fuel

Theenergy content of a fuéd equal to the amount of heat that is produced during combus-
tion and is calculated as the enthalpffelience between the substance and the combustion

47
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products, both at 2& and 1 bar. There are two ways to compute the energy content of
fuel; it can be done in terms of the higher heating value (HBIMph terms of the lower heat-
ing value (LHV). Since water is a product of combustion, HH\Mhe heat content of water
when the water resulting from the combustion process igjindi form and the LHV is the
heat content of water when the water resulting from the catidon process is in gaseous
form. The HHV gives an indication of the best possibilitidaduel.

3.1.4 Specific Internal Energy

Specific internal energy [J/kg] is the total amount of energy stored in a substance per kg.
The change in internal energy is measured by adding or rergamergy under constant
volume [51].

3.1.5 Entropy Change

Entropy changesS [J/K] is associated with the extraction of an amount of hre@t[J] from
a reservoir with a given temperatufgK], as shown in @1):

_AQ

AS
T

(3.1)
Theincrease of entropy principlstates that the entropy creation due to irreversibility

is zero for ideal processes and positive for real ones, theisrtagnitude of the entropy
creation due to irreversibility is a measure of the irreislisy of a process|[38, 43].

3.1.6 Specific Enthalpy

Specific enthalpy pJ/kg] can be defined as the total thermomechanical energy moofta
mass for a given temperature per kg/[38]. The change in gnthslmeasured by adding
or removing energy under constant pressure. For solidsiqmid$, the diference between
specific internal energy [J/kg] and specific enthalpl [J/kg] is very small, however for
gases this dierence cannot be neglected|[51]. The equation that desaitibalpy is given
as follows, wherep [Pa] is pressure and[m?/kg] is the specific volume:

h=u+ pv (3.2)

3.1.7 Carnot Cycle

The Carnot cycleis the most #icient cycle between any two temperatures [38, 51]. Thus
the dficiency of the Carnot cycle (Carnot factor) [-], is the maximefficiency that can

be attained when work is produced out of heat that is extuaftten one thermal energy
reservoir and transferred to another thermal energy resdbd]. It is given by:

Tref
Carnot factor= (1 - - (3.3)

whereT [K] is the absolute temperature of the thermal energy reseandT , [K] is the
reference temperature, for example the temperature oftisoement.
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3.1.8 First Law and Second Law of Thermodynamics

Thefirst law of thermodynami¢slso known as the law of conservation of energy states
that energy can neither be created nor destroyed, but canriyerted from one form to
another. The energy content is the amount of energy reqtoréding a substance from
the reference state to the actual state; it depends on @umsl#is temperature and pressure,
and it is determined in relation to a reference state [51]eAergy balance analysis around
a process or system accounts for all its energy. Thus, a glesieergy balance equation
considers the energy that enters and leaves the processstundie [38].

The second law of thermodynamia®icates that heat cannot be fully converted into
work. Thus, the most energyfeient closed cycle to perform the heat-to-work or work-to-
heat conversion is the Carnot Cycle under ideal performaanditions [38]. The Kelvin-
Planck formulation of the second law states the followintj{5

Itis impossible for any system to operate in a thermodynagtte and deliver
a net amount of energy by work to its surroundings while rdogienergy by
heat transfer from a single thermal energy reservoir.

Thus, the second law of thermodynamics indicates that teatat be fully converted
into work. Entropy production must be minimized in order thigve an #icient energy
use [38].

3.1.9 Exergy Definition
Different definitions of exergy can be found in the literaturepsof them are:

o Exergyis defined as the work potential that is available 8) §aid or mass as a result
of its non-equilibrium condition relative to some referermondition [33].

e The exergy content of an energy carrier is the maximum amafurbrk that can be
extracted from it, in general [51]:

— Electricity is work, therefore, the exergy content is eqoahe energy content.
— For fuels, the exergy content is more or less equal to theggroemtent.
— The exergy content of heat flows is smaller than the energiectn

e The property exergy defines the maximum amount of work that tin@oretically be
performed by bringing a resource into equilibrium with itereundings through a
reversible process [52].

e Exergy of a thermodynamic system is the maximum theoretisaful work (shaft
work or electrical work) obtainable as the system is brougiotcomplete thermody-
namic equilibrium with the thermodynamic environment whihe system interacts
with this environment only. The total exergy of a system ¢st80f: physical exergy
(due to the deviation of the temperature and pressure ofygters from those of the
environment), chemical exergy (due to the deviation of ttengical composition of
the system from that of the environment), kinetic exergye(tluthe system velocity
measured relative to the environment) and potential ex@hgg to the system height
measured relative to the environment) [53].
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3.1.10 Energy and Exergy General Equations

Thegeneral energy equation obtained from the energy balance statement of the first law
of thermodynamics, thus for a process or a system under stae\yenergy entering the
system is equal to the energy leaving the system [38]. Thatequis divided by mass
m[kg] at both sides, thus it contains specific energy values:

2

U
9z + 2 + U + PV, + Wi
~—— 2 —— —_ —_——

Potential energyin . T . Internal energy in  Flow work in  Work in
Kinetic energy in

Energy in
03
= (o)) + > + Uy + PV, + Wou (3.4)
N—— v

Potential energy out Internal energy out Flow work out Work out

Kinetic energy out

Energy out

whereg [m/s’] stands for the gravitational acceleratian|m] stands for heighaltitude,

v [m/s] stands for velocityu [J/kg] stands for specific internal enerqy,[Pa] stands for

pressurey [m3/kg] stands for specific volumey;, [J/kg] stands for the work per kg that

goes into the system,,; [J/kg] stands for the work per kg that goes out of the system.
Exergy is an explicit property at steady-state conditiamigs value can be calculated

at any point of the system relative to a reference condi&i. [Thegeneral specific exergy

equationis:

a= U-U - Ty(S—s)+pVv—peVo+
\v/
Internal energy Entropy Work
v? (3.5)
= +9(z-2)+ Z(/Jche — H0)Nche
\2,_/ N——
Momentum Gravity Chemical

whereu [J/kg] stands for specific internal enerdy]K] stands for temperature,[J/(K-kg)]
stands for specific entropp,[Pa] stands for pressure[m?/kg] stands for specific volume,
v [m/s] stands for velocityg [m/s?] stands for the gravitational acceleratianjm] stands
for heightaltitude,uche [J/mole] stands for chemical potential ang,e [mole/kg] stands for
quantity of moles per unit mass. Subscript ‘O’ denotes tlieremce state. The general
specific exergy equation is often used under conditions evtier gravitational, chemical
and momentum terms can be neglected. In this dissertatiemdrk contribution in E}S)
is already included in the enthalpy definition formulated@). After using @2), in the
case of steady flow systems, the resulting specific exefdkq] is [38]:

a=(h-hy)-Ty(s- ) (3.6)
————— e
Enthalpy Entropy

where subscript ‘0’ denotes the reference state. To contpatavailable potential work by
bringing the system from operational state 1 to operatistee 2, the following equation
is used:

a=(h,—hy) —Ty(s, - ). (3.7)
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Equation @7) is used for several calculations in Seétidn B an exergy analysis the prin-
ciples of conservation of mass and conservation of energpmnbination with the second
law of thermodynamics are applied [40]. The conventiondiniteon of energy provides
the amount of Joules or British Thermal Units (BTUs) that iak@lved in the system or
process, but does not provide information about the paktatimake work of the Joules or
BTUs involved. Here is where exergy provides valuable imfation by indicating the work
potential availability in those Joules or BTUs.

3.1.11 Generalities of the Exergy Method

The exergy method answers the question of where, how, whii@manuch of the available
work is lost in the system [38]. This method is based on evalgahe work that is available
at different points of the system; in this way, the quantity andtiooaof the lostuseful work
can be detected [38]. This method can be used for designimgystems and for evaluating
existing ones.

If no useful work is done in the process, the change represeluss in available work
[38]. In [3€&], the author discusses the importance of chapai proper reference condition
for the system. He argues that using a common referenceikasbé surrounding environ-
ment as the ultimate heat sink is suitable for making valichparisons between fiierent
types of plants. Nevertheless, he points out that therepa@fc conditions where it is more
practical to choose other references according to the cteistics of the system. In this
dissertation, dferent plants are compared; furthermore the surroundinga@ment can
act as the infinite sink. For these reasons the referencatmmchosen is the surrounding
environment.

A general exergy equation can be obtained by adding up alj@serelated to an specific
point, as shown in[(3.5). Exergy losses are generated byrtaiption of entropy due to
non-ideal performance of processes. A high exergy loss ariicplar system may indicate
that there is a poor match between the quality of energy ggbphd the quality of energy
required in that specific system, which results in largesgrsible losses [38].

3.2 Literature Review

During the last decade, several articles, books and acadtnuments have promoted ex-
ergy analysis as a better tool to assess energy systems thaditenal energy analysis.
For example inl[43], benefits of using exergy-based rather tnergy-based measures for
efficiency and losses are presented. The author arguesfliti¢recies based on energy
can often be nonintuitive or misleading, partly because@neficiencies do not provide
a measure of how close a process approaches ideal condilibesauthor also states that
energy losses can be large in quantity, nevertheless, tlhgynut be that significant ther-
modynamically due to the low potential to make work of therggehat is lost.

The author M. Rosen has published several papers in the begargy [42| 43, 54-58].
One of the main messages given in his work is that exergy aisgbyovides insights into
efficiency improvement and environmental-impact reductiosystems and processes. He
argues that in complex systems with multiple products (eageneration and trigeneration
plants), exergy methods can help evaluate thermodynarievaf diferent product energy
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forms, even though they normally exhibit veryffdrent characteristics. This statement is
closely related to the kind of systems regarded in this diggen, where multiple energy
carriers are involved. Additionally, he indicates that ind@r to motivate engineers to use
exergy, joint éforts must be made to point out the benefits of using exergyadstblearly
and unambiguously. This chapter is dfoet to show the added value of using exergy to
analyze energy supply systems with multiple energy carrier

The exergy analysis has been introduced to various fieldsidfsamong them, renew-
able energy, exergoeconomics, industrial ecology, bujjdiesign and the transportation
sector [59-67]. In the area of building design, the topic xérgy has gained attention
particularly during the last decade; related works can beadan [40/63-71].

The following shortcomings were found in the literaturettvas analyzed:

e Most literature is focused on simple and single processgsatnon complex systems
with multiple energy carriers.

e In several papers, the teroptimizationis commonly referred to as the improvement
of a system with respect to an initial selection of parareseit-points and not as the
local or global minimum in a solution.

e Some papers do not provide insight about the benefits of wmingxergy analysis
with respect to an energy analysis.

In order to overcome these limitations, in this chapter atindpation tool capable of
finding the optimal scheduling of units in a system with npléiienergy carriers is intro-
duced. In the following paragraphs some examples are disdus which an exergy op-
timization of systems was aimed but in which one or more ofligted limitations were
found.

In the area of renewable energy, most of the exergy-relaapens focus on a single
type of energy source. For example,lin/[59] an energy andygaralysis of an integrated
solar combined cycle system is performed using the desart ghta. Moreover, numerous
exergy studies have been performed about geothermal esgstgms|[60-62]. Geother-
mal energy is to some extent considered a renewable enenggessince it usually has a
projected life of 30 to 50 years [60].

Another example in the topic of renewable energy can be fonifi@3], where energy
and exergy analyses are performed to foffiedent wind power systems, including horizon-
tal and vertical axis wind turbines. Their work is based.of] [@&here an ficiency formula
based on exergy values for wind energy systems is developkdescribed. The technique
utilizes the wind chill temperature associated with thedwielocity to predict the entropy
generation of the process. Their approach is valuable &od#sign of wind turbines since it
quantifies the exergy loss that occurs in the process of géngelectricity from the kinetic
energy of the wind. Similarly in [65], the exergetiffieiency of a wind turbine is calculated.
The authors define the exergetifi@ency as a measure of how well the stream of exergy of
the fluid is converted into useful turbine work output or irtee work output. They consider
that the availability of the blowing air, in other words thesegy of the blowing air, is simply
the kinetic energy it possesses.

In [66] an optimization strategy is proposed where the/efitiency ratio is varied and
the optimal allocation of renewable energy is determinede Gf the limitations in the ap-
proach is that it assumes fixed percentages of utilizatidhe$ources for the optimization.
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In [72], three diferent renewable energy systems are studied: solar endrgi/pawer and
geothermal energy. The paper provides the equations tanaibia exergy #iciencies of
each system, gives the corresponding results and makes@adson between renewable
and non-renewable sources.

Exergoeconomics is a branch of engineering that combirgaitdynamic evaluations
based on an exergy analysis with economic principles inraalprovide useful informa-
tion for the design and operation of a coffieetive system [53]. In the literature, a large
percentage of exergoeconomic studies have been performgebthermal systems, as in
[73+75]. In [76], prices for energy and exergy of variousrggesources along with their
CO;, equivalents are calculated. Detailed tables are providethe diferent fuels consid-
ered. Even though this kind of studies provides an intargstisight by defining prices and
costs based on exergy values of the fuels, an exergoecoaleamniented approach will not
be followed in this dissertation.

The field of industrial ecology emerged frorffats to reduce depletion and to move
towards a more sustainable utilization of resources|[52, #¥[52] an analogy between
ecosystem evolution processes and industrial processgais. By means of this analogy,
consumption is interpreted as a process of exergy removed.atlithors argue that this ap-
proach allows an improved understanding and analysis afhtbeelated roles that cycling,
cascading, #iciency gains and renewed exergy use may play. This is an dzanipere
finding analogies facilitates the use of the exergy analys&/stems where this concept
had not been used before.

In the area of building design, the topic of exergy has gaateghtion particularly dur-
ing the last decade, related works can be found in [40, 68+F&Hsil fuels burn at very high
temperatures, therefore their work potential is largelgted when fossil fuels are utilized
for hot water heating, space heating or even industriahsi@aduction in building infras-
tructures, where low-temperature heat is desired [40]s Thalso the case in residential
district infrastructures, like those considered in thissditation. The building sector has a
very low exergetic fliciency of energy utilization, as a result atmosphere isupedl unnec-
essarily [40]; likewise, residential district infrasttuces, having similar load patterns and
heating infrastructures, have a considerable low exerggiciency, and thus, have a high
potential for improvement.

Only one paper was found in the literature in which the coteep exergy and the
energy hub were combined [67]. [n [67] the objective functmbe minimized is the inverse
equation of the total exergetiffieiency of the system, thus the optimization maximizes the
system’s exergeticfciency. Moreover, the interactions between the energyerarare
represented by the energy hub coupling matrix, which casttlie energyféciencies of
the units. In the paper, a comparison is made between thmalgispatch of units obtained
by maximizing the exergetidiciency and the optimal dispatch obtained by minimizing the
costs. Even though the results give some insight by statiaigghe mostgicient solution in
terms of exergy may not always be the same as the one obtaoradle most economical
solution, the paper does not give any indication about thalt®that would be obtained from
maximizing the energetidiciency in relation to maximizing the exergetiiieiency. This
comparison would provide insight aboufférences between the analysis and optimization
of systems using energy and exergy, which is a topic of déesput
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In complex systems involving more than one generation urdtraultiple energy car-
riers, the diferences that may exist between making an energy or an exeadyss have
not clearly been presented in the literature yet. This @rgpbvides concrete comparisons
between performing an energy and an exergy optimizatiomiubsi-carrier energy supply
system.

3.3 Exergy Optimization Approach

3.3.1 Exergy Hub Conversion Model

In the energy hub approach, a coupling matrix is used to sgptehe interactions among
the energy carriers that are contained in the energy huthidrchapter, the systems to be
studied are represented in terms of exergy values, for ¢aisan the termrexergy hubwas
selected to refer to the approach presented. The exergy bdblmses a coupling matrix
that contains the steady-state exerfiiceencies of each of the hub elements. Just like in the
energy hub approach, the input and output exergy flows arglediy a coupling factor.
For a system with one input energy carrieand one output energy carrigrthe coupling
factorb,s [-] is used to define the relation between the steady-statet iexergy flow=,
[kwW] and the steady-state output exergy flﬁx\/[k\/\/] of the exergy hub:

Ty = by, (3.8)

where input energy carrieris converted into the output energy cargefror several energy
carriers the variables; andg;j are used as defined in Chadﬂer 2. The matrix that represents
a system with multiple energy carriers is shown [E](S.Q):

Iy, Pop,  Dagpy oo by i || Zas
r b, b, ... b )
B: @132 @232 B2 a;
Cl=] o N (3.9)
rﬁnout b“LB”out b“ZBnout T b“”inﬁ"out ‘:“”in .
———
r B =

When several converteky are considered, the coupling factay, [-] that takes into ac-
count the participation of each converkgrcan be expressed as:

ko Kk
Baip; = Z Va‘i)g(;i)ﬁj (3.10)
kp€Cy

Wherevf;f [-] is the dispatch factor that represents the percentagepott exergy flow=,

[kW] that is provided to convertdq, andsZ’i’ﬁj [-] is the exergetic fiiciency of conversion
from energy carriew; to 8; of convertek,.

3.3.2 Problem Statement

The output exergy flow vectdr is equal to the coupling matri multiplied by the respec-
tive input exergy flow vectoE. This represents the exergy balance equality constraint:

I -BE =0. (3.11)
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The sum of dispatch factoré‘i’ related to each energy carrigris equal to 1. Thus, the
dispatch factor equality constraint is:

1- Y V=0, (3.12)

KeCy;

The inequality constraints are given by the lower and upipgitd of the hub’s exergy
flow inputs(gm,fm) [kW], of the converter units’ power inpu(@i’f,fgf) [kw] and of the

dispatch factors:

E, B, <E, (3.13)
s <oz, <Ey (3.14)
0<VP <1 (3.15)

Three diferent objective functions are used for the optimizatioesented in this chap-
ter. The first objective function is based on the exergeéficiency of the system, the second
one is based on the energetiigency and the third one on the price of the fuels involved.

In the first case, the objective function that is minimizeohiersely proportional to the
exergetic ficiency of the system under study; [-], in this way the exergeticficiency of
the system is maximized. The corresponding equation is:

1 5
Fobjt = — = = (3.16)

€t Lout

wheree,, is the total exergeticficiency of the systeng;, [kW] is equal to the sum of the
exergy flow brought to the system by the input fuels &g [kW] is equal to the sum of
the exergy flow used by the loads at the output side of the hub.

Analogously, in the second case, the objective functionihaninimized is inversely
proportional to the energetidficiency of the system under stugly; [-]. The corresponding
equation is: 5

Fobjz = 1_ (3.17)
Mot Lout
wheren,, [-] is the total energeticféciency of the systen®, ~[kW] is equal to the sum of
the power brought to the system by the input fuels Byg[kW] is equal to the sum of the
power used by the loads at the output side of the hub.

Finally, the objective function of the cost minimizatio&/[time period)] is a quadratic

equation that depends on the energy prices and the inputrpoivthe hub:

yobj:i = Z (Kl,m + KZ,(ri P(ti + K3,(ti Pii) (318)

a; esm

where K ,,, K2o,and Kz, are cost coficients.
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3.4 Exergy Calculation Models and Data

3.4.1 System Representation: Energy Hub versus Exergy Hub

The hub that will be used for the illustrative examples cstssdf two combined heat and
power units, a furnace, a heat pump and a connection to tHe ldxctrical grid. The hub’s
inputs are natural gas, biomass and electricity coming thengrid. The hub’s load consists
of an electric load and a heat load. The set of input carrsadefined a&;, = {e,g,4, where
‘e’ stands for electricity coming from the grid, ‘g’ standsrfnatural gas and ‘b’ stands for
biomass. The set of output carriers is define@ags= {e,q where ‘e’ stands for electricity
and ‘q’ stands for heat. The selected system serves as arpexamidemonstrate the tool.
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Figure 3.1: Exergy hub representation
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Figure 3.2: Energy hub representation
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Direct connection A represents the direct connection \viighelectrical grid, converter B
represents the electricity-driven heat pump, convertepasents the gas turbine (gas-fired
CHP), converter D represents the gas-fired furnace and generepresents the fuel cell
system (biomass-fired CHP). Thus, the set of converterdisettasC,, = {A,B,C,D,B.

The exergy hub gives a better representation of what sorhemtall theeal efficiency
of the units. In the exergy hub, each hub element has an gieefeciency associated with
it. By comparing Figuréll and FiguEb.z it is possible tenidfy which components
appear to be veryfgcient from an energetic point of view, but are not $ibcgent from an
exergetic point of view. A good example is the gas-fired feengconverter D), which has
an energeticfciency of 96%, whereas an exergetii@ency of only 11%.

It is interesting to observe that by comparing both the exégp and the energy hub
representations it is possible to identify that a compomesy be more &icient from an
energetic point of view than another, but leogent from an exergetic point of view. For
example the biomass-fired CHP (converter E) in Fiﬁb 3.22hatal energeticféciency
of 92%, higher than the energetittieiency of the gas-fired CHP unit (converter C), which
has an energetidigciency of 88%. However, from an exergetic point of view therbass-
fired CHP has an exergetid¢heiency of 29%, lower than that of the gas-fired CHP unit,
which has an exergetidieciency of 43%. This dference plays an important role in the
optimization results, as will be shown in Sectiod 3.5.

As mentioned in Sectidn 3.1.9, exergy is the maximum théadaiseful work that can
be obtained from a source, thus from a sustainable poinewf i is better to look for ways
to use the largest amount of exergy that a source €an than to look only at its energetic
performance and be satisfied with a good indicator value.

3.4.2 Energetic and Exergetic Hiciencies of Generation Units

In order to make an exergy analysis, the exergy content oexeegy flows involved is
determined. Depending on the energy carridfedént operations are required to calculate
the exergy content of the energy flow. The compondintiencies are usually modeled as
constants, whereas in reality those will vary over the impage of the component. Ideally,
the coupling matriX8 would include an extensive formula for each component irepotd
describe the dynamic behavior and it$eet on the componentticiency. This formula
would be a combination of all the physical processes in tHe dlaments. Nevertheless,
in this chapter constant values are used in order to redeceatmplexity of the examples.
In the following subsections, the hub elements will be byieféscribed. The respective
data can be found in Tatle B.1. The total energdticiency of componerk,, denoted by

an’tot [-], is given by @), the total exergetidi“-xe:iencysii’:’tot [-]is given by L&._Zb):

K, K, K,

Tla?,tot = U(y?e + U(y?q (3-19)
k k k,

s(x?,tot = &g+ Eag (3.20)

Whereni‘,’fe [-] is equal to the electrical conversion energefidotency of convertekp, ni(,?q
. . . kp .
[-] is equal to the thermal conversion energetitaiency of converteky, &, [-] is equal

to the electrical conversion exergetiieiency of convertek, andaﬁ’i’q [-] is equal to the
thermal conversion exergetiéfieiency of convertek.
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3.4.3 Natural Gas Supply and Biomass SupplyH, =,)

The fuel inputs, natural gas and biomass, are chemical rilengs and thus chemical
exergy flows. Chemical energy is often calculated usingahet heating value [78], repre-
sented in this thesis by, ,,,, , [Jkg] of carriera;. In order to calculate the specific exergy
a,, [J/kg] of the fuel inputa;, the exergy factot,, [-] is introduced. This factor varies per
fuel type and is close to unity. The relationship is desdtilve (3._21) and @2), where
®me; LKY/S] is the mass flow and, [kW] is the exergy flow. The exergy factor of natural
gasisfy = 1,04 [79], the exergy factor of biomassds = 1, 1069 (deduced from values in
(8)):

o

HV, a; S (3.21)
(3.22)

Yi

—_
fia’
;i

(@) 12
;¥ M, 1@
3.4.4 Electricity Supply (£,) and Electricity Demand (7,)

An electrical energy flow has an equal exergy content to iesggncontent (it can be fully
converted into work). This is both applicable for the grigum power as for the electrical
output power of the CHPs:

E,=P, (3.23)
ro=L, (3.24)

In order to calculate the system’ieiency, the electricity that comes from the grid is
divided by the exergetienergetic &iciency of the centralized generation plant with which
it is produced. The centralized plants consist of steam rg¢ina units fueled by natural
gas. These generation units haviogencies of only 33% to 35% [31]. In this work it is
assumed that the energetitieiency of the centralized generation plangjs, .= 33,28%
and the exergeticfciency isege, .= 32%. These values were selected arbitrarily.

3.4.5 HeatLoad ()

The district heating demand represents the heat load iry#itera under study. The thermal
energy flow represents the mass flgyy,,; [kg/s] of water. The heat load decreases the
temperature (and thereby the enthalpy) of the working flindhe model representing the
physical processes, the temperature levels are controfie@ference temperature levels:
T, = 53°CandT, , = 80°C. Subscript ‘hot' represents the hot water flow and subscrip
‘col’ represents the cold water flow of the district heatind atm. The pressure is assumed
constant. This gives reference specific enthalpy vdh@dwfoft [J/kg] and specific entropies
s, 5 [J/(K-kg)]. The exergy content of the thermal energy flow is desttiby ),
which is derived from @5), wherE, [K] is the temperature of the reference environment
anda, [J/kg] is the thermal specific exergy. The thermal output exéfgikW] is the exergy
change of the working fluid:

3= (h—hg) - To(s- ) (3.25)
Ty = b (P~ 1) ~ Tol($55 - 40) 165 3.26)



Table 3.1: Component parameters

Component

Parameter Flow Unit  Electricity Grid Heat Pump Gas-Fired®CH  Furnace Biom.-Fired CHP

A B C D E
Input carrier Electricity  Electricity Natural gas Natural gas Biomass
Maximum input carriery; Power kw 3000,00 1000,00 1996,00 2255,00 2171,28
Maximum input carriery; Exergy kw 3000,00 1000,00 2075,84 2345,20 2403,39
Minimum input carriery; Power kwW -3000,00 75,00 145,00 0,00 151,99
Minimum input carrierny; Exergy kw -3000,00 75,00 150,80 0,00 168,24
Electrical energetictﬁciencyn(‘iie % 100,00 - 38,23 - 23,04
Electrical exergetictﬁciencys’;ie % 100,00 - 36,76 - 20,81
Thermal energeticficiency r;’;iq % - 283,00 49,76 95,54 69,10
Thermal exergeticféciency 85iq % - 34,43 5,82 11,17 7,59
Total energetic fciency q’;i tot % 100,00 283,00 87,99 95,54 92,14
Total exergetic fiiciency & % 100,00 34,43 42,58 11,17 28,41
Maximum electrical output Power, exergy flow kW 3000,00 - 033 - 500,21
Maximum thermal output Power kw - 2830,00 993,16 2154,35 0130
Maximum thermal output Exergy flow kw - 344,26 120,82 262,07 82,52

BIRQ pUe S|9pOoA uonenaje) Abiax3 ¢'e
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The simulation makes use of time series data of the heat &utrielloads. In Sec-
tion@r it was shown that for the electrical flows no furtbalculations are needed. The
load data of the thermal energy requires conversion however

Combining @b) and lﬁ?) leads tm.ZS), which can bel useconvert thermal
power to a thermal exergy flow:

1
Lq = ¢m,wat(hLeoft - h::%fl) W (3.27)
efl _ SrefI
of col
hot col

3.4.6 Compression Heat Pumpa@q)

In order to increase the flexibility of the hub, a compresgieat pump is used. The heat
pump is electrically driven and uses a ground reservoir astéonperature heat reservoir.
The dficiency values are based on|[80].

3.4.7 Gas-Fired Combined Heat and Power Unitd,, £5,)

The values for the gas-fired CHP unit are based oridBelenbacher IMS 312 GS-NLhe
model used in this simulation has a 60% higher rated powertti@one found in the data
sheet. A fixed #iciency is used from the data sheet [82]. The thermal exerg@itiency

is based on the assumption that heat addftiansfer occurs by the working fluid operating
at temperatures between 93 and 80°C.

3.4.8 Gas-Fired Furnace £3,)

The gas-fired hot water furnace data are based oByerth FM2500183]. The thermal
exergetic #iciency is calculated in a similar way as the gas-fired CHP.

3.4.9 Biomass-Fired Combined Heat and Power Units, ef)

The biomass-fired CHP is a system that converts biomassdivieity and heat. This system
consists of 3 subsystems: syngas production, fuel celesysind combustion. The first
subsystem converts biomass to synthetic gas, usfagtanternal circulating fluidized bed
gasifier [80]. This process consists of 2 fluidized beds. Gna gasifier to convert the
biomass to syngas, the other is a combustor which providesdat for the gasifier, by
combusting the unconverted biomass.

After the gasification the syngas is cleaned and compresedyngas is distributed to
the fuel cell system, which consists of a solid oxide fuel [88]. The unconverted syngas
that leaves the fuel cell is combusted, providing heat oftWla part is used to preheat the
syngas and the air entering the fuel cell.
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3.4.10 CostData

The data for the cost of electricity and natural gas wereinbthfrom a German website
that specifies real prices for small commercial customer$. [Ahe data for the cost of
biomass were found at the website of the Biomass Energy €esimed and managed by
the UK Forestry Commission [84]. The cost of biomass considé this work is obtained
by multiplying the cost of natural gas found in [47] by thaedietween the cost of biomass
and the cost of natural gas given|in|[84].

The price of biomass considered in this study correspontietprice of wood pellets.
The scheduling computations in this chapter are specifietifee periods of 15 min, the
data were adapted accordingly, see Thble 3.2. The dataeddarshe cost optimization.

Table 3.2: Fuel costs

Energy Costs
Carrier Use per year Fixed Consumption
(kwh) (€ (wismm)
Electricity 30001 - 100000 0,0377 0,0474
Natural Gas 2375-12692 0,0208 0,0171
Biomass (wood pellets) not specified not specified 0,0143

3.4.11 Load Data

The load consists of the electricity and heat demand of aictistontaining 250 houses,
for which the components were designed. The software pro@BPATH [49] is used to
obtain the load patterns. After entering information aktbet type of households, a load
pattern of the electricity and heat demand is generatedviarek.

The load data used for the simulations in this chapter wdeetsal from the output data
of the program. For the optimal dispatch example, the fdalhopdata are used:

L, = 370,00 kW (3.29)
L, = 135250 kW (3.30)
Iy = 16453 kW. (3.31)

For the scheduling optimization example, the electric loladsen id_, = 255 kW, the
exergetic and energetic heat loads correspond to the eutsiperatures; they are shown

in Table 3.8 and Table 3.4.
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Table 3.3: Heat loads for the scheduling example

Environment TemperaturéQ)
-4 -3 -2 -1 0 1 2 3 4 5

L, 1157,41 1111,11 1064,81 1018,52 972,22 925,93 879,63 833,87,04 740,74

Iy 140,80 135,16 129,53 123,90 118,27 112,64 107,00 101,37 7495, 90,11

Table 3.4: Heat loads for the scheduling example (contijued

Environment TemperaturéQ)
6 7 8 9 10 11 12 13 14 15 16

L, 694,44 648,15 601,85 55556 509,26 462,96 416,67 370,37 ,0B24277,78 231,48
Iy 84,48 78,85 73,21 67,58 61,95 56,32 50,69 45,05 39,42 33,798,162

3.5 Simulation Results

In this section the results of the dispatch optimization #relscheduling optimization of
the hub elements are presented, depicted in F@e 3.1 .eEodt of the exergy hub opti-
mization provides the optimal input exergy flows. These ltesuvere converted into energy
flows to allow the comparison among the evaluated cases.

3.5.1 Simulation 1: Optimal Dispatch - Dfference among Optimizing
Energetic Efficiency, Exergetic Hficiency and Costs

The optimal dispatch problem is solved applying the exergy hpproach presented in
Sectio 3.8 and using filerent objective functions for the optimization.

Case 1: Exergetic Hiciency Maximization

In this case, the objective function that is minimized iseirsely proportional to the exer-
getic dhiciency of the system under study, in this way the exergdiiciency of the system

is maximized. For the exergy hub under study, electriciggural gas and biomass are the
inputs of the system. The electrical input is divided by thergetic éficiency of the central-
ized generation planty, (with which it is produced. The incoming exergy and the exergy
used can be calculated with the following equations:

inp = Z( —- + 5, +Eb) (3.32)

Egen,e

[n)

Tow= Y (Fe+Ty) (3.33)
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where subscript ‘e’ refers to electricity, subscript ‘gfees to natural gas, subscript ‘b’ refers
to biomass and subscript ‘g’ refers to heftjs the input exergy flow and is the output
exergy flow of the exergy hub. The resulting objective funtis:

[

2(1 +Eg+5b)

Egen.e

(3.34)

Ty = —P
bl out Z(Fe'f'rq)

~

Case 2: Energetic Hiciency Maximization

Inthis case, the objective function that is minimized isirsely proportional to the energetic
efficiency of the system under study, in this way the energdiiciency of the system is
maximized. Here again, the electrical input is divided bg émergetic &iciency of the
centralized generation planie, ¢

Pe
Pinp = Z (ngen; Py + Pb) (3.35)
Low= Y (Le+ Lg) (3.36)

whereP is the input power flow and is the output power flow. The resulting objective
function is:

=)
b3 (ng;’e +Py+ Pb)

Fopjz = —2 = . (3.37)
P Lo 3 (Le+ Ly)

Case 3: Cost Minimization

In this case a cost minimization is performed. Equat@)ﬁhows the objective function
with codficients K ,,, K2, and Kz,,. The codicient Ky ,, does not fiect the optimization
results and for this reason it is omitted.

The codficient K, for each energy carrier is obtained from the data presentéuki
last column of Tabla.z, for electricity 44 = 0,0474, for natural gas ¥ = 0,0171
and for biomass K, = 0,0143. The cofficient Ks,, is considered to be 0,001 for all
energy carriers. This value was found acceptable for thetratity coeficient. Due to the
fact that no information about this ctheient was readily available for the other energy
carriers, the same value was used for all of them. The rethatsvere obtained from the
optimization provide enough insight even when using theesaosficient value K, for
all the input carriers, thus this assumption was considsagidfactory for this study. The
objective function is shown below:

Fovg= ) (Kia + Koo Po +KaeP2). (3.38)

aj ESin
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Table 3.5: Simulation 1: Optimal dispatch

Power input to each hub element

Optimization Grid  H.Pump Gas-fired Furnace Biom.-fired g, ot Cost
(kw) (kW)  CHP (kw) (kW)  CHP (kw) % % €

Input carrier e e g g b

Case 1 €, 0,00 75,00 876,29 627,20 151,9927,19 91,58 150,39

Case 2 7 0,00 75,00 145,00 130,37 1365,48 26,3®2,30 218,20

Case 3-Cost 177,28 351,77 340,57 0,00 271,41 23,16 78,%0,18

Results and Discussion

The results that are shown in Tahle]3.5 are obtained from grano that was developed
by the author of this thesis using the programming softwdMMS. In this program the
equations of the problem statement (including equalitiesiaequalities) presented in Sec-
tion[3.3 were implemented. The program was used to carryhoeetdiferent simulations.
Each simulation contains aftérent objective function, namely_(3/34), (3.37) and_(3.38)
The program converges to a solution when the evaluationeobtjective function reaches
a minimum. Additionally, the program provides the value loé £nergetic faciency, the
exergetic ficiency and the cost for each simulation so that the resuttseathree cases can
be analyzed and compared.

In this simulation only one load condition is simulated,dtanly the optimal dispatch
for that specific load is obtained. As mentioned in Seci , the electric load is
Le = I'e = 370,00 kW and the heat loads atg = 135250 kW and/l’y = 164,53 kW.
From Tabld_3J5 it can be observed that in both Case 1 and inZ;dke heat pump is used
at its minimum capacity, with a power input of 75 kW. This ichase its main input is elec-
tricity, which has been produced with a relativelyfiingent plant, both from an energetic
and an exergetic point of view. It is interesting to obsehat in Case 1, where exergetic
efficiency is maximized, the biomass-fired CHP is used at itsmim capacity, and the
gas-fired CHP is the component with the highest dispatch.v€sely, in Case 2, where
energetic fliciency is maximized, the biomass-fired CHP has the highephttih whereas
the gas-fired CHP is working at its minimum capacity. This barexplained by the fact
that from an exergetic point of view the gas-fired CHP is thesnefliicient component and
from an energetic point of view the modtieient component is the biomass-fired CHP. In
relation to the operating costs it can be observed that ferctise, the exergetidteiency
optimization resulted in lower costs than the energdticiency optimization.

It can be observed that according to the results of the opditiain, the furnace is not
used at all in Case 3, and both the electricity input from thié gnd the electricity-driven
heat pump play an important role in the dispatch, which wagh®case in the previous
cases. This can be explained by the fact that the optimiz#diaks only at the cost of the
input fuels or electricity and not if the electricity was praced with high &icient plants or
not. This example shows that the results from a energy opgitioin can be very éierent
from those of an exergy optimization. As was expected, dubedaliferent nature of the
objective function, a cost optimization can give consiti&ralifferent results with respect
to the other two cases.




Table 3.6: Simulation 2: Scheduling forfféirent loads - Case 1

Environment TemperaturéQ)

Component 4 3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Grid 1 1
Heat Pump

Gas-Fired CHP 11 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 11 1 1 1 11 1 1 1 1 1 1 1 1 1 1 1 1

Biomass-Fired CHP

Table 3.7: Simulation 2: Scheduling forfféirent loads - Case 2

Environment TemperaturéQ)

Component 4 3 -2 -1 0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
Grid 1 1
Heat Pump

Gas-Fired CHP 1 1 1 1 1 1 1 1 1 1
Furnace 11 1 1 1 1 1 1 1 1 1 1 1 1

Biomass-Fired CHP
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3.5.2 Simulation 2: Optimal Scheduling - Diference among Optimiz-
ing Energetic Efficiency and Exergetic Hficiency

The main objective of this section is to show that in complgstems with several com-
ponents and multiple energy carriers, the optimal schedudf units (multi-carrier unit
commitment) coming from an exergetifieiency optimization may vary from an energetic
efficiency optimization. In order to solve the scheduling ojtation, several algorithms
were added to the problem statement described in S .3The multi-carrier unit
commitment algorithms were programmed according to théatetlescribed in Chapﬂar 2.
The optimization is solved with a mixed-integer solver dogdtte ‘on’ and ‘di’ states of
the units. The objective functions that were used in Se@isnl are used to obtain the
multi-carrier unit commitment.

Results and Discussion

The heat load is varied in order to show th&eet on the scheduling of the components
with respect to the exergy and energy optimization. Thetetelbad is kept constant at
I's = L, = 255 kW and the outside temperature is changed in order teaseror decrease
the heat demand of the group of houses considered. The lashvdtues can be found in
Table[3.B and Table 3.4. It can be observed in Thble 3.6 andbitelB.¥ that for temper-
atures equal and below°® in both cases the hub was optimized in a way that the most
efficient component delivers the total demand in combinatidh thie furnace (exergetically

or energetically fiicient respectively).

In Case 1, where exergetiffieiency is optimized, it is the gas-fired CHP the one that
is scheduled. Conversely in Case 2, where energéit@ency is optimized, the biomass-
fired CHP, which has the higher energetticgency, is the one that is scheduled. It is
interesting to observe that at higher temperatures, winerdnéat demand is lower, both
optimization solutions give the same scheduling: the gasHCHP and the furnace supply
the load. This can be explained because of the load raticel#utricity demand is equal or
higher than the heat demand and thus, the higher electcimityersion &iciency of the gas-
fired CHP in relation to the biomass-fired CHP is more impdrtfaan the overall &ciency
of the biomass-fired CHP in comparison to the gas-fired CHP.

This small comparison is just an example of the possilslitiescheduling and analysis
that the scheduling tool presented in this chapter proviBagher sensitivity analyses can
be performed to evaluate the influence of other conditiorfzaoameters, like for example
the dficiency of conversion of the external generation plants.

There are still many disagreements and uncertainties indieatific community about
the influence or advantages that an exergy analysis candaravirelation to an energy
analysis and if practical fferences can be obtained. This is a valuable example because
it shows that the results actually vary: the most energétiedficient solution does not
always fit the results of an exergy optimization. This meé&as depending on the goal of
the system designers,filirent configurations can be believed to be the optimal onse If
were to obtain the maximum potential from the available sesy then we would need to
follow the results of an exergy optimization, however thised not necessarily mean that
costs will be reduced.
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3.6 Conclusions

We are all responsible of finding ways to make a better use aifadle resources. In this
chapter theexergy hubapproach was introduced. In the exergy hub approach, exdrgy
ficiencies (instead of energyffeiencies) are taken into account for the optimization of
systems that contain multiple energy carriers.

A comparison of results obtained by usingfdient objective functions is shown in
Sectio 1 and Sectidn 3/5.2. From the results it wasrebddhat the dispatch and
scheduling of componentsftiér considerably when performing an exergy optimization in
relation to an energy optimization. It was observed thattiss were lower for the case in
which the exergeticficiency was maximized, with respect to the case in which tles-en
getic dficiency was maximized. However, this applies only to the ¢haewas analyzed,
thus no direct relation between an energy or exergy optitioizaand a reduction of costs
can be established as a conclusion.

Due to its flexibility, the scheduling tool that was presehitethis chapter can be used
to evaluate dterent configurations and control strategies of systemsseitieral generation
units and multiple energy carriers. The tool can be easiyptat to evaluate configurations
designed for the built environment, where research in tipéctof exergy has increased
during the last years. The strength of the tool is that it caruded in complex systems,
like energy hubs with many links between components, or imuahsimulations where the
calculations become extremely tedious when done by hand.

Exergy analysis is a good tool to determine where the lossé®®ystem are located.
Moreover, since exergy is the maximum theoretical work tzett be obtained from an en-
ergy flow, by choosing the most exergeticalffigient configuration we are making the best
use of the work potential of the energy sources availabldottimately, the existing gen-
eration systems were not designed to make the best use obthkeyatential of the sources
and in many cases, sources with high work potential are wsedpply low temperature
heat; those processes are characterized by having a higipgproduction. Thus, in order
make a better use of the work potential of the sources, it wbalnecessary to re-evaluate
the existing equipmefhachinery and re-design generation units in general asptd an
exergy-oriented criteria. This is an important challengyglfie future.

This dissertation concentrates on the optimization ofesystthat contain traditional
and state-of-the-art equipment, however this equipmestneadesigned taking exergy into
account. Furthermore, the focus of the rest of the dissenté given to the optimization
of total costs and to keep track of the primary energy soutitigation, thus even though
the tool provided valuable information about how to dishaaad schedule units to attain
a higher exergeticficiency in the system, thenergy hubwas selected as the appropriate
approach to be used in the rest of the chapters.






Chapter 4

The Control

Multi-Carrier Hierarchical Control Architecture

This chapter answers Research Question 4 of this dissertdti ChapteF_]Z a general unit
commitment framework for systems with multiple energy isasrwas presented. Neverthe-
less, the topic of real-time control also deserves to beietijdgince mismatches will exist
between the forecasted values and the actual ones.

This chapter presents an integrated control architecturmtiltiple energy carrier sys-
tems. The application of the control architecture is ilattd with an example. Secti A
contains basic concepts related to the control architec®ection 412 includes a literature
review of control strategies for decentralized energy suppstems. In Section_4.3 the
integrated control architecture is described. Se igfly describes the models that
were used and their link to the control architecture. Sebtid presents results obtained by
applying the control architecture to an example. Finall)‘B'&ctior{Z]G the conclusions of
this chapter are included. Parts of this chapter have belishad in [85].

4.1 Basic Concepts and Definitions

In this chapter several models of heat components are useithi$ reason some basic heat
transfer concepts and equations are introduced. Morethesdefinition ofparticipation
factorsis included. Energy can be transferred in three ways: cdiahyaconvection and
radiation. In this work only conduction and convection avasidered.

4.1.1 Participation Factors

Due to the performance of control actions, when a mismatteketween the predicted
demand and the actual demand, the units involved parteigatompensating this mis-
match. Aparticipation factordefines the percentage in which each of the units has to
participate in order to reduce the error due to the mismatch.

69
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4.1.2 Law of conservation of energy in an open system

The total energy change per unit of time [W], or power, is e¢ughe result of adding the
power that flows into the system in the formgfgiven by¢, .. u,, [W], the power that
goes out of the system, given by, u,,, [W]), the power addedbj, [W] and the heat
exchanged with the surroundings per unit of tidhg, [W]:

dE

a = ¢mv7in L’I)’in - ¢mv70utu7°“1 + @in - QSOUt (41)
whereg,,, .. [kg/s]is the mass flowing into the system,, , [kg/s]is the mass flowing out
of the systemuy [J/kg] is the specific internal energy anfk] is time. The total energ [J]
and the specific internal energyJ/kg] can be expressed by:

E =pVcT (4.2)

u=cT (4.3)
wherep [kg/m?] is density,V [mjﬁvolume,c [J/(K-kg)] is specific heat capacity and
T [K] is temperature. Equation .4) results from substitgtthe energy and specific

internal energy expressions i@.l). Itis assumed thatexhanical power is being added
(®in = 0) and that the input and output mass flows are the s@me (= ¢, = ¢m,) :

dT
mca - ¢mv7C7 (Tin - Tout) — Dout (4.4)

wherem [kg] stands for masaif = pV). If the system is stationary, the heat exchanged with
the surrounding®,,, denoted from now by, is equal to the heat transferred by the mass
flow ¢y,

¢q = ¢m,ycy (Tin - Tout) . (45)

4.1.3 Heat Conduction

Heat conductioroccurs when heat is transferred by interactions betweansatmlecules,
but there is no transport of atoms or molecules themseldds The equation that describes
the heat conduction process is:

By = SAAT (4.6)
wheredq [W] is heat transferred per unit of timex [W/(m-K)] is the thermal conductivity,
d [m] is the thickness of the wal\T [K] is the temperature dlierence that drives the heat
transfer phenomena amd[m?] is the area of the wall.

4.1.4 Heat Convection

Heat convectioroccurs when heat is transferred through the transport oénmaht The
equation that represents this process is given by:

®q = UAAT 4.7)

wheredq [W] is the heat transferred per unit of tim#, [W/(m?-K)] is the heat transfer
codficient, A [m?] is the area andT [K] is the temperature dierence that drives the heat
transfer phenomena.
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4.2 Literature Review

This section summarizes several papers and reports whetkarchitectures for dis-
tributed power systems are proposed. Most of the architestuave two-level hierarchical
configurations and only take electrical parameters andralatinteractions into account.
For example, in [86] a droop control method is applied on &syghat contains renewable
energy generators and storage. [In [86], the first level ieddQ Droop Control Method
and the second level is called Management of the DistribBtader Station. The first level
manages the power output of each unit separately, whilesttensl level monitors the whole
system and controls the set-points of the units dependirtbestate of charge of the bat-
tery. The control is designed for two operating conditionsermal interconnected mode
and emergency mode. In both cases the control unit optirtieegower output of the gen-
erators by communicating new droop settings based on theniattion collected from the
inverters, decentralized generation units and batterkbakowever, the selection of the
suitable droops is a tradefdetween the stability margin, dynamic performance andsshif
in the droop operating point [86].

Another example can be found [n [87], where control and panenagement strategies
based on locally measured signals without communicatiore yeeoposed under various
micro-grid operating conditions. In the paper, the activegr of each decentralized gener-
ation unitis controlled based on a frequency droop chatiatiteand a frequency restoration
strategy![817].

Apart from the control techniques based on droop mechanisther control schemes
were also found in the literature. For exampletin [88] a suigery hybrid control scheme
for a micro-grid system using hybrid control techniques wessented. The hierarchical
control consists of a supervisory controller at the top liévat interacts with the unit level
regulators. The supervisory control regulates the opmradf the micro-grid by means of
transition management schemes. The predetermined rautearfisition to other operating
states (i.e on-grid,fé-grid, etc) are given by &nite hybrid automataepresentation of the
micro-grid system. In their work the micro-grid was padited in modules to reduce the
complexity of the problem. The control technique is apptie@ wind energy conversion
and storage system. By means of an example the authors show tioltage fall higher
than 0,7 per unit causes the supervisory controller toaitgita transition from the on-grid
operating state to theflegrid operating state.

Additional actions, like the use of storage and load shegltieve also been included
in the control mechanisms for future power systems and nucigs. For example| [27]
describes and evaluates the feasibility of two controtstyi@s needed for islanded operation
of micro-grids. Particular attention is given to storageides and load shedding strategies.
The concept of using a control scheme based on droop contcepdsitrol inverters in an
off-grid AC system was studied by using twdfdrent control strategies: Single Master
Operation and Multi Master Operation, where several irrerare operated with voltage
source inverter control. A micro-grid central controliehich is at the top control level, is
installed at the mediuftow voltage substation. A second hierarchical control ldeeated
at the loads, groups of loads and micro sources, exchanigesetion with the micro-grid
central controller, which provides the respective setisiln the examples a fuel cell was
included, which is a combined heat and power device; howeveaattention was given to
the heat control or heat flows in general in their approach.
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Other schemes have been found in which the main objectivesagport the grid. For
example, in|[89] a control strategy is proposed in which itess are used for grid-forming,
grid-supporting and grid-parallel operation. The strgteggapplicable to interconnected
grids. The control architecture consists of three conéwgtls:unit controlandlocal control
to regulate and maintain voltage and frequency, anthan supervisory contrdb optimize
and control power dispatching and load sharing. These alsrdre based on conventional
primary, secondary and tertiary control respectivelycdesd in Sectioh 1.3.2.

From the literature reviewed, it was observed that a twellevchitecture can be ad-
justed to fulfill the needs of future power systems, wheresd#&ealized generation will play
a more important role. Nevertheless the topic of integratedrol for systems with multiple
energy carriers like electricity and heat has not been bystiddied yet. For this reason this
topic will be addressed in this chapter.

4.3 Integrated Control Architecture

The integrated control architecture that is adopted in digsertation is hierarchical. It
contains two levels, as this was found to be well-accepteeddant literature for distributed
energy systems. Nevertheless, it is not limited to eleztf@arameters but also includes
parameters related to the flows of other energy carrierdvado The names given to the
two levels areunit controlandmain control The nomenclature introduced in Cha;ﬂer 2is
used in this chapter. In Figu@.l the two-level architexts depicted.

4.3.1 Unit Control

The unit controlis a local control, which can be embedded at each contrellabit. It
works independently at each of the units, but it can recedrgrol signals from thenain
control. The parameters required to perform the unit control areitoid locally at the
unit. In this context, a unit can be an individual componéa & battery, but it can also be
a group of components if these components work as a wholearezhcommon controller.
An example can be a fuel cell system equipped with a battehys fliel cell system can
have its own local control, which for example can prevenfttiet cell from sdtering sharp
current changes by redirecting them to the battery. Sineéuél cell and the battery work
as a whole in this example, they are considered to be a single u

4.3.2 Main Control

The main controlregulates the whole system. It is in charge of monitoring thstem,
allocating the generation output and bringing the systesi&vant parameters, or control
parameters back to their nominal value. The main controlmands the execution of the
multi-carrier optimal dispatch and multi-carrier unit coritment. Furthermore, the main
control allocates load changes to the controllable unitthé case of applying demand-side
management, the main control also regulates the conttellahds. In the case offlegrid
electrical systems more considerations must be taken auouat than in the case of grid-
connected systems, since there should be a master conuattarge of keeping the voltage
and frequency of the system within acceptable limits.
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Figure 4.1: Two-level hierarchical control architecture
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The power to be generated by each componentis calculatapthhia process that starts
by determining the mismatch between the system’s contraipater and its nominal value.
The sign of the error signal indicates the proper corredistion to be executed, i.e. to
increase or decrease the power supply. The error signakeaha proportional or integral
controller in order to determine the power that must be sagpir curtailed to bring the
control parameter back to its nominal value.

The main control is divided into control subsystems. Eaattrod subsystem is asso-
ciated with an energy carrigh from the output side of the energy hub. In the case of a
hub with two energy carriers at the output side, like eleitriand heat, the main control
has two control subsystems, one for electricity and anatherfor heat. Each generation
unit is assigned to a particular control subsystem. Thdqéar energy carrier is selected
according to the requirements of the system. For exampl@a ioffagrid system, a good
operation of the electricity control subsystem is cruabalthe stability of the entire system;
particularly because the frequency and the voltage lewetafined by a master converter,
and not by the electrical grid. In this case all cogeneratinits producing electricity at
one of the outputs are assigned to the electricity contiodgstem, and therefore, regulated
with respect to their electrical output. The main contrébedtes the power fierence be-
tween the forecasted and actual values to the units of atr@losubsystems by means of
participation factors. Each controllable unit has its owartigipation factor, given by:

kp
L,Bj,sch/ Lﬁjs”d Ko

Lkp L + pf,,Bj,min
kpgca( 0t ﬁ"nd)

Py, = (4.8)

Wherep'f‘;j [-]is the participation factor of unit, at control subsystes;, variabIeL;’i’ «chiS

the scheduled power output in the form of energy cagjesf controllable unit, pt”ﬁi,min
is the minimum participation of unk; (it can be set to zero) arig, nq is the rated output
power. The rated output power can be calculated by addinp@ipated power of all the
converter units associated with energy carfigrthis is equal tolg, tq = X L;’;m. Power
is given in kW.
The desired power output calculated from the control aSﬂ.(iE’ldesOf unitky is:
K K K

L,B?,des: L/i’?,sch+ pf,ZiALﬁj»dif (4'9)
whereALg g represents the fierence between the total scheduled power output and the
actual power demand. In the case of storage devices, tloevialj aspects are considered:

e The availability to charge or discharge is evaluated betbeemain control sends
the correction signals. The storage device is availabléhtoge or discharge when
the state of charge is lower or higher than the upper or lotee ©f charge limit
respectively. If the requirement is not met, then the steriagset to stand-by. The
output power of the storage devices is calculated using inatgs, not vectors.

o If the scheduled storage action is to charge, but the systeires an increase in
supply, the control system passes a zer (4.9). Likeviitee scheduled action is
to discharge but the system requires a decrease in suppyp éaszpassed tdﬂ.Q).
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Figure 4.2: Flowchart to compute participation factors
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Flowcharts will be used to describe and explain the actiakert by the control subsys-
tems that are part of the main controller. A general flowclsgptesented in Figu@.z, but
it can be adapted for any control subsystem consideredr depicts the first section
of the control sequence, which depends on the status of tireaoatrol parameter of the
control subsystem. The first decision determines if an es@er decrease in the power gen-
eration is required. After the total increase or decreagmufer generation is determined,
the participation of each unit is defined by means of its pigdition factor, introduced in
@), and the storage considerations previously mentione

The flowchart that shows how the storage dispatch is exedsigtbwn in Figur@&
In this case the actual corrective action required by théegysand the scheduled storage
charging status are compared. In the case that the chatgitug sloes not match, e.g. the
system requires generation to be decreased, but discgasginheduled, the control passes
a zero value, otherwise the scheduled storage dispatcledstasompute the participation
factors. Moreover the control can identify if the storageide can be charged or discharged
according to its state of charge and energy content.
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Figure 4.3: Flowchart to define the participation of the sige elements
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After the participation factors are calculated, the maintod sends the desired set-
points to each unit per control subsystem accordin@ (8B Figur@l4.
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b

Correction:
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generation of

7

Scheduled
optimal
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Participation
factor

v vV VvV Vv

Calculate desired
power output

(equation 4.9)

Figure 4.4: Flowchart to calculate the desired power output

4.3.3 Unit Control Applied

The system shown in FiguEh.S was selected for the appitafithe integrated control. It
consists of 2 gas turbines (CHP), a solid oxide fuel cell (FtRurnace, a wind turbine, a
battery bank, a heat storage tank and a district heatingdtrfrcture, which is used to model
the heat demand. The system operatégad.

At first, it is important to identify which units are contralile and what type adfinit
controleach of them possesses, since they may vary considerahlyesjtect to each other.
A description of each unit control is given in Section 4.4eTescription includes the type
of control, the aim of the control, the control parametet Hgaves as trigger and the control
actions that are undertaken. The models that are used &smyreach of the hub elements
in the simulation can also be found in Sectiod 4.4.

4.3.4 Main Control Applied

Themain controlmonitors the system and takes actions in order to keep theot@aram-
eters at the nominal value. As mentioned in Sedtion 4.3e2ets a control subsystem for
every energy carrigdj at the output side of the energy hub, in this example theyespond
to electricity and heat.

The control parameters are the frequency, which must reatéh® Hz for the electri-
cal system, and the temperature, which must remain atC@® the district heating hot
water line. Since the system is not connected to the elatfyitd, all components that pro-
duce electricity are assigned to the electricity contrddsystem, even though they might
also produce heat. The rest of the components are assigtieel heat control subsystem.
Specific details regarding the control parameters and sigmals considered at the main
control for both control subsystems are presented in Tallle 4
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Figure 4.5: Energy hub used in the example

Table 4.1: Main control summary

Control Subsystems

Aspect Heat Subsystem Electricity Subsystem
Control Type Proportional controller Droop-based control
Main control parameters Hot water pipeline temp. Systeme'gdency
Nominal value: 100C Nominal value: 50 Hz
Other variables Indoor temperature System’s voltage
Error signal Simple error Combined error: frequency

and load error

Error signal sign Positive: Increase supply Positive: éase supply
Negative: Decrease supply Negative: Decrease supply

Storage dispatch Positive: Charge Positive: Charge
Negative: Discharge Negative: Discharge

Minimum participation factor ~Storage: 0,1 Storage: 0,1
Furnace: 0,1 Gas turbine CHP : 0

SOFCCHP: 0
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4.4 Dynamic Component Models and Controls

Several of the component models presented in this sectiom wplemented with the help
of the MSc project/[90], which was performed under the framewof this PhD project
and under the guidance of the author of this dissertatior.rmbdels are introduced in this
section because they are part of the system where the itgdgrantrol is tested. Each
subsection is dedicated to a particular generation unigrevfirst some generalities of the
unit are given to familiarize the reader, then the model efuhit is presented and finally
the unit control and the main control link are described aicg to the control structure
introduced earlier in this chapter. The models to be deedrib this section are the wind
turbine, the battery, the gas-fired turbine (CHP), the gastfolid oxide fuel cell (CHP),
the gas-fired furnace and the heat components of the dist#ting system that are used to
represent the heat load.

4.4.1 Wind Turbine
Overview

An horizontal axis wind turbine with a nominal power of 120 kVés chosen for the sim-
ulations. Horizontal axis wind turbines are by far the mastinmon form of wind tur-
bines manufactured today [24]. It consists of a rotor (cimittg the blades and the hub),
a low-speed rotating shaft, a gearbox, a high speed rotaktiaff, a generator and a power
converter. A diagram of the wind turbine is shown below, lolase [91]:

- ® G - 1. Foundation
5\ /" Uﬁ@‘ 2. Connection to electrical grid
A - 3. Access ladder
@ 4. Tower
5. Wind orientation control
@ 6. Nacelle
7. Generator
©) 8. Anemometer
@ 9. Brake
[/Af O] 10. Gearbox
11. Rotor blade
12. Blade pitch control
Figure 4.6: Wind turbine 13. Rotor hub

The kinetic energy of the wind is captured by the blades amoiiwerted to rotational
mechanical energy. This is transmitted to a gearbox thairisected to a high-speed shaft
that turns the rotor of the electricity generator. Many &gl wind turbines have an em-
bedded control that is linked to the power converter in otdéet the wind turbine work in
optimal power generation mode.
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The kinetic energy contained in the wind is given by the fefat

L 1
Kinetic Energy= ém,\,ndvﬁmd (4.10)

wherem,,, [kg] is the wind mass andnq [M/s] is the wind speed.
The mass of air that flows per secafy ;. [kg/s] can be obtained by multiplying the air
densitypair [kg/m?], the wind speedyng [M/s] and the area swept by the rofgg, [m?]:

B, air = PairArotbwnd- (4.11)

After substituting ml) in @0), the power containedtia wind is obtained. The
power in the wind is equal to the kinetic energy per secorsg] &hd is given in Watts [W]:
1 3
Pwnd = EpairAthwnd' (412)
Not all this power can be extracted by a wind turbine due tddkses associated with

the energy conversion process. The model that represenether extracted from the rotor
blades is described below.

Model

Low-speed shaffor simplicity and due to the fact that some of the valuesiileae needed
are unknown and are not provided by the manufacturer, tiaess of the shaft is
assumed to be infinite.

Rotor The equation used to compute the power extracted from tbe btddes is:

1
PWnd = ECppaifAfOtva/nd (4'13)

wherec, [-] is the performance cdicient of the rotor ficiency and represents the
fraction of wind power that is captured by the rotor bladegractice, this ca@cient
has a value between 0,4 and 0,5 in the case of high-speedlage-turbines, and
between 0,2 and 0,4 in the case of low-speed turbines. Itsnmuzax theoretical value

is 0,59 [92]. The performance ciheient can be expressed as a function of the tip
speed ratial and the pitch angl@; C;, C,, Cs3,C4, Cs and G are constants. The
performance cdécient can be expressed by:

C s
=G (f — Caf - 04) exp * +Cgl (4.14)

where
1 1 0,035

A 1+0,08 B+l
Induction Generatorin this study, a simple generator model is used. This modgivisn
in per unit. The dynamics of the generator are modeled bydbeleration equation:

do 1
a = E (Tmec— Te|e) (416)

(4.15)

wherew is the rotational speed, is the moment of inertiaz,,o. represents the me-
chanical torque and,, represents the electrical torque.
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Unit Control

Even though the wind turbine is considered to be an uncdabiel unit because its source
of energy is the wind, which changes stochastically, theegwso parameters that fall into
the unit control: the rotor speed and the pitch angle. Therg#®n of the unit control is
given below.

Rotor Speed Control

Function: keeps the optimal power supply of the wind turbine
Trigger: responds to a rotor speed error signal.
Action: adjusts the rotor speed by modifying the electronsdig torque.

Pith Angle Control

Function: performs power limitation by keeping the desi@tr speed.
Trigger: responds to a rotor speed error signal.
Action: adjusts the wind turbine blades.

Main Control Link

There is no control signal sent from the main control, it isussed that the power contribu-
tion of the wind turbine is supplied to the system as it comes.

4.4.2 Lead-Acid Battery
Overview

The electricity storage selected consists of deep-cyald-&id batteries. The battery bank
has a nominal battery stack capacity of 1250 Ah. Lead-acitbties are the most com-
monly used batteries in electrical power system applioationcluding applications where
renewable energy technologies are present. Moreovekittdof batteries has been widely
used in the automotive industry. Lead-acid batteries hawv&la range of sizes as well as
an acceptable cost in the market. |In/[93], several advastage disadvantages of batteries
were gathered. Here only a selection is listed from [93-9BEse are some advantages:

e There are many sizes and designs available.

e The technology is well-understood, mature and reliable.

It is possible to easily determine their state of charge.

Low self discharge and low maintenance.

The components are easily recycled.
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On the other hand, some disadvantages of lead-acid battesge
e Low cycle life.

¢ Only a limited full discharge cycles are allowed.

e They have low energy density.

e Materials can be toxic when they evaporate, moreover leddfaelectrolyte used
are environmentally unfriendly.

¢ No fast charging is allowed.

Model

The battery model available at the library of MATLAB SimuWtiltsimPowerSystems was
used in this work.

Unit Control

No unit control is applied. The control signals come ding@thm the main control.

Main Control Link

The main control sends a control signal to the power convéréd indicates if the battery
must charge or discharge and how much according to the gtoragsiderations.

4.4.3 Gas-Fired Turbine
Overview

Two gas turbines with a nominal electric power output of 190 &ch were selected for
the example. The type of turbine considered in this work hgditeshaft design, which ac-
cording to [96], can be modeled as a single-shaft turbineveéRd97] provided a simplified
single-shaft gas turbine model that has been widely usdtkifiterature. A block diagram
of this model can be observed in Fig@ 4.7. In the followingsections each block in the
diagram will be described. The PID control and the excitationtrol are described under
unit control. This model is given in per unit.

Load
Heat o
Limit Max.

Recovery
Speed . ?_pef,d Fuel
04 ¢
Set-point ""/\_:/\ Eror PID Fuel Flow .| Combustor
’—\T N Governor System & Turbine

Exhaust
Temperature

Torque

L

System
Limit Min, T |
Synchronous

Rotor Speed Generator

Electricity

Figure 4.7: Schematic of the micro-CHP gas-fired generator
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Model

Fuel SystemThe input to thefuel systenis thefuel command The fuel command results
from multiplying the governor output and the per unit medbakrotor speedv. In
this study, pressure control may be neglected because shih# volume between
these valves [97]. The fuel system consists of two valvesii@es: one corresponding
to the valve positioning system and the other one to the tmtfiael system. Each
subsystem has a constant associated with it. The congtastassociated with the
valve positioning system, and the constapis associated with the volumetric time
constant related to the downstream piping and fuel gasilmistsn manifold [97].
Thefuel flowis the output of this block.

Compressor-Combustor-Turbine Assemilye fuel flowis the input for the compressor-
combustor-turbine assembly. The model incorporates tha@sport delays, one as-
sociated with the compressor discharge volapgg another associated with the com-
bustion reaction time., and another associated with the gas from the combustion
system through the turbing,. The turbine torque,, and the turbine exhaust tem-
peratureT, are given byl[97]:

T = L.3(bm e — 0.23) + 0,5(1 - w) (4.17)
Texn = Trg = 390(1— ¢y, 1,0 + 306(1- w) (4.18)

whereT  is the rated exhaust temperature of the turbinegpl, is the fuel flow.
The subtraction of 0,23 from the fuel flow represents thegraage of fuel needed to
keep the gas turbine under operation at a nominal speeaatbebndition.

Synchronous Generatofhe torquer,,, that results from the compressor-combustor-turbine
assembly model is the input for the synchronous generatdeim@he built-in model
of a synchronous generator that is available at the libralAT LAB Simulink Sim-
PowerSystems is used for the simulation.

Exhaust Heat Recovery Systérhe exhaust temperature that results from the compressor-
combustor-turbine assembly modg|, is the input for the exhaust heat recovery sys-
tem, which consists of a recuperator and a shell and tubegixehtinger in counter-
current configuration. The exhaust gases that come fromethgperator are trans-
ported to the heat exchanger.

The recuperator exhaust temperatiigg can be calculated using the following equa-
tion:

Trec = 0,405 o= Tamp) + Tamb (4.19)

whereT,_ is the ambient temperature and the fti@éent 0,405 results from a calcu-
lation that involves the inlet and outlet exhaust heat flowagtd values, the turbine
exhaust temperature, the recuperator exhaust tempeeatditbe exhaust gases mass
flow taken from the micro-CHPs datasheet. The heat transgas place at the con-
tact area between the hot-side and cold-side exchangeteaam

The equations that were introduced for the convection amdlection processes in
Sectior 411 are used in this section to model the heat regbeat exchanger. The ex-
haust gases coming from the recuperator enter the hot chrarfite heat exchanger
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and warm up the water coming from the return pipe of the distreating system.
The hot side of the heat exchanger can be described by tloavfnll equation:

dT,

out,hot

My Cexh dt = ¢m,exhcexh (Tin,hot - Tout,hor) - cZSq,hex (4'20)

where the incoming temperature at the hot side of the hedizexer™
to the recuperator exhaust temperaflie obtained with M9).

The cold side is represented by:

dT

out,col

MyaiCyat dt = ¢m,watcwat (Tin,col - Tout,col) + czaq,hex (4'21)

in.hot IS €qual

In both case®_, _is given by:

g,hex

czaq,hex = UhexAhexATLMTD,hex (4-22)

where subscript ‘hex’ indicates CHP heat exchanger, sigisexh’ represents the
exhaust gases coming from the recuperator of the CHP ubgcsipt ‘wat’ represents
the water flowing through the return pipe of the district hegatsystem, subscript
‘hot’ represents the hot side of the heat exchanger and spbsml’ represents the
cold side of the heat exchanger. The equations are basem am @7). The
logarithmic mean temperaturefi@irenceAT 1y ., IS given by:

(Tin,hot - Tout,col) - (Tout,hot_ Tin,col)
AT MTD hex = | (T T ) :

(4.23)

in,hot__ out,col

T T

outhot~ ' in,col

Unit Control

This unit is equipped with a PID control and an excitationteoln The excitation control is
a built-in MATLAB Simulink model.

PID Control

Function: keeps the desired frequency and desired powgatdis.
Trigger: responds to rotor speed error and load error signal
Action: adjusts the fuel injection.

A Proportional-Derivative-Integral (PID) control thattaon the speed and load errors
is selected for the gas turbine. The gains K, and Ky are tuned in order to obtain
the desired response of the turbine-generator set. In isgedation, the PID gains
that are used are the ones obtained.in [90] by using the metiggksted in [98] with

a step signal as system load input. The value of the goverripubis the steady state
per unit value of the turbine’s mechanical power.

The speed error and the load error are obtained by subtgabtractual values to the
respective assigned reference values. The generatorsmarop mode: they share
the load changes according to their droop. The droop gainitas selected for the
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generators is 4%, i.e. a hundred percent change on the qudpuetr will result in a
four percent change in the frequency. The deviation in tegquiiency due to droop
control is corrected by changing the operating point of tbreegnor. This is done by
means of adjusting the load reference set-point. In thistivaylesired frequency can
be recovered. The minimum limit represents the gas turbicegdability of absorbing
power from the connected system while maintaining fuel imgin the combustor
[97], whereas the maximum limit accounts for the engine terature control.

Excitation Control

Function: keeps the desired excitation voltage level.
Trigger: responds to a voltage error signal.
Action: adjusts excitation.

The generator is connected to the built-in excitation madegdrovide field voltage
control. The model is available at the library of MATLAB Sitmk SimPowerSys-
tems. The model regulates the terminal voltage of the gérremtia reference value.

Main Control Link

The set-point of the gas input comes from the main controk pgérticipation of the com-
bined heat and power unit is calculated by the main contrdeasribed in Sectidn 4.3.2.

4.4.4 Solid Oxide Fuel Cell
Overview

The interest in fuel cells has increased during the lastaeéar several reasons, among
them: their high &iciency in comparison to heat engines, the very low (or zeaoniful
emissions, the low maintenance costs, the lack of vibratad the very low noise emis-
sions [99]. In this work a solid oxide fuel cell (SOFC) of agdtelectric power output of
75 kW is considered. Solid oxide fuel cells are sometimekedahe third generation of
modern fuel cells [99]. The temperature at their stack rargeween 65 and 1000C.
Due to their high temperatures, they are intended for statipapplications. Their power
output ranges from a few kWs to several MWs. The high qualégtican be used for
cogeneration purposes.

One of the main advantages of SOFCs is that because of thésnigieratures involved,
they do not need expensive catalysts and do not get poisgnegrbon monoxide, allow-
ing fuel flexibility, however sulfur components must be remd before they enter the fuel
cell. Furthermore, the high temperatures are linked ta thein disadvantages: they have
slow start-up times (when starting from cold) and the highgeratures produce corrosion
of components. For this reason, research is nowadays fo@rséowering the operating
temperature down to 606G in order to reduce the strict material requirements andaed
the start-up times [100].
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Fuel cells have a basic structure consisting of an eled¢gand two electrodes. The
main functions of the electrolyte are to act as an ion corafstt that ions can migrate from
one electrode to another, to act as an electron insulattinag@lectrons are forced to flow
through the external circuit and to act as a barrier to sép#na reactants [99]. On the other
hand the main functions of the electrodes are: to provideaaepfor the electrochemical
reaction to occur, to collect the electrons and to providewa flath for the electron transfer.
The fuel cell voltage is equal to the potentiaffdrence between the cathode and the anode
and the fuel cell's current is defined as the current that fioars the cathode to the anode
through the external circuit (opposite to the electron fla@)which the load is connected.
Figurellb shows a graphic representation of the SOFC.

Electric Current

Fuel In s=p 1 e <= Air In
— o . I
o=
t e
Hz ‘ 0: ==
0,
L
>
H0l ol 8 |3
FExTessd — '§ ‘g % — UGnused
uel an = = Gases
Water <= <8\ O Out

Figure 4.8: Schematic of the solid oxide fuel cell

Model

Fuel Cell Model The fuel cell model available at the library of MATLAB Simok Sim-
PowerSystems was used in this work.

Heat Recovery Systeifihe heat exchanger is modeled using the same equationsehat w
used to model the heat exchanger of the gas turbine. The dwts$ithe heat ex-
changer can be described by the following equation:

dT

out,hot

MLirCair dt = ¢m,aircair (Tin,hot - Tout,hol) - Qq,hex (4-24)

the air is heated thanks to the fuel cell’s stack.
The cold side is represented by:

T
t,col
m\Nathat% = ¢m,walcwat (Tin,col - Tout,col) + czaq,hex’ (4'25)
In both case®_, is given by:

g,hex

Qq,hex = UhexAhexATLMTD,hex (4.26)
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where subscript ‘hex’ indicates SOFC heat exchanger, siypbsair’ represents the
hot air coming from the stack of the SOFC, where the high teatpees are pro-
duced, subscript ‘wat’ represents the water flowing throtighreturn pipe of the
district heating system, subscript ‘hot’ represents thieside of the heat exchanger
and subscript ‘col’ represents the cold side of the heataxgar. The equations are
based on L (4l4) an .7). The logarithmic mean temperattierehceAT

; ) LMTD,hex
is given by:
(Tin ot = Toutco) = (Toutnor— Tincol
in,hot out,col out,hot in,col
AT\ uTp nex = T T . (4.27)
I (Tout,hoFTin,col)
Unit Control

A simple delay transfer function is used as unit control Far tuel cell.

Main Control Link

Due to the fact that fuel cells are DC devices, the SOFC isecte to the system by means
of an inverter. The inverter receives the pofgarrent settings from the main control.

445 Furnace
Overview

The furnace model is based on [101] and was implemented asudided in[[90]. A furnace
of a nominal power of 550 kW was selected. The furnace systesists of the furnace and
a heat exchanger that transfers heat coming from the flue gasiee furnace to the district
heating water.

Model

Furnace The heat that comes from the furnaglégfur can be obtained by usinﬂh.S). The
factorésy, [-] is added to this equation to represent the losses in threabe:

¢q,fur = Pm muChiu (Tin,fur - Tout,fur) Etur (4.28)

whereg, . is the mass flow of the flue gaseg, represents the specific heat capac-
ity of the flue gasesT, , is the predicted combustion temperature during the fuel
combustion adiabatic process, also dendtgdandT, , ¢ represents the temperature
of the gases at the exit of the furnace. The equations thaisse to calculate the
combustion temperature and the temperature of the gades axit are given by:

TLHV,fue * T aslexCair (Tair - 80)
(1 + raerEXS) Cﬂu
Tout,fur = Taﬂéfur (4.30)

T

infur = Taf‘t = (4-29)
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whereY’ . is the lower heating value of the fuel,, is the stoichiometric air fuel
ratio, ., [-] is a factor related to the excess air ahng is the temperature of the outside
air ande,r [-] is a dimensionless furnace parameter that is based aeriemental data.
The mass flow of the flue gases ;, results from the addition of the fuel mass flow
P fue and the air mass flowm‘air:

¢m,f|u = ¢m,fue+ ¢m,air (4.31)

where the mass flow of the air depends on the stoichiometricei ratior . and a
factor related to the excess aig

¢m,air = ¢m,fuerafrtexs (4.32)

Unit Control

No unit control is included. The set-points come directhynfrthe main control.

Main Control Link

The set-point for the gas flow input comes directly from thattentrol subsystem of the
main control.

4.4.6 District Heating Load
Overview

A brief introduction to district heating systems was alnegiven in Chaptelﬂl. The district
heating system considered in this work consists of two tygfdeads: the service water
heat load and the space heating heat load. Each load is sdpglth a separate heat ex-
changer. The district heating considered contains a reiipeline. The temperature is
kept at 100C at the hot water pipeline by the control. A brief descriptaf the model is
provided below.

Model

In the model considered, pressurdfeliences are neglected. The equations presented in
Sectior 41 are used to represent théedent components.

Service Water Heating Loadhe relation between the service water heat demapg,,
and the mass flow,, ,,; of the water flowing through the district heating pipelines
is obtained by usingl(4.5). In this case the subscript ‘swhised to represent the
service water heating and ‘wat’ is used to represent the figwiater.

czsq,swh = ¢mwaCwat (Tin,swh - Tout,swib (4.33)

whereT, given in Kelvin, and is equivalentto T& andT_, .,is equivalent to

in,swh’
80rC
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Space Heating Load’ he space heating demand represents the heat load requikedp
the indoor temperature at 20. The heath 1aq1S transferred to the rooms by means
of radiators. Heat leaves the rooms through MU§/a|v windows® and the roof

D, o The resulting energy balance equation is: R
maircair% = D rad~ Powal — Powdw ~ Porof (4.34)
where
(pq,wal = UpaAual (Tin,hhd - Tout,hhd) (4.35)
¢q,wdw = UnawAnaw (Tin,hhd - Tout,hhd) (4.36)
‘pq,rof = UorArof (Tin,hhd - Tout,hhd) (4.37)

wheredy is the heat transferred per unit of timg,is the heat transfer céiecient, A

is the area an(jTin — T, is the diference that drives the heat transfer phenomena.
Subscript ‘hhd’ means household.

Radiators The radiator is represented by the following equation:
dT

out,rad

MyaCwat dt = ¢m,watcwat (Tin,rad - Tout,rad) - Qq,rad (4'38)

where:

Qq,rad = UradAradATLMTD,rad (4.39)

where subscript ‘rad’ indicates radiator and subscript“wepresents the water flow-
ing through the radiator. The equations are base (4&@). The logarithmic
mean temperatureflierenceAT, o 44 IS 9iven by:

(Tin,rad - Tout,rad)

AT D rad = | (T T—) (4.40)
n

inrad_ ' inhhd

Tout,radfTin,hhd

WhereTmyrad is the temperature at the entrance of the radiéft&(’,radis the tempera-

ture at the exit of the radiator afq, , is the household’s indoor temperature.

Heat ExchangersThe heat exchangers are modeled in a similar way to thoseecCHP
units and the SOFC.

Heat LossesThe heat losses in the pipdg 5, are modeled as heat conduction to the sur-
rounding soil from the pipe insulator. The equation thatespnts the transfer is:

dTpip
”\NatcwatT = Omwawat (Tsur_ Tpip) - (pq,sur (4.41)
where:
Py sur = UpipPpipA TLmmop (4.42)

where subscript ‘pip’ indicates return pipeline, subsctgur’ represents the sur-
roundings and subscript ‘wat’ represents the water flowlimgugh the pipeline. The
equations are based on_(4.4) and 1(4.7).
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Unit Control

Radiator Control This control keeps the desired indoor temperature by chinigdhe amount
of water mass that flows into the radiator. It consists of gprtional control.

4.4.7 Heat Storage Tank
Overview

The heat storage considered in this work consists of a watdrwith a maximum designed
capacity of 190 kWh. The tank has a cylindrical shape and igdun the soil. A heat

exchanger is connected between the tank and the hot pipslthe district heating infras-
tructure.

Model

In this model the temperature of the storage medium is censithomogeneous.

Tank The storage tank is represented by the following equation:

dT.

in,tnk

MyaiCwat— g = Pin — Pout (4.43)
wheredg, is equal to the losses to the surroundings:

Doyt = ¢q,los = UtnkAtnk(Tin,tnk - Tout,tnk) (4'44)

and @i, is equal to the heat coming from the systén, stimes the storage conver-
sion dficiencynmk [-]:

D = ¢q,tnk = ®q,sy577mk (4.45)
where the storagdiéciencyn is given by:

L discharging

Mtnk =
Mk

Subscript ‘tnk’ indicates storage tank and subscript ‘wapresents the water con-
tained in the tank. The heat transfer fla@entU. depends on heat transfer param-
eters of the insulator and the soil.

tnk

Unit Control

No unit control is applied.

Main Control Link

The main control sends a control signal that indicates iflthat storage must charge or
discharge and how much according to the storage considesati
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4.4.8 Summary

In Figure@ the energy hub for the example is presented abtef@.p shows the hub
elements and their relation to the multi-carrier hierazahcontrol architecture.

P E Le
A
VA P, F
B
vE Py —‘ [
Pg — e
C
v Py Lq
D = G

Figure 4.9: Energy hub used in the example

Table 4.2: Components and control subsystems

Hub Element Hub’s Control  Set-point from Unit Control
Converter Subsystem  Main Control

CHP (gas turbine) A electricity gas flow PID control
excitation control

CHP (SOFC) B electricity current delay transfer function

CHP (gas turbine) C electricity gas flow PID control
excitation control

Boiler D heat gas flow none

Wind turbine E none none rotor speed control
pitch angle control

Battery bank F electricity current none

Heat tank G heat gas flow none
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4.5 Simulation Results

The optimal scheduling and power dispatch are obtained fhmmmulti-carrier unit com-
mitment program, however, in the first two simulations theppge is to show the operation
of the hierarchical control architecture, thus the sekkdispatch does not correspond to the
optimal one. Simulation 1 shows the results of the elet¢yrimntrol subsystem, Simulation
2 shows the results of the heat control subsystem and Sionilatpresents the results of
both subsystems for a simulation period of 24 hours in whiehdptimal scheduling and
optimal power dispatch are determined by the multi-catriér commitment program.

4.5.1 Simulation 1: Electricity Control Subsystem Demonstation

This section shows the operation of the electricity cordgdisystem. The units are working
at no-load and the assigned dispatch is set to zero for d# (this is equivalent to assuming
that the forecasted electric load is equal to zero). Thisisedn order to show how the
two-level hierarchical control accounts for unpredictedd variations in the system. The
electric load pattern and the wind power supply were antiyrehosen.
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Figure 4.10: Simulation 1: Participation factors of conlieble units

As a consequence of having no initial assigned dispatcipdnéipation factor of each
unit is defined according to the unit's rated capacity. Atlilleginning of the simulation all



4.5 Simulation Results 93

units are available. At the 5th minute of the simulation CHI& Aorced to stop delivering
power, thus the main control reassigns the required poweadd to the remaining available
units. The change in the participation factor of each cdlatote unit can be observed in
Figure[ﬂb. The rated capacity of CHP A, CHP B, CHP C and tbeage are 100 kW,
75 kW, 100 kW and 100 kW respectively. Thus the initial paptation factors are 0,26 for
CHP A, CHP C and the storage and 0,21 for CHP B. After 5 mintitesnew patrticipation
factors are 0,36 for CHP C and the storage and 0,29 for CHPeBS@FC).
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Figure 4.11: Simulation 1: Frequency of the system and repeds

Figure@l shows the control parameter of the electriagitytiol subsystem: the sys-
tem’s frequency. Additionally, the rotor speeds of the gabihes are depicted (CHP A and
CHP C). It can be observed that thanks to the control strategyrequency was kept stable.
In Figure@ three graphs are presented: the total eld#gtdemand, the wind turbine’s
supply and the power supply delivered by the gas turbine$(&ldnd CHP C) and the fuel
cell (CHP B). It can be observed that when the output of thedwinbine increases, the
power supplied by the CHPs is reduced accordingly in raiatiche participation factors.

Figurelﬂb shows the state of charge of the electricityagt®r The total electricity
demand and storage supply are also depicted in the uppér grapder to show the corre-
spondence between the state of charge and the power reguitenAs it was described in
Sectior 4.8, in order to charge or discharge the storags,ihé control system first checks
its availability. In the simulation the state of charge rémed close to 80%.



94

4 The Control: Multi-Carrier Hierarchical Control Ar¢cacture

Power [W]

State of Charge [%)]

Unit

x 10° Electricity Demand
4 T T T T T T T T T T T T T T T T T T
)
& 2f 4
=
o
o
0 L I L I L I L I L I L I L I L I L I
0 1 2 3 4 5 6 7 8 9 10
x 10° Wind Turbine Supply
2 T T T T T T T T T
o 1r B
= /\
<] ,
a
0 I I I I I n I n I L
(:( 10° 1 2 3 Eﬁsotricity Tt5>tal Suppl? ! 8 9 10
15 T T T T T T T T T
1 - -~ -
//: S - .\\_\ PN
- -o ’ ~
0.5 /f’/, .-”\?\\\\\_ .."' \ AR
B 4 — 4 \ < /’ -
‘l RN _fi AR 7
/ k TR
0
Electrical Power CHP A
-0.5H Electrical Power CHP B -
Electrical Power CHP C
= = Electrical Power Storage
-1 n I n I I i . i . i . i . i . i
0 1 2 3 4 5 6 7 8 9 10
Time [min]
Figure 4.12: Simulation 1: Electricity demand and eledtsisupply
x 10°
100
| = = = State of Charge‘ Total Electricity Demand
0k = = = = - — = Electricity Supply E.Storage H 4
9]
2
[e]
o
0 I I I I I I I I I -1
0 1 2 3 4 5 6 7 8 9 10
Time[min]
Storage Charging Commands Storage Discharging Commands
— = E. St. Ch. Available ~ = E. St. Disch. Available
E. St. Ch. Requested E. St. Disch. Requested
= = = 1
.‘é’
=)
0 0
0 1 2 3 4 5 6 7 8 9 10 0 1 2 3 4 5 6 7 8 9 10
Time [min] Time [min]

Figure 4.13: Simulation 1: Electricity storage behavior
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4.5.2 Simulation 2: Heat Control Subsystem Demonstration

This section shows the heat control subsystem under operafihe space heating and
service water loads were arbitrarily chosen and the outfilsoCHPS is given as an input.
Figure@ contains the results of the control parametieshot line temperature of the
district heating system and the indoor temperature. Thandine temperature and the
outdoor temperature are also included. It can be obsenadth room temperature was
kept at 20C during the whole simulation period and the hot line clos&G6°C.

Indoor and Outdoor Temperatures

Ne———7"—7———F7"—"—"——F—————F——————F ] 7 ]
Indoor temperature
- == Outdoor temperature
)
e
L 20
2
o
2 10 e T T T T - .
= - ~.
(] Pt S
~ - ~el
Of~._ _-7 -
_10 PSR S ‘_.‘ P S S S [N S ST SR SR SN S S ST S ST S S S S NN ST ST ST S S S S S
0 15 30 45 60 75 90 105 120
District Heating Line Temperatures
12077 T T
L Hot line temperature
ok L= Return line temperature
o
e
2 100
2
2 T\\__I_‘—"/
[3]
o 90K B il RN . B
IS =T R
() - S
[ - - e
80 T . I—"'—'—" -
T -
!
70 P S SR (S S S S SN SO SO ST SN T S ST S SR SN S ST SO S SN SRS SR SUN SR SR ST S A S S S S
0 15 30 45 60 75 90 105 120
Time[min]

Figure 4.14: Simulation 2: Indoor temperature and DHS lisenperatures

Figurelﬂb contains 2 filerent graphs. The first graph shows the total space heating
demand (in correspondence with the outside temperaturatieax) as well as the space
heating demand and the service water demand. In the secapl,dhe power supplied by
the furnace, the CHPs and the heat storage is depicted. becabserved that the furnace
and the storage tank supply heat so that the power balancacgasplished during the
whole simulation.

Figurelﬂb shows the total heat demand and storage heateffiperature of the stor-
age tank, the storage change and discharge commands andrigesavailability are also
presented to show the correspondence with the heat supyylign tank.



96 4 The Control: Multi-Carrier Hierarchical Control Ar¢acture
Heat Demand
2000 T T T T T T T
| Total heat demand |
— — — Heat demand: space heating
1500 Heat demand: service water |
g
=3
@ 1000
3
o
o
500
0
Heat Supply
2000 T T T T T T T
L Total heat supply 1
L e Heat supply: furnace ]
1500 — — — Heat supply: CHPs
— - —+— Heat supply: heat storage |
2 1000
g
S 500f .. o
g .
0
_500 L L L PR L L P - L L P L L L P - L - L L PR L L PR L L L
0 15 30 45 60 75 90 105 120
Time [min]
Figure 4.15: Simulation 2: Heat demand and heat supply
Storage Temperature and Storage Supply
150 - 1
— — - Temperature heat storage] Total heat supply q
- — — Heat supply: storage 4 2000
2 100
[
5
©
@
Q.
£ 50
i

Time [min]
Storage Charging Commands
- — — Auvailable: charge
Charge requested
1p—-— —— —— == =7~ —— 1
T T
0 0
0 15 30 45 60 75 90 105 120 0

Time [min]

Storage Discharging Commands

- == Available: discharge
Discharge requested

15

30 45 60 75 90 105 120
Time [min]

Figure 4.16: Simulation 2: Heat storage behavior
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4.5.3 Simulation 3: Complete System Demonstration

In this section a demonstration of the complete system’satipm is presented. The sim-
ulation was done for 24 hours. The wind speed forecast wesirgat from a model that
was developed for this project. This forecast model will lesaibed in more detail in
Sectio 1. Figur@h? shows both the forecasted anddiu@l electric output of the
wind turbine and Figurm8 shows the forecasted and aeteetric load values used in
the simulation. It is assumed that the actual heat load sateequal to the predicted ones.
Figurelﬂb shows the total heat load, the space heatingalodithe service water load. As

it can be noted in Figu@? and Fig@.l& the actuabgadfithe wind turbine’s power
output and electric load fier from the forecasted ones, this gives room for the control
system to operate and keep the control parameters withitagdurange of operation.

The forecasted values discussed above are the input to ttiecauier unit commitment
program. Previous to the multi-carrier hierarchical cohrdéimulation, the multi-carrier unit
commitment program is used to find the optimal solution. Ia tiay thescheduled/alues
can be obtained. In Figu@.l, thet-points coming from the optimizatishown at the top
of the two-level hierarchical control scheme are equal éorésults of the multi-carrier unit
commitment program.
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Figure 4.17: Simulation 3: Forecasted and actual outputhaf tvind turbine
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Figure 4.18: Simulation 3: Forecasted and actual electyi¢oad
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Figure 4.19: Simulation 3: Heat load
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Combined Control Error of the System
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Figure 4.20: Simulation 3: Combined control error and fremey of the system
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Figure 4.22: Simulation 3: Total electricity demand andattity supply

In Figure@b and in Figu@l it can be observed that dvaungh there were tier-
ences with respect to the forecasted values, the systeagisdncy, the hot water pipeline
temperature and the room temperature were kept within tbepaable boundaries.

Figurelﬁlz shows three graphs, the first one shows a curkelvételectricity demand,
the second one shows the wind turbine’s power output anchifetdne present the power
supplied by the CHP units and the storage elements duringdheur simulation. CHP B
has a minimum operation setting of 25% of its maximum caggafdt this reason it operates
during the whole simulation. It can be observed that theaggunit plays an important role
in keeping the power balance of the system.

The reader can compare the scheduled values and the adties irathe figures shown
in Appendix@. They show the response of the individual unltscan be noted that the
overall shape of the actual dispatch is similar to the scleedone but that the instantaneous
values difer from each other due to the influence of the performed cbattions. This
response coincides with the expectations.
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4.6 Conclusions

This chapter presented a two-level hierarchical integratentrol architecture for systems
that contain multiple energy carriers. In the example elgitt and gas were considered
as input and electricity and heat as the output. The generhitecture was adapted to fit
the selected example. In this way the applicability of thatod scheme was tested. It
showed to be robust and stable for normal operating comditi®ther control actions like
load shedding can be applied using the same architecture.

By using an integrated control strategy, the flexibility @ving more energy carriers
was explored. In future work it would be interesting to irddumore energy carriers and
test the applicability of the control scheme that was desigi-urthermore, the interaction
with smart protection algorithms should also be studied.






Chapter 5

The Scenarios

Multi-Carrier Power Applications

This chapter answers Research Quesiion 5 of this dissert8ection 511 presents theoreti-
cal concepts that have not been introduced in previous ehapSectioElZ presents a brief
literature review on works where the concept of aggregationgsehold generation units
has been applied. In Sectibnl5.3 théetient scenarios to be simulated are described. Sec-
tion[5.4 includes the input data that are used in the simanatithe prices, the parameters of
the storage devices and the parameters of the generatiquooemts. Secti .5 presents
the results of the dierent simulations and includes a discussion based on thparison

of scenarios. Finally in Sectidn 5.6 the conclusions of thiapter are drawn.

5.1 Basic Concepts and Definitions

5.1.1 Virtual Power Plant

In the literature, dierent definitions of airtual power plantcan be found. A definition that
fits the scope of this dissertation is the following [102]:

A VPP combines gferent types of renewable and non-renewable generators
and storage devices to be able to pose on the electricity @tak a single
power plant with defined hourly (15 min) output.

The control of a virtual power plant can be done directly afiiectly. When done di-
rectly, the aggregator has control on the signals that astd@¢he generation units, whereas
when it is done indirectly the aggregator only sends prigaas and the household owing
the generation unit reacts on them [103]. From this clasdifia it can be inferred that
direct control gives the best results, since the aggregetoonly sends the prices for the
households to react according to their will, but sends tivgits to the micro-generation
units itself. Therefore, the aggregator sends and recaif@snation from the users.

103
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5.1.2 Aggregator

The termaggregatorcan be used to refer toftierent entities, for example retail companies,
distribution system operators or integrated utilities,oaign others. In this dissertation the
aggregator will represent an integrated power managenoeietimving ICT communication
with all houses that have agreed to participate in the grquipnization. Therefore, the
definition of aggregator used in this dissertation is thifaing [103]:

An aggregator is an actor that trades with aggregate powevsltyfrom house-
holds angbr operates a virtual power plant by controlling micro-CHRad
other controllable units available.

Several benefits of using an aggregator were found in thatitee. Some of the most
important ones are the following:

e The controllers at the household level remain simple (oahség and actuation de-
vices are required) since the optimization control is difteom the household level to
the aggregator level.

e Investments in communication and control equipment bedomer when it is done
for clusters of households.

e There is higher predictability of aggregated energy denthad that of individual
households.

5.2 Literature Review

This literature review comprises articles in which thewaitpower plant concept is studied.
The articles dealing with the virtual power plant concept ba divided into two categories,
those that deal with medium-sized generation plants thathrstered to virtually func-
tion as a single power plant and those papers that deal wethdlgregation of small-sized
generation units placed in households and building infuattres. Since this chapter pays
attention to the latter, papers focusing on micro-genanainits of a few kWs are consid-
ered in this review.

Several papers focus on the development of virtual powert matimization frame-
works. Some of the methods proposed inclsgevice oriented architecturfl04] and
multi-agent-based controFor example, in [105] a multi-agent-based control wasiagdb
a test facility consisting of renewable sources and colatot# units. The work focused on
the implementation of such multi-agent-based control iaa environment. Furthermore,
a large percentage of the available papers focus on maasetdhvirtual power plants. In
this context, price-signal based control and bidding sdesare studied [106=109].

The following paragraphs refer to papers that deal with trgrol of micro-CHPs. They
were selected for this review due to their relevance to téearch. In[110] a simulation
tool based on the software packages Microsoft Excel andaVBasic is presented. The
simulation tool can simulate one day or one year. The inptheftool are electrical and
thermal consumption data, given in intervals of 15 minuldg output data are the thermal
and electrical power generated, the content of the heahadetor, the number of start-ups
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of the micro-CHP and the electricity supplied from the gtid()]. Even though the paper
states the potential benefits of using the VPP concept wittrakhouses, the results shown
refer to the output of a single household, thus the intavastbetween the cluster of houses
is not presented. One of the objectives of this chapter ihtavgthe influence that the
aggregator has on the interaction amongdent households.

In[111] each device is represented by an agent that see&is flronomical optimum. In
this case no central optimization entity is required. Thegwnication with the auctioneer
is very limited since it only exchanges bids between the tsgamd the agent platform. The
agent decides when to start producing according to the Bids.network structure used is
the PowerMatcher. The PowerMatcher performs the pricetifg process; it coordinates
demand and supply of a cluster of devices located direcilyvbé [111]. In this chapter
the optimization is shifted to the aggregator due to theaesmentioned in Sectidn b.1. In
[111] no storage, renewable sources or heat flows were iadlud

In [112] a methodology of a traceable and modular VPP is mteske The system allows
energy trade, network services and balancing. In the papare opportunities of using a
VPP are listed, for example, to facilitate decentralizeelrgp owners to trade their produc-
tion, to provide VPP stakeholders with the opportunity atigg benefits from participating
in the primary, secondary and tertiary control and to suppetwork operators in conges-
tion and load management. The paper states that furtheraestequired to execute and
evaluate the added value of implementing such system. drctidpter several comparisons
are presented in which the added value of having a VPP is shown

Lastly, [103] presents a VPP control strategy to resolvedwimbalance. Results are
shown for a winter week in January. The author focuses oftba@mic incentives in VPP
to invest in micro-CHP units. The simulations were perfotirasing stirling engines placed
inside the households. The author concludes that the imbalaolume due to wind and
the associated costs can be reduced to 33% and 20% resphedhe research gives good
insights about the potential benefits of applying the VPPceph The author states that
further comparisons between other micro-CHP technologiesmportant. As a response
to this argument, this chapter presents a comparison arhoeg diferent household-level
micro-CHP technologies.

5.3 Optimization Scenarios

This section introduces the optimization scenarios thaewensidered:
Scenario 1 Base Case

Scenario 2 Individual Optimization

Scenario 3 Individual Optimization with Storage

Scenario 4 Collaborative Optimization (Aggregator)

Scenario 5 Collaborative Optimization with Storage (Aggregator)

The inclusion of renewables and electric vehicles is exatlifor diferent of the afore-
mentioned scenarios in separate simulations. Each soesatescribed in the following
subsections.
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5.3.1 Scenario 1: Base Case
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Figure 5.1: Scheme for Scenario 1 - Base case

This scenario is considered the base scenario for compari®ee following assumptions
are considered:

e Each household has a furnace to supply its heat load.

e Each household is connected to the electrical grid, fronctvliis electric load is
supplied.

e There are no renewable energy technologies or storage eiemsetalled.

5.3.2 Scenario 2: Individual Optimization

Distribution
transformer

1 T 1 electricity

Figure 5.2: Scheme for Scenario 2 - Individual optimization
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In this optimization micro-CHP units are placed at each kbokl.

e Each household has a micro-CHP unit to supply (part of) itd had electricity.

Each household has a furnace as auxiliary device to supaty @f) its heat load.

Each household is connected to the electrical grid, fronthvigpart of) its electric
load is supplied. Excess electricity produced by the mi€kP units can be fed back
to the grid.

There are no renewable energy technologies or storage eigimstalled.

Each household is optimized individually.

e Each household is represented by an individual energy hub.

The optimization tool developed using the modeling assionptand algorithms pre-
sented in Sectidn 2.3.1 is used to find the solution of thinage.

5.3.3 Scenario 3: Individual Optimization with Storage

Distribution
transformer

electricity

Figure 5.3: Scheme for Scenario 3 - Individual optimizatidth storage

The only diference with respect to the previous scenario is the addifistorage devices.
Each household is provided with a heat storage water tanloaadattery. In this case
the four-step technique introduced in Sec .3.2 is Ueedhe optimization of each
individual household.
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5.3.4 Scenario 4: Collaborative Optimization

Figure 5.4: Scheme for Scenario 4 - Collaborative optimaat

In this optimization, micro-CHP units are placed at eachdetwld and an external neigh-
borhood aggregator is in charge of the optimization of ther@aCHP units.

Each household has a micro-CHP unit to supply (part of) itd had electricity.
Each household has a furnace as auxiliary device to suppty @f) its heat load.

Each household is connected to the electrical grid, fronthviGpart of) its electric
load is supplied. Excess electricity produced by the mi€kP units can be fed back
to the grid.

There are no renewable energy technologies or storage eigimstalled.

Each generation unit is operated according to the optimsizagterformed by the ag-
gregator. The aggregator induces exchange among the lwdsgthis minimizes the
power interaction with the electrical grid and enhancestheient power utilization
within the neighborhood.

The aggregator determines how much of the power is importegported from other
households. The respective household will pay or receiveayndor it according to
the price defined for exchanged electricity within the neigtnood.

Each household is represented by an individual energy hub.
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Model Extension

In order to show the influence of an aggregator, additionastraints were implemented in
the optimization model that was described in Chdﬂter 2. kondousehold (represented by
an energy hub), the electricity generated by the generatiis installed at the household
L'e"jhub is given by the multiplication of the electricity couplingetor and the vector of
input carriers delivered to the hub. When several househgjdchre considered, where
d=12...,nyandn, € N, the following matrix form is used. Note that in this case
the result does not take the contribution of the electriciyninggoing to the grid or the
electricity exchanged with the neighbors into accountgealer values are in kW):

Pi

h h h .
Lelun=[Coe - ]| (5.1)
hg

®nip “huh
The household power unbalanbg‘ unp 1S defined as the electricity generated by the
generation units of the househdl(ﬂ"hub minus the electricity demand of the household
itself LZ". At the same time, the power unbalam:feéunb is equal to the power exchanged

with other householdsgj’ excplus the power coming or goirjg to th_e gﬁ’@‘jgrq (in case that
no further exchange is allowed). The constraints assatiait this condition are shown
below:

h h h

I‘e(,junb: I‘el,j hub ™ Led‘ (5-2)
h h

Le(,junb: Pg‘jaxc+ Pe(’jgrd- (5.3)

The total electricity exchang%l;‘,j excper household is equal to adding the power exported
to other householdég‘,j expMinus the power imported from other househcﬂﬂﬁmp:
= Pl o P

e,exp” e, imp

Pha

e, exc

(5.4)

Since it is not expected that a household will import and exelectricity at the same
time, the following constraint is defined:

F)g(,jex;;Pgj imp = - (5.5)

The power considered a&xchanged poweonly refers to the power exchanged among
the households in the neighborhood, thus the sum of the pexedianged by all households
in the neighborhood is equal to zero:

D Plec=0. (5.6)
hde'th
The power that can be exported to other households is equaiver than a positive
power unbalance and the power that can be imported from oitaseholds is equal or
lower than the magnitude of a negative power unbalance. gide accomplished in the
optimization program by means of the following constraints

P P oy >= 0 (5.7)
h n
Pg(,j ex 2(,] exc <= F>el,j un e(,j unb (5.8)
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5.3.5 Scenario 5: Collaborative Optimization with Storage

Distribution :
transformer :

Figure 5.5: Scheme for Scenario 5 - Collaborative optini@atvith storage

The only diterence with respect to the previous scenario is the addifistorage devices.
Each household is provided with a heat storage water tanjoaadattery. The four-step
technique introduced in Sectibn 213.2 is used. The new mingt that were introduced
in Scenario 4 are also included in Step 1, Step 2, Step 3 and4Sté the optimization

technique.

5.3.6 Inclusion of Renewables

Distribution :
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Figure 5.6: Inclusion of renewables in Scenario 5
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For modeling purposes, the power coming from uncontr@laltahewablesR'g‘fre is
considered as an extra input at the energy hubs represeainmghousehold. In Figure .6,
the representation of Scenario 5 with renewables is dapictbe equation for the power
unbalance can be written as:

ha  _ ph Ny h
Le, unb = Pe‘,j exct Pe, gd T F}el,j ren (5.9)

5.3.7 Inclusion of Electric Vehicles

Distribution
transformer

Figure 5.7: Inclusion of electric vehicles in Scenario 5

In Figure, the representation of Scenario 5 with eleatghicles and renewables is
depicted. For modeling purposes, the power demand from|éuotrie vehicles (Z‘jver) is

added to the electricity demand of each household. Thetimegwquation for the power
unbalance is:

h, h, h h,
Le(,j unb I‘f;.j hub™ (Led + Le?vet) . (5-10)
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5.4 Input Data for the Simulations
5.4.1 Prices

Price policies for the electricity that is fed back to thedgare still under development, thus
four different price options are analyzed to determine their inflaéndhe optimization,
see Tablé 5/1. In option 1 no reimbursement is regarded, tiorog the price currently
paid in the Netherlands is considerad [15]. In the thirdaptb5% of the price charged for
electricity from the grid is considered and in the fourthe#ise same price for electricity
from the grid is taken. To motivate the exchange with othéghigors, the price for the
electricity that is importexported is 77,5% 2,5% of the price of electricity from the grid.

Table 5.1: Gas and electricity prices

Energy Carrier Consumption Costs Source

Option1 Option2 Option3 Option 4
(€/kWh) (€/kWh) (€/kWh) (€/kWh)

Gas 0,0684 0,0684 0,0684 0,0684 [47]
Electricity 0,1897 0,1897 0,1897 0,1897 [47]
Electricity back to grid 0,0000 0,0500 0,1897 0,1043 [15]
Electricity exchanged (imported) - 0,1470 0,1470 0,1470 -
Electricity exchanged (exported) - 0,1375 0,1375 0,1375 -

5.4.2 Component Parameters

The parameters of the storage devices can be found in IeTEey include the energy
content of the storage device, the maximum power that cantherawn or delivered to it,
the charging iiciency and the stand-by losses. The parameters of the giemedavices
used in the simulation are shown in Table 5.3. They inclugentiaximum and minimum
input carrier boundaries, the electrical and thernfiatiencies, the total energetiffieiency
and the source from which the data were taken.

Table 5.2: Parameters of storage devices

Parameter Unit Storage Source

Electricity  Heat

Minimum energy content kwh 1,00 9,60 [1131,/103]
Maximum energy content kWh 5,00 14,00 [113],[103]
Maximum power (charge) kW 0,80 2,00 _[113],assumption
Maximum power (discharge) kW -0,50 -2,00 _ [113],assumption
Charging #iciencye,, % 90,00 95,00 [113],[103]

Stand-by losses kw 4e-3  le-4 _ [113],assumption




Table 5.3: Parameters of generation devices

Parameter Symbol  Unit Component
CHP1 CHP 2 CHP 3

Grid  Stirling Engine  Gas-Fired CHP  Solid Oxide FC  Furnace
Input carrier a; Electricity Gas Gas Gas Gas
Minimum input carrier P, kw 0,00 or-100,00 0,00 0,00 0,00 0,00
Maximum input carrier |3m kwW 100,00 6,67 10,00 3,33 25,00
Electrical energeticféiciency q'f,'i’e % 100,00 15,00 30,00 60,00 -
Thermal energeticficiency q'f,'i’q % - 85,00 70,00 25,00 90,00
Total energetic fciency qu’t % 100,00 100,00 100,00 85,00 90,00
Electrical to thermal &iciency ratio qf,’i’e/qf,’i’q % - 0,18 0,43 2,40 -
Source [103] [103],[113] [114] [103] [103]

suone|NWIS ayj Joj ered Induj g

eTT



114 5 The Scenarios: Multi-Carrier Power Applications

5.4.3 Load Patterns

The data of the heat and electric load patterns were obtdineddata sets generated in
[103]. Individual data sets for 200 houses were providegu@ and Figu 1 show
average load patterns for one week in winter and one weeknmrer.
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Figure 5.8: Average electricity and heat demand pattermafaveek in winter
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Figure 5.9: Average electricity and heat demand pattermsfoveek in summer
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For illustration purposes, Figu@lo and Fi@ 5.9 simdad patterns of one ran-
domly selected household and the respective average |t&drsaof four consecutive days
in winter and four consecutive days in summer.
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Figure 5.10: Single and average electricity and heat demgatterns for a week in winter
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Figure 5.11: Single and average electricity and heat demaatterns for a week in summer
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5.5 Simulation Results

In this chapter five simulations are shown. The micro-CHRrtetogies considered are: a
stirling engine, a gas-fired micro-CHP and a solid oxide &l with an electricity-to-heat

efficiency ratio of 0,18, 0,43 and 2,40 respectively; they aferred to as CHP 1, CHP 2,

and CHP 3 in the discussions and in the figures. The simultomdescribed below:

Simulation 1: Comparison of Micro-CHP Technologies and Prees In this simulation,
three micro-CHP technologies withftérent electricity-to-heatficiency ratios are
compared. In order to do so, the electricity and heat demanats of a single house-
hold were selected. Fourftirent price options are considered. The optimization is
performed according to Scenario 2 (individual optimizajicconsequently there is
no aggregator involved. The results of the Scenario 1 (base)are also presented
as reference for comparison.

Simulation 2: Introducing an Aggregator The results obtained when an aggregator is in-
troduced are evaluated using the load data of five househiitdee micro-CHP tech-
nologies with dfferent electricity-to-heat®ciency ratios are considered for compar-
ison. The optimizations are performed according to Scerfatbase case), Scenario
2 (individual optimization) and Scenario 4 (collaborath@imization).

Simulation 3: Introducing Storage In this simulation, the influence of introducing stor-
age in a cluster of three households is evaluated. The gtions are performed
according to Scenario 1 (base case), Scenario 2 (indiv@htahization), Scenario 4
(collaborative optimization) and Scenario 5 (collabamtptimization with storage).

Simulation 4: Introducing Renewables In this simulation the influence of introducing so-
lar panels in a cluster of five households is evaluated. THidtseof Scenario 5 with
several storage combinations was evaluated.

Simulation 5: Introducing Electric Vehicles By means of this simulation it is possible to
evaluate the influence of introducing electric vehiclesdistrict. Two diferent cases
are considered. In the first one, electric vehicles are @wbagwill, in the second one
incentives are given so that the electric vehicles are @thagjnon-peak periods. In
the optimization, a cluster of 200 households is considefdet results correspond
to Scenario 2 (individual optimization) with electric velds and Scenario 4 with
electric vehicles (collaborative optimization).
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5.5.1 Simulation 1: Comparison of Micro-CHP Technologies ad Prices

Four price options were considered for comparison in thisuttion; they are shown in
Tabl . This is done in order to show howfeient price policiesféect the optimization
results. Three micro-CHP technologies are compared: langtengine, a gas-fired micro-
CHP and a solid oxide fuel cell, with an electricity-to-hefiiciency ratio of 0,18, 0,43 and
2,40 respectively. The parameters can be found in ‘@Ie%sihgle household with aver-
age electricity and heat patterns is used for the analys$is.pfimary energy consumption
is calculated in the following way:

p
Psource= Z( =+ Pg) (5.112)

Ngen,e

whereP, is the electricity power consumed from the electrical gnd By, is the gas power
input. The primary energy from the electricity that comesnirthe grid is calculated by
dividing the electricity power with the energetiffieiency of a conventional large steam
generation unit, which is considered to be 35% [81].

Tablel5.4 shows the price policies considered for the sitimriand the colors that are
used to diferentiate the cases in Fig@.lz, Fidﬁ]S.l& F@Eﬁdﬁiﬂgurm&

Table 5.4: Gas and electricity prices

Energy Carrier Consumption Costs

Base Case Option1l Option2 Option3 Option 4
(€/KWh)  (€/kWh) (€/kWh) (€/kWh) (€E/kwWh)

Gas 0,0684 0,0684 0,0684 0,0684 0,0684
Electricity 0,1897 0,1897 0,1897 0,1897 0,1897
Electricity back to grid - 0,0000 0,0500 0,1897 0,1043

The optimization in this simulation is based on Scenarion2which the household
under study is optimized individually. The results of Sa#md, which corresponds to
the base case, are also shown as reference. The total aetadobdsts and the primary
energy consumption required to supply the load profiles di@sen week in winter and a
chosen week in summer are presented in Fim 5.12 and @eespectively. The gas
consumption, reverse energy and grid energy consumptiobeabserved in Figué‘m
and FiguréﬂS for winter and summer respectively.

By introducing amicro-CHP & furnace configuration instead of the traditiongtid
& furnace configuration (base case), the total operational costseateced in all cases
considered, regardless of the price option selected or tbefHP technology used, see
Figurdﬂlz and Figu@l& It can also be observed thadtest costs are obtained when
CHP 3 is used; this corresponds to the solid oxide fuel catlinnwhich the electricity-
to-heat diciency ratio is the highest. This is evident particularlytie summer, where the
heat demand is much lower than in winter.
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Figure 5.14: Simulation 1: Gas and grid energy consumpt@mrefweek in winter
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Furthermore, it can be observed in Fig@.% and Fi@ that when the reverse
power is not economically rewarded (price option 1) and wimencurrently available re-
verse power tafi of 0,05€/kWh is considered (price option 2), there is no incentive for
the micro-CHPs to produce more electricity than the oneiredwy the household owing
the micro-CHP. When the same price of electricity is paidkbgeice option 3) and when
the price for the reverse power is 0,108&Wh (price option 4), the micro-CHP produces
the heat required to match the load without the support ofathéliary unit and sells all
the extra electricity to the grid. The solid oxide fuel ceflitis the technology that takes
the most advantage of these two last price options. It carotedrthat in the summer the
total costs are even negative in the case where the samegpiaiel back to the micro-CHP
owner (price option 3), see FigLIE.lS.

With respect to the total primary energy consumed, it cartisexved in Figurje__iiZ and
FigurelE}B that in the two first cases (price option 1 andzjation 2) the total amountis
reduced up to a 35% in the case of the CHP 3 (solid oxide fug| eeld between 10% and
20% in the case of the other two technologies. The redudianhieved both in summer and
winter. This is particularly interesting from a sustairapbint of view. The total primary
energy is however increased in the case of the solid oxidecélefor the other two cases
(price option 3 and price option 4). This occurs because fitienization is based on costs,
thus the solid oxide fuel cell produces as much electrigtpassible to earn the most; this
produces the increase. Nevertheless, it is important &lirdxat the electricity is produced
with a higher electricalficiency, which in the end is better from a sustainable petaec
when the complete district is considered as the boundary.

Conclusion

The gas energy consumed is increased in all cases consitleseid expected because the
three micro-CHP technologies are fed with gas, see Fl@aénd Figur@S. As it was
mentioned before, the reverse energy increased in the vdmae the reverse power was
economically rewarded with 0,1897 and 0,1682&Wh (price option 3 and price option 4),
particularly in the case of the solid oxide fuel cell. Fiyathe electricity consumption from
the grid is significantly reduced in all cases considerece finimum exchange with the
grid is attained when using a solid oxide fuel cell unit beseaof its electricity-to-heat ratio.

5.5.2 Simulation 2: Introducing an Aggregator

The influence of introducing an aggregator can be observéisisimulation. By consider-
ing only five householdsi it is easier to identify the impadha control strategy used in each
optimization scenario. Five flerent sets of electric and heat load patterns were arlbjtrari
chosen for the cluster of households for a period of one wieekoth summer and winter.
Itis assumed that all five households have the same microt€ttiPology installed. Three
different cases are compared; in each cas@e@rdint micro-CHP technology is considered.
The micro-CHP technologies considered are: a stirlingrescga gas-fired micro-CHP and
a solid oxide fuel cell, with an electricity-to-hedtieiency ratio of 0,18, 0,43 and 2,40 re-
spectively, they are denoted CHP 1, CHP 2, and CHP 3. Pridgeroptwas selected for the
simulation, this means that 0&kWh is paid for the reverse power.
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The optimization is based on Scenario 1, Scenario 2 and 8oehawhich were de-
scribed in Sectioh 5.3. The legend associated with the grizpdrepicted below.

Scenario 1 Base case - No aggregator

I Scenario |
Scenario 2 Individual optimization - No aggrega- I Scenario 2
tor [ "]Scenario 4
Scenario 4 Collaborative optimization - Aggrega- Figure 5.16: Legend
tor
Total Cost — Winter Total Cost — Summer

300

240
180
0

N w
B [=3
o S

Cost [EUR]

Cost [EUR]
=
o]
o

i
]
=]
=
]
=]

@
=]
@
=]

TN e

CHP 1 CHP 2 CHP 3 CHP 1 CHP 2 CHP 3
CHP Technology CHP Technology
Consumption of Primary Sources — Winter Consumption of Primary Sources — Summer
4500 4500
3600 3600
= =
2 2700 2 2700
=3 =
> >
= =
2 1800 2 1800
w w
900 900 II II I
0 0
CHP 1 CHP 2 CHP 3 CHP 1 CHP 2 CHP 3
CHP Technology CHP Technology

Figure 5.17: Simulation 2: Total costs and primary energpsaomption

Figurem shows the total costs per household and the egrign of energy from
primary sources by each of them. It can be observed that éorc#se in which CHP 3
(solid oxide fuel cell) is installed, the benefits obtaineshfi having an aggregator are the
highest, both in summer and winter. Fig@.lB and Fim Show the gas consumed
by each household, the energy consumed from the grid by eac$ehold, the electrical
energy injected back to the grid by each household, and teeygrexchanged (imported
or exported) by each household. It can be noted that the gesuiotption is increased in
all cases. This is because the micro-CHPs are fed with gas,thfis result was expected.
The grid consumption is reduced in all the cases becaudesk tmicro-CHPs also produce
electricity. However it is important to notice that in theseaof CHP 3 for Scenario 4 (after
including the aggregator) the electricity consumptiomfrine grid for the week selected in
summer becomes almost one tenth of the power consumptioteniaBio 1 (the base case)
and becomes almost zero for the week selected in winter.
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Figure 5.18: Simulation 2: Gas and grid energy consumpt@mrefweek in winter
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For all cases, i.e. all micro-CHP technologies, the totakgmexchange is higher during
winter, where both the heat and electric loads are higher doaing summer. However, it
should be noted that thdfect of the aggregator is not always significant. For exantpée,
exchange that takes place in summer for CHP 1 is equal to #ters,in this case there is
no influence of the aggregator in the results of the optirianat Nevertheless, there are
cases in which theffect of the aggregator is relevant, for example the higheshamnge
is performed at the case in which CHP 3 is installed for thectel week in winter, see
Figurelﬂb.

As mentioned before, the energy consumed from the grid isiderably reduced par-
ticularly in the cases of CHP 2 and CHP 3, both in summer andewiespecially when
the aggregator is in charge of the cluster optimization. ifhdigially, it is important to ob-
serve that there is no energy injected back to the grid whigrg @HP 3. These two results
show that there is a reduction in the overall energy exchavitiiethe grid when using this
particular micro-CHP technology.

Conclusion

After comparing the results for the analyzed cases inclydifierent micro-CHP technolo-
gies, it can be inferred that for this load by installing a mi€HP with a high electricity-
to-heat diciency ratio and introducing an aggregator, the energyaxgad with the grid
can be reduced significantly for the electric and heat loadsidered. This is a very impor-
tant result that can be taken into account by distributidwoek operators in charge of the
planning of distribution infrastructures.

By doing similar analyses it would be possible to evaluagerédsponse to load patterns
of households of dierent districts and locations. In this way, it would be pblesto revise
the need for a modification in the distribution infrastruetu-or example, after introducing
such a micro-CHP technology and an aggregator, it might aotdressary to expand the
distribution network anymore; the infrastructure mightdegt the same for a longer period
of time, even when an increase in the electricity demand peeted. Such an analysis
can provide valuable information to be used to perform a nag@ropriate planning, to
establish new policies, to define where to direct investsiand to define incentives for
consumers that can lead them to pick a micro-CHP technolatlyansuitable electricity-
to-heat diciency ratio for their particular location.

An aggregator can be used to tackle problems related toseesrergy flows generated
from installing generation units at distribution level. Biving incentives to the customers
to install suitable micro-CHP generation units to be cdiegtbby a local aggregator, it can
be possible to reduce investments intended to increaseaphecity angbr to modify the
current distribution network infrastructures.
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5.5.3 Simulation 3: Introducing Storage

This section shows the influence of introducing storage éndptimization. A cluster of

three households is used for the simulation. The optindratiare performed according
to Scenario 1 (base case), Scenario 2 (individual optineizat Scenario 4 (collaborative
optimization) and Scenario 5 (collaborative optimizatieith storage) for a period of 24
hours. The micro-CHP technology used for the simulatiohésstirling engine.

Itis interesting to observe that in this example becauskeftite of storage, the furnace
is no longer used. This can be observed by comparing the-cartier unit commitment of
Scenario 4 and Scenario 5 in Table 5.5 and e 5.6.

In Figurdﬂb it can be observed that total cost paid by eadaséhold for its electricity
and heat consumption in Scenario 2 is lower than in Scenaforthermore, a reduction is
evident in the total energy consumed from primary sourcediction of more than 25%
is achieved by introducing the micro-CHP units. This meduag & significant reduction
in cost and energy consumption is obtained after perforramgndividual optimization
per household according to the framework proposed in Chﬁ)té’his had already been
discussed in Simulation 1.

In Scenario 4 an aggregator is introduced. The aggregatdrats the output of the
connected units and obtains data from the electricity exgaaneasurements of all house-
holds. Due to the presence of an aggregator, the costs aksbuiith each household and
consumption of primary energy sources decrease even furfiés is because the aggre-
gator takes advantage of forecasts in order to induce amap#nergy exchange among
the households. Further savings are achieved by introdwtorage, since it allows more
flexibility for the optimization.

Figure@l shows the exchanged energy, both imported gmattex, for each house-
hold. Household 3 imports energy from household 1 and haldéh As a consequence,
the energy consumption from the electrical grid and therssvenergy to the grid are sig-
nificantly reduced when compared to Scenario 2.

Conclusion

These results provide valuable information. Storage issatile when a significant reduc-
tion in the costs and consumption of primary energy is agthinAs it was discussed in
Chaptel[lz, the application of storage cdfeet the multi-carrier unit commitment of the
micro-generation units placed at the individual house$oltis recommended to use this
kind of optimization tools during the planning phase of dritis In this way it can be eval-
uated if the benefits obtained from using storage overcomimtlestment and maintenance
costs.



Table 5.5: Simulation 3: Multi-carrier unit commitment tdts for Scenario 4

Multi-Carrier Unit Commitment Solution of Scenario 4 witthBuseholds

Time Period
Component 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 O OOOO OO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 OOOO O OO 0 0 0 0 0 0 0 1 1 0 0 0 0 0
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 OO OO 0 1 1 0 0 0 0 1 0 0 0 1 0 0 0 0 0
Table 5.6: Simulation 3: Multi-carrier unit commitment tés for Scenario 5
Multi-Carrier Unit Commitment Solution of Scenario 5 witth®useholds
Time Period
Component 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 O OOOO OO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 OOOO O OO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
micro-CHP 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1 1
Furnace 0O 0 O OOOO OO 0 0 0 0 0 0 0 0 0 0 0 0 0 0
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Gas Consumption Grid Energy Consumption
600 60
480 48
=
360 _i 36
>
=4
240 @ 24
[im}
120 12
0 0
Hh1l Hh2 Hh3 Total Hh1l Hh2 Hh3 Total
Household Household
Reverse Energy Exchanged Energy
8 2
6 1
= =
<, 2, Il
=) 8 H
5 [
[ =4 =4
[} [}
2 -1
0 -2

Hh1l Hh2 Hh3 Total Hh1 Hh2 Hh3 Total
Household Household

Figure 5.21: Simulation 3: Gas and grid energy consumption



5.5 Simulation Results 127

5.5.4 Simulation 4: Introducing Renewables
In this simulation the following cases are evaluated:
e Scenario 4

Scenario 4 with renewables

Scenario 5 with renewables and heat and electricity storage

Scenario 5 with renewables and only heat storage

Scenario 5 with renewables and only electricity storage

A group of five households is used for a simulation period dfi@drs. It is assumed that
each household has 7 solar panels installed on its roof. @tterps for the power coming
from the solar panels were based on data available at DENlab.real data of the power
output and solar radiation is logged at the laboratory. E@Z shows a solar pattern.

Example of a Solar Power Pattern
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Figure 5.22: Example of a solar power pattern

From the simulation results shown in Fig@.% it can beeplesd that the dierence
in total costs and primary energy consumption is small ferthses analyzed. A remarkable
result is that the power exchange within the neighborhooeldsced when the heat storage
is available. The addition of a battery does not producefsigimt benefits in terms of power
exchange.

Conclusion

It can be concluded that due to the low installation capamitythe load profiles considered,
the results were not considerably changed by introducingwables and storage. In such a
condition it would be advised to avoid installing batteriBatteries are disposed after a few
years of utilization, which in the end does not representstaguable option. This result
shows that storage is not necessarily beneficial in a sysiémrenewables.
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5.5.5 Simulation 5: Introducing Electric Vehicles

In this section the results after applying twdfdrent price policies are compared: in the first
one it is assumed that the electric vehicles are chargedlaiihe second dferentiated
price tarifs are provided so that the electric vehicles are chargedrapeak periods. A
neighborhood of 200 households is considered for the stionlaFurthermore, an electric
vehicle penetration of 20% was considered. Two optimizasicenarios were selected for
this simulation. In the first one, an individual optimizati¢Scenario 2) is performed and in
the second one, the results of the collaborative optiningiscenario 4) are shown.

The dataset for the electric vehicle load was obtained framodel developed in the
IOP project “Role of Energy Storage in Future Power Systembkeére electric vehicle load
patterns are obtained based on a Monte Carlo simulatioroappr The model variables
are characterized by a stochastic behaviour and are c@uela multivariate distribution
function was built by means of copula function and the respecnarginal empirical dis-
tributions [115].

The original dataset inserted into the model is statistidalrmation obtained from the
transportation data of 2008, provided by the Dutch Ministifransportation. The dataset
includes information about commuting activities like timedeparture, time of arrival, ad-
dress of departure, address of arrival, transport meapslistance, etc [115]. Only home-
to-home trips occurring within one or two consecutive dagserconsidered. The simulated
single and double home-to-home trips were combined witlpedy electric vehicle charg-
ing profile; this allowed the computation of the load patserifferent electric vehicle pen-
etration levels were modeled. Moreover, by applying prieentives, load shifts towards
off-peak hours were also modeled. More information on the nnadltieal derivation of the
model can be found in [115]. FigulLe__5125 shows the load cup¥éise electric vehicles for
a random day for illustrative purposes. Both price policiesdepicted.

Example of Electric Vehicle Patterns
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Figure 5.25: Electric vehicle aggregated load pattern forecday
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Individual electric vehicle patterns were added as loadf¢andividual energy hubs
representing the households in the optimization model.iguﬂé it can be observed
thatthere is a very small overallffBrence in the total costs and primary energy consumption
between the uncontrolled case and the case in which tiierelitiated taff is applied.
Nevertheless, a more evidenttdrence can be observed between the results of Scenario
2 (individual optimization) and Scenario 4 (collaboratofgimization). Not only the total
costs and the consumption of primary sources is reducedeaia®io 4, but there is no need
for grid consumption at Scenario 4, since energy is exchénggain the neighborhood, as
shown in Figur 6. Therefore, the influence of a collatigeaptimization is stronger
than the influence of the tdfidifferentiation.

Conclusion

This section provides valuable information to infer thaligies should start focusing more
on enabling collaborative optimization channels instefgalitting so much gort in coming
up with new diferentiated taffs that may not produce such a significarffetience in terms
of total costs and overall grid consumption and that migimdnew local problems due
to the additional peak that can occurs when electric vebisiart charging as soon as the
differentiated taff begins.

5.6 Conclusions

Different comparisons were performed in this chapter, from kviaiduable insights were
obtained. For example in the first simulation it was posdiblgbserve that not every micro-
CHP technology is capable of providing substantial ben#dita district in terms of cost
savings and reduction of energy consumption. For the lo&tdnpa that were analyzed, the
solid oxide fuel cell provided the best results. In SimwdatP it was possible to observe
the influence of having a collaborative optimization. The asan aggregator proved to be
an dfective way to reduce the energy exchange with the grid. Asmaemuence, by using
an aggregator the need for an expansion in the infrastrictam be reduced. Simulation 3
provided results in which the influence of storage was oleskrdust like it was previously
shown in Chapter 2, by using storage the multi-carrier umihmitment can be altered. In
this case, an example of a cluster of 3 houses was selectiidi$tnative purposes.

When a low capacity of solar panels is installed, like in Sation 4, the influence on
the collaborative optimization is limited. It was obsenthdt storage does not necessarily
benefit a system with renewables. Batteries are disposablithair installation should only
be performed in cases where a significant benefit can be edtaideat storage is in that
sense a better option, especially when a large amount ofdyeaiduced by the micro-CHP
units.

Finally in Simulation 5 the inclusion of electric vehiclesisvstudied. It was concluded
that policy makers should focus theif@t on enabling the use of local aggregators. This
not only reduces the costs and the consumption of primamgesiut allows a better way to
control possible power peaks. Usingtdrentiated taffs enhances the risk that all electric
vehicles are plugged at the same time, which generatesgonstrelated to power capacity
of the power distribution network. In conclusion, the sa@sunder which a collaborative
optimization was performed provided the best results iratinaysis.






Chapter 6

The Implementation

Multi-Carrier EMS

This chapter answers Research Questlon 6 of this dissertdtiis focused on practical as-
pects related to the implementation of small-scale ene@yagement systems designed for
systems with multiple energy carriers. In Seclio 6.1 aditere review is presented about
EMS products available in the market and EMS technologieieudevelopment. In Sec-
tion the modules involved in the EMS are described. Selgi3 presents a description
of the laboratory in which the algorithms were tested. $e8.4 contains the conclusions
of this chapter. Parts of this chapter have been alreadyghaual in [116].

6.1 Literature Review

This section presents a brief literature review on devicesEEBMS technologies designed
for small-scale energy systems that have been developedydecent years. The literature
review considers EMS technologies that are available imtibeket, as well as EMS tech-
nologies under development and EMS prototypes. The eneegagement systems that
were taken into account in this section are designed forlssnale applications, some of
them are designed for home applications (home energy mar&ageystems - HEMS) and
others for district applications (district energy manageatrsystems - DEMS).

The Power Routeiis focused on the optimization of power flows of individualuise-
holds. It is in charge of monitoring the power coming fromeeable sources like PV
panels and in charge of commanding when to charge or disehiaegatteries and when to
sell electricity to the grid. Moreover, the device can begoaonmed with feed-in taffis to
schedule and optimize the use of self-generated energy.

The Power Router consists of an inverter that has two DC s(il§0-600V, 15A each
string) and independent maximum power point trackers. @lisvs the maximization of
yield. Moreover, there are three power output capacitiedae: 3kW, 3,7kW and 5kW.
The control module decides if it is better to use the poweringrirom the renewable energy
sources to charge the battery, to use it at the householdfeetbit into the gridi[117]. An
important feature is that the Power Router can be usadlamd modeto supply backup
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power in the case of a grid power interruption. However thggan only works if there is
sufficient input from the renewable sources. The owner has atoeks energy balance,
revenue and solar yield via internet. Furthermore, the owae connect from a computer
or mobile phone and retrieve the required information. Thevét Router is a product of
the Dutch company Nedap. At this moment, the Power Routesiders only electricity
flows at household-level applications, thus it does not supmultiple energy carriers or
the coordination with other households.

Plugwiseis a platform that can be used to achieve a desired energyegnt®n pattern
by switching home appliances automatically and by monitpthe energy consumption
[118]. According to the developers of Plugwise, up to 30%haf ¢lectricity consumption
can be saved by switchingfodevices. Some of the main features of the Plugwise plat-
form are: monitoring consumption, remote control and Vigation of consumption via
charts. The overall optimization is not done automatichyifhe program, instead, the user
makes decisions based on the monitoring results, for exato@witch on a washing ma-
chine at night to take advantage of th&peak tarff or to switch df devices when not at
home, etc. The switching is performed automatically. Tlafptm is focused on electricity
flows, however, the developers are looking forward to iniclgdjas consumption data and
to operate a thermostat via the Plugwise platform.

The Energy Guardiaris a smart-metering platform. The system is capable of cblle
ing real-time electricity data and of helping determine howoptimize consumption by
automatically switching equipment, such as computersrgelanergy consumption units
like air conditioners and chillers. It can also help regailtite local voltage of the whole
installation.

The energy data can be viewed online and can be used to cthr@bitching of certain
equipment. Energy consultants can access the data of éresibtely; in this way they can
summarize and interpret the findings, but also identify tapsthat have to be taken in order
to improve the energy usage. The corresponding softwandd®e® the following features
[129]:

e Real-time display of energy usage (data can be viewed per thays week, month or
year).

e |tcan be used to break down energy data (for example, to mrangingle equipment).
e Remote control of specific devices via the internet.

e Energy alerts by sms or email (to warn if energy usage of aquéat device changes
unexpectedly).

e Control of electrical appliances individually or in groups
e |t can be used to compare energy use d@idéent groups or individual devices.

e Regression analysis: access real-time or historical datader to spot trends and
opportunities for energy saving.
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The Energy Guardian platform focuses on electricity flowlse dverall optimization is
not done automatically by the program; instead, the enesggutants identify which steps
can be taken in order to achieve an improvement. The owneadwEss to the information,
therefore hgshe can also participate in the decision-making process.

The PowerMatcheris a software platform that was developed by the Energy Relsea
Centre of the Netherlands (ECN). It provides an optimizatiad coordination protocol of
a large number of small units including distributed gerieratinits, electricity storage and
demand response loads.

The PowerMatcher takes the electricity price into accoomtgtermine when to charge
and discharge storage units. It is designed féfiedént power scales, from household-level
to areas containing large number of units and several MWes.syktem is based on industry
standards in both the ICT and energy sectors, thus it can ey in existing systems.
Moreover, the PowerMatcher is designed to support thealigower plant conceptin which
the clustering of units is aimed.

The software is based on agent control, in which a logicaliseised for the optimiza-
tion. In the tree structure each leave corresponds to art tgrs associated with a unique
objective. Moreover, the root of the tree is formed by thetianeer agent. This is a unique
agent in charge of handling the price forming. Thé&eatient types of agents are described
below [120]:

e Local device agent: This agent represents a particulacdeviis agent coordinates
its actions with all other agents in the cluster. The agemiroanicates its bid to
the auctioneer and receives price updates. In this way theuaiof power to be
produced or consumed is determined.

e Auctioneer agent: This agent performs the process of goaing. It receives the
market bids of the connected agents and searches for tHéegui price.

e Concentrator agent: This agent represents a sub-cluster.
e Objective agent: This agent is in charge of defining the divieof a cluster.

The last version of the software is now being tested at a mrabdistration project. The
main focus is given to electricity flows and electrical istetions, not to multiple energy
carriers.

Other technologies can be found in the market, however taepoly be used to monitor
the flows and to display the results. Three of them are lis&o\Wn

e Smart Homes and CitieSiemens’s IEEE 802.15.4 standard for lighting and climate
control management.

e Wiser Home Energy Management Syst&uohneider in-home display connected to
smart meter.

e Panasonic Home Energy Management Systimmonitors and displays the energy
flows in the household.

Most of the products that are found in the market are focusg¢tl@household-level and
onmonitoringelectricity power flows. Considerabl&erts still have to be made in order to
come with an EMS capable abordinatingandoptimizingseveral households and multiple
energy carriers.



136 6 The Implementation: Multi-Carrier EMS

6.2 Implementation of a Multi-Carrier EMS

The energy management system presented in this sectiorporetes the techniques and
methodologies presented in the previous chapters. The-ocautier EMS consists of three
main types of modules: thforecast modulethe optimization modulend thereal-time
controlmodule. The multi-carrier EMS is designed to include highgieation of stochas-
tically changing generation as well as multiple energyieasr such as heat, gas and elec-
tricity coming from combined heat and power units. The apphoditers from traditional
energy management systems, where only electricity flowsaden into account, and from
EMS techniques in which the decision is based on data okts@mfeom the user and is not
done automatically. Figu@.l shows a schematic reprasenbf the multi-carrier energy
management system. Each module is described in the folipsubsections. The overall
management is accomplished by interactions among the radul

When only one energy hub is considered, the forecast, amtion and control modules
are placed at a local level (for example at the power substati household that is repre-
sented by an energy hub). In the case of multiple hubs (fanela multiple households as
in Chapte[b), the forecast and optimization modules aregpolat the aggregator level and
the control modules are located at the local level (for edarapthe household level).
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Figure 6.1: Diagram of the multi-carrier energy managemsygtem
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6.2.1 Forecast Model

The forecast module is in charge of generating forecasthétime series of the load and
the renewable sources, i.e. wind speed and solar radidticthis project, thepersistence
forecast methodvas used to determine the load forecast. However a bettecdsting
method is going to be developed in future work. For the wineesjy a forecasting model
was developed using measurements taken by an anemomeétir lhaated at the roof of
the Electrical Engineering building of TU Delft. The foretimag model is described below.

The wind power generation for a few hours ahead is charaeby high uncertainty
due to the stochastic nature of wind. Due to the influencettietind power output has
on the optimization results, the accuracy of the wind speegcfist has a significant role in
the response of the system. For this reason, it is crucighte heliable information about
the future wind speed values. Forecasting in micro-gridsasly performed in short terms
with high temporal resolution, generally for the next 1-4ire{121]. In this work, forecasts
are performed every 15 minutes for a forecast horizon of 4$1oMoreover, wind speed
measurements are regularly made available (at least egemyidutes). Whenever a wind
speed measurement is recorded, the forecasting modeldsaipeedict the wind speed for
the next 16 quarters; in this way, the forecasts are regul@dated.

The model presented in this section was developed as pajpiftacollaboration paper
between Alicja Lojowska and the author of this dissertafidi®]. In order to build the fore-
casting model, the guidelines for modeling wind speed tiarées presented in_[122] were
followed. For this purpose, wind speed time series measemesmecorded in October 2006,
in DENlab (Delft, the Netherlands) were used. The time seciemprises minute-based
measurements, thus 15-minute averages were derived shehagw time series complies
with the unit scheduling frequency of 15 minutes. First, tinge series was transformed
to stationaryby removing features like diurnal seasonality and non-giansdistribution.
Then, by means of statistical tools, a suitable model in thgsof ARMA-GARCH models
was specified and tested. The model that was found using datistisal practice is the
ARMA(1,2)-GARCH(1,1)-T model and it is presented below:

vwt = 0,991 — 0, 360t-1 — 0,09%:-2 + ot (6.1)
Ot = SOt (6.2)
0?=0,01+0,66072; +0,2307 ; (6.3)

whereuy, ; [m/s] denotes the wind speed at tim@ndo; denotes the innovations or residuals
of the time series. Moreoves;? is the conditional variance af andg; stands for stan-
dardized residuals which are independent, identicallg&tir T distributed with 5 degrees
of freedom. The model was validated with respect to the neaitufres of wind speed: dis-
tribution, autocorrelation and persistence and this teduh a confirmed adequacy of the
model. The forecasting model that was built using data frartof@er 2006 can be applied to
obtain wind speed predictions for any other October. Thimissible because wind speed is
characterized by annual seasonality and wind speed betdngs not change significantly
from year to year[122]. Figun@.z presents measuremeotsded in DENlab in October
2007 and the 1-step predictions made using the wind speedstames model. The fore-
casted values are satisfactory for this study. The foredasther ahead in the future are
associated with higher uncertainty and therefore may tkewi@re from observations.
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Wind Speed Forecast Results
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Figure 6.2: Results of the wind forecast model

6.2.2 Optimization Module

The optimization model is based on Chad)]er 2 and Chgbter SusiByg the multi-carrier
unit commitment framework and its extension (presentedha;ﬁier[h), the optimization
module defines a group of set-points for optimal operatidmesg set-point are calculated
considering the operating rules and constraints of the compts as well as the economic,
technical angbr environmental objectives that are included in the objedunction. The
input parameters for the optimization module are the faithaw

Load forecast

Forecast of renewable sources (wind speed, sun radiat@n, e
Initial status of storage devices

Fuel prices

Electricity exchange prices among neighbours in the castesttveral households are
involved.

Physical constraints of the components

Other constraints and operating rules of the system.
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6.2.3 Real-Time Control Module

The scheduling and dispatch obtained from the optimizatimaule is the input for the
real-time control module. This module is based on the hi#iaal architecture presented
in Chapte[]4. The control module makes decisions accordinige status of the system’s
control variables and components. It performs the propopéthal dispatch and calculates
the error in order to define the proper actions to be execdied.control module is placed
at the energy hub’s local level. This energy hub can be a agdbconfiguration, like the
example shown in ChaptE} 4 or a household containing cdaltel generation units, like
the ones considered in Chadﬂar 5.

The three modules described above make up the multi-camiEngy management sys-
tem proposed in this dissertation. They are coupled to e#feér @nd allow the proper
operation of systems with multiple energy carriers. Thetinuarrier EMS has the potential
to be applied at household level and at district level.

6.3 Implementation at DENlab

6.3.1 Description

DENIabis a renewable energy laboratory located at the Power Sgs@mup of Delft
University of Technology [123]. This laboratory can be useddemonstration projects of
micro-grid set-ups containing renewable sources. A Praograble Logic Controller is in
charge of the automation of the electromechanical prosésshe laboratory. DENIab pro-
vides flexibility to emulate dierent load patterns and generation units by means of 9 power
converters, 2 motor-generator-sets of 5,5 kW and 30 kW aofibpis communication. The
laboratory has 180 solar panels that can be connected teshfatility or redirected to the
grid. Figur@ shows the solar panels. The power capatitedaboratory is 50 kW.

The operational characteristics of the components to ldiestiat the laboratory can
be programmed at the main computer using specialized seaftwehe program can then
be downloaded to the PLC. Figurel6.4 shows a picture of the tAaCis used at DENlab.
The PLC sends the set-points to nine power converters teaplaysically placed at the
laboratory, in this way the power supplied or consumed bytrerters can be controlled,
as well as the output of the motor-generator-sets. Thexetovariety of components can
be emulated and the real power flow at DENIlab can be monitdFingreIE]é shows the
motor-generator-sets placed at DENlab.

At the laboratory, the components of the system can be eetliatdiferent ways.
In the following paragraphs, three types of components aseribed to show how this is
done: a rotating AC device, an electric load and a DC-opayatevice. Figur@.G shows a
diagram of DENlIab; this can help the reader to understandékeription that is given.
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Figure 6.3: Solar panels on the roof

Figure 6.4: PLC and back-to-back converter in DENlab
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Figure 6.5: Motor-generator sets used to emulajgaéent components
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Figure 6.6: DENIlab configuration diagram



142 6 The Implementation: Multi-Carrier EMS

Firstly, the emulation of a rotating AC machine is done wlik help of a power con-
verter and a motor-generator-set. In this case, a windrtarls chosen for the example.
Wind speed data is obtained from an anemometer placed abtfi®t the building; this
is the input of the wind turbine model. The wind turbine modalculates the power that
would be supplied by a wind turbine for the respective wineksts. The converter’s current
set-pointis calculated from the power output of the modiE Gonverter-sets are connected
to the motor-generator-sets, see converter-sets C and lgdme@b. As a consequence, a
change in the set-point of the power converter makes themgeaioerator-set to turn slower
or faster. The currents that flow to the autonomous grid in RBENepresent the currents
that would flow in an analogous physical system.

Secondly, the way to emulate an electric load is describegdlprofiles are obtained
with the software SEPATH [49]. An electric load dataset isdi® calculate the set-point of
the back-to-back converter that is used to emulate a loa@ bbliseholds; this corresponds
to converter-set E in Figu@.& Due to the fact that in taseca power load is represented,
the power flows in the opposite direction to that of the geti@naunits. Therefore, in
Figure@ power will flow from the autonomous grid to the palgirid and not the other
way around, like in the previous case.

Thirdly, a description is given to indicate how to emulate-Derating devices. In this
case back-to-back converters are used. The DC set-poitkeafurrent are provided to
a AC-to-DC converter and this is transformed back to AC by atB®@C converter. It is
possible to define a two-way flow, like in the case of chargindischarging a battery, or
a one-way flow like in the case of a fuel cell. Converter-set8Aand F are used for this
purpose.

The activities performed at the laboratory as part of thi® Bloject include:

e The system configuration was programmed in STEP7, whicheisdiftware that is
used to control the PLC. This was done in separately orgdmimedules. The input
and output ports were mapped to specific memory words andpeEaeér electronic
converter was assigned a fixed number and a set of memory woal®id wrong
interactions within the program. Due to the modularity dduced, the emulation
characteristics of one converter can be easily changed. néhestructure allows
flexibility in the laboratory for the implementation offtBrentnew components.

e An energy management system based on [123] was implementest if the system
performed correctly under the new software configuratidrs Bystem only consid-
ers electricity flows in the system.

¢ A simple multi-carrier energy management system was imetded in order to test
the algorithms designed within this PhD project. The intéoms among the forecast
module, the optimization module and the real-time controtinle were analyzed.

The laboratory was originally designed to evaluate onlyteiety flows, thus it was
not possible to implement a real multi-carrier system. Mathtical models were used to
represent the heat elements instead.
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6.3.2 Example at DENlab

This section shows the results of the most recent tests #rat performed at the laboratory.
The autonomous energy hub in this example consists of a &liebcfurnace and a battery
system. The implementation was done during the MSc projet][ guided by the author
of this dissertation. The objective of this project was tgplement a fuel cell model at
converter-set F (which was the last one to be acquired atthwrtory), and integrate it to
the multi-carrier EMS.

A partial multi-carrier EMS was implemented at the laborgttnowever only simple
tests will be shown in this section. Figurel6.7 shows thegnleub representation. The fuel
cell was modeled using converter-set F and the batteryraystes modeled using converter-
sets A and B, see Fig .6. The electric load representstismption of 10 households.
The electric load pattern was obtained from the softwareASHPEvery minute a new set-
point for the electric load is sent to converter-set E. Fg &xample an artificial heat load
was selected in order to show significant load variation withe 20-minutes simulation
that is presented.

Le

Pg

Figure 6.7: Energy hub representation

Table 6.1: Components and control subsystems

Hub Element Converter Control Set-point from Unit Control
in DENlab Subsystem  Main Control
Battery Bank 1 A electricity current none
Battery Bank 2 B electricity voltage frequency regulator
voltage regulator
Fuel Cell F electricity current delay transfer function
Boiler none heat gas flow none

The control module follows the multi-carrier hierarchicahtrol architecture presented
in Chaptel']4. Due to the fact that there are two energy cduiers at the output side of the
energy hub, two control subsystems were defined: the alégtcontrol subsystem and the
heat control subsystem. Tablel6.1 shows the componentsysidm assignment.



144 6 The Implementation: Multi-Carrier EMS

Characteristic Curve of the Solid Oxide Fuel Cell
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Figure 6.8: Response of the solid oxide fuel cell

Electricity Demand and Electricity Supply
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Frequency Measured at DENlab‘s Autonomous Bus
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Figure 6.10: Response of the system’s frequency and voltage
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Figure 6.11: Response of the furnace



146 6 The Implementation: Multi-Carrier EMS

The following performance criteria for the frequency is solered: the frequency should
be kept between 49 and 51 Hz during at least 95% of the timetahduld not be less than
42,5 Hz or higher than 57,5 Hz [125]. The voltage and frequamne measured at DENlab’s
autonomous bus. Converter-set B (battery bank 2) acts amndlterof the system, thus it
operates in a voltage source control mode, whereas comngette B and F operate in PQ
control mode. These terms were introduced in Seétion|1.3.4.

The fuel cell model represents a solid oxide fuel cell of 48/& The model is based
on [126]. The fuel cell is assigned to the electricity cohtuabsystem. The main control
defines the power that has to be supplied by the fuel cell andsse current set-point to
converter-set F. A delay transfer function is used to makdubl cell's operation smoother.
This transfer function acts as the fuel cell’s unit control.

The fuel cell was modeled both in DENlab and MATLAB. A test waade to com-
pare the results of both models. Fig@ 6.8 shows the cumatetge characteristic curve.
As it can be observed, the results are satisfactory. Thensefigure shows the hydrogen
consumption for a period of 20 minutes.

The battery system consists of two battery banks of 25 kW .edtfe total system’s
storage capacity is 100 kWh. Each battery bank contributéshalf of the power required
from the electricity storage. However, due to its unit cohfor being the master, one of the
battery banks (assigned to converter-set B) provides egtrgpensation if required in order
to keep the frequency and voltage stable. Both battery barksonsidered as one single
hub element and they are assigned to the electricity cosuitidystem.

In Figure@ the outputs of the fuel cell and the batteryesysare shown. The battery
system and the fuel cell complement each other to supplyote IBy keeping the power
balance, the system'’s voltage and frequency are kept witlgiroperating limits. This can
be observed in Figu@lo. In this example the battery sigt-vas manually changed to
observe the reaction of the fuel cell to the change.

In order to test the heat control subsystem it is assumedttbatiference between the
heat load and the heat supplied by the fuel cell has a sinaisslépe. Therefore, the fur-
nace (assigned to the heat control subsystem) must suppbifierence. In Figu@l the
response of the furnace can be observed. The model of thedeiie based on the equations
presented un Chap@r 4. The main control sends the setqfdim natural gas flow to the
furnace model. No unit control is applied in this case.

The following improvements have to be performed in a futtueg:

e A more detailed model of the heat exchangers is requiredderdo make a better
analysis. At this point only the more representative cdjiegsi of the multi-carrier
EMS were tested.

e Renewable energy sources should be included as well ablguiitaiecasts.

e A more complex hub should be tested in which the motor-gé¢oesets are also
included.

e Alonger simulation should be performed. For example, a whatek including the
solar power input.
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6.4 Conclusions

This chapter gives an overview of the design of a multi-eaienergy management system.
In Sectio 1 the forecasting model used in this disgentavas described for the wind
speed time series. Using a similar methodology, the loagtast can be improved as well.
This can substitute the persistence load forecast modslaté currently being used. In the
proposed multi-carrier EMS, the optimization module isdahsn Chaptéﬂz and Chaph}r 5,
while the real-time control module is based on Cha{ﬂter 4,

As a result of the work performed in DENIab, it was possiblprtogram and implement
a simple multi-carrier EMS. Moreover, a set of guidelinesaveefined to introduce new
students to the laboratory and to help them start workingein projects without interfer-
ing with earlier projects, a separate manual was developethis. Nevertheless, further
work is required in order to attain a proper evaluation andg@ble to test more complex
configurations that also include renewable sources.






Chapter 7

The OQutcome

Conclusions, Recommendations and Further Work

This dissertation provides insights and techniques thateaapplied for the optimization
of systems with multiple energy carriers. The topics thateygesented include the multi-
carrier unit commitment framework, the multi-carrier exehub approach, a hierarchical
multi-carrier control architecture, a comparison of muahirier power applications and the
implementation of a multi-carrier energy management systea real infrastructure. Sec-
tion[2.] contains the main conclusions of this dissertatRectior 72 presents the recom-
mendations for further research and Sedtioh 7.3 brieflyriesca research project that has
been started as a follow-up of this dissertation.

7.1 Conclusions

Multi-Carrier Unit Commitment Framework

Several recent studies analyze the active participatiomiofand micro combined heat and
power units, but they mostly focus on the electricity ouspot these units and overlook
the influence of the heat outputs that are also present. Mgdkia assumption is simplistic
and may result in erroneous expectations. For example, figooation might appear to
be adequate to supply a certain electric load, but mightyrre@ heat overload if no heat
is required in the system. This kind of mistakes can be abimjeusing a generahulti-
carrier unit commitmenframework like the one presented in Chadﬂer 2. The framework
provides enough flexibility to simulate the various scemmathat were presented in this
dissertation, however it can be easily adapted for othelepaaales and energy carriers.
The inclusion of storage for the balancing of power has tiaatlly been considered
as an independent procedure to be performed only after theammitment solution is
known, in other words, the unit commitment solution is firstbtained and the storage
is applied afterwards. In this dissertation the inclusiéstorage was taken into account
during the calculation of the multi-carrier unit commitnteolution as part of a four-step
technique. By using this technique the multi-carrier ulitnenitment solution can be in-
fluenced by taking the storage availability into account.e Téchnique demonstrated to
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be valuable for peak-shaving purposes at the generatienasidhown in the example of
ChapteE]Z.

Multi-Carrier Exergy Hub Approach

It is valid to say that, since exergy is the maximum theoedticork potential that can be
obtained from an energy flow, by choosing the most exerditie#ficient configuration
we are making the best use of the work potential of the enevgyce. However, the ex-
isting generation systems were not designed to make theusesdf the work potential
of the sources. Thus, in order to do so, it would be necessarg-evaluate the existing
equipmenimachinery and re-design generation units in general. Thexties of this dis-
sertation did not focus on designing or improving individe@mponents, but on optimizing
the interaction among several of them. Therefore, the gx}eug approach was introduced
in Chapteﬂ% as an optimization tool for systems with mudtighergy carriers. In the exergy
hub approach, exergyficiencies (instead of energyhieiencies) were taken into account
for the optimization of systems that contain multiple eyesgrriers.

Different objective functions were evaluated to show that tiseza intrinsic diference
between defining the mosfhient system from an exergetic point of view and the most
efficient system from an energetic point of view. Moreover, ameenic optimization does
not necessarily correspond to the results of the other twisn@gation objectives; thus a
compromise should be made in order to attain the optimaggyst

The tool presented provides flexibility to easily compar@edent configurations. The
maximum exergeticféiciency can be obtained as a result of the optimization. Ortheof
strengths of this tool is that it can perform complex and kbergn calculations that would be
extremely tedious when done by hand. In the example preﬂ;'em@hapte[b it was possible
to observe that the scheduling of the generation units fastad by the output temperature.
Moreover, the optimal configuration that resulted from maixing the exergeticféciency
of the system dfered from the optimal configuration that resulted from mazing the
energetic &iciency.

Hierarchical Multi-Carrier Control Architecture

Traditional control techniques are no longer suitable tooaat for the interactions intro-
duced by combined generation units and renewable soum@haptem a general hierar-
chical control architecture was presented for systems miithiple energy carriers. In the
chapter, the dynamic behavior of the generation units wasidered, thus dynamic models
were used for the simulations. The results show that thei+zaltier hierarchical control
architecture is capable of dealing with perturbations aradi Ichanges in the system. The
main control parameters were kept within the defined boyndamnditions throughout the
simulations.
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Comparison of Multi-Carrier Power Applications

The main conclusions of ChapBr 5 are enumerated below:

e Not every CHP technology is capable of providing substabgaefits to a district in
terms of energy supply. For the load patterns that were aedlythe solid oxide fuel
cell provided the best results due to the electricity-tathratio of the load patterns
used in the analysis.

e The use of an aggregator proved to be fiaaive way to reduce the power exchange
with the grid. By using an aggregator the need for furtheegtinents to expand the
electricity supply infrastructure can be reduced.

e By using storage the unit commitment can be influenced. Bxdase an example of
a cluster of 3 houses was selected for illustrative purpodbe benefit of having
electricity storage is similar to the benefit of having hdatage, it is advisable to
opt for heat storage since it is a more sustainable techypotdsgecially when a large
amount of heat is produced by the micro-CHP units.

e When a low capacity of renewable sources is installed, lik&imulation 4, their
influence in the overall results at the collaborative scenarlimited. If the use of
batteries does not significantly change the results, itdsmemended to avoid their
installation. Batteries are disposable and their indialieshould only be performed
in cases where a significant benefit can be attained.

e Regarding electric vehicles, policy makers should focedr tefort on enabling the
use of local aggregators. This not only reduces the costgh@ndonsumption of
sources but allows a better way to control possible powekgeahe application of
differentiated taffs creates the risk of having all electric vehicles being gedjyat the
same time, which demands a high power capacity of the enegphsinfrastructure.

Multi-Carrier Energy Management System

Chapteﬂs provided a global overview of the design of a nudtirier energy management
system and presented a brief description of its parts. Auditly, a partial implementation
in the renewable energy laboratory DENIab was performedardelines were defined
for the future usage of the laboratory, however more teste kabe done to evaluate the
robustness of the multi-carrier energy management systatmves implemented. This kind
of physical installations are very valuable to understamd Buch a system works and what
limitations are likely to be found during the implementatio
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7.2 Recommendations for Further Research

Multi-Carrier Unit Commitment Framework

The research presented in this dissertation was focusdtearptimization of existing sys-
tems with the help of the multi-carrier unit commitment framork. Investment costs were
not part of the study because they are important only whewnsihg a technology at the
beginning and not during the optimization of an existingteys The combination of re-
newable sources, electric vehicles and the way to exchaogerpbetween houses is in-
dependent of the investment costs. Nevertheless, durenglinning stage of an energy
system it would be interesting to make a comparison amotgt#ogies in which the sav-
ings attained by using an optimization tool #mdthe intervention of an aggregator can be
subtracted from the investment costs. In this way a betteista can be made with re-
spect to the technology to be selected for a certain houd@hdlistrict. Therefore, such an
optimization tool can be used to support the planning sthge energy system.

Multi-Carrier Exergy Hub Approach

The topic of exergy was studied in this thesis, however omlg ohapter was dedicated
to it. This means that still more research can be done péatiguo study systems in

which the energy sources have a low exergy content like famgpte heat obtained from
a solar thermal system. In this thesis only sources with lkeiggrgy content like natural

gas, biomass and electricity were evaluated. During thephase of this PhD project
various discussions were carried out with Sabine Jansemtfie Architecture Faculty; she
researches how to apply exergy studies to improve buildesigth. From the discussions,
the following topics were defined as possible research sofmiche carried out with the
optimization tool in the future:

e Include solar energy: Determine if it is exergetically betto use solar panels or
solar collectors under flerent building scenarios. For example, define the optimal
percentage of solar panels and solar collectors that catabegon a roof given the
constraint of the area available for their installation.

¢ Include storage: Investigate whether the optimizationmavide insight on how to
further reduce the required input of exergy through theiappbn of storage.

¢ Include low-exergy sources: Evaluate the optimizationltesising a combination of
sources with low exergy content like geothermal energy afat €ollector systems.

Hierarchical Multi-Carrier Control Architecture

The hierarchical multi-carrier control architecture thiais presented in Chap[ér 4 was tested
in an at-grid energy system configuration. In order to test the &chire even further the
following possibilities are proposed:

e Test the control architecture in a system that is connect¢hlet grid to allow back
and forward electricity flows.
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e Test the control architecture in a system containing moegg@ncarriers, both at the
input side and at the output side of the energy hub.

¢ Evaluate the control interactions in a system with more tilvatcontrol subsystems,
for example with an electrical control subsystem, a heatrobsubsystem and a cold
control subsystem.

Comparison of Multi-Carrier Power Applications

More simulations can be done in order to make a deeper asaf/ihe possibilities pro-
vided by the optimization tool. For example,

e Make a sensitivity analysis related to the penetrationméweables in which the num-
ber of panels per household idigrent.

¢ Incorporate the biier possibilities of including electric vehicles.

e Make longer simulations, for example, for a year, in ordeobserve the fect of
considering longer periods of time, especially in termstofage utilization.

Multi-Carrier Energy Management System

Further tests need to be performed at DENIlab. It is recomexztiitat all the students to
be involved in the laboratory follow the guidelines that evelefined as part of this PhD
project so that their work will not interfere with earlier plemented projects. Regarding
the forecasting models, the load forecast can be improvied assimilar methodology to

the one presented for the wind speed forecast model. In tysabetter forecast can be
obtained.

7.3 Further Work

Research Project

A research project was started at the beginning of 2012 irchwvtiie algorithms and tech-
niques developed during this PhD project are applied atlarfeee building located in The
Hague. The projectis being performed by two MSc studentsePbwer Systems Group of
Delft University of Technology with the supervision of thethor of this thesis. The results
of the project will be published at the end of 2013. The red&lencouraged to contact the
author of this thesis for more information of the project.

DENIlab

Two students recently started their MSc projects at DENTéey will continue performing
tests related to the implementation of the multi-carrieargyg management system described
in Chapte[b in DENlab with the direct supervision of the amtbf this thesis.






Appendix A

Assumptions and Considerations

e The optimization is solved with mixed-integer nonlinear solvetue to the ‘on’ and
‘off’ states of the units.

e The BARON solver (Branch-And-Reduce Optimization Navigatvas used to solve
the mixed-integer nonlinear problem of the multi-carriaitcommitment. BARON
is a global optimization (GO) solver: it is a computationgdtem for solving non-
convex optimization problems to global optimality [44]. &kolver can solve purely
continuous, purely integer, and mixed-integer nonlineabfems, it can also be used
to find the k-best solutions.

e The results of the optimization were corroborated using MAB ‘fmincon’ func-
tion. Different unit combinations were tested and the results cadaidth those ob-
tained by AIMMS. The function ‘fmincon’ attempts to find a &trained minimum
of a scalar function of several variables starting at anahéstimate. This kind of
optimization is commonly known anstrained nonlinear optimizatiasr nonlinear
programming

e The results of the optimal dispatch in Chadﬂar 3 were comated with the hand
calculations made by exergy researcher Sabine Jansenerektlits coincided.

e The algorithms used for the simulations proved to be satisfg for 250 households
or less, which is a quantity of households that can be coedetct a distribution
transformer.

o A proof of scalability is outside the scope of this research.

e Itis recommended to do further research in order to evaling@erformance of the
algorithms, especially if larger systems are considerdte dbjective of this thesis
was not to find the algorithm with the best performance, b@vialuate the benefits
that could be obtained from a multi-carrier unit commitmeptimization and the op-
eration of an aggregator.
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A Assumptions and Considerations

In this work the 4 best solutions were saved at each of thegenf the multi-carrier
unit commitment problem. Tests were made in which 6 an 8 solatwere saved,
however the results did not improve by increasing the nurobsaved solutions in
the cases that were analyzed.

A difference is consideregignificantif more than 10% is achieved in relation to the
reference case.

The following performance criteria are considered in tmewuations: the frequency
should be kept between 49 and 51 Hz during at least 95% ofrtieedind it should
not be less than 42,5 Hz or higher than 57,5|Hz [125]. The teatpes of the hot line
should not be lower than 9% and the room temperature should remain between 19
and 21°C.

Some of the data that were used for the simulations are fitabals confidential. For
this reason not all data that are required for the simulatée disclosed, however the
reader can contact the author if there is further interesttain information about
these data.



Appendix B

Complementary Simulation
Results

This appendixincludes simulation results obtained foetteample presented in Sectlon4l5.3.

Wind Speed
UECH o S S R D R LS N RS R R L R N R R N R N R N R SR
@
E
°
(9]
[
joX
%)
0 SN SRR WU SRR SNTUY NS SN SN ST NS ST S NS SN U SN NS SN S NS SN SN S N ST SR R S
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Pitch Angle and Power Coefficient 5
4 .
pitchangle| L Power coefficient|]
zn3 ,.
o
5 2
a
0 AAAAAAAII:AIIAAAAH‘AA 70
01 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24
Electric Output of the Wind Tubine
120
B
=3
5 60
2
[e]
a
O\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A\A
0 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24

Time [h]

Figure B.1: Simulation 3: Response of the wind turbine
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Figure B.2: Simulation 3: Response of CHP A

Scheduled Gas Input of CHP B
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Figure B.3: Simulation 3: Response of CHP B



Scheduled Gas Input of CHP C
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Figure B.5: Simulation 3: Response of the battery bank
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Figure B.4: Simulation 3: Response of CHP C
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