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This master’s thesis reports on the devel-
opment of a tool intended to support the 
evaluation of a Human-Machine-Interface 
(HMI) through the use of Virtual Reality 
Technology. 

The project was initiated and supervised 
by SWOV, the Dutch Institute for Road 
Safety Research, as part of the MEDIATOR 
Project, which tackles the challenge of 
developing a mediating system between 
human drivers and intelligent driving 
systems. The design of a well-thought-out 
HMI is imperative to such a system. 
Multiple experiments, designed to eval-
uate the users’ interaction with the HMI 
and to validate its effectiveness in guar-
anteeing a safe and comfortable driving 
experience, will be conducted. Due to its 
unique qualities, which allow us to simu-
late highly detailed and interactive envi-
ronments, Virtual Reality is considered 
useful as a tool to support product eval-
uation and aid in the design process. This 
is particularly true in the earlier design 
phases when the development of high 
fidelity prototypes is out of reach.

Abstract

In the first half of the graduation project, 
a number of research activities were 
conducted to gain insight into the best 
practices for the development of VR appli-
cations and into the requirement for a 
tool dedicated to facilitating the Mediator 
HMI design and evaluation process. The 
outcomes of the research result in a list 
of design requirements that were used as 
the blueprint for the conceptualisation of 
the final design. An iterative prototyping 
and evaluation process of three Minimum 
Viable Products (MVP) served to test initial 
design concepts and further inform the 
development of the tool. The second half 
of the report presents the design concept 
and implementation of the Mediator VR 
Evaluation Tool as well as the User Manual, 
which was created to facilitate the use of 
the VR tool be the Mediator design and 
research teams. Finally, the evaluation 
of the two products is described and the 
results of the two studies are discussed. 
The outcomes of this graduation project 
suggest that VR is effective in supporting 
the evaluation of the Mediator HMI.
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1.1 Problem Definition

1.2 Stakeholders

1.3 Project Approach

CHAPTER OVERVIEW

Introduction

This chapter provides a general overview of the 
graduation project from the problem definition 
and the solution space, the connection with the 
stakeholders and the design approach.

1
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In past years we have seen rapid develop-
ments in the field of automated transpor-
tation. However, there are several steps 
before full vehicle automation. In the pro-
cess of moving toward full vehicle auto-
mation, there will be a period in which 
the driving task and responsibility will be 
shared between the driver and the auton-
omous vehicle. This comes with new chal-
lenges such as mode confusion (Sarter 
& Woods, 1995), reduced situational 
awareness (Endsley, 1995), over-reliance, 
and misuse (Lee & See, 2004), which can 
decrease the driver’s performance ability 
and lead to an unsafe driving experience.

The MEDIATOR project is a 4-year 
project led by SWOV, started on May 1, 
2019, which has received funding from 
the European Union’s Horizon 2020 
research and innovation programme 
under grant agreement No. 814735 
(https://mediatorproject.eu/). This project 
aims to tackle these issues through the 
development of an intelligent system 
that mediates the transition of control 
between the human driver and the auton-
omous vehicle. The mediating system 
will assess whether the human driver or 
autonomous vehicle is more fit to drive in 
the current situation, based on the driving 
context, the driver’s state and the vehicle 
automation status. 

The Human-Machine Interface (HMI) 
represents a crucial part of the 
Mediator system. The interface should 
ensure a safe collaboration between 

1.1 Problem 
Definition

Virtual HMI 
prototypes

Virtual vehicle 
model

Figure 1: Envisioned Solution Space

the human driver and the autonomous 
vehicle, as it is the means through which 
information travels to and from the driver. 
The system is faced with several important 
challenges, including that of maintaining 
at all times the situational awareness of 
the driver and preventing mode confu-
sion as the driving task is passed from the 
human to the automated vehicle and vice 
versa. A key requirement for the HMI 
is to keep the driver informed, while 
trying to prevent information over-
load or underload, and to create trust 
in the system while preventing the 
overreliance of the driver on the auto-
mation. Furthermore, the HMI is also 
tasked with facilitating both conventional 
driving-related tasks as well as secondary 
tasks, such as climate and media control. 
To account for the complexity of such an 
interface, a holistic approach has been 
taken to the design of the Mediator HMI.

For the development of the HMI, it is 
important to evaluate how its design 
features impact the user’s driving expe-
rience as well as their understanding 
of the information which is being com-
municated. Within the Mediator project, 
several experiments are foreseen. These 
experiments are meant to assess mul-
tiple HMI design concepts and converge 
towards a final list of design requirements. 
In this context arises a need for a tool 
that can facilitate the evaluation pro-
cess of the different HMI components 
and of the holistic HMI design. 

Virtual Reality (VR) provides an oppor-
tunity in the area of design evaluation. 
Virtual Reality is generally defined as a dig-
ital simulation, in which users can interact 
with a three-dimensional environment. 
Developing Virtual Prototypes of the 
design concepts is an effective solution 
to test different features of autonomous 
vehicles technology, including human 

factors, and it allows for the experimen-
tation of different situations or driving 
conditions by implementing multiple vir-
tual environments. (Rastogi et al. 2019) 
Furthermore, this technology allows the 
creation of detailed Virtual Prototypes, 
with elements that would be otherwise 
difficult or expensive to acquire or create. 
Evaluating human-centred HMI designs in 
a realistic use context is highly desirable. 
Unlike other digital media, VR provides 
a more immersive experience for the 
users. Through the use of VR, the test 
participants can be fully immersed in a 
simulated scenario and experience the 
interaction with the HMI in a realistic con-
text, therefore, expressing more genuine 
responses to the design.

This master’s project will explore the 
needs for the evaluation of the Mediator 
HMI designs and look into the benefits of 
using VR for testing interactive designs. 
The goal is to develop a VR evaluation 
tool that will facilitate researchers and 
designers working on the Mediator 
project in their evaluation process.
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This Master’s thesis is part of the 
MEDIATOR project (https://mediator-
project.eu/) and is conducted in collabo-
ration with SWOV, the Dutch Institute of 
Road Safety Research, and lead of the 
MEDIATOR project. 
The outcomes of the graduation thesis 
are intended to facilitate further design 
activities carried out by SWOV and other 
partners of the Mediator consortium, 
including TU Delft. 

Figure 2, details all interested parties, 
their influence on the project, and the 
potential benefit this project can bring to 
them. In the middle of the circle, the direct 
collaborators of the project are indicated, 
who directly influence the outcomes of 
this project. Two key stakeholders are 
SWOV and TUDelft employees, who will 
directly benefit from the use of the VR 
evaluation tool that will be developed. 
Their needs and interest in the project, as 

1.2 Stakeholders users of the tool, are detailed in chapter 
5.2. In the outer part of the ring, other 
partners of the Mediator consortium are 
displayed. They have contributed to this 
graduation project by providing insights 
and feedback, and who will indirectly 
benefit from the knowledge generated as 
a result of the outcomes of this project.

Figure 2: Stakeholders of the graduation project.

Mediator Consortium:
- Contributing resources, insights and 
feedback
- Indirectly beneÞciaries

Direct Collaborators:
- Directly inßuencing the outcome of 
the project
- Direct beneÞcieries (users) of the 
outcomes of the project

Researchers

Designers
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The structure of this graduation project follows the Double Diamond approach 
(Design Council, 2007), a design process model developed by the British Design 
Council. Traditionally, the Double Diamond model is divided into four sections: 

1. Discovery, finding insights into the problem 
2. Definition, choosing a scope and focus for the design 
3. Development, designing solutions to the problem
4. Delivery, refining and testing the final solution

1.3 Project 
Approach

Figure 3: Project Approach, based on Double Diamond model

In the first phase of the project, the 
Discovery phase is defined by a series 
of research activities focused on under-
standing the context of the assign-
ment. I looked into the characteristics of 
Virtual Reality to identify opportunities 
and limitations for its use in the area of 
design evaluation.

While the Double Diamond model 
presents itself as a linear model, it is 
common for designers to move back 
and forth between the various stages, 
as they discover more insights in an 
iterative process of development and 
testing. 
In this project, as illustrated in figure XX, 
the Definition and Development stages 
were fully overlapping. Following the ini-
tial research phase, an iterative process 
of development and testing of a series 
of MVP (Minimum Viable Products) 
was started early on. The design of 
each MVP was based on requirements 
identified from research and insights 
gathered from the evaluation of previous 
iterations. This approach was valuable for 
two reasons. Firstly, it was an opportunity 
to experiment in a hands-on approach 
with the development of VR applications, 
which pose unique challenges compared 
to other types of interactive media, and 
contributed to the quality of the final 
design. Secondly, the initial design itera-
tions, developed with the guidance and 
feedback of the main designer of the 
Mediator HMI, helped define the focus 
of the project. They allowed me to expe-
rience first-hand which elements of the 
design were needed and appreciated by 
the main user group, but also to better 
understand how the design could be used 
in practice.

In the Delivery stage of the project, 
the efforts were mainly focused on 
refining the final design concept and 
creating and evaluating the final 
product. To support the future use of the 
prototype within the Mediator project, a 
User Manual was also developed.



2.1 Definition of VR

2.2 Characteristics of immersive VR

2.3 Designing immersive VR experiences

CHAPTER OVERVIEW

2.4 Applications of Virtual Reality in Design

2.5 Virtual Prototyping

2.6 VR Sickness Literature Review: 
Virtual Reality

This chapter consists of a literature review on 
virtual reality technologies, their characteristics 
and use. Firstly, it is necessary to define the term 
“Virtual Reality”, as it is being used in this gradua-
tion thesis. Secondly, the three characteristics of 
VR that set it apart from other technologies are 
described. Further, we look at the applications of 
VR for the purpose of design evaluation, as well 
as the concept of Virtual Prototyping.

The insights derived from this chapter informed 
the next phases of the project and were used 
during the ideation and development of the 
design.
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Literature Review: Virtual Reality

VR is a broad area with several definitions 
within literature. While there are various 
types of VR systems, including non-immer-
sive VR and semi-immersive VR, otherwise 
known as augmented reality, the term is 
most often used to refer to an immersive 
VR system (Badmodu & Ye, 2013). 

For the purpose of this Master’s Project, 
the term Virtual Reality (VR) will be 
used to refer specifically to immersive 
VR systems. Immersive VR systems are 
computer-generated experiences that 
enable users to immerse themselves in 
a virtual environment, which contains 
a variety of synthetic stimuli and leads 
them to perceive the environment as real 
(Duarte et al., 2010).

2.1 Definition of 
Virtual Reality

Virtual Reality (VR) is typically 
associated with a digital simula-
tion in which people can experience 
and interact with a three-dimensional 
environment. Today’s Virtual Reality 
technology uses specific devices, such 
as Head-Mounted Displays (HMDs), body-
tracking sensors and input devices, 
which allow users to be immersed in 
the artificial environment and experi-
ence it as realistic.

Next to the VR software used to render 
and manage the simulated scenario, 
current VR systems are generally sup-
ported by a collection of hardware 
components (figure  4), which are classi-
fied by Badmodu & Ye (2013) as below. 

A VR Engine or computer 
engine is responsible for processing 
and generating the virtual environment, 
rendering all the graphical data in real 
time, and managing the interactions with 
the users.

Output devices, which transmit 
audio, visual and haptic information to the 
users. These often include a stereoscopic 
Head-Mounted Display (HMD), which 
gives a three-dimensional view of the vir-
tual environment through two separate 
displays, one for each eye. Commercial VR 
headsets also come with built-in speakers, 
which support 3D spatial audio. However, 
they provide limited haptic feedback, 
which is generally transmitted through 
the device’s controllers.

Input devices, which allow users 
to navigate and interact with the virtual 
environment. Tracking systems capture 
the movement of the user’s hands, head 
and body, and include a variety of sensors, 
controllers and data gloves. The control-
lers that accompany most commercially 
available VR headsets also enable users to 
input information through a point-input 
system. 

In recent years, Virtual Reality technology 
has become easily accessible, with many 
companies such as Oculus, HTC and 
Google developing different types of inex-
pensive VR headsets for the consumer 
market. Furthermore, the rapid advance-
ments in technology have allowed for the 
creation of more capable devices, and an 
improvement in user experiences and 
interactions in virtual environments.

Figure 4: VR system architecture. Example of 
HTC Vive devices.
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Literature Review: Virtual Reality

Virtual Reality provides different affordances compared 
to other forms of digital media, allowing the users to 
experience a much greater degree of realism in the vir-
tual space. The three main characteristics of VR that 
set it apart from other technologies are immersion, 
interactivity, and presence (Witmer & Singer, 1998).

2.2 Characteristics 
of immersive VR

Immersion can be defined as the 
extent to which a subjects feels as if 
they are part of the virtual environ-
ment and removed from the real world. 
Witmer & Singer (1998) describe immer-
sion as a psychological phenomenon 
caused by the interaction with a virtual 
environment that provides a continuous 
stream of stimuli. As such, the feeling of 
immersion can be increased when users 
can interact naturally with and control the 
environment, and are able to perceive 
self-movement. Another factor that can 
affect this feeling is the degree of isolation 
from the real environment. When users 
are deprived of outside stimuli, the feeling 
of immersion into the virtual environment 
will intensify. The subjective experience 
of immersion has also been linked to the 
concept of flow, which is defined as “a 
state of optimal experience where one is 
completely absorbed and immersed in an 
activity” (Nah et al., 2014). Based on this 
relation between immersion and flow, 
Mütterlein (2018) describes immersion as 
being related to feelings of involvement 
and absorption by the content, and dif-
ferentiates it further from telepresence 
(or presence), which is related more to 
the perception of being in a place, as 
described below.

Interactivity is related to the 
extent to which subjects have the pos-
sibility of affecting the form and con-
tent of the virtual environment in real-
time (Witmer & Singer, 1998). The degree 
to which users are able to interact with the 
environment will influence their feelings 
of immersion and presence in the space. 
When users are able to naturally affect, 
and be affected by, the stimuli present in 
the virtual environment they will become 
more immersed into the environment. 
Mütterlein (2018) describes interactivity 
as a psychological state of mind, focusing 
on the user’s perceived interactivity with 
the environment, which he regards as 
subjective.

Presence, also referred to as spatial 
presence, is defined as the subjective 
feeling of being part of, or physically 
present in the simulated environment, 
rather than in the real location the 
person is in real life. As mentioned pre-
viously, the feeling of presence is greatly 
influenced by immersion and interactivity 
with the virtual environment, but also by 
the extent to which a user is involved with 
the content present in the virtual environ-
ment. Conversely, when users focus their 
attention on the virtual environment, they 
become more involved, thus increasing 
the feeling of presence (Witmer & Singer, 
1998; Mütterlein, 2018). 

Therefore, when a user experiences a well-designed 
Virtual Reality environment, they can feel as if they 
are present in the simulated space, and interact 
with objects within the virtual environemnt as they 
would in reality. This characteristic provides a unique 
opportunity for the use of VR in various disciplines, and 
particularly when there is a need to recreate a realistic 
experience with products that are not yet materialized 
or in an otherwise inaccessible context or situation. 
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Literature Review: Virtual Reality

A high-fidelity virtual environment can closely replicate 
a real-world experience, making the most of VR tech-
nology. To design successful VR experiences, consid-
erable attention must be paid to the factors that 
influence a user’s sense of immersion and presence 
in the space. These factors were examined and summa-
rized as follows.

2.3 Designing 
immersive VR 
experiences

SCENE REALISM 
This refers to the degree of visual realism 
of the virtual scene (resolution, dimen-
sionality, texture of materials and lighting, 
etc.) (Witmer & Singer, 1998). It has been 
shown that higher degrees of visual 
realism in VR positively influence the 
feeling of presence in the scene and 
the overall experience with the virtual 
environment. In an experiment which 
measured the degree of presence in two 
virtual environments that used different 
visual rendering techniques (the main 
difference being the presence of shadows 
and reflections, also for the participant’s 
avatar, in one of the scenes), Slater et al. 
(2009) found that participants reported 
a higher level of presence in the more 
realistic scene. Furthermore, participants 
also exhibited higher levels of anxiety, 
related to the height of the pit they were 
standing close to in the virtual environ-
ment, when experiencing the scene with 
the detail of shadows. This suggests that 
scene realism can elicit in users a more 
genuine emotional response to a VR 
experience. In a similar study, Debattista 
et al. (2018) investigates the effects of 
visual quality of the virtual environment 
in a driving simulator on the participant’s 
perceived experience, comparing three 
degrees of graphic quality. While the 
results showed a significant difference in 
the way participants experience the low 
quality scene, which made use of basic 
illumination, compared to the medium 
and high quality scenes, both of which had 
more depth given by the use of shadows 
and reflections, there was only a negli-
gible difference between the latter. The 
authors therefore conclude that once a 
certain threshold for graphic quality is 
met, further improvements will not sig-
nificantly impact the experience. Other 

factors can also define visual realism. One 
study compared two experiences with a 
different degree of realism, defined by the 
polygon count of the geometry of objects 
in the scene and the texture resolution, 
and showed that participants expressed 
a higher degree of presence in the more 
realistic-looking scene (Hvass et al., 2017).

MULTISENSORY 
INFORMATION
Although commercial VR is often focused 
on providing accurate visual feedback, 
multiple studies have investigated the 
effect of different sensory feedback 
modalities, as well as multimodal feed-
back on user experience. Multimodal 
transmission of information has been 
observed to positively affect VR expe-
riences, boosting realism and immer-
sion (Martin et al., 2021).  Adding sensory 
stimuli that are realistic and coherent 
with the environment has been shown 
to improve the perceived realism of the 
experience, also by enhancing the plausi-
bility of the scene. Users perceive a VR 
experience as they would a real life 
scenario. Therefore, there is an expec-
tation that the events that are expe-
rienced in the virtual environment 
create a reaction that would be experi-
enced in real life (e.g. an object that falls 
should create a sound, when we touch 
something we feel the texture, shape and 
temperature). Therefore, when users are 
able to physically touch an object they 
are simultaneously interacting with 
in VR, their experience is perceived 
as being significantly more realistic 
(Martin et al., 2021; Hoffman, 1998). 

Figure 5: A man using an immersive VR system at the “10.000 moving citie” Telepresence-
Based Installation by Marc Lee. 
(http://marclee.io/en/10-000-moving-cities-same-but-different-vr/)



Chapter 2

24 | | 25

Literature Review: Virtual Reality

INTERACTIVITY 
A greater degree of control over the vir-
tual environment influences the feeling of 
immersion in the space. In his research, 
Mütterlein (2018) has found a direct rela-
tionship between interactivity, presence 
and immersion. The results of this study 
demonstrate that interactivity represents 
an important foundation, influencing 
both the feeling of presence and immer-
sion given by a VR experience. Not only 
the degree of interactivity, but also the 
way in which a user interacts with the 
virtual environment can have a great 
influence on a VR experience. This can 
be linked to the “control factors” identi-
fied by Witmer & Singer (1998), through 
which they explain how the experience of 
the users can be influenced by how much 
control they have over the experience, 
by how immediate the reaction to their 
actions is translated in the VR simulation, 
by their ability to anticipate and predict 
what will happen next and whether they 
have control over it, by the way in which 
they can interact with the environment 
and whether it reflect naturalistic or 
familiar interaction, and finally by their 
ability to modify or interact with objects 
in the virtual environment. In order for a 
user to feel fully immersed and present in 
a VR world, interactions with elements of 
the virtual environment should reflect our 
expectations, which are influenced by real 
life. 

AVATAR AND MOVEMENT 
The term avatar refers to the digital 
representation of the user. In VR, an 
avatar represents the user’s body (or 
parts of it) and is viewed from a first-
person perspective. The appearance 
of the avatar can have an effect on 

the subjective feeling of presence, and 
give the illusion of body ownership in 
VR. While there are many ways in which 
the avatar has been shown to influence 
user perception, it is not necessary for it 
to have a realistic human appearance in 
order to induce a sense of body owner-
ship. In fact, a higher human resemblance 
can sometimes decrease acceptance by 
users, which can be linked to the uncanny 
valley effect (Lugrin et al., 2015). A study 
conducted by Schwind et al. (2017) found 
three levels of deviation from one’s real 
body (in the case of the study, limited 
to the hands) which affect the feeling 
of presence: Deviations from common 
human appearance, their own gender, or 
their own body. The study concludes that 
if the use of human-like hand models is 
desired, it is best to provide participants 
with a hand avatar that matches one’s 
gender, as mismatched hands can neg-
atively affect the experience. However, 
a safe trade-off is to make use of a gen-
der-neutral representation if the same 
model is used by both men and women. 
While the use of a stylized anthropo-
morphic hand was not found to reduce 
the sense of embodiment, an abstract 
non-anthropomorphic hand has been 
found to significantly reduce the sense 
of ownership, agency, and location in 
space (Ogawa et al., 2019). In their study, 
Ogawa et al. (2019) also proved the size 
of the realistic hand avatar affected 
the user’s perception of the size of 
other objects in the virtual space: users 
perceived handled objects to be smaller 
when the avatar was enlarged. This condi-
tion was not true when an abstract hand 
was used. Furthermore, as Joy et al. (2021) 
have proven, the representation of the 
body in VR can affect one’s perceived 
affordances when interacting with an 
object. Therefore, it is preferable to 

provide VR users with fully able hand 
models (that have full finger tracking) 
when attempting to recreate a realistic 
interaction within the virtual environ-
ment.  The representation of the user’s 
body in the virtual environment can affect 
their sense of immersion as well as their 
perception of affordances. The percep-
tion of one’s own movement in the space 
adds to the feeling of presence. Lee et al. 
(2020), observed how presence and body 
ownership increased when the ava-
tar’s leg motion was synchronized to 
the user, compared to the use of a fixed 
body (no motion) and a pre-recorded ani-
mation that did not match the real move-
ment of the test participants. Therefore, 
in order for the user to feel immersed 
in the experience and have an increased 
feeling of presence, the representation 
of the avatar does not need to be visually 
realistic. However, it must be consistent 
with the user’s expectation and match the 
actions of the real body. 

EXTERNAL INFLUENCES 
VS. ISOLATION 
As the unique experience of VR is associ-
ated with the feeling of being in another 
space, it is implied that the users must 
have a certain degree of separation with 
the real environment they are in. In a 
study of user acceptance of VR tech-
nology, Mütterlein & Hess (2017) discuss 
the effect of environmental attributes on 
the users’ experience. Individuals expe-
riencing VR can be distracted by other 
people who are in the same room or by 
the objects (i.e. furniture) present in the 
real environment. Receiving stimuli that 
are inconsistent with the VR can be dis-
tracting and negatively influence the 
feeling of immersion and presence.

PARTICIPANT BIAS 
The degree of experience with VR can 
influence a user’s perception. 
Individuals who had not used VR in the 
past have been observed to experi-
ence a novelty effect, which creates a 
positive bias in their rating of the per-
ceived degree of immersion. Mütterlein 
& Hess (2017) have observed this effect, 
indicating that users in a more advanced 
stage of the adoption process of VR tech-
nology were less likely to be impressed 
or surprised by the experience. Other 
studies have also highlighted a difference 
in attitudes and response to VR experi-
ences between gamers, or people with 
previous experience in video games, and 
non-gamers (Geslin et al., 2011).
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While Virtual Reality has been popularized 
mainly within the video-game industry, 
VR technology has been adopted in 
many industries, where the uniquely 
immersive experience has been used to 
train new users or employees, facilitate 
remote communication or collaboration, 
or to allow customers to view a product 
before it is built. In the fields of design 
and engineering, the use of VR has also 
been explored in several parts of the 
research and design process. 

Berni & Borgianni (2020) provide us with a 
comprehensive review of the applications 
of Virtual Reality technology in the design 
process. Following a review of 86 sources, 
the authors categorize the applications of 
VR in the design process. The categories 

2.4 Applications 
of Virtual Reality 
in Design

were determined according to various cri-
teria, including the design functions sup-
ported by VR technologies (figure 6), the 
VR devices/technologies used (figure 7) 
and the presence of supporting tools 
or complementary technologies (figure 
8). The latter two are of interest in this 
project. On the one side, the use of spe-
cific VR technologies, which provide 
different degrees of immersiveness, 
underlines how this aspect can affect 
the benefits that VR can bring to a 
design function. The authors explain, 
“More specifically, since VR technologies 
are very heterogeneous, their usability and 
the degree of the sense of immersion and 
presence could affect the user during the 
virtual experience. Therefore, it is likely 
that these factors could play a funda-
mental role in the effective application of 
this technology in the design process.” On 
the other side, the authors observed how 
VR visualization devices were integrated 
with interaction hardware to allow the 
user the opportunity to interact with the 
virtual world. “As aforementioned, these 
integrated devices are actually deemed 
crucial for VR’s effectiveness in design.” 

Figure 6: Categories of the functions supported by VR technologies. (Berni & Borgianni, 2020)

The supporting tools were used to 
stimulate different senses, such as the 
tactile sense, and enhance the interac-
tivity provided by the VR system. 

In the sources reviewed by Berni & 
Borgianni where VR was used for the pur-
pose of evaluation (Riegler et al., 2019; 
Rentzos et al., 2014; Bordegoni & Ferrise, 

Figure 8: Categories of VR supporting tools for interaction in the virtual environment. (Berni & 
Borgianni, 2020)

Figure 7: Categories of VR technologies involved. (Berni & Borgianni, 2020)

2013; Van Der Voort & Tideman, 2008), 
we notice the use of VR technologies 
that offer a high degree of immersion 
(Head-Mounted-Displays) and supporting 
devices, particularly haptic devices, 
motion tracking devices and controllers, 
which enhance interactivity with the vir-
tual environment.
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Figure 9: A framework for virtual prototyping in human-machine interaction (Aromaa et al., 
2014)

Even before the use of VR in the design 
evaluation process was popularized, com-
puter simulations were used to evaluate 
products at various stages of the design 
and development process, in order to 
cut back on the time and cost involved. 
The computer simulations of physical 
products are referred to as Virtual 
Prototypes. 

2.5 Virtual 
Prototyping

Wang (2002) gives a clear definition: 
“Virtual prototype, or digital mock-up, 
is a computer simulation of a physical 
product that can be presented, analyzed, 
and tested from concerned product life-
cycle aspects such as design/engineering, 
manufacturing, service, and recycling as if 
on a real physical model. The construction 
and testing of a virtual prototype is called 
virtual prototyping (VP).” 
This definition encompasses all forms of 
digital simulations that allow for a 3D pre-
sentation of the product model, such as 
CAD models, and for the testing of various 
aspects of the design, and does not require 

the use of VR technologies. The possibility 
of interaction with the digital prototype, 
more precisely, the physical interaction, 
which allows the user to touch or move 
an object which is part of the virtual envi-
ronment, is not a strict requirement for 
Virtual Prototyping. However, a human-
product interaction model is desirable, 
especially when considering designs 
that must be evaluated in terms of 
the user experience and interaction 
(Wang, 2002). In this area, using VR 
technologies can greatly enhance the 
benefits of Virtual Prototyping. Due to 
the immersive qualities of VR, designers 

and users alike can get a good feeling 
of the product from the initial stages of 
the development. They are able to better 
assess its aesthetic and ergonomic fea-
tures by transporting themselves in the 
virtual space with the product, as well as 
being able to interact with it in real time.

Considering Wang’s definition, we can 
consider part of the proposed design 
solution that is being developed as 
part of this graduation thesis to be a 
Virtual Prototype of the Mediator HMI. 
Therefore, it was considered relevant to 
look into the literature at the process of 
creation and implementation of Virtual 
Prototypes.

Preparing a design evaluation using 
any sort of Virtual Prototyping requires 
the extra step: the development of the 
interface. In order to guarantee that the 
Virtual Prototype which is created serves 
its intended purpose, Aromaa et al. (2014) 
suggest starting the process by defining 
the goals of the evaluation and identifying 
the required characteristics for the inter-
face that is being built. 

In their study, Aromaa et al. (2014) pro-
vide a framework to aid designers and 
developers to systematically construct vir-
tual prototypes. The framework (figure 
9), which is based on theories and 
human-centered design concepts, dis-
tinguishes three elements that define 
the interaction within the virtual pro-
totype: the subject is the human or the 
user, the tools through which the inter-
action is mediated are the interface 
(the Virtual Reality) and the object, 
which is defined as the system model. 
When using Virtual Prototyping, designers 
should allow the human to achieve their 
goals and tasks in the interaction with 
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the system model, which includes the 
digital prototype, but also other digital 
content (e.g. the environment or context 
of use, the digital avatar of the user or 
other users in the scene, etc), as they 
would when interacting with a physical 
prototype. In Virtual Prototyping, the 
interaction is mediated by the tools 
included in the interface, which should 
provide appropriate means of manipula-
tion of the virtual environment and give 
sensory feedback to the user.
A fourth element, the test models, is 
added to the framework to account for 
the needs that arise from the use of 
Virtual Prototyping for design evaluation. 
The test models are characterized by the 
tools that are needed to record data (e.g. 
measuring time, distance, biometric data, 
etc) and support the analysis of the prod-
uct’s performance.

This framework was used as a reference 
for the formulation of a set of questions 
posed to the designer of the Mediator 
HMI to identify specific requirements for 
the design of the first two prototype iter-
ations, or Minimum Viable Products (see 
chapter 5.4). Further, it helped define the 
various elements of the final design con-
cept, described in chapter 6.

There is one downside to VR systems: a 
phenomenon that has been called cyber-
sickness or VR sickness (McCauley & 
Sharkey, 1992). Users who suffer from 
VR sickness experience symptoms 
similar to motion sickness including 
nausea, disorientation, as well as eye 
fatigue. These render the experience 
uncomfortable for users and can even 
prevent them from using VR altogether.

Chang et al. (2020) reviewed several 
sources to identify the causes of VR sick-
ness and classified them into three fac-
tors: hardware factors, content factors 
and human factors.

Hardware factors refer to the 
hardware components of the VR device. 
These play a major role in determining 
the quality of the VR, particularly of the 
quality of the display. Several studies have 
shown that the use of HMD devices led 
to more VR sickness compared to other 
types of display, such as large screens. 
Chang et al. (2020) explain: “These results 
can be associated with the degree of dis-
crepancy between expected and perceived 
sensory information.” Other hardware 
factors which can influence cybersickness 
include a wider field-of-view (FOV), flick-
ering of the display and higher latency, 
or the delay between actions that the user 
expects to see and what they actually see 
in the virtual environment. 

Content factors refer to what 
the user can see in the virtual environ-
ment including changes of variations 
in the VR scene. Chang et al. (2020) 

2.6 VR Sickness identified several factors related to the 
content of a VR scene have been found 
to cause VR sickness. Optical flow is pro-
duced by the movement of virtual objects 
which can cause a user to experience a 
strong feeling of vection, or the illusion of 
self-movement, and consequentially VR 
sickness. Higher speed of moving objects  
has been associated with heightened VR 
sickness. Interestingly, a higher degree 
of graphic realism of the scene was 
observed to correlate with more negative 
effects. The authors speculate this could 
be caused by the discrepancies between 
visual and vestibular stimuli. “In other 
words, as the visual stimulus becomes 
more similar to reality, the user is more 
immersed in the VR and expects vestibular 
inputs corresponding to the visual stimula-
tion. However, users cannot acquire such 
vestibular information, so the degree of 
conflicts as well as VR sickness increases.” 
The addition of fixed or static objects in 
the virtual scene, which serve as a point 
of reference for users, has been found to 
reduce VR sickness symptoms. 

Human factors can also have an 
effect on the negative symptoms each 
individual can experience when using a VR 
device. Several factors have been investi-
gated in literature such as age, gender, 
and motion sickness susceptibility. The 
latter has been show to affect VR sickness 
in particular. Chang et al. (2020) conclude 
that “Based on these experimental results, 
the same quality of the VR system can pro-
vide different user experiences depending 
on various human factors.”
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• Virtual Reality is a technology that allows 
users to experience and interact with a sim-
ulated three-dimensional environment.

• Three characteristics distinguish VR media: 
immersion, interactivity and presence. In 
a well-designed Virtual Reality environment, 
users can feel as if they are physically present 
in the simulated space, and interact with 
objects within the virtual environment as they 
would in reality.

• To increase the sense of immersion and pres-
ence in a virtual space, several factors must 
be considered when designing a VR applica-
tion. These include the degree of realism of 
the content, the ability to convey informa-
tion in a multisensorial way, the degree of 
interactivity with the virtual environment, 
the appearance and movement capabili-
ties of the user’s avatar, the reduction of 
external stimuli during the VR experience, 
and mitigating the effects of user bias.

• VR technology has been applied to sev-
eral parts of the design process, from the 
early conceptualization phases to product 
evaluation.

• Supporting tools sometimes are necessary 

to stimulate different senses, particularly the 
tactile sense, during a VR experience.

• A virtual simulation of a physical product 
is defined as a virtual prototype. In Virtual 
Prototyping, it is important to consider all 
elements of the system (human, interface, 
system model and test models) that define 
the interaction with the virtual prototype.

• Using a VR device can cause negative side 
effects, such as nausea, disorientation 
and eye strain. They are referred to as VR 
sickness and are influenced by several fac-
tors related to the hardware, the content 
displayed and the users.
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In order to develop the concept for a VR tool that 
could be used to support the evaluation process 
in the context of the Mediator project, it was 
necessary to first look into the already estab-
lished requirements for the HMI and foreseen 
implementations. 

In this chapter, we take a closer look at the 
context of this project, and in particular at the 
characteristics of the Mediator system’s Human-
Machine-Interface (HMI). The main functions 
and features of the HMI are described, as well 
as the ways in which information is exchanged 
between the driver and autonomous vehicle. 
Finally, the use cases that have been defined for 
the development of the Mediator system will be 
explained.

3
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As mentioned above, the MEDIATOR 
system’s HMI plays a crucial role in cre-
ating a pleasant and safe driving expe-
rience for its users, as it is responsible 
for mediating the interaction between the 
driver and the automated vehicle. 

Project partners have defined a compre-
hensive set of general functional require-
ments to guide the design process of the 
HMI:

• The HMI module must perform all HMI 
functions of the original vehicle HMI.

• The HMI should keep the driver aware 
of the current automation level and 
the driver’s sense of responsibility, 
through the use of primary and sec-
ondary sensory cues.

• The interaction with the driver, during 
preventive and corrective actions and 
control transfers, should be fulfilled 
through a recognizable and predict-
able ritual.

• The HMI should negotiate with the 
driver in cases where they indicate a 
different automation preference. A 
seductive negotiation strategy will be 
used for low necessity levels, while for 
higher levels a persuasive negotiation 
of forced take-over (no negotiation) is 
used.

3.1 Functional 
Requirements of 
the Mediator HMI

In addition to these general functional 
requirements, more have been defined, 
which are applicable to specific use cases 
(see chapter 3.3), and further specify the 
type of behavior the HMI must exhibit, 
what information it must relate to the 
driver, and what actions it must take in 
various situations. While the functional 
requirements generally describe the func-
tions of the HMI in different moments, 
further exploration is needed to define 
the most appropriate ways in which this 
will be fulfilled and translate them into 
design requirements.

Figure 10.1: Information output modalities of 
the Mediator HMI.

The interaction between the human 
driver and the Mediator HMI makes 
use of various communication modal-
ities. Information is exchanged through 
multiple types of input and output con-
trols (figures 10.1 and 10.2). 
Through input controls, the system 
receives information from the users. To 
indicate their preference for switching to 
a different driving mode, for example, the 
driver can communicate their intention 
through a mechanical interaction with one 
of the proposed HMI components (e.g. by 
pushing the gear lever into the desired 
position). Other types of commands may 
be given to voice controls or gesture 

3.2 Interaction 
Between Driver 
and HMI

controls. Furthermore, the Mediator 
system will respond to biometric data 
(iris identification) that it records from 
the user, identify their driving fitness and 
give the appropriate response, including 
proposing a takeover of control or per-
forming a corrective action. 
The HMI communicates back to the 
driver and other passengers through 
multiple output controls. In order to 
deliver information in the clearest and 
appropriate way throughout a variety of 
use cases, information is related through 
the use of various stimuli. Most of the 
information available to the driver is given 
visually via the displays (instrument cluster 
screen and Head Up Display) present in 
the vehicle. In order to enhance the effec-
tiveness of the visual communication and 
improve the situation awareness of the 
driver, the Mediator HMI makes use of 
LED lighting strips and ambient lighting to 
keep the driver informed of the current 
driving mode and time budget, or the 
time which remains before the system 
will initiate a takeover request. Auditory 
and haptic feedback is also used to attract 
the user’s attention and give additional 
information.

The Mediator HMI communicates with 
the human driver in a multimodal/
multisensory way, by using different 
stimuli simultaneously. Therefore, the 
different HMI elements must be synchro-
nized to transmit the relevant information 
to the driver at any given time. This style 
of communication is proven to be highly 
effective, especially in moments when the 
driver is engaged in non-driving related 
tasks that stimulate their visual or audi-
tory senses.

Figure 10.2: Information input modalities of 
the Mediator HMI.
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The Society of Automotive Engineers 
(SAE) has defined six automation levels, 
from “no automation” (level 0), where the 
driver has full control and responsibility 
of the driving task, to “full automation” 
(level 5), where the driver does not need 
to be involved at any moment. Within the 
MEDIATOR project, a more human-cen-
tered perspective on the different 
automation levels has been taken. 
To aid in the development and evalua-
tion of the system, the following three 
semi-automated driving modes were 
distinguished: “Continuous Mediation” 
(CM) refers to the lowest levels of auto-
mation (SAE level 1-2), during which the 
driver is assisted in the driving task, but 
must be alert and keep their hand on the 
wheel at all times. “Driver in Stand By” 
(SB) is consistent with automation levels 
(SAE level 3) during which the automation 
can reliably take-over control for short 
periods of time. In these moments, the 
driver can perform secondary tasks, but 
must be ready to take over the driving 
task on short notice. Finally, “Time to 
Sleep” (TtS) is a higher automation level 
(SAE level 4), which allows the driver to 
dedicate longer periods of time to other 
activities, as they will not be required to 
take over the driving task. Together with 
Manual driving, these represent the four 
‘high level’ use cases in which the Mediator 
system is used. 

The HMI is required to keep the user 
informed about the above mentioned 
driving modes at any given moment. 
However, in order to improve the clarity 

3.3 Mediator Use 
Cases

of the feedback to the user, a different 
approach was used for the communica-
tion towards the driver, distinguishing 
three driving modes: Manual driving, 
Assisted driving (CM) and Piloted 
driving, which includes both SB and TtS 
driving modes. 

To address specific challenges related to 
the transfer of control, ten narrower use 
cases were constructed (figure 11). These 
are detailed in the Mediator project deliv-
erable D1.5, HMI Functional Requirements 
(Gondelle et al., 2020).

The ten narrow use cases are used 
by designers of the Mediator HMI 
as a base for the exploration of the 
richness of information that must be 
transmitted to the users, as well as the 
modalities through which it is commu-
nicated. Each of these cases describes 
a set of actions the HMI must perform 
to safely mediate the transfer of control 
between the human driver and vehicle, or 
to correct human behavior and prevent 
degraded driving performance. A crucial 
part of the HMI design is to ensure that the 
information being communicated during 
each moment is efficient and facilitates 

Figure 11: On the top, the ten 
‘narrow’ Mediator use cases, 
divided into three categories: 
safety related control trans-
fers (red), comfort related 
control transfers (blue) and 
corrective actions (green). On 
the bottom, a visualization 
of an imagined scenario and 
the moment in which various 
use cases come into play. 
(Gondelle et al., 2020)

a safe and seamless interaction with the 
system. As shown in figure XX, a combi-
nation of these cases can be used to con-
struct an evaluation scenario, to test the 
performance of the HMI during several 
moments of the driving experience. 

As this graduation project aims to facili-
tate the evaluation of the holistic HMI, it is 
important to consider the interactions 
that happen in all use cases, as well as 
the “during phases”, which are char-
acterized by the four driving modes 
mentioned above. The “during phases” 
are driving moments in which the vehicle 

is not approaching a situ-
ation in which a particular 
action must be taken, as 
described by the ten use 
cases, but simply cruising in 
one of the specified driving 
modes. In these moments, 
the information deliv-
ered by the system to the 
driver is mainly related to 
the current driving mode. 
During the evaluation, 
it should be possible to 
explore different informa-
tion exchange modalities 
and measure the driver’s 
responses and behavior in 
various scenarios.
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• The HMI has a holistic design concept and 
is meant to deal with multiple challenges 
simultaneously.

• The Mediator HMI design is made up of mul-
tiple components that serve different roles 
in the mediation between driver and vehicle.

• The HMI uses a multimodal communication 
style, transmitting information to the driver 
through various channels that engage mul-
tiple senses simultaneously.

• The types of information that is being 
exchanged and the ways in which it is com-
municated are defined based on a set of pre-
defined use cases and four driving modes, 
which capture the whole experience of the 
system’s use.
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4.2 Evaluating the Mediator HMI

CHAPTER OVERVIEW

Context Research | 
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Process

Following the previous research activities, a 
knowledge gap was identified regarding the pro-
cess of design evaluation of Mediator researchers 
and designers. In this chapter, the process of 
setting up and conducting experiments will be 
described. Further, we take a more detailed look 
at the goal and requirements for the evaluation 
of the Mediator HMI.

4
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To identify how the use of a VR evaluation tool would 
facilitate researchers and designers in evaluating the 
Mediator HMI, it was first necessary to dissect the 
evaluation process, looking into each step and the 
different activities that are done while constructing 
and conducting an experiment. 

After an interview with one of the researchers involved 
in the Mediator project, the evaluation process was ana-
lyzed and synthesized as follows:

4.1 Evaluation 
Process

1. EVALUATION SETUP
Research Question Definition
The process of setting up an evaluation starts by choosing an area 
of focus for the research. After analyzing existing literature on the 
topic and deriving the existing knowledge, researchers are able to 
narrow down the focus and define specific research questions that 
will be explored through the experiment.

Constructing the experiment
Once the research questions are defined, researchers must con-
struct the experiment, choosing the conditions and manipulation 
that have to be researched. For certain experiments, defining a 
scenario that the participants will follow during the experiment is 
also necessary. In the scenario, the context and situation of use 
of the design, which can affect the experience with the product, 
are defined. The scenario itself can also be more or less defined, 
depending on the goals of the study. While a highly controlled use 
case, in which participants experience the same predefined events 
(e.g. a route with specific obstacles or traffic conditions), can help 
researchers validate their findings, in the evaluation of the overar-
ching interaction with a product or system, a more natural, uncon-
trolled setting can give better results as the participants perceive 
the experience as realistic.
Finally, the data collection methods must be chosen, looking at 
what information is necessary to answer the research question 
and the most appropriate methods for recording the data.

2. PILOT EVALUATION
After constructing the experiment, performing a pilot evaluation is 
advised. This moment can help identify and rectify issues related 
to the experiment.

3. EVALUATION MOMENT
Introduction
The evaluation starts by introducing the experiment to the partici-
pant, explaining the context of the research, and ensuring that the 
participants understand what they will be experiencing and reacting 
to. Once the participants understand the terms of the evaluation 
and, if applicable, the associated risks, they will be asked to sign 
an informed consent form. Next, the participants are instructed on 
the actions they need to perform during the evaluation. If relevant 
to the experiment, a preliminary questionnaire/interview will be 
conducted.

Experiment
During the experiment, participants are asked to perform the 
required actions, including interacting with the prototype. 
Depending on the structure of the performed experiment, 
researchers might ask a set of predefined questions about what 
the participants are experiencing, while in other cases the inter-
action with the participants is kept to a minimum, so that they do 
not influence the results of the study. In this time, researchers will 
observe the actions of the participant and record data through 
various methods. (e.g. video/audio recording, biometric data, etc.).

Follow-up
Once the experiment is concluded, participants are asked to relate 
their subjective experience. This is done by responding to inter-
views or questionnaires.

4. ANALYSIS
The final step of the evaluation process is the analysis of the col-
lected data, through which the research questions can be answered.
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From the interviews conducted, more information was 
derived about the type of information researchers are 
expecting to gather from future experiments. Two main 
research questions were asked:

4.2 Evaluating the 
Mediator HMI

 
1. What topics will the evaluation of the Mediator HMI focus on 

and what sort of experiments can be conducted to answer the 
research questions?

2. What sort of data must be collected during the evaluation 
moment to reliably answer the research questions? 

While it is not possible to predict all of the requirements 
for the evaluation of the HMI at this stage of its design 
process, considering the known features and func-
tional requirements of the HMI that have already been 
defined, we can attempt to answer the above-mentioned 
questions.

4.2.1 Evaluation Focus
As previously discussed, the Mediator 
HMI serves several functions that range 
from managing conventional driving tasks 
to non-driving-related activities, and sup-
porting the exchange of control between 
the driver and the automated vehicle 
(see chapter 3.1). As such, the interaction 
with the HMI, which happens during all 
moments of the driving experience and 
all automated and non-automated driving 
modes (see chapter 3.3), plays a signifi-
cant role in the overall experience with the 
Mediator system. Furthermore, the way in 
which information pertaining to the active 
driving mode, imminent mode changes 
and time-budget is related to the driver 
is highly important in guaranteeing safety 
during control transfers and improving 
the driver’s situational awareness.

These main functions of the HMI will 
represent the focus of future experi-
ments, which will analyze the experience 
with the various HMI components and 
identify whether the HMI meets the pre-
defined functional requirements. 
The different driving modes that have 
been defined (Manual, CM, SB and TtS) 
and the ten use cases, which define the 
interaction with the HMI in different situa-
tions where a control transfer is initiated, 
as well as corrective actions taken to 
improve driver fitness, will all be explored 
during the evaluation of the system. It 
is important for researchers to assess 
the drivers’ behavior and experience in 
all of these scenarios, in order to eval-
uate the HMI at a holistic level.

Depending on the specific research ques-
tions that will be formulated, different 
types of experiments will be conducted. 

For the purpose of this graduation project, 
two different types of experiments were 
defined:

• Small scale, or focused, experiments 
are ones that are meant to look into 
a specific element or function of the 
design concept. An example of a 
research question that could be inves-
tigated in such an experiment is: Does 
the driver understand the time budget 
that is being communicated by the LED 
strip on the dashboard of the car while 
driving in assisted (SB) driving mode? 
These experiments are meant to 
support the design process of the 
HMI, informing future decisions 
and helping to identify points of 
improvement on the current design 
concepts. Because of the focused 
nature of these experiments, a large 
amount of control over the experience 
is desirable, allowing the researchers 
to manipulate only one variable and, 
therefore, to extract reliable data by 
ensuring that other factors do not 
influence the participants’ responses. 

• Holistic experience evaluation  
refers to an experiment that looks 
more broadly at the driver’s experi-
ence and interaction with the HMI. 
Researchers will look into the per-
formance of the HMI in different 
scenarios and explore how partici-
pants interact with the design. For 
such experiments, recreating a more 
natural, realistic experience is desir-
able, as the participants’ reactions will 
be more genuine when they are fully 
immersed in the usage scenario.
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Several data recording methods can 
be used for each experiment to gain 
insights into the test participants 
experience with the prototype: video 
and audio recordings, interviews, ques-
tionnaires, think aloud method (i.e. asking 
the participant to describe what they are 
thinking during the evaluation), biometric 
data (e.g. eye-tracking, heart rate data, 
etc.), and others. These will be chosen 
based on what is needed to answer the 
specific research questions.

An important consideration to be 
made is related to the recording of a 
time measure for each data point. It 
is essential that all measures taken can 
be synchronized with the events that 
take place at the time through the use 
of timestamps. This ensures that results 
can accurately be connected to each 
other. For example, if a specific quote 
recorded from the participant during the 
evaluation can be linked to a specific time 
in a recording of an experienced virtual 
scene, researchers will be able to make 
more accurate assumptions about what 
triggered the participant’s reaction. 

4.2.2 Data collection
In order to authentically answer their 
research questions, researchers must 
be able to collect a variety of reliable 
data from each experiment. 
Three dimensions should be considered 
in describing what is happening during 
the interaction with the HMI: What is the 
HMI communicating to the user? What 
is happening in the environment at the 
moment? What is the participant experi-
encing? Recording data related to each of 
these factors helps paint a full picture of 
the participant’s experience and under-
stand how their reaction is influenced not 
only by the design, but also by the context 
of use.  

For each of these dimensions, the fol-
lowing data should be collected:
• HMI feedback: recording data on the 

information being conveyed as well as 
the time in which it is being given.

• Context: recording data about what is 
happening in the environment and the 
time in which events take place.

• Experience: collecting subjective and 
objective data about the participant’s 
experience and behavior in different 
moments during the evaluation.

HMI feedback

Context

Experience

Figure 12: Type of data collected during an experiment.

Chapter 4 
Key Takeaways

• The evaluation process contains several steps: 
the evaluation set-up, the pilot evaluation, 
the evaluation moment and the analysis.

• During the evaluation set-up moment, 
researchers design an experiment, choosing 
the right manipulation that will enable them 
to answer their research questions.

• For the evaluation of the Mediator HMI, 
different types of experiments can be con-
ducted. Small scale experiments focused 
on answering specific research questions or 
holistic experience evaluations, intended 
to observe test participants’ natural interac-
tion with the HMI.

• Researchers must collect several forms of 
data during the evaluation moment. To get 
a full picture of the test participants; experi-
ence, data related to the feedback given by 
the HMI, what is happening in the exterior 
context, and the user’s subjective experi-
ence can be collected.



5.1 Design Requirements

5.2 Users and Design Goals

CHAPTER OVERVIEW

From Research 
to Design

In the following chapter, the insights gathered 
from previous research activities and their impli-
cations for the design of the Mediator VR eval-
uation tool will be presented. A list of require-
ments is created to guide the design, and details 
regarding the specific design goals for each of 
the two user groups, and usage scenarios are 
laid out. 

5
5.3 Use Scenario
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Based on the results of the previous research activities, 
a list of requirements for the VR evaluation tool was 
formulated, divided into four categories: VR require-
ments related to the direct interaction with the HMI, 
VR requirements related to other experiential fac-
tors within the virtual environment, technological 
requirements and evaluation requirements.  

5.1 Design 
Requirements

Technological Requirements:
• It should be possible to use the VR tool on mul-

tiple VR systems (Oculus Quest 2 and HTC Vive 
headsets will both be used in this project).

• Supporting tools (e.g. physical prototypes, haptic 
devices, etc.) should be used in conjunction with 
the VR device. 

Evaluation Requirements:
• The VR tool should allow researchers/designers 

the possibility to customize or adapt the content 
of the virtual environment for each experiment, 
such as the HMI elements.

• The VR tool should allow researchers/designers to 
define a scenario for each evaluation.

• The VR tool should allow the collection of data 
during the evaluation moment (e.g. recordings, 
timestamps, etc.).

• The VR tool should be used in a physical envi-
ronment that matches, as much as possible, the 
content of the virtual environment.

VR Requirements - Interaction 
with HMI:
• The VR tool should include a realistic vehicle inte-

rior model, as well as separate models of the HMI 
elements.

• The VR tool should realistically simulate the 
behavior of the various HMI components in var-
ious use cases. 

• The VR experience should elicit genuine emo-
tional responses to the interaction with the HMI.

• Test participants should interact realistically with 
all HMI components. A higher degree of inter-
activity (ability to manipulate the content of the 
virtual environment) will increase the feeling of 
immersion.

• During the VR experience, test participants should 
feel in control of and engaged in the experience.

VR Requirements - Other 
Experiential Factors:
• The VR tool should include an external context of 

use (road scenario).
• The VR experience should include a realistic use 

context/driving scenario.

The aforementioned requirements were defined, first 
of all, with consideration to the interests of SWOV and 
other Mediator partners in the VR tool. It is important 
to remember that the focus for this graduation project 
within the Mediator context is testing the HMI design 
concepts. The interest in the use of VR technology comes 
from its ability to convey information, particularly visual 
information, in a very realistic way. As such, the require-
ments pertaining to the realism of the HMI components 
and the immediate context (the interior of the vehicle) 
are considered most important.
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There are three distinct users of the VR 
tool: the test participant, who will expe-
rience the VR simulation and interact 
with the HMI during the evaluation 
moment, as well as researchers and 
designers working on the Mediator 
project, who will be using the tool to 
conduct the evaluation of the HMI. 
Figure 13 shows the users and details 
the goals of the design, formulated for 
each user type with condiseration to 
their use of the product.

While researchers and designers have 
similar goals and needs relating to the 
use of the VR tool, a difference was iden-
tified in their specific needs for the evalu-
ation of the HMI and the way in which the 
VR tool could benefit them. Specifically, 
designers can benefit from using the tool 
in earlier design phases: by conducting 
small evaluations of design concepts or 
simply examining them in an immersive 
3D environment, they can detect issues 
early on and improve the quality of the 
design without the need to build a phys-
ical prototype.

5.2 Users and 
Design Goals

Figure 13: User types of the Mediator VR Evaluation tool and design goals formulated for each 
user.

The VR tool should allow designer and 
researchers to answer their research questions, 
by conducting customized experiments.

Researchers and designers should be able to 
structure and control the evaluation process 
as needed.

The VR tool should allow test participants to 
experience and interact with all components 
of the Mediator HMI in a realistic manner.

The experience with the VR prototype should 
elicit realistic responses from the test 
participants, similar to those they would 
express in the real context.

DESIGN GOALS

DESIGN GOALS

Researchers

Designers

Test Participants

SWOV

TUDelft
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Using insights derived from previous 
research activities, a scenario of the eval-
uation moment was created. By mapping 
out each step in the evaluation journey, 
from set-up to data analysis, it was pos-
sible to identify the moments during 

5.3 Use Scenario

which the VR tool would be used, and 
the types of interactions with the tool 
performed by both the researchers/
designers and the participants that 
would be taking part in the evaluation, 
as shown in figure 14. Figure 14: Journey map: Evaluation process using the VR tool.
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5.3.1 Use of the VR tool 
by the researchers/
designers
One requirement of the VR evaluation 
tool is to support various evaluation activ-
ities in the Mediator project. This implies 
that the tool should provide both 
researchers and designers working 
on the Mediator HMI the opportunity 
to construct a customized experiment 
within the virtual environment.

After defining the research questions, 
researchers must construct an experi-
ment through which they can be faithfully 
answered. Based on the need to define 
the condition and manipulation of the 
experiment it was derived that the fol-
lowing elements of the virtual environ-
ment should be customizable:

• HMI elements: HMI components 
included in the virtual environment 
should be fully customizable through 
various adjustable variables (e.g. 
color, animations, position, etc). 
Furthermore, it should be possible 
to easily add or remove them from a 
scene.

• Constructing scenarios: The Mediator 
project uses a set of predefined use 
cases and driving modes (see chapter 
2.c) to describe the interaction with the 
HMI in different scenarios. Using these 
smaller events, researchers should 
be able to construct larger, custom 
scenarios that will play out during the 
experiment. 

• Environment and use context: 
The route of the vehicle should be 

customized to march the rest of the 
scene, allowing the researchers to 
align the events happening on the 
road to the behavior of the HMI. As 
they have an influence on the partic-
ipant’s experience, several variables 
in the outdoor scene (e.g. weather 
condition, traffic, etc.) should also be 
customizable.

   
The customization of the virtual envi-
ronment’s content and scenarios will 
take place during the evaluation set-up 
process. A challenge for the design of 
the VR tool will be to provide the users 
with an intuitive and effortless way of 
applying these changes and supporting 
them in the activity. 

In the development of the final design, 
it should be taken into account that the 
end users of the tool do not have prior 
experience of VR development or content 
creation.

5.3.2 Use of the VR tool by 
the test participants
As already established, the main require-
ment for the HMI is to allow test par-
ticipants to realistically experience the 
Mediator HMI. In order for this to be met, 
two considerations need to be made 
related to the use of the VR tool by the 
test participant: 

1. How can a participant’s experience 
with VR technology during the evaluation 
moment be improved? 

In order to prove the validity of their 
finding, researchers must ensure that test 
participants experience the VR environ-
ment with a certain degree of immersion 

and realism. The subjective experience of 
the realism of a VR environment can vary 
from person to person. As discussed in 
chapter 2.3, it has been observed that sub-
jects who experience VR for the first time 
can be positively biased when evaluating 
the degree of immersion, which is due to a 
novelty effect. To counteract this effect, a 
moment of preparation of the participant 
to the VR should be reserved before the 
actual evaluation. At this moment, partic-
ipants should be exposed to a neutral VR 
scene, one which does not contain any of 
the HMI elements, so as not to influence 
the results of the study. Given some time 
to experience and adapt to the virtual 
environment, the novelty effect can be 
reduced, and also allows participants to 
experiment and get more comfortable. 
Another factor which can influence the 
participant’s experience, which is unre-
lated to the design of the VR interface, is 
the influence of external stimuli perceived 
while they are immersed in the VR world. 
Therefore, it is important to consider the 
physical environment in which the evalu-
ation will take place. Because the feeling 
of immersion and presence in the virtual 
environment is further enhanced when 
the environment surrounding the user is 
consistent with the environment viewed 
in VR, it is advised that the participant is 
seated in a car seat or a full vehicle proto-
type during the experiment.

2. What sort of interactions with the HMI 
should the VR tool afford users? 

It is important to remember that to fully 
evaluate the interaction with the HMI, 
participants must be immersed in several 
different driving scenarios that simulate 
driving in the four distinct driving modes 
(Manual, CM, SB and TtS), which were 
described in chapter 3.3. Each of these 
modes represents a completely different 

experience, in which users can engage 
in different activities and behaviors. The 
activities that the test participants must 
perform during the evaluation include 
interacting with the HMI by engaging 
in both driving-related and non-drive-
related (e.g. media control, consuming 
entertainment, etc.) tasks. When high-au-
tomation driving modes are simulated, it 
is essential that test participants perceive 
the affordance of engaging in a non-driv-
ing-related or secondary activity, as they 
would in the real situation. Failing to 
provide them with this possibility could 
greatly influence the results of the eval-
uation. While performing driving related 
activities, feeling in control of the vehicle, 
as well as being able to influence HMI 
behavior, for example, by expressing 
preference to switch to a different driving 
mode through an interaction with the 
HMI, can have a significant influence on 
the behavior that participants will exhibit 
during the evaluation and their experi-
ence with the design. Therefore, the VR 
tool should afford test participants a high 
degree of interactivity with the HMI, as 
well as other elements of the virtual envi-
ronment, allowing them to behave as nat-
urally as possible in the given scenarios.



6.1 MVP Design Process

6.2 MVP1 

CHAPTER OVERVIEW

6.3 MVP2

6.4 MVP3

Iterative Design Process 
| Creating MVPs

In this chapter, I describe the process of design, 
implementation and testing of three MVPs 
(Minimum Viable Products). The insights gath-
ered from these explorative design activities 
lead to the definition of the final concept.

6
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An iterative design and prototyping approach was used 
for the development of the VR evaluation tool. The pro-
totyping activities started early in the project, with the 
development of three MVPs (minimum viable products). 
An MVP can be defined as a prototype which includes 
a minimum set of features, which can be used to col-
lect the maximum amount of insights about a product 
(Lenarduzzi & Taibi, 2016). This approach was used to 
gather early insights into the use of VR technology in 
the process of design evaluation, by observing inter-
actions with the virtual environment and collecting 
data about experiences with the prototype. The MVPs 
were created based on the Mediator HMI design con-
cepts, as they were at the time the MVP was developed. 
The goals and requirements for the evaluation of the 
implemented HMI elements were defined together with 
the designer. The process of ideation and evaluation of 
the MVP also provided further insights into the needs 
specific to the evaluation of the Mediator HMI.
The three MVPs were each evaluated with a small sample 
of participants (2-3).

With each iteration, the prototype was improved 
adding new HMI components and functionality, 
based on the insights resulting from the previous 
evaluation as well as the continuous collaboration 
with the mediator design team. 
The process that was followed for the creation of each 
MVP is illustrated in figure 15.

6.1 MVP Design 
Process

Figure 15: Design process of the three MVPs.
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6.2.1 Ideation
Before creating the first iteration of the 
VR Evaluation Tool, it was necessary to 
understand how it could support the eval-
uation of the HMI concept, and with this 
understanding, develop a concept that 
would detail the necessary components 
of the prototype. To do this, an interview 
was set up with the designer of the 
Mediator HMI to discuss which part of 
the design could be implemented and 
how the VR prototype could support 
the evaluation of the chosen design 
concept. 

Taking inspiration from the framework 
proposed by Aromaa et al., 2014 (see 
chapter 2.5), during the interview, I 
inquired about the characteristics of the 
evaluated product, the context in which it 
would be inserted, the tasks that the user 
would have to perform during the evalua-
tion, but also about the goal of the evalua-
tion experiment, the research questions it 
could answer, and the data that should be 
collected to answer them. These insights 
were structured and recorded using a 
form designed to be used as a reference 
in the design of the MVP, which can be 
seen in Appendix 2.

6.2 MVP 1
HMI Concept: LED Lighting
Together with the designer, it was decided that 
the first HMI element to implement into the 
VR Evaluation Tool would be the Mediator LED 
lighting, described below:

The LED strip placed on the dashboard (or a-pillars) 
of the car communicates time budget through 
its length. The lighting is animated, decreasing 
towards the driver and remaining in their 30° cone 
vision.
The lighting strips placed on the steering wheel, 
lever and foot compartment flicker to alert the 
driver to a driving mode change when they are 
looking down.
Driving mode is communicated by the color of 
the lighting: white for manual driving, amber for 
assisted driving and purple/turquoise for auto-
mated driving.

Figure 16: Concept sketch, created by Mediator designer. 

Following the discussion, the next points 
(pages 65 - 67) were defined and used as 
a basis for the development of the first 
MVP.
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Goals of the Evaluation of the HMI 
concept:

• Comparing the visibility in different locations 
of the LED strip in the upper parts: a-pillar vs 
dashboard.

• Understanding if the ambient lighting at the 
lower level is visible, and if it enhances the under-
standing of the driving mode, even when the 
driver is occupied in secondary tasks.

• Understanding if the color and animations of the 
lighting convey the required information relating 
to time budget, driving mode, and driving mode 
changes.

Research questions:

• Is the upper LED lighting more visible when 
placed on the a-pillars or the dashboard?

• Is it clear if the length of the LED strips communi-
cates time budget and/or urgency? When using 
only half of the LED strip is it clear the driver must 
still monitor the situation?

• Does the color and animation (flickering) of the 
lights in the lower section convey information 
regarding the driving mode and imminent 
changes?

Task performed by test participants 
during the evaluation:

Upper (dashboard or a-pillars) lighting: partici-
pants must monitor changes.
Lower lighting: participants should observe changes, 
even while performing secondary tasks (e.g. looking 
at a phone, watching a video…).

Context:

The context of use of the Mediator system is the inte-
rior of a vehicle, but it extends to the exterior environ-
ment, which will vary in terms of the location of the 
vehicle, time of day and weather conditions. For the 
evaluation of the lighting design, several contextual 
factors could influence the user experience.
Outside lighting conditions (e.g. sunlight) might 
impact the visibility of the LEDs (especially on the 
dashboard/a-pillars). This offers an opportunity to 
test in different lighting conditions.
Lighting intensity and color might influence visibility.
The position of the driver (e.g. leaned back on seat) 
might affect the visibility of the dashboard LED strips.

Data to be collected during the 
experiment:

During the evaluation, the data should be collected 
through a questionnaire and observation of the 
participants, as well as recording their view in the 
VR environment and their movements during the 
evaluation. 
An example of what could be observed during the 
experiments is: Do the participants look up when a 
driving mode change is signaled? Do participants 
look away when they see a small time-budget left?
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6.2.2 Prototyping
From a prototyping perspective, the goal 
of the first iteration was to create a 
foundation from which the following 
prototypes could expand on. One of the 
main requirements for the VR tool was 
to contextualize the HMI design, allowing 
test participants to experience them in a 
three-dimensional vehicle. 

A realistic vehicle asset1, shown in figure 
16, was used for this purpose. Head 
and hand tracking functionality was also 
implemented, allowing the user to freely 
turn and move inside the vehicle. To give 
the users a sense of the movement of 
their hands, they were also given 3D hand 
models (see figure 18), which were already 
animated, in anticipation of future inter-
active functionalities, such as grabbing 
and turning the wheel. Besides improving 
the immersion of the experience, hand 
animations can also suggest affordances 

Not all the above mentioned requirements 
could be fully satisfied in the timeframe 
which was dedicated to the development 
of the MVP, particularly recreating a real-
istic exterior environment and allowing 
test participants to engage in secondary 
activities to evaluate the effectiveness 
of the ambient lighting when users are 
distracted by something else. Therefore, 
the concept for the first iteration was 
to develop a prototype in which partic-
ipants could observe the behavior of 
the Mediator lighting inside a simulated 
vehicle and rate its effectiveness and 
visibility, comparing two positions for the 
upper strips (dashboard and a-pillars).

available to the users in the virtual envi-
ronment. At this stage, the animations 
of the hands included a grabbing motion 
(showing the hand closing into a fist) and 
a pinching motion, which are often used 
in VR applications to indicate the affor-
dance of picking up various objects in 
the virtual environment. In this particular 
context, the grabbing gesture induced 
participants to intuitively grab the wheel, 
as they would in a real vehicle. 

In this iteration, only one element of 
the Mediator HMI design concept was 
included, the lighting. As shown in figure 
17, this included a number of “LED strips”, 
placed on the wheel, shifter and foot 
compartments of the vehicle, to create 
ambient lighting, as well as an “LED strip” 
following the length of the entire dash-
board that, by decreasing from right to 
left, could indicate to the driver the time 
budget, or time left in the current driving 
state. Together, the lights would flash to 
alert the driver of an upcoming transfer 
of control, and would change color to 
symbolize a shift in the driving mode: 
blue/turquoise for piloted driving, yellow/
amber for assisted driving, and white for 
manual driving.

To represent the behavior of the lights in 
the VR prototype, a number of animation 
clips were created for each part: ambient 
lighting and dashboard LED strip, which 
also needed to show a decreasing/
increasing motion. A solution was needed 
to easily manage multiple animations, 
synchronizing them with those of other 
objects in the scene, and arranging them 
on a time axis to recreate the entire rou-
tine they would display in various use 
cases. 

Figure 17: Virtual environment of MVP1. In the image, the version containing the dashboard 
and ambient lighting LED strips (in blue) is shown. The virtual prototypes are placed inside of a 
vehicle asset1.

1: Vehicle asset was downloaded form the Unity asset store: https://assetstore.unity.com/
packages/3d/vehicles/land/realistic-car-hd-01-135301

To simplify this task, it was chosen to 
use the Timeline tool included within 
the Unity Game Engine. This tool allows 
developers to create complex animated 
sequences, by combining animation clips 
and audio clips on a timeline, similar to 
other video editing software. The use 
of this tool was beneficial to the project 
overall. As, in later stages of the devel-
opment of the prototype, it allowed me 
to add new HMI elements into existing 
animation sequences, cutting down on 
the time required for prototyping. More 
details about the Timeline tool and how it 
was used are included in chapter XX..

Figure 18: Hand avatars in MVP1. 
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6.2.3 Testing

After completing the first MVP, a small 
number of user tests were conducted with 
the intention to gather insights that could 
guide the next iteration of the design.

GOAL
In conducting the user tests, the intention 
was to observe whether participants were 
able to evaluate the HMI components with 
the use of a VR simulation, and whether 
any aspect of the virtual scene prohibited 
them from doing so. 

PROCEDURE
The evaluation of the first MVP was con-
ducted with three naive participants, who 
had little to no knowledge of the Mediator 
system and no prior experience with VR 
use. The evaluations were conducted in a 
home environment, as shown in figure 19. 
In the absence of a more suitable set-up, 
the participants were seated in a rotating 
office chair throughout the experiment. A 
short introduction to the Mediator system 
and the function of the lighting design 
was given to each participant, after which 
they were instructed on the use of the VR 
equipment. 

During the experiment, they were 
exposed to three scenes (see figure 20), 
showing different behavior of the lighting 
strips, and asked to describe their expe-
rience with the think aloud method. They 
were asked to imagine themselves in the 
given context and mimic the behavior that 
would be expected of them in a driving sit-
uation (e.g. holding the wheel when in the 
manual driving mode). The participants’ 
interaction with the VR environment 
was observed, noting how the prototype 
affected their behavior. After the experi-
ence, participants were asked to answer 
two questionnaires. The first contained 
questions about their understanding of 
the HMI lighting concept. The purpose of 
this questionnaire, in the context of this 
graduation project, was to determine 
whether participants had enough infor-
mation from the VR prototype to give 
detailed answers to the defined research 
questions. The second questionnaire 
contained a number of questions related 
solely to the participants’ experience with 
the VR application, with the purpose of 
gathering qualitative data related to the 
perceived realism and immersiveness of 
the virtual environment and the users’ 
comfort (the full questionnaires can be 
viewed in the appendix 3).

Figure 19: A participant during the evaluation of MVP1. Figure 20: Frames taken from the three 
scenes used in the evaluation of MVP1.
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6.2.4 Main Takeaways
The first user tests demonstrated the 
potential of VR in supporting the eval-
uation of automotive HMI designs. 
Despite the simplicity of the design, the 
richness of the answers given by the three 
participants regarding the HMI lighting 
concept indicates that there might be an 
added value to using this type of tech-
nology for conducting design evaluations. 
In particular, participants were able to 
express themselves on the positioning of 
the LED strips and their visibility. “The LED 
strip on the right a-pillar was not visible 
when looking at the road. It might be more 
useful if I turn right, and I am looking that 
way.” These types of observations would 
have been more difficult to make if other 
materials (e.g. an animation shown on a 
flat screen) were used for the evaluation.

Overall, the users were positive about 
the experience with the VR application. 
All three indicated feeling immersed and 
perceived the experience as being real-
istic, especially due to the detail of the 
vehicle asset which was used.

None of the participants experienced 
discomfort or other side effects from the 
use of the technology, which could be 
attributed to a lack of movement in the 
experience (Chang et al., 2020).

Multiple opportunities for the improve-
ment of the prototype were also identified 
during this experiment. 

1. The size of the virtual vehicle: The 
car model that was used for the pro-
totypes was bigger compared to real 
vehicles. This caused participants to 
feel as though they were not correctly 
positioned, and certain parts of the 
car, such as the pedals, would be out 
of reach. It also affected the visibility of 
the HMI, as the right side of the vehicle 
was not within their field of view.

2. Insufficient interactivity: Despite 
being told that the prototype did not 
include the possibility of interacting 
with the elements of the virtual envi-
ronment, upon seeing the hands’ 
grabbing animations, users always 
attempted to turn the wheel. This 
indicates that the animated hand ava-
tars were effective in suggesting the 
affordance of grabbing the wheel; this 
phenomenon is consistent with that 
observed by   Joy et al. (2021). However, 
by not being able to interact with the 
environment as expected they were 
left disappointed.

3. Road environment: The current 
prototype saw the vehicle standing 
in an empty world with only a sky 
on the horizon. The test participants 
expressed a desire to see the proto-
type in a broader context. The addition 
of a road environment would allow 
them to be more immersed into the 
experience and imagine themselves in 
a realistic driving scenario.

4. The evaluation environment: An 
interesting observation to be made is 
related to the way in which the real 
world environment in which the eval-
uation took place affected the partic-
ipants. The participants were seated 
in an office chair, which has clear dif-
ferences compared to the seat of an 
automobile, the most evident being 
the height and its ability to rotate. The 
height of the chair further influenced 
the users’ spatial perception, as the 
position of their feet was not aligned 
with the pedals of the virtual car. But, 
most importantly, the rotation of the 
chair caused all participants to exhibit 
unnatural behavior in the virtual envi-
ronment, as they would rotate around 
to look at various parts of the vehicle’s 
interior. These findings reinforce the 
need for certain aspects of the evalua-
tion environment to match the content 
of the virtual environment, beyond 
improving the feeling of immersion, 
as is described by Mütterlein & Hess 
(2017) and discussed in chapter 2.3.
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6.3.1 Ideation
The second MVP examined different use 
cases of the VR evaluation tools. Besides 
the improvement and further develop-
ment of the VR application, several con-
siderations were made for the struc-
turing of the prototype in a way which 
would allow designers/researchers of 
the Mediator project to use the tool 
with ease, both in the set-up phase of 
an experimental scenario and during 
the evaluation itself. As part of this 
concept, together with a new version of 
the VR application, a simple user guide 
was developed, which can be found in 
Appendix 4.

For the development of the second MVP, 
it was decided, together with the Mediator 
HMI designer, to include the concept 
of the instrument panel screen and 
the head-up-display (HUD) together 
with the existing LED strips. As in the 
ideation of the first MVP, several details 
pertaining to the requirement of the pro-
totype for the evaluation of the included 
HMI concepts were laid down with the 
help of their designer, as in the develop-
ment of MVP1. These are described in the 
following pages (page 76 - 78).

6.3 MVP 2
Furthermore, for this MVP, one of the 
Mediator narrow Use Cases (see chapter 
3.3) was recreated using both the LED 
strip design and the newly developed 
HMI screen. Following the scenario laid 
out in the design of the Mediator system, 
the two components were animated, 
and their animations were synchro-
nized to display a holistic pattern.

While thinking about the construction of 
the second MVP, I looked beyond how the 
information given by the HMI components 
could be recreated, and more towards 
the user’s interaction with the virtual 
environment. In previous tests, partici-
pants expressed the desire to touch the 
wheel, to feel more connected to the act 
of driving. Therefore, the ability to grab 
and move objects in space was needed. 
In the constructed use case, the users 
should be able to confirm the request for 
a transfer of control by switching the posi-
tion of the gear lever. To recreate the 
scenario, it was necessary to consider 
not only the users’ ability to move the 
gear, but also how this could influence 
the events shown in the scene. This 
issue was related to a second larger ques-
tion posed during the ideation of this MVP: 
How can designers/researchers manage 
the VR scenario during the evaluation? 

After a brief exploration into the possibili-
ties for the management of the VR experi-
ence, namely switching from one scene to 
another, starting and/or pausing anima-
tion timelines, and defining which events 
to activate next based on the test partici-
pant’s actions, it was decided to develop 
a Wizard-of-Oz system, which would 
allow test leaders to perform all these 
actions remotely using a Bluetooth 
keyboard. Figure 21 describe the way in 
which the Wizard -of-Oz system works.

In the Unity editor, we 
define which keyboard 

keys can activate the 
timelines existing in 
the scene, using a 

custom script.

During the evaluation, 
the test leader uses the 

keyboard to activate 
timeline animations at 

the desired time.

Test participants view 
the scene, with the 
changes applied by 

the test leader.

Figure 21: Wizard-of-Oz system concept.
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Goals of the Evaluation of the HMI 
concept:

The goal of the experiment is to observe how users 
react to and understand the information displayed 
on the instrument panel screen, particularly infor-
mation related to the current driving mode, transfer 
request and time-budget before the transfer of con-
trol is completed.

Research questions:

• Do participants understand the time-budget 
from the information they are given on the 
screen?

• Do they understand the urgency of taking over 
control?

• How does the driver react to the forced takeover 
initiated by the system?

• Is it clear that after the first alerts, the system 
does not directly switch to the other, but there is 
a countdown before the change happens?

HMI Concept: Instrument Panel 
Screen
The instrument panel of the Mediator HMI gives 
visual feedback to the user, adapted to the different 
driving modes. It informs the driver on the current 
driving mode and time budget, shows the route 
through a GPS and other driving-related, such as 
the speed. The screen’s user interface changes at 
different moments, allowing the use of certain fea-
tures (infotainment) only at appropriate times.

Figure 22.1 & 22.2: Concept sketches, created by Mediator designer. 
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6.3.2 Prototyping

Before implementing the new features 
defined during the ideation of the second 
MVP, the prototype was first modified to 
resolve some issues identified during the 
previous user tests, as well as to align the 
virtual environment with the design of the 
Mediator HMI. The first step towards 
optimizing the virtual environment 
was to modify the asset of the vehicle 
that was used, as shown in figure 23.

This asset, originally purchased from the 
Unity asset store, had a very detailed inte-
rior with several buttons, screens and an 

Task performed by test participants 
during the evaluation:

During the evaluation, the user must monitor the 
information displayed on the screen, also while being 
engaged in a driving task.

Context:

Equal to the previous MVP, the context is defined 
by both the interior of the vehicle and the exterior. 
Contextual factors which might influence the eval-
uation of the instrument panel screen can include:
Lighting conditions, which may reduce the visibility 
of the screen.
The position of the screen and other elements of the 
interior design of the vehicle, which may obstruct 
the view of the UI (e.g. the wheel, which is positioned 
in front of the screen and covers part of it).

Data to be collected during the 
experiment:

During the evaluation, the participant is asked to 
describe their experience and action using the “think 
aloud” method, as their observations are recorded 
by the researchers. 
After the experience, they are presented with a 
questionnaire related to their experience and 
understanding of the information given by the HMI 
design.

instrument panel that imitated those we 
find in contemporary vehicles. To imple-
ment the components of the Mediator 
interface, it was necessary to first strip the 
existing details of the interior, smooth out 
the curved dashboard, which was once 
raised to reveal the instrument panel, 
and then include new elements of the 
Mediator HMI design, such as the elon-
gated screen, the head-up-display (HUD), 
the simplified wheel, with the Mediator 
logo and a new shifter model. 

As the vehicle was perceived as too big 
during the previous tests, the size was 
adjusted to give a more realistic feel.

Figure 23: Modified vehicle asset. The large scree, head/up/display, LED lighting, wheel and 
shifter were changed or added to recreate the Mediator HMI design.
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The Mediator use case scenario, which 
was presented during the evaluation, was 
created by combining several animations. 
To display them in an organized sce-
nario and synchronize the behavior of 
the different HMI components existing 
in the scene, the animation clips 
were again arranged using the Unity 
Timeline tool. This tool was chosen for 
the development of the prototype, not 
only because it allows for complex sce-
narios to be created, but also because 
its use does not require any coding, 
meaning that modifications can be made 
by users who do not have knowledge of 
the C# scripting language. Furthermore, 
the Timeline Editor looks and functions 
similarly to other video editing software, 
making it intuitive to use for people with 
prior experience of such applications. 

The intention behind the use of the 
Timeline, together with a small user 
manual, was to allow designers to 
make necessary changes to the sce-
narios, during the setup moment of an 
experiment.

As mentioned previously, for the man-
agement of the events displayed in the 
scene during the evaluation, a Wizard-
of-Oz system was created. By linking a 
Bluetooth keyboard to the VR headset 
used, an Oculus Quest 2, it was possible 
for the test leader to input commands 
to activate scenes and play or pause 
animations as desired, without the 
knowledge of the user participant.

Figure 24: Scenario created using the Timeline tool in Unity.

6.3.3 Testing

The evaluation of the second MVP was 
divided in two. First, the usability of the 
Unity project, with the support of the user 
manual, was tested. Then the VR proto-
type was evaluated.

The first part of the experiment was 
conducted with one participant, who 
is part of the target user group as a 
designer of the Mediator HMI. 

GOAL
The goal of this test was to observe 
whether a novice user would be able to 
apply changes to the VR tool in the Unity 
editor, as well as to gain insight into which 
type of information was needed to suc-
cessfully create custom scenes.

PROCEDURE
The participant was asked to apply small 
changes to the scenario constructed 
in Unity 3D, following the step-by-step 
instructions given in the user guide (see 
Appendix 4). The participant was asked 
to speak aloud while completing the task, 
and following the experiment answered a 
number of open questions, which can be 
seen in Appendix 5.

The second part of the experiment was 
conducted with a second participant, 
who played the role of the “test partic-
ipant” user type.

GOAL
As for the previous MVP, the goal of this 
evaluation was to observe the perfor-
mance of the VR prototype for the eval-
uation of the Mediator HMI. Additionally, 
to determine whether the Wizard-of-Oz 
system was an adequate solution for the 
management of the events in the virtual 
environment.

PROCEDURE 
The participant was exposed to the VR 
scene. Their interaction with the VR envi-
ronment was observed, as they expressed 
their experience aloud. 
During the evaluation, the participant was 
seated in a vehicle mock-up on a bench 
that resembles a car seat, as shown in 
figure 25. Following the evaluation, the 
participant was asked to fill in two ques-
tionnaires: one relating to their under-
standing of the HMI design, and another 
relating to their experience with the VR 
application (see Appendix 5).

Figure 25: The test participant during the 
evaluation of MVP2.
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6.3.4 Main Takeaways
USER GUIDE: EXPERIEMNT SET-UP EVALUATION

Following the first part of the evaluation, 
related to the user manual, it was clear 
that users of the VR tool require greater 
support to be able to independently apply 
changes to the Unity project. Despite 
having prior experience with video editing 
applications, which helped the participant 
navigate some of the Unity interface, the 
Game Engine was perceived as being 
too complex and overwhelming. The 
participant was not able to complete all 
of the given tasks without support and 
further explanation of certain features. 
These results indicate a need for more 
in-depth tutorials of the Timeline tool 
and other Unity features that can sup-
port users in applying small changes 
to the scene. However, it is expected 
that more complex modifications, such as 
creating new animation clips, would still 
require the support of an expert.

VR PROTOTYPE USABILITY EVALUATION

Compared to the previous prototype, the 
second MVP saw a small improvement 
in the participant’s experience in the vir-
tual space. Being seated in a low car 
bench inside a vehicle mock-up, which 
more closely resembles the position 
one has in the driver seat, seemed to 
improve the perception of being in a 
car. However, the position of the partici-
pant in the virtual space was still not ideal. 
“When looking down, I did not feel like I 
was sitting on the seat.” 

The interaction with the gear lever was rec-
reated using the Wizard-of-Oz technique: 
when the participant put their hand on 
the shifter, the test leader activated the 

switch by pressing a button on a keyboard. 
While the participant understood that 
the shifter responded to their action, 
the delayed response of the animation 
had a negative effect on the experi-
ence. It was observed that the participant 
expressed a sense of confusion when the 
interaction first occurred, and when being 
interviewed, this was indicated as one of 
the reasons the experience felt less sim-
ilar to reality.

Another important observation that was 
made by the test participant was regarding 
the animation of the HMI instrument panel 
screen in VR. As this was recreated using 
a small number of still frames, showing 
only the larger changes on the display, 
it affected the participant’s interpreta-
tion of certain elements on the screen. 
For example, the time budget indicator 
was not immediately understood, as 
the time was not shown counting down 
second by second. This misalignment 
with the users’ past experiences can 
cause a misinterpretation of the infor-
mation that is displayed by the HMI 
and influence the immersion of the VR 
experience. Therefore, it is preferable for 
these details to be taken into account in 
the final design.



Chapter 6

84 | | 85

Iterative Design Process | Creating MVPs

6.4.1 Ideation
For the design of the final MVP iteration, I 
collaborated with a fellow TUDelft student, 
Yujie Shan, whose graduation project 
“Human-Machine Interaction Design for 
Negotiation in Highly Automated Vehicles” 
is also part of the Mediator Project and 
deals with the design of systems negotia-
tion rituals (Shan, 2021).

This collaboration was deemed suitable, 
as the VR tool prototype was already 
developed to a point which allowed us to 
easily implement virtual prototypes of the 
HMI concept, as described in the following 
subsection. This enabled the student to 
evaluate her design in a more realistic 
virtual environment. Furthermore, 
working with another designer of the 
Mediator HMI, provided an opportu-
nity to observe how the VR tool could 
be used in practice and identify ways 
in which it could be improved.

6.4 MVP 3
HMI Concept

In this experiment, the VR tool was used to con-
struct a total of six scenes, used to test different 
experimental conditions related to the student’s 
three design concepts, which focused on dif-
ferent aspects of a negotiation ritual. The first con-
cept focused on giving rewards after following rec-
ommendations. The second concept focused on 
using wordings for recommendations to support 
the driver’s decision-making process. The third 
concept focused on using tones of voice mes-
sages that suit different negotiation purposes. For 
each concept, a scene was developed, which did 
not contain the correct negotiation mechanism. 
These were used as a control condition during the 
evaluation.

In each scene, a scenario played out during which 
participants were presented with a request to per-
form a transfer of control by the system. Depending 
on their preference, they could choose to accept 
the request or continue driving in the current 
mode, in which case the negotiation ritual would 
continue.

Figure 26.1: Concept 1 illustartion, created by Shan (2021).

On pages 85 - 86, a description of the HMI 
design concept created by the student is 
given, and the goal for the evaluation of 
the concept is summarized. 
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6.4.2 Prototyping

A low fidelity prototype of the concepts 
was created, building upon the existing 
HMI elements which were included in the 
previous iteration of the VR tool, while 
other components (e.g. the dashboard 
LED strip and parts of the instrument 
panel screen’s UI) were removed or not 
entirely used, to adapt the scene to the 
specific goal of the evaluation, and avoid 
attracting the test participant’s attention 
towards detail that were not relevant to 
the concepts.

Each of the six required scenarios was 
built into a separate Unity scene and 
constructed using the Timeline tool. 
While some existing animations (e.g. light 
of the Mediator logo on the steering wheel 
changing color, gear lever movement/
interaction) were used, others had to be 
created. In addition, a number of video 
clips were imported and displayed on the 
virtual HMI screen. The video clips were 
played using a feature of the Timeline 
tool, the activation track, which can be 
used to define a timeframe during which a 
certain element in the scene is active and 
therefore visible. Another addition to 
the prototype were audio clips, given 
verbal feedback from the Mediator 
HMI. These were also inserted into the 
scenario by attaching them to the existing 
Timelines as part of an audio track. Using 
various types of Timeline tracks in the 
development of the third MVP showed 
the potential of this feature to adapt the 
existing VR tool to various types of use 
cases.

Before building the scenes specific to the 
evaluation of the design concepts, this ver-
sion of the prototype was also improved 
to include some features that were lacking 

from the previous one. The interaction 
with the wheel was improved, allowing 
users to grab the object with two 
hands and rotate it around. Grabbing 
and moving the gear lever in different 
positions was also made possible.

Goals of the Evaluation of the HMI 
concept:

The goal of the evaluation of the three concepts was 
to identify the strength and pitfalls of HMI design 
concepts. More specifically, experiments were aimed 
to figure out which design elements were or were 
not effective to make the driver follow recommen-
dations and why.

Figure 26.2 & 26.3: Concept 2 and 3 illustartions, created by Shan 
(2021). 

Figure 27 and 28: Examples of the scenes 
created in MVP3.
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6.4.3 Testing
The evaluation of MVP3 was conducted 
with the other student. At the end, par-
ticipants were asked to evaluate both the 
HMI design concept and their experience 
with the VR application.

GOAL
The goal was to observe the interaction of 
the test participants with the virtual envi-
ronment, particularly with attention to 
the new features added to the prototype 
(audio feedback and interaction with the 
gear lever). 

PROCEDURE
The evaluation of the design concepts and 
the VR experience was conducted with a 
sample of two participants. As we did not 
have access to a more suitable space, the 
evaluation took place in a home environ-
ment, and participants were seated on a 
regular dining chair, as shown in figure 29.

After a brief introduction to the use of 
VR, allowing the participants to comfort-
ably position the head-mounted display 
onto their hand and experiment with the 
interactions available in the VR space, 
the participants experience each scene, 
answering the questions posed by my 
colleague about the design concept after 
each one. The student led the evaluation 
with the test participants, and also man-
aged the scenes through the Wizard-of-Oz 
system, while I observe the interaction of 
the users with the virtual environment.
When the experiments were over, partici-
pants were asked to fill in a questionnaire 
and answered a few open questions (see 
Appendix 6) about their experience with 
the VR prototype.

Figure 29: MVP3 evaluation set-up. The test was lead by the TU Delft student who collaborated 
with me on the development of the prototype.

As mentioned previously, the test par-
ticipants were given a choice to confirm 
or deny the transfer of control request 
during each scene. This interaction is 
made possible through the gear lever 
in the Mediator System. However, due 
to time constraints and to avoid poten-
tial issues caused by a faulty interaction 
system, during the evaluations, we opted 
for the use of the Wizard-of-Oz system 
that was designed previously. Each 
time a participant attempted to move 
the gear lever, the correct interaction 
would be activated by the test leader.

Besides activating the gear interaction, the 
Wizard-of-Oz system was used to manage 
various parts of the VR application during 
the experiment. This system was used 
to manage the high number of scenes 
and different timelines that created 
the scenario in each scene. Using Unity’s 
Input Action Manager system1 a series of 
input actions were created to activate the 
scenes, which were mapped onto the key-
board keys Q, W, E, R, T, Y and activated 
scene 1 - 6 respectively. In the same way, 
keys 1 - 6 were used to play different time-
lines within each scene as needed, based 
on the actions of the test participants.

To improve the participant’s experience 
with the first time use of VR equipment 
and allow them to get accustomed to 
the interaction with the environment, an 
empty “preparation scene” was also built 
in the applications used for the evaluation.

1: Unity Input Action Manager: https://docs.unity3d.com/Packages/com.unity.inputsystem@0.9/
manual/ActionAssets.html
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6.4.4 Main Takeaways
VR PROTOTYPE USABILITY EVALUATION

Generally, the participants reported a 
positive and immersive experience with 
the virtual prototype. Similar to the other 
evaluations, the lack of an exterior envi-
ronment was cited by both, indicating 
that it influences the realism of the expe-
rience. One participant noted “I feel like I 
am watching a wall”. Other observations 
concerned the delay caused the use of the 
Wizard-of-Oz method to fake the inter-
action with the gear lever. The delayed 
response from the object was some-
times confusing to the participants, 
who did not immediately understand 
whether they performed the correct 
action. Furthermore, this caused the 
experience to feel less immersive, as they 
felt like the environment was not respon-
sive to their actions. The audio feedback 
given by the HMI was a positive addi-
tion, as it helped participants predict 
the events they would experience in 
the scenes. However, it accentuated 
the lack of other audio stimuli in the VR 
environment. When asked about the 
experience with the auditory aspects of 
the virtual environment, one participant 
expressed “In the beginning there was not 
much audio, it should be included”. Finally, 
because of the limited interactions pos-
sible with the wheel component (only two 
parts on the lower side of the wheel could 
be grabbed using the virtual controllers), 
the interaction mechanism was consid-
ered less natural.

COLLABORATION INSIGHTS

While a user test was not conducted to 
evaluate the use of the VR tool to construct 
a custom experiment scenario by the 
TUDelft graduation student, our closer 

collaboration in defining the structure 
of the scenes and constructing them, 
as well as in leading the experiments, 
provided several insights into the 
way in which a Mediator designer/
researcher could use during the set-up 
and evaluation moments. 
The successful use of the VR tool in this 
experiment proved its value for this 
type of application. In a rather short 
time, three days, the concept could be 
fully integrated into the VR prototype, 
which included the creation of custom 
content (animations, videos and audio 
files) and the six custom scenes. This 
resulted in an arguably more immersive 
and interactive experience than could 
have been achieved in the same amount 
of time using other prototyping methods. 
As a result, the student used the VR tool 
to evaluate further concepts (Shan, 2021).

Furthermore, collaborating with a 
designer who had no prior experience 
of Unity development revealed what 
type of information is necessary and 
useful for a designer to independently 
navigate the Unity interface when cre-
ating their own evaluation scene. After 
the experience, the student was invited 
to participate in a brainstorm session in 
which we explored the information that 
should be included in a manual to support 
the users of the VR tool through this pro-
cess. More information on the outcomes 
of this exercise is included in chapter 8.1.
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Evaluation Tool

The insights gathered from both the research 
activities and the evaluation of the MVPs were 
translated into the final design concept for 
the Mediator VR Evaluation tool, which will be 
described in the following chapter. The final 
subsection describes the prototyping of the final 
product developed throughout the course of the 
graduation project.

7
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The final design outcome is a VR tool that 
will facilitate researchers and designers in 
the evaluation of the Mediator HMI, at dif-
ferent stages of the design process. The 
concept serves two general functions: 

7.1 Design 
Concept

• Firstly, it allows test participants to experience 
the Mediator HMI in an immersive environment 
and in a simulated context, eliciting realistic reac-
tions to the interaction with the design. 

• Secondly, it allows designers/researchers to eval-
uate various parts of the Mediator HMI, as well as 
the holistic design concept, by supporting various 
evaluation activities.

 

The image on the right (figure 30), rep-
resents the system architecture of the 
Mediator VR Evaluation Tool concept, 
showing the different parts of the system 
and how they relate to each other.

The final design can be considered in 
terms of two distinct parts: 
1. The VR Tool’s Interface, which 

includes the used VR devices, and the 
Unity 3D project, which is used to build 
the application.

2. The virtual environment, which con-
tains all the elements that make up 
the simulation that participants expe-
rience during the evaluation. 

These are represented in figure 30 and 
will be explained in more detail in the fol-
lowing subchapters.

Figure 30: System Architecture, Mediator VR Evaluation Tool
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7.1.1 VR tool’s Interface
The Interface is the means through 
which evaluation participants interact 
with the virtual world in which the use 
of the Mediator HMI is simulated. The 
VR devices, including the head-mount-
ed-display, controllers and other tracking 
devices, are part of the interface and dic-
tate the way in which users can interact 
with the virtual world. The choice of 
input/tracking devices that are used for 
any VR application can bring specific ben-
efits or limitations. For example, using 
the regular controllers of a commercial 
VR device comes with reliable tracking of 
the users’ hands position, but it provides 
a less natural interaction and impedes the 
possibility of recreating a realistic tactical 
experience of the evaluated design. 

To enhance the potential of the VR 
Interface, a number of supporting 
devices can be used. These are described 
as devices which are paired with the 
head-mounted-display to provide addi-
tional feedback to the user or to allow for 
different interaction models to be set in 
place. These can range from regular phys-
ical objects which the users can interact 
with in the real world to match the expe-
rience of the virtual world to other input/
output devices through which users can 
interact directly with virtual objects. 
An ideal set-up for the Mediator VR 
Evaluation Tool includes the use of sev-
eral supporting devices: a real car seat, 
to give the illusion of seating inside a 
vehicle; a connected wheel, the rota-
tion of which is tracked and mimicked 
into the virtual space; a physical proto-
type of the Mediator gear lever, which 
is connected to the VR application, 
allowing users to influence the events 
in the virtual space in real time; haptic 
devices, such as vibrators placed on 

a seatbelt, to give haptic feedback as 
per the design of the Mediator HMI. 
Only through the use of such supporting 
devices can test participants experience 
the Mediator design on a holistic level. 

Also part of the VR tool’s Interface is the 
software through which the virtual space 
is rendered and the interactions are 
defined. The Mediator VR Evaluation 
Tool was created with the Unity 3D 
Game Engine, which was used to build 
the virtual environment and recreate the 
experience of interacting with the HMI 
design concepts.
 

7.1.2 Virtual Environment
The Virtual Environment is the digital 
space and all of the elements within it, 
which the users view and interact with 
through the use of VR head-mount-
ed-display and peripheral devices. 

The Virtual Environment designed for the 
evaluation of the Mediator HMI contains 
four key elements: the HMI components, 
the vehicle, the road environment and 
the users’ avatar.
 
The HMI components represent the dig-
ital prototypes of the evaluated designs 
and are consistent with various parts of 
the HMI design, such as the LED lighting, 
the instrument panel screen, the gear 
lever, etc. The VR tool includes all Mediator 
HMI components in order to support the 
evaluation of the holistic design. These 
components are developed in a way that 
allows users to experience the design to 
the highest possible degree of realism. As 
such, they accurately reflect the form and 
behavior of the HMI, being animated to 
display specific characteristics in different 
usage scenarios.
When experiencing the virtual environ-
ment, test participants will be able to view 
the behavior of these components in var-
ious driving scenarios, and also to interact 
with them, affecting the virtual space by 
being able to move objects or influencing 
the course of events in a given scenario. 
 
To add a context to the HMI design, it is 
displayed inside a realistic-looking 3D 
model of a vehicle. This allows users 
to experience the Mediator system in 
a believable way, helping them feel 
immersed. Viewing themselves inside of 
a car is not enough, however, for the test 
participants to fully imagine themselves in 
a real driving situation. To achieve this, it is 

necessary to include an environment on 
the exterior of the vehicle, a road envi-
ronment. In order to accurately evaluate 
the experience with the HMI in scenarios 
in which users should be involved in the 
act of driving the vehicle, it is necessary 
for test participants to feel in control of 
the vehicle’s movement on the road and 
be able to affect the environment they are 
seeing outside of the vehicle. Therefore, 
the road environment responds to the 
user’s action of steering of the virtual 
wheel, simulating a turn in the vehicle’s 
direction.
 
For users to be able to track the move-
ment of their own body in the virtual 
environment, a representation of it, or 
avatar, is needed. Users of the Mediator 
VR Evaluation Tool will be able to see 
their hands in an anatomically correct 
yet stylized image. This simplified view 
of the body in VR is sufficient for users 
to perform interactions with the objects 
in the space naturally, as they are able to 
see the position of their hands and their 
movement, which is consistent with their 
experience of reality. The hands are given 
a set of animations, including gripping or 
tightening the hand into a fist. This hand 
gesture indicates to the user the possi-
bility of specific interactions, for example 
grabbing and moving objects, like the 
gear and wheel.
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Given the short timeframe dedicated to 
this graduation project, it is clear that the 
development of a final prototype that 
would satisfy the vision for the Mediator 
VR Evaluation Tool was not possible. As 
such, a narrowed down scope for the 
design needed to be defined.

The definition of the design scope 
started by considering which aspects 
of the VR Evaluation tool is most 
important within the context of the 
Mediator project. The intention is to 
develop a prototype that can be used for 
the evaluation of the HMI design in the 
months following this graduation project, 
with minimal changes or improvements. 
Therefore, more importance was given to 
including the HMI components within the 
virtual environment and animating them 
in order to recreate various scenarios of 
possible interactions with the Mediator 
system.

LIMITATIONS

One limitation for the intended develop-
ment of the tool is posed by the devices 
that were available for the prototyping of 
the final product. While the concept indi-
cates a need for the use of supporting 
devices to enhance the interaction 
with the Mediator HMI components, 
these could not be included during the 
course of this project. The development 
of such features requires a significant 
amount of time for the creation of phys-
ical prototypes that can be connected 
to the VR application. Because of this, it 
was decided to continue with the use 
of the VR controllers, which were also 
used for the development of the three 

7.2 Design Scope MVPs, to facilitate the interaction with the 
objects in the virtual environment. While 
this interaction is not fully aligned with the 
experience of physically touching these 
components, the evaluation of the MVPs 
indicates that test participants are still 
able to feel immersed in the experience and 
to interact with the prototype. To maintain 
an element that would stimulate the test 
participants’ tactile sense and hopefully 
enhance their feeling of being inside of a 
vehicle, it was decided to use a car seat 
for the evaluations of the final prototype 
(chapter 9.1).
 
Another compromise was made in the 
development of the virtual environment 
that is experienced during the evaluation 
moment. The most important part of the 
virtual environment is represented by the 
Mediator HMI components. It is important 
for those to match, as closely as possible, 
the design concepts, in order for the 
evaluation supported by the VR tool to 
generate relevant and realistic responses 
from test participants. Therefore, the 
design of these virtual prototypes 
and the recreation of their behaviour 
through a series of animations was 
given priority within this graduation 
project. However, due to time constraints 
and the need to adapt the VR prototypes 
to the changing HMI design at various 
stages of the project, certain elements 
were not optimised as desired. In partic-
ular, it was noted during the evaluation of 
the second MVP that the animation of the 
HMI instrument panel screen and head-
up-display needs to be more fluid and 
match the way it would appear in real life. 
Not having access to the final animations 
of the two displays, it was decided to only 
show the still frames that were currently 
designed. Similarly, the form of the HMI 
gear lever included in the final prototype 
does not match the design created by a 

TUDelft student team in parallel with this 
graduation project. Taking inspiration 
from the interaction model designed for 
the gear lever concept, a similar L-shaped 
for the selection of the driving mode was 
recreated. However, in the future, the 
model will need to be updated to appro-
priately fit the design.
 
Besides those details related to the HMI 
components, the development of an 
interactive road environment was 
defined as being out of scope. The 
insight gathered from the evaluation of 
the MVPs design in the exploration phase 
of this project indicates a strong desire 
from test participants to view a road envi-
ronment on the outside of the vehicle. 
Because of this, it was necessary to 
include an element that would give users 
a sense of being on the road. However, 
because of the limited time remaining 
for the project, the possibility of creating 
a fully interactive world, in which users 
could drive the vehicle and to which the 
HMI would respond, was seen as too 
ambitious. Instead, the addition of a real-
istic exterior world was limited to a view 
of a 360-degree photosphere on which an 
image of a road is projected. 
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To satisfy the need of the Mediator 
designers and researchers to easily con-
struct custom experiments for the eval-
uation of the HMI, some elements of 
the system are defined as adjustable, 
while others will be predefined (see 
image 30). 

Predefined elements are ones that do 
not need to be adjusted or changed for 
each evaluation. These elements, which 
include the VR hardware, supporting 
devices and data collection models built 
into the interface could easily be defined, 
based on identified requirements, to 
meet the needs for the evaluation of the 
HMI in different experiments.
 
Adjustable elements refer to those 
parts of the system that need to be 
adapted for each evaluation. In the 
research phase, it was identified that 
researchers need to construct cus-
tomised experiments to answer their 
research questions. It is necessary for the 
tool to allow some flexibility in defining 
the evaluation scenario, or the context 
of use (defined as a specific exterior road 
scenario) in which the interaction with the 
HMI will be tested, as well as in manipu-
lating details of the HMI design in order 
to test participants’ reactions in various 
conditions. 

7.3 Tool 
Customization

In order to support this particular use 
of the tool, the possibility of creating 
a custom interface, which users could 
access to easily apply changes to the vir-
tual environment and set it up as desired 
for each experiment. However, due to 
the complexity of the prototype that was 
developed during this graduation project 
(chapter 7.4) and the extent of changes to 
the content of the virtual environment that 
is predicted to be necessary in the future, 
it was decided to not create this type of 
interface. It was clear that this design 
would have greatly limited the custom-
ization choices of the user group and 
would not allow for the current proto-
type to be adapted to the constantly 
changing design of the Mediator HMI, 
which was still in the development phase. 
Furthermore, to build such an interface 
with all of the necessary features would 
require a significant amount of time 
that was not available in this graduation 
project, therefore it was defined as out of 
scope. Instead, the decision was made 
to instruct users on how to access 
parts of the virtual designs directly in 
the Unity Game Engine.
It was deemed necessary to support the 
use of the VR tool by researchers and 
designers by providing them with a user 
manual, which is detailed in chapter 8.

As mentioned previously, the final proto-
type of the Mediator VR Evaluation Tool 
was developed using Unity 3D Game 
Engine. With the final version of the pro-
totype, users can view the interactive 
virtual environment and interact with it 
using a VR HMD (head-mounted-display) 
and controllers. The structure of the pro-
totype can be considered in three parts:

• The VR interaction system
• The virtual environment
• The animation system

7.4.1 The VR Interaction 
System 

The first consideration for building the 
prototype was setting up the project to 
allow for it to be viewed using an HMD 
device. For this purpose, a number of 
available tools for the Unity platform were 
used.

One requirement of the prototype was 
the possibility to run it on multiple VR 
devices. Specifically, the HTC Vive Pro, 
which is owned by SWOV, and Oculus 
Quest 2, which was mainly used thought 
this graduation project for prototyping 
and testing. This was due to the restric-
tions related to the Covid-19 pandemic, 

7.4 Final 
Prototype

which forced me to work from home with 
limited access to the HTC devices for the 
majority of the project’s duration. Unity’s 
XR plug-in framework1 was used to sup-
port development for both VR platforms 
and was combined with the XR Interaction 
Toolkit2, a system which allows basic 
interactions in VR spaces through the use 
of various input devices (e.g. the HMD 
device and VR controllers).

The prototype allows the users to move 
and interact with objects within the virtual 
scene. All interactions were created using 
XR Interaction Toolkit’s XR Rig, Interactor 
and Interactable components (see figure 
31), which are already set up to allow basic 
actions (e.g. grabing, moving, throwing) in 
VR.

1: XR plug-in framework: https://docs.unity3d.com/Manual/XRPluginArchitecture.html
2: XR Interaction Toolkit: https://docs.unity3d.com/Packages/com.unity.xr.interaction.toolkit@1.0/
manual/index.html

Interactors
Interactor components handle the 
actions of hovering and selecting 
objects in the world. Any object with 
an Interactable component is regis-
tered with an Interaction Manager and 
checked each frame for the list of pos-
sible objects it can hover or select.

Interactables
Interactables are objects in a Scene 
that an Interactor can hover, select, and 
activate. By default, all Interactables 
can be affected by all Interactors. You 
can change this behavior by grouping 
Interactors and Interactables into com-
plementary Interaction Managers. The 
Interactable defines the behavior of 
Hover, Select, and Activate. The same 
Interactor might be able to pick up and 
throw a ball, shoot a gun, or press a 3D 
button on a keypad.

Figure 31: Defscription of Interactor and 
Interactable components, retrieved from 
docs.unity3d.com 2.
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The XR Rig represents the head and 
hands in the virtual world. It contains 
several preconfigured components, 
including the XR Controller, that defines 
which actions should be performed by 
various controller inputs, as well as an 
Interactor component on each hand.

Two physical interactions, shown in fig-
ures 32, 33.1 and 33.2, are available:
1. The wheel can be grabbed and 

rotated by the user when they per-
form the grabbing action (by pressing 
the predefined grab button on a VR 
controller). The wheel object contains 
four different grab points (Intractable 
components). When they are selected 
using the hand Interactor, they follow 
its position, rotating the wheel on the 
y axis, around a fixed point. 

2. The gear lever can be grabbed 
and moved around a fixed point, 
whit a limited range of motion 
around the x and y axes. When it 
is released at various points around 
its path, it will interact with one of 
four Socket Interactor1 components, 
which allow the object to snap a posi-
tion representing different driving 
modes (neutral, manual, assisted 
and piloted). Using the Interactor 
Events it is possible to assign spe-
cific actions, for example triggering a 
different behaviour from the HMI, to 
happen when one of the four Socket 
Interactors is selected. Events were 
also used to give users visual feedback 
regarding the position of the gear 
lever by turining on a small LED in the 
color of the selected driving mode, as 
shown in figure 33.1 and 33.2.

Grab points

Rotation axes

Lights turn on when hovering 
above each Socket Interactor

Figure 32: Wheel interactions. Users can grab 
the wheel from one of the four grabpoints 
using one or both hands.

Figure 33.1 and 33.2: Gear lever interaction. 
Users can grab the lever and rotate it as 
showin in the image. As the lever hovers over 
the Socket Interactors, the lights turn on. 
When the lever snaps into one position, the 
light will remain on.

7.4.2 The Virtual 
Environment
The final product includes five elements 
that represent different parts of the HMI, 
as shown in figure XX: 

• The Wheel
• The Gear Lever
• The Screen
• The HUD (head-up-display)
• The LED lighting strips.

These objects are constructed as 
Prefabs, or prefabricated objects, in 
Unity. They are complete with compo-
nents and properties that give them 
the look and functionality of the HMI 
design. 

Socket Interactors

Light remains on 
when gear lever is 
in position.

1: Socket Interactor: https://docs.unity3d.
com/Packages/com.unity.xr.interaction.
toolkit@0.0/api/UnityEngine.XR.Interaction.
Toolkit.XRSocketInteractor.html

Other elements included in the scene are 
the realistic vehicle 3D model, which was 
discussed in chapters 6.2.2 and 6.3.2, and 
an exterior environment (see figure 35).

To give the users the illusion of being 
inside of a three-dimensional world, 
I opted to display a panoramic image 
around the users (see figure 34). The 
360-degree images are projected onto an 
inverted sphere, meaning that the faces 
of the inside of the three-dimensional 
model are rendered rather than those on 
the outside. 

Figure 34: Exterior environment included in the final prototype.
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p. 13

Mediator VR Evaluation Tool

p. 12

HMI Prefabs
The Mediator VR Evaluation Tool Unity project includes five Prefab Objects related 
to the varios Mediato HMI components.
Each of this objects is constructed to recreate the look and behavior they would 
exhibit in real life. The objects are animated and have a variety of existing animation 
clips, which are combined to simulate different behaviours.

The HMI Wheel and HMI Gear Lever prefabs both contain interactable 
components (part of the XR Interaction Toolkit), which allow users to interact with 
the objects in VR, by grabing and moving them with their hands.

Head-Up-Display (HUD)

Screen

LED strips

Wheel
Gear Lever

Figure 35: HMI prefabs included in the final prototype.
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7.4.3 The Animation 
System
An important feature of the prototype is 
the animation of the Mediator HMI com-
ponents. Animations allow changes to 
be applied to each object, recreating the 
way they would behave in various driving 
modes and use cases (chapter 3.3) for 
example, displaying different informa-
tion of the screen, changing the colour 
of the ambient lighting, etc. Throughout 
a driving scenario, multiple changes are 
reflected across the various elements of 
the holistic HMI design in a synchronised 
way. To manage all the required anima-
tions I chose to make use of the Unity 
Timeline tool1. This tool allows creating 
complex animation sequences of mul-
tiple objects within the scene, by simply 
laying out animation clips in the desired 
order along a time axis. The use of the 
Timeline requires little to no coding, which 
made it an ideal solution for the rapid 
implementation of multiple scenarios 
throughout the project. Furthermore, the 
Timeline editor (figure 36), which resem-
bles other video-editing of animation 
software, allows for each sequence to be 
easily modified, which is of importance 
for the future use of the VR tool.

The Mediator VR Evaluation Tool includes 
multiple Timeline assets, which represent 
different driving modes and use case 
scenarios (chapter 3.3), as defined by the 
Mediator HMI design.
Multiple Timeline assets can be 
included in a single scene, allowing for 
the construction of complex scenarios. 

Figure 37 explains the logic for the use of 
multiple Timeline sequences in a Unity 
scene. As we can see, the use of multiple 
Timelines also allows creating interac-
tive sequences, in which the actions of 
the user affect the next sequence of 
events. 

Two different solutions are available to 
activate the correct animation sequence 
after a user interaction. As mentioned 
previously, this is possible by using the 
interaction with the gear lever object. 
When users move the lever into one of 
the Socket Interactors, an event can 
be set us to play the correct Timeline. 
Another possibility is the use of the 
Wizard-of-Oz method, described in chap-
ters 6.3.2 and 6.4.2, which allows the test 
leaders to activate the correct timelines 

remotely through the use of a Bluetooth 
keyboard. These solutions are described 
in higher detail in the User Manual, which 
is included in Appendix 7.

1: Timeline tool: https://docs.unity3d.com/
Packages/com.unity.timeline@1.2/manual/
index.html

Figure 37: Constructig scenarios with multiple Timeline sequences.

Figure 36: Timeline editor window.



8.1 User Manual Requirements

8.2 User Manual Design Concept

CHAPTER OVERVIEW

Final Design |
User Manual

To support the customization of the experiment 
scenes by Mediator designers and researchers, 
a solution was needed to guide them through 
the use of the Unity Game Engine.
In the following chapter, the process of ideation 
and design of the User Manual and supporting 
video tutorials will be reported.

8
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The Mediator VR evaluation tool is 
intended to be used to conduct several 
experiments in the following months, 
within the Mediator project. Because of 
this, it is necessary that the tool can allow 
users to easily implement changes and 
build custom scenes that will fit the pur-
pose of each experiment. 

As it was previously discussed, the inten-
tion is to allow the researcher and designer 
to access the prototype directly through 

8.1 User Manual 
Requirements

the Unity Game Engine and modify the 
existing elements of the project using the 
tools available within the editor. As most 
of the users of the VR evaluation tool 
are expected to have a very limited or 
no prior experience with Unity, it was 
deemed necessary to support them in 
using and navigating this interface by 
creating a User Manual. 

Before moving on with the design of the 
User Manual, a small brainstorming ses-
sion was conducted to identify what sort 
of information could support the use of 
the VR tool and should be included. This 
is described in the following subchapter.

Figure 38.1 and 38.2: Insghts derived from the brainstorming session.

8.1.1 Brainstorming
As described in chapter 6.4, for the devel-
opment and evaluation of the third and 
final MVP1 I had the opportunity to col-
laborate with a fellow graduate student, 
whose graduation project (Shan, 2021) 
involved the design of the Mediator HMI’s 
negotiation system. During this collab-
oration, the student had the oppor-
tunity to use the VR tool and adapt 
the contents of the virtual scene to 
include her own HMI design concepts. 
In this process, she got acquainted 
with the Unity Game Engine’s interface 
and the structure of the Mediator VR 
Evaluation Tool’s Unity project. Her 
experience made her the ideal candidate 
to give input into what sort of information 

would be needed for a Mediator designer 
to successfully use the tool. A small brain-
storming session was organized to map 
out the requirements for the User Manual.

During the brainstorming session, two 
general questions were explored:

1. What could improve the experience 
of setting up a custom experiment 
using the VR evaluation tool and 
Unity Game Engine?

2. What could improve the experience 
of using the VR tool during the evalu-
ation moment?

Figures 38.1 and 38.2 detail the main 
insights gathered from the brainstorming 
exercise. These were used as a basis for 
the design of the User Manual.
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Considering the insights gathered from 
previous explorations (see chapter 6.3, 
ideation and testing of MVP2), and the 
brainstorming session mentioned above, 
it was clear that both the amount and the 
difficulty of the information required for 
a user with no previous experience of 
the Unity Game Engine to independently 
make changes to the project are very 
big. As such, the focus of the design of 
the User Manual of the Mediator VR 
Evaluation Tool was to simplify the task 
of creating a customized scene and pro-
vide only the necessary information 
required to complete it. This was done 
by creating a step-by-step (see figure 39) 
walkthrough to guide the process.

Each step shown in figure 39 is trans-
formed into a sub-chapter in the User 
Manual, containing detailed informa-
tion of all actions that must be com-
pleted to properly set up the VR tool.

8.2 User Manual 
Design Concept

However, in the previous collaboration 
with the Mediator student, as well as in 
the evaluation of the guide created as part 
of the second MVP, it was observed that 
users still had a hard time following direct 
instructions, as they were unfamiliar with 
the Unity interface, and could not intui-
tively navigate it. For example, because 
they were unsure of what certain terms 
were referred to or because they could 
not find specific elements in the cluttered 
windows. Because of this, it was still 
deemed necessary to give users an ini-
tial overview of the Unity 3D interface, 
the prefabs which were created for the 
Mediator VR Evaluation Tool and the 
Timeline tool, which was heavily used 
in the project and offers the greatest 
opportunities for the customization of 
a scene (see figure 40). 

Figure 39: Step-by-step process of creating a custom evaluation scene with the Mediator VR 
Evaluation tool.  The stept also represent the sub-chapters in the second chapter of the User 
Manual: Creating a Custom Scene with the Mediator VR Evaluation Tool.

The User Manual was structured into two 
chapters:

1. Introducing the Mediator VR 
Evaluation Tool: giving an over-
view of the Unity interface, tools and 
contents of the project, as shown in 
figure XX.

2. Creating a Custom Scene with 
the Mediator VR Evaluation 
Tool: explaining the steps to creating 
a custom scene in Unity, shown in 
figure XX.

Because of the complexity of the informa-
tion that has to be communicated to the 
users, I decided to supplement the written 
instructions with a set of video tutorials. 
In video format, it is easier to explain 
the relationship between multiple ele-
ments present in the Unity interface, 
by showing how certain actions will 
manifest in the various windows. For 
example, in explaining how a game object 
that is visible in the scene view can be 
affected by inputting new values in the 
transform component in the inspector 
view, showing the changes in real-time will 
help users make the connection between 

the two much faster. On the other hand, 
watching an entire video can be more 
time-consuming if the user is only missing 
a part of the information required to com-
plete a task. Therefore, the combination 
of a written guide and video tutorials is 
expected to be most efficient as it offers 
enough support in understanding com-
plex information but also allows users to 
quickly reference the needed information 
on a page.

A complete overview of the User 
Manual and its contents is included in 
Appendix 7.
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Figure 40: Content structure of the User Manual chapter: Introducing the Mediator VR 
Evaluation Tool.

An important part of the design of the 
User Manual is represented by the visual 
language which is used to help the users 
rapidly find the needed information on 
the page, but also to aid in the under-
standing of the relationship between the 
various instances of an object within the 
various windows of the Unity interface. 
Brightly colored arrows were overlaid 
on top of images of the Unity interface 
to help the reader identify and make 
connections between the components 
referenced in the text (see figure 41). 

p. 27

Mediator VR Evaluation Tool

p. 26

The position, rotation and scale of objects can be change in the transfrom component that is 
found in the inspector when selecting an object.
Using the gizmos on the screen, changes can be made directly by dragging the arrows and 
lines in the scene view.

Objects, 
including 
child objects, 
can be 
activated or 
deactivated 
at the top of 
the inspector 
window.
Deactivating 
an object 
will render 
it invisible in 
the scene.

2 Customising Scene Content

The Scene should contain all of the Mediator HMI components you might want to 
display during your evaluation. The first step in customising your Scene is deciding 
which HMI prefabs you would like to add or remove from your scene. All HMI 
component prefabs can be retrieved from (Project > Assets > HMI > Prefabs)

Next, you can decide to modify them to your linking.

Possible customisation:
• Changing an object’s position in the scene.
• Changing the size of an object.
• Activating of deactivating child components of the prefab.

Watch the following tutorial to get an overview of the ways in which 
you can customise your scene: Customising Scene Content_HMI 
prefabs 

( https://swov2.sharepoint.com/:f:/r/MEDIATOR/Shared%20Documents/SWOV%20
intern%20-%20onderzoek/WP1/T1.5/Time%20budget%20concept/Anna/User%20
Manual%20-%20Mediator%20VR%20Evaluation%20tool/Video%20Tutorials?csf=1&web=1 )

Note: In order to avoid the changes 
made to an HMI component to be 
saved to all of the instances of the 
HMI prefab across all of the project 
and in all scenes. It is important 
to remember to first Unpack the 
prefab completely, as shown in the 
image.

Other information was laid out in yellow 
boxes, as shown in figure 42, to highlight 
its importance and guarantee that it 
would not be missed by the readers.

Figure 43, on pages 116 - 117, gives an 
overview of the final User Manual design.
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Unity Timeline

Unity Timeline (https://docs.unity3d.com/Packages/com.unity.timeline@1.2/manual/
tl_about.html) is a tool that allows us to create complex scenarios by managing 
the objects in the scene. With the timeline, we have the ability to control 
animations and position them in time, but also to activate/deactivate objects 
and perform specific events on the time axis. 
The Timeline is an important piece of the Mediator VR Evaluation Tool, as it is used 
to synchronise animations associated with different Mediator driving modes and 
Use Case scenarios, recreating the HMI behaviour in each of these situations.
In order to create custom scenes for an evaluation of the HMI, it is important to 
have a basic understanding of the Timeline and each of its tracks. 

Similarly to video editing software, in the Timeline editor window we can add 
various components called tracks. Different types of tracks can be used for 
different purposes:

TIMELINE TRACKS
• Animation tracks: Use Animation tracks to add Animation clips that animate a 

bound object in the scene.
• Activation tracks: Use Activation tracks to add Activation clips which set when 

the bound object is active (shown). The object is bound to the Activation track.
• Audio tracks: Use Audio tracks to add Audio clips for playing background music 

or sound effects.
• Control tracks: Use Control tracks to add Control clips which are special clips 

that control different object in the scene, including other Timelines.

Example of Timeline tracks. From top to bottom: animation track, activation track, audio track 
and control track.

Controls

Timeline Track
Recorded Clip

Clips

NAVIGATING THE TIMELINE WINDOW

Events created with the Unity Timeline can be previewed directly in Unity’s Scene 
view by using the controls on the top left corner of the Timeline editor. When the 
“preview” button is toggled on the timeline can be played and paused.

Timeline tracks are displayed in the track list. Each track in a timeline can contain 
multiple clips (e.g. animation clips, audio clips) and is linked to an object that exists 
in the scene. These links are referred to as bindings. 

Note: When an existing Timeline asset is added to a Scene, it is important 
to recreate the bindings between the tracks and the correct objects (see 
image below). An exception to this is the audio track. While audio tracks can be 
linked to an audio source in the Hierarchy, these are not necessary.

Creating bindings between tracks and objects in the scene. 
On the left, we can see the relationship between the a track and an object in the 
hierarchy window. In order to link the track to the binding we can click the icon next to 
the track name and choose between the components available in the scene (right).

Overview of the Timeline editor window.

Figure 41: Example of visuals used in the User Manual.

Figure 42: Example highlighted information in the User Manual.
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Creating a Custom Scene 

with the Mediator VR 

Evaluation Tool

Follow the steps presented in this chapter to easily create a custom scene to 

use in your experiment for the Mediator HMI. 

You will be guided through the process step-by-step, from creating a new scene, to 

creating a custom scenario by modifying the contents of the scene. Finally, you will 

be given tips for how to prepare for an evaluation using  the Mediator VR Evaluation 

Tool.

Remember to consult the previous section of this User Manual for more information 

on the characteristics of the HMI prefabs and the Unity Timeline.

A number of video tutorials have ben crated to explain to demonstrate the actions 

you can or must take in some steps. Watch these if you need more information 

to complete one of the steps.

1
Creating a New Scene

Create a Scene that you can customize by either:

1. Duplicating the Sample Scene, containing all necessary 

objects.

2. Creating a new Scene and adding in all the necessary objects.

5
Using the VR tool During the Evaluation 

Moment
Follow these instructions to prepare test participants for the 

experience using a VR device and to control the application 

remotely using keyboard inputs.

Build the Scene or Scenes that you created. Set up the keybord 

controls required to start your scenes during the evaluation.
4

Building Evaluation Scenes

3
Using the Unity Timeline

Create a scenario by including in your scene one of the existing 

Timeline assets. Choose one of two methods to play various 

Timelines throughout your expeeriment. Modify Timelines as 

desired.

2
Customising Scene Content

Customize your Scene by making the desired changes to the 

objects. You can add or remove objects, or change their size, 

position and appearance.
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Introducing The Mediator 
VR Evaluation Tool

The Mediator VR Evaluation Tool has been developed using the Unity 3D Game 

Engine. 

GENERAL INFORMATION
• The tool was created using Unity version 2020.6.6f1.

• The XR Interaction Toolkit package is used in this project. It is an 

interaction system which provides a framework for various VR interaction 

tasks and cross-platform support. ( https://docs.unity3d.com/Packages/com.

unity.xr.interaction.toolkit@1.0/manual/index.html )
• This project was built for and test on both HTC Vive and Oculus Quest 

platforms.
Unity 3D Interface

Prefabs 

Unity Timeline

An overview of Unity’s interfaces and the various 

windows and tools used for this project.

A list of prefabs created for the Mediator VR Evaluation 

Tool, explaining how they are made and how they 

sould be used.

An overview of the Unity Timeline and its functionality. 

Essential to understanding how to create your own 

custom scenarios.

In order to set-up custom experiments using the tool, you will need to learn how to 

navigate the Unity Interface and use the various assets and scripts included in the 

project.

This User Manual will guide you step-by-step in creating and building your own 

evaluation scene (see Section 2). But first, we will introduce the main elements of 

the VR Evaluation Tool.

p. 1
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Author: 
Anna Aldea

A step-by-step guide custom evaluation scenes 

using Unity Game Engine
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5 Using the VR tool During the Evaluation Moment

1. INTRODUCE THE VR DEVICE

Before starting the evaluation we must introduce participants to the VR device, 
explaining how they can comfortably position it on their head and how to use the VR 
controllers to interact with the virtual environment.
The images below show the buttons which are used to perform interaction 
within the Mediator VR application on the controllers of the HTC Vive and Oculus 
Quest 2, the two platforms which were used in the development of this project.If the participant’s position on the virtual car seat is not correct when they place the 

VR headset on their head, you must reset their starting position as shown below 
(for the HTC Vive) or instruct them on how to do it (for the Oculus Quest).HTC Vive Pro

Press this button to Grip the Objects with your VR hands

This section includes a number of tips for the use of the Mediator VR Evaluation 
Tool, during the evaluation moment.When using a VR device during an evaluation, it is important to take some time to 
prepare the test participants for the experience, as explained in subsections 1 
and 2.
In subsection 3, a short explanation of the Wizard-of-Oz controls is given, with cheat 
sheet of the existing keyboard controls.

Preview of 
the “Loading 
scene (VR 
Preparartion)

Press these buttons to Grip the Objects with your VR hands

Press this button for 3 seconds to reset your position in the Virtual Environment

2. VR PREPARATION SCENE

When building our project it is important to remember to include the “Loading 
Scene (VR preparation)”, which, as the name suggests, is a scene that we use to 
introduce the test participants to the VR experience. 
In this scene, which include the vehicle, but none of the details related to the 
Mediator HMI design, participants can:1. Adjust their headset to get comfortable in VR2. Reset (or have it done by the researcher) their position in the virtual 

environment
3. Try out the interactions with the wheel and shifter.

Oculus Quest 2

Press this button on Steam VR 
to reset the 
participant’s 
position in 
the Virtual 
Environment
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3
Using the Unity TimelineTo animate the Mediator HMI components in the Scene and create various 

evaluation scenarios, we use the Unity Timeline. Several Timeline assets can 

be added to your scene and activated at different moments, to create complex 

scenarios within a single Scene. Follow the instructions in the next subsections to create a custom scenario in your 

Scene, using the Timeline tool.ADDING TIMELINE ASSTES TO THE SCENE
The project includes a number of Timeline assets, representing the HMI in various 

driving modes and use cases, that can be added to the scene. These existing assets 

can be retrieved from the Project Folder: Project > Assets > Animations and 

Timelines > Timelines

Watch the following video to see how you can add these to your 

scene and create the necessary bindings: Adding Timeline Assets 

to the Scene 
( https://swov2.sharepoint.com/:f:/r/MEDIATOR/Shared%20Documents/

SWOV%20intern%20-%20onderzoek/WP1/T1.5/Time%20budget%20concept/

Anna/User%20Manual%20-%20Mediator%20VR%20Evaluation%20tool/Video%20

Tutorials?csf=1&web=1 )

In order to add a Timeline asset to a 
scene, we must first create an empty 
gameObject in the Hierarchy window. 
This can be done by right clicking on 
an empty space in the Hierarchy and 
choosing Create Empty in the pop-up 
menu, as shown in the image on the 
right.

Next, we need to add the Playable 
Director component to the empty 
object from the inspector window (see 
image on the next page).

Finally, we can assign a Timeline 
asset to the Playable variable of 
the Playable Director component by 
selecting one, as shown on the next 
page, or by dragging it into the field from 
the Project window. Right click in the Hierarchy window and 

select  “Create Empty” to add a new 

gameObject to the scene, which can house the Timeline asset

Select the new empty object and click “Add Component” button in the Inspector. Then, add the Playable Director component. 
Click the circular icon in the Playable variable field to select a Timeline asset from the ones existing in the project.

Note: After a Timeline asset is added its tracks must be linked to the animated 

objects in the Scene. See the note on page 21 and follow the instructions in 

order to create the necessary bindings.
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HMI HUD (Head-Up-Display)

HMI Screen

“Centre”
“GPS”

“Media”

The HMI screen prefab 
is built using Unity’s UI 

elements. A UI Canvas 
component, the HMI_

instrumentCanvas, holds 
three different images 

which represent various 
parts of the screen: the 

instrument panel, called 
Centre; the GPS; the 

Media display. 
Each of these components is animated 

to display different frames, representing the 
changes in the Mediator 

screen’s UI in different use 
cases.

The HMI_instrumentCanvas, holds three image 
components: Centre, GPS and Media.

In the Hierarchy the Centre 
component, which is a child 
of the HMI_instrumentCan-vas, is selected. 

In the inspector, we can see 
the image which is currently 
applied to the component.

The HUD component has a 
canvas and a single Image 

component.

The HMI Head-Up-Display prefab 

is built in the same way as the HMI 

screen prefab, shown on the previous 

page. In this case, the UI Canvas, 

HMI_HUDCanvas, only has one image 

component, Image.
Note: The HMI_HUDCanvas and 

HMI_instrumentCanvas are both set 

to be rendered in World Space. As 

such, they must have an Event 

Camera attached. This will be the 

camera though which we can view 

the images in the canvas. As shown 

in the image on the left, our main 

camera is a child of the XR Rig.
If you are not able 

to view the UI elements in your scene, check that the two canvas components; Event 
Camera is set up correctly.

The image shows the 
relationship between the 

Event Camera variable of 
the Canvas component, 

HMI_HUDCanvas, shown in 
the Inspector and the Main 

Camera object, which is a 
child of the XR Rig, seen in 

the Hierarchy view.
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Unity 3D Interface

Layout of 
the Unity, as 
arranged for 
the Mediator 
VR tool.

More 
information 
on the 
Timeline 
editor is 
found on 
page 20.

When opening the main editor window of Unity, you will notice that the interface of 
Unity 3D is made up of small windows, as shown in the image below.

Note that the windows can be rearranged or grouped in one position. To view 
hidden windows you must click on their name at the top of the window, as shown in 
the image with the Animation window.

Animation window

Figure 43: User Manual pages. The full user 
manual is included in Appendix 7.



9.1 Evaluation: Mediator VR tool

9.2 Evaluation: User Manual

CHAPTER OVERVIEW

Product
Evaluation

This chapter details the evaluation process and 
results of the final Mediator VR Evaluation Tool 
prototype, and the supporting User Manual. 

9
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9.1.1. EVALUATION GOALS
To validate the use of the tool developed 
as part of this graduation project, a final 
evaluation was conducted, during which a 
sample of 10 participants were invited to 
experience two scenes in which they were 
presented with various conditions of the 
Mediator HMI. The goals set out for this 
evaluation are as follows:

9.1 Evaluation: 
Mediator VR tool

1. To observe whether participants are able to express genuine 
opinions on the Mediator HMI design they interact with through 
the VR interface.

2. To measure the user experience of interacting with the VR tool.

9.1.2 EVALUATION 
PROCEDURE
During the evaluation, participants 
were asked to take part in two different 
experiments modeled on those that the 
Mediator VR Evaluation tool was designed 
to support. The first being a target exper-
iment, during which participants are 
asked to view and evaluate specific parts 
of the Mediator HMI design. The second, 
an interactive experiment that captures 
users’ realistic interaction with the HMI in 
a given scenario (figures 44.1 and 44.2).

In the first experiment, they were shown 
the Mediator HMI designs in four different 
driving states (Manual, SB, CM, TtS), men-
tioned in chapter 3.3. In between each 

state the screen fades to black, giving par-
ticipants the opportunity to describe the 
experience. 

In the second experiment, participants 
were presented with a scenario in which 
they had to perform a transfer of control, 
initiating the transfer through an interac-
tion with the gear lever. The communi-
cation of the HMI is consistent with the 
design of Mediator Use Case 1. 

DATA COLLECTION

Data was collected through a variety of 
methods.
During the evaluation, participants were 
asked to express their thoughts using the 
“think aloud” method. Observing their 
interaction with the HMI virtual proto-
type as well as the overall VR tool, notes 

were taken regarding their actions and 
thoughts.

Both qualitative and quantitative data 
related to the participants’ experience 
was collected.

Three quantitative questionnaires were 
used:
NASA-TLX questionnaire: participants 
filled in the questionnaire evaluating 
the task of simulated driving in VR. The 
results are compared to those registered 
in other studies where users performed 
similar tasks (Grier, 2015). This test was 
given to participants directly after the 
VR experience. They were asked to think 
about the mental workload required to 
scan the VR environment and understand 
what the HMI is communicating to them, 
while trying to act as they would in a real 
driving situation (if in manual, CM or SB 
modes, see chapter 3.3). 

The ICT-Sense of Presence Inventory 
questionnaire (Lessiter et al., 2001) was 
used to evaluate the feeling of presence 
experienced by users after they are 
exposed to the VR content. Four factors 
related to the users’ experience with the 
digital media are analysed:
• Spatial presence: indicates a sence 

of physical presence in the virtual 
environment.

• Engagement: indicates a tendency to 
feel psychologically involved andto 
enjoy the content.

• Ecological Validity: indicates a ten-
dency to perceive the mediated envi-
ronmentas lifelike and real.

• Negative Effects: indicate adverse 
physiological reactions to the virtual 

content.

User Experience Questionnaire1 
was used to evaluate the prototype on 
the six scales that are included in the 
questionnaire:
• Attractiveness: Overall impression of 

the product. Do users like or dislike 
the product? 

• Perspicuity: Is it easy to get familiar 
with the product? Is it easy to learn 
how to use the product? 

• Efficiency: Can users solve their tasks 
without unnecessary effort? 

• Dependability: Does the user feel in 
control of the interaction? 

• Stimulation: Is it exciting and moti-
vating to use the product? 

• Novelty: Is the product innovative and 
creative? Does the product catch the 
interest of users? 

Finally, a small interview was conducted 
to collect qualitative data of the partici-
pants’ experiences.

PARTICIPANTS

The experiment was conducted with a 
sample of 10 participants (7 female and 3 
male) that had no prior knowledge of the 
Mediator system or HMI design. Within 
this group 8 participants have driving 
experience and 7 had previously used a 
VR system at least once.

Due to time constraints and limitations 
posed by the Covid-19 pandemic, par-
ticipants were recruited mainly amongst 
other TU Delft student and personal 
connections, resulting in a homogenous 
group with similar education background 
and age.

1: UEQ: https://www.ueq-online.org
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EVALUATION SETUP

During the evaluation, participant were 
seated in a real car seat while wearing the 
VR headset. The VR device that was used 
during the experiment is the Oculus Quest 
2. The device was wirelessly connected 
to a laptop, allowing the researcher to 
view the virtual environment through the 
participants’ perspective in real time. The 
different evaluation scenes was activated 
remotely through the used of a Bluetooth 
keyboard. The entire evaluation setup is 
show in figure 45.

EXPERIMENT 1 : MEDIATOR DRIVING MODES

EXPERIMENT 2 : MEDIATOR USE CASE 1

MANUAL DRIVING CONTINUOUS MEDIATION (CM) STAND BY (SB) TIME TO SLEEP (TTS)

Figure 44.1 and 44.2: Overview of the scenes and the changes in the HMI experienced by 
participants during the two experiments.



Chapter 9

124 | | 125

Product Evaluation

The test participant is viewing 
and interacting with the virtual 
environment though the 
Oculus Quest 2 system.

The test participant is sitting 
on a physical car seat, in the 
position that matches the one 
they would expect to have in the 
virtual environment.

The view of the virtual 
environment is cast onto 
the laptop, where it can be 
monitored and recorded by 
the test leader.

A Bluetooth keyboard, 
connectd to the VR devices, is 
used to activate the different 
evaluation scenes.

Figure 45: Evaluation setup.
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9.1.3 METHODOLOGY
For this evaluation, the RITE, or Rapid 
Iterative Testing and Evaluation, Method 
was used. This evaluation method, which 
usually spans across the entire course 
of a design project, is used to perform 
usability tests and gain insights that can 
be used to rapidly iterate on a design, by 
finding and fixing problems (Medlock et 
al., 2002).

This method was adapted to fit the time-
frame dedicated to the three-week period 
that was reserved for the evaluation of the 
prototype. The participant sample was 
divided into three groups of three to 
four participants, and evaluation with 
each of the three groups was sched-
uled one week apart. Following each 

evaluation, the qualitative insights 
gathered from the user tests were 
reviewed and used to improve on the 
prototype.

This method was used to observe 
whether an improvement in the ratings 
given by participants on the quantitative 
questionnaires mentioned below could 
be achieved by implementing fixes to the 
issues identified by participants.

In figure 46 the changes made to each 
prototype iteration are shown. The results 
of the RITE method are discussed in detail 
in subsection 9.1.5.

Figure 46: Overview of changes made to the three prototype iterations.
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9.1.4 RESULTS

QUALITATIVE RESULTS

After the evaluation with 
each of the three partici-
pant groups, a list of the 
most important insights, 
shown on the right, was cre-
ated by the analysis of the 
observation notes taken 
during the experiment, 
and the responses given 
by test participants to the 
interview questions, which 
can be seen in appendix 8. 
The points written in bold 
text represent noticeable 
differences from the other 
groups. 

These qualitative insights 
were used to determine 
the changes made to the 
following prototype itera-
tions, as shown in figure 
47.

Group 1

• All participants were able to correctly 
interpret the displayed driving modes 
in experiment 1.

• Participants noticed most details of 
the HMI design which communicate 
information related to driving mode 
and driver responsibility. 

• All participants felt rushed and 
were often unable to complete the 
task (observing all design elements) 
in the one minute timeframe ded-
icated to each driving mode in 
experiment 1.

• All participants were able to perform 
the transfer of control (on the first or 
second attempt) using the gear lever 
interaction in experiment 2.

• 2 out of 3 participants failed to 
simulate the act of driving (e.g. by 
holding the wheel and looking at 
the road) when instructed to do so 
in experiment 2.

• All participants expressed that 
the lack of movement of the road 
environment failed to simulate the 
experience of driving.

Main insights
Gained from participant observation/ think 
aloud mehod and  interviews.

Group 2

• All participants were able to correctly 
interpret the displayed driving modes 
in experiment 1.

• Participants noticed most details of 
the HMI design which communicate 
information related to driving mode 
and driver responsibility. 

• One participant noted inconsisten-
cies in the navigation communica-
tion displayed on the HMI screen 
(GPS and navigation arrows).

• All participants were able to perform 
the transfer of control (on the first or 
second attempt) using the gear lever 
interaction in experiment 2.

• During the second experiment all 
participants held the wheel to sim-
ulate the act driving. 1 out of 3 of 
the participants let go of the wheel 
during the experiment.

• All participants noted negative side 
effects (e.g. dizziness, nausea) when 
looking at the moving road during 
the experiments. 2 out of 3 par-
ticipants requested a break after 
experiment 1, due to the negative 
side effects.

• All participants expressed the lack 
responsiveness from the road (the 
car turning as they turn the wheel) 
rendered the experience less 
realistic.

Group 3

• All participants were able to correctly 
interpret the displayed driving modes 
in experiment 1.

• Participants noticed most details of 
the HMI design which communicate 
information related to driving mode 
and driver responsibility. 

• One participant noticed the 
retracted wheel in TtS driving mode 
in experiment 1.

• All participants were able to perform 
the transfer of control (on the first or 
second attempt) using the gear lever 
interaction in experiment 2. 

• During the second experiment 3 out 
of 4 participants held the wheel to 
simulate the act driving. 1 of the par-
ticipants let go of the wheel during the 
experiment.

• All participants noted a sense of 
being in a moving vehicle given by 
the animated road environment 
and environmental sounds.

• None of the participants experience 
negative side effects from the ani-
mated road environment.

• 2 out of 4 participants expressed the 
lack responsiveness from the road 
(the car turning as they turn the wheel) 
rendered the experience less realistic.

Figure 47: Overview of the main insights derived from the observation and interviews during 
the three evaluation cycles.
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ICT SOPI (PRESENCE QUESTIONNAIRE)

The results of the ITC SOPI questionnaire 
were analyzed by separating the items 
into four factors that describe the users’ 
experience of the media or, in this case, 
the virtual environment. Scores for each 
of the four factors were determined by cal-
culating the mean of the items answered 
by each participant. 

Figures 48.1 - 48.4 show the results for 
each of the factors: spatial presence, 
engagement, ecological validity (or 
naturalness) and negative effects. Test 
participants’ scores are clustered into the 
three groups that evaluated different iter-
ations of the VR prototype. Each group is 
represented by a specific color scheme. 

As we can see by looking at the four 
graphs, there are no significant differ-
ences in the scores given by participants 
of each of the three groups. A slight differ-
ence can be noticed in the scores given by 
the seconds group related to the negative 
effects factor. The mean score given by 
this group 2 (2.77), is significantly higher 
than the other two groups (mean scores 
of 1.38 and 1.41). 

Figure 48.1: Mean scores recorded per participants on the items 
related to the spatial presence factor.

Figure 48.2: Mean scores recorded per participants on the items 
related to the engagement factor.

Figure 48.3: Mean scores recorded per participants on the items 
related to the ecological validity factor.

Figure 48.4: Mean scores recorded per participants on the items 
related to the negative effects factor.
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USER EXPERIENCE QUESTIONNAIRE

The scores of the User Experience 
Questionnaire were analysed by cal-
culating the mean value of the items 
related to each of the six scales of the 
questionnaire. Each participant’s answers 
are shown in figures 50.1- 50.3. Figure 49 
shows a comparison of the mean scores 
per each evaluation group. 

Looking at the 5% confidence intervals 
represented on the graph, we notice that 
there is no significant improvement in the 
ratings between the tested iterations. The 
only exception is the perspicuity scale, 
which shows a significant improvement 
between the first and last iteration. 

Overall, group 3 recorded the highest 
scores, suggesting an improvement in the 
users’ experience with the VR tool in the 
final iteration. 

Figures 50.1 - 50.3: Mean scores recorded per participants in each of 
the three groups.

Figure 49: Comaprison between the mean scores recorded by each participant score.
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NASA-TLX

Figure 51 represents the average scores 
recorded by each participants group on 
the NASA-Task Load Index questionnaire. 
The mean on the unweighted scores 
recorded by participants of a group on 
each item of the questionnaire was calcu-
lated. As we can see, no major differences 
were recorded in the scores related to 
the majority of the questionnaire items. 
An exception is given by the temporal 
demand ratings given by the participants 
of group 1. The reason for this particular 
difference was made clear by asking par-
ticipants to explain the reasoning behind 
their choices. In this situation, participants 

rated the temporal demand high, due to 
the limited time (one minute) which they 
were given to observe each driving state 
in experiment 1.

To better interpret the overall workload 
associated with the use of the Mediator VR 
Evaluation tool, the overall mean scores 
recorded for each group (see figure 52) 
were compared with those recorded in 
other studies. Grier (2015), provides an 
analysis of the global workload scores 
recorded and categories by the task type. 
As, during the study, participants were 
asked to interpret the information given 
by the HMI, mostly through visual cues, 

Figure 51: Comparison of the group scores recoreded for each NASA/TLX item, 

as well as, simulate the act of driving the 
vehicle, the scores are compared to the 
“driving car” and “visual search” tasks (see 
figure 53.1 and 53.2). As we can see, the 
scores recorded by groups 2 and 3 are 
lower than 25% of the global workload 
scores associated with both driving and 
visual search tasks. Group one, with an 
overall score of 41.67 falls just above 50% 
of the scores related to driving, but still 
below 25% for visual search. Taking into 
consideration the context of the exper-
iment and the fact that all participants 
were unfamiliar with the Mediator system, 
we can deduce that the overall workload 
associated with the use of the VR tool is 
acceptable.

Overall Raw/
Unweighted 
Scores

Group 1 41.67

Group 2 20.00

Group 3 15.42

Figure 52: Overall workload scores calculated 
per each group.

Figure 53.1: Description of task types. 
Retrieved from Grier (2015).

Figure 53.2: Global workload scores, per task 
type. Retrieved from Grier (2015).
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9.1.5 DISCUSSION
During the first round of user tests, partic-
ipants were able to perform the required 
tasks. An issue that was noticed by all 
three participants, however, was related 
to the time during which they were able 
to view each driving mode in the first 
experiment. Initially, the scene was set 
up to display each driving mode for an 
interval of one minute, with a space of 
thirty seconds in between. The one-
minute timeframe was too short for the 
participants to analyze and describe all 
details of the design and all of them indi-
cated a sense of being rushed through 
the experience. To remedy this issue, the 
timing was increased to three minutes 
for the second round of evaluations. In 
this case, participants were able to finish 
their thoughts before the time was over. 
Only on a number of occasions, they had 
run out of things to explore significantly 
sooner. The three-minute timeframe was 
maintained during the last round of eval-
uations with similar results. This indicates 
that the three-minute timeframe might 
be suitable for similar evaluations, nev-
ertheless, a system that allows the test 
leaders to jump to the next scene could 
be beneficial to avoid situations in which 
the participant must wait several seconds 
before they can continue the exercise.

Overall participants were able to eval-
uate the Mediator HMI with the use of 
the VR tool. All 10 participants correctly 
interpreted the driving modes displayed 
by the end of the first experiment. When 
asked to describe their understanding 
of the driving mode communicated by 
the HMI during the first experiment they 
did so in detail, demonstrating that the 
various parts of the HMI design were 
mostly visible and clear. Errors in the 

interpretation of the meaning of ele-
ments of the HMI design, such as attrib-
uting a particular meaning to the colors 
used in the language of the HMI (“Yellow 
colour indicates a need to be alert and 
focused”), were recorded often, but could 
mostly be attributed to the lack of prior 
knowledge of the Mediator HMI design. 
Participants focused mostly on the UI of 
the HMI screen, such as text information 
and icons. Inconsistencies in the design 
of the screen interface, for example in 
the navigation information (e.g. arrow 
indicating going straight, GPS indicating 
a turn ahead), were noticed by some par-
ticipants and created confusion. This indi-
cates a need to pay close attention to the 
details displayed in the virtual environ-
ment, even when these are directly linked 
to the evaluated design elements. A single 
detail of the HMI was missed by all par-
ticipants but one: the retracted wheel dis-
played in TtS mode (see figure XX), during 
the first experiment. The reasons why this 
change went unnoticed by participants is 
unclear but could be attributed to several 
factors. On one hand, participants might 
have missed the detail because their 
attention was directed to other elements 
where changes were previously noticed, 
such as the screen, and the LED strips. 
On the other hand, this small change in 
the position of the wheel might have gone 
unnoticed due to the visual rendering of 
the VR system, which due to low contrast 
in shadows and textures, might not give 
users a sufficient sense of depth in the 
environment.

Following the first two rounds of testing, it 
was immediately apparent that all test par-
ticipants desired more realism of the sur-
rounding environment. In the first round, 
the prototype included static images of 
various road environments. While these 

helped contextualise the experiences sce-
narios, all three participants commented 
on the lack of movement on the road, 
indicating a decreased sense of realism 
and immersion. Furthermore, because 
they did not feel as though they were in 
a moving vehicle, the participants did not 
pay attention to the road even when, in 
the second scene, they were asked to 
behave as they would in a real driving 
situation. Instead, all participants focused 
on the behaviour of the HMI, reacting 
immediately to the first recommendation 
of the system to switch to piloted driving, 
often without attempting to understand 
the reason behind the request. 
In an attempt to improve the realism of 
driving and to elicit a more natural inter-
action with the system in the interactive 
scenario, the second iteration of the 
prototype was modified to give a sense 
of the vehicle moving, by displaying a 
short looping animation of a straight 
road. An improvement was immediately 
noted, as participants expressed that 
they did feel the experience to initially be 
realistic. Despite acknowledging that the 
immersion broke as they realised that 
the environment was repetitive and not 
responsive to their action of turning the 
wheel, the participants mainly cited the 
lack of environmental sounds, such as 
the rumbling of a motor, as the reason 
for which the experience was perceived 
as less realistic. The looping animation 
of the road, which was created using 
360-degree images downloaded from 
Google Street View (https://www.google.
com/streetview/) and had a noticeably 
low frame rate, created an unwanted 
negative effect. The photographs created 
a “shaking” effect, causing participants 
to feel dizzy and resulting in higher rat-
ings related to “physical demand” on 
the NASA-TLX questionnaire and to the 

“negative effects” factor of the ITC SOPI 
questionnaire, as illustrated in figures XX 
and XX.
With consideration to the findings from 
the results of the first two iterations, for 
the final version of the prototype, the 
road environment was again modified. 
To maintain the movement, but decrease 
the negative side effects, a simplified ani-
mation loop was created using abstract 
sketches of a rural road environment. 
The sense of movement was created 
by objects (trees and bushes) moving 
towards the vehicle, while the horizon line 
remained static reducing the “shaking” 
effect noted in the previous iteration. As 
we can observe in figures 
XX and XX, the change was successful, 
resulting in lower scores for “phys-
ical demand” and “negative effects”. 
Furthermore, an environmental sound of 
a rumbling vehicle motor was added to 
simulate the effect of a moving vehicle in 
a multisensorial way. Multiple participants 
expressed that this detail contributed to 
the perceived realism of the virtual scene.

CONCLUSION

In conclusion, the results of the evalua-
tion suggest that overall the VR tool can 
facilitate the evaluation of the Mediator 
HMI, allowing participants to express their 
opinion on various details of the design 
concept. With few improvements, the tool 
can be used in future experiments within 
the Mediator project.

While the RITE prototyping exercise did 
not result in an increase or decrease, in 
the scores recorded on either of the three 
scales, qualitative insights indicate that 
participants did experience an increased 
sense of realism related to the movement 
of the vehicle.
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9.2.1. EVALUATION GOALS
A small scale study was conducted to vali-
date the usability of the User Manual and 
support video tutorials for the purpose of 
constructing custom scenes in Unity 3D 
for the evaluation of the Mediator HMI. 
The goal for this experiment is:

9.2 Evaluation: 
User Manual

1. To evaluate whether the User Manual can facilitate novice 
users in navigating the Unity 3D interface.

2. To observe whether the information provided by the User 
Manual and supporting video tutorials is sufficient and allows 
users to independently create a custom evaluation scene.

9.2.2 EVALUATION 
PROCEDURE
During the evaluation, participants 
were asked to use the User Manual (see 
Appendix 7) and video tutorials in order 
to complete the following tasks:

1. Get accustomed to the Unity interface 
and Mediator VR Evaluation Tool project 
by reading the first chapter of the User 
Manual. 

2. Duplicate the Sample Scene, following 
the steps provided in chapter 2, sub-sec-
tion 1.

3. Modify the content of the Scene, fol-
lowing the steps provided in chapter 2, 
sub-section 2.

4. Add Timeline assets to the Scene, 

following the steps provided in chapter 2, 
sub-section 3.

5. Choose a method of controlling the 
Timelines, following the steps provided in 
chapter 2, sub-section 3.

5.a Modify one of the Timeline assets.

6. Build the scenes, following the steps 
provided in chapter 2, sub-section 4.

7. Read the instruction in chapter 2, 
sub-section 5.

Participants were given access to the User 
Manual, video tutorials and the Unity 
project of the Mediator VR Evaluation tool

DATA COLLECTION

The participants were observed while 
compleating each of the above-men-
tioned tasks. The number of failures was 
recorded, together with notes on type 
and reasons for the failure.

After the evaluation, participants’ experi-
ence was recorded through a small ques-
tionnaire (see Appendix 9), formulated 
using four items from the QUESI ques-
tionnaire, one per each of the following 
factors: perceived achievement of 
goals, the perceived effort of learning, 
workload and familiarity. In addition, 
three self-formulated items were included 
in the questionnaire. These are related to 
the ability to locate information within 
the user guide, the clarity of the infor-
mation and the availability/complete-
ness of the information.

Finally, qualitative data was collected 
though a short interview.

PARTICIPANTS

Three participants in total took part in 
the evaluation of the User Manual. After 
the first evaluation, it was clear that 
the User Manual required several 
improvements to successfully achieve 
its goals. Because of this, the design 
was significantly changed to the final 
iteration, which is included in Appendix 
7. Therefore, the rating given by par-
ticipant 1 will be presented separately 
from the other two. 

The participants have varying degrees of 
experience with Unity or similar appli-
cation, however, none are experienced 
users.

The participant sample includes two 
members of the Mediator project: one 

TUDeflt designer (participant 1), one 
SWOV researcher (participant 2). The third 
participant is unrelated to the Mediator 
project and was chose to represent a user 
with no experience of Unity 3D or similar 
programs.
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9.2.3 RESULTS
ITERATION 1 
As mentioned previously, after the first 
evaluation of the User Manual a number 
of issues were identified. During the eval-
uation, the participant was not able to 
complete the majority of the given tasks 
making use of only the information pro-
vided in the first iteration of the manual. 
Instead, two main issues were noted:
1. Essential information, which was 

included in the first chapter of the 
User Manual (see chapter 8.2) was for-
gotten by the participant by the time it 
needed to be used in completing the 
next tasks.

2. Certain information necessary to com-
plete the steps given in chapter 2 of the 
manual was only included in the video 
tutorials linked on the page. As the 
participant prefered not to watch the 
videos unless necessary, this informa-
tion was missed, leading to the tasks 
remaining uncompleted or complete 
with errors.

Considering these initial insights it was 
deemed necessary to improve the design 
before moving forward with the evalua-
tion. The changes that were made to the 
design included:
• Adding additional information on the 

completion of the steps described in 
chapter 2 of the manual.

• Linking back to important information 
given in the first chapter.

• Visually highlighting the available 
video tutorials.

ITERATION 2

The final iteration of the User Manual 
design was tested with 2 participants: 
First, with a naive participant (P2 in figure 

(before improvements)

Figure 54: Scores given by each participant on seven questionnaire items.

54) with no prior experience with the use 
of Unity 3D or similar products as well 
as, no knowledge of the Mediator project 
and HMI design. Second, a Mediator 
researcher (P3 in figure 53) with a mod-
erate experience of Unity.
Despite their differing experience, the 
scores given by both participants on the 
questionnaire items (figure 54) are equally 
high, indicating that, overall, the manual 
can facilitate the use of the Unity project.

However, during the evaluation, both par-
ticipants recorded errors in completing 
the tasks and requested additional infor-
mation from the researcher. In particular 
when they encountered functions or 
components not described in the user 
manual. For example, while compleating 
task 3, participant 3 attempted to modify 
the colour of certain HMI elements. As 
sub-section 2 in chapter 2 of the user 
manual does not describe how the 
material properties of the objects in the 
scene can be modified, the user required 
additional information to complete the 
desired changes. Similar situations were 
also encountered by participant 2, who 
explained: “It depends what I want to 
create. If it is within the bounds of what 
is explained in the user manual, then yes. 
If I want to do something that is not in the 
guide, then I couldn’t.”

The video tutorials were perceived to be 
helpful, as they could immediately show 
how a task could be completed, and con-
tain more detailed information compared 
to the written guide. However, partici-
pants did not always choose to watch the 
videos. Both participants indicated that, 
while the tutorials were valuable as a first 
introduction to the tool, they would not go 
back to watch them every time they need 
information regarding the use of the tool.

9.2.4 DISCUSSION
The results of the evaluation of the final 
iteration of the User Manual indicate that 
this product, in combination with the 
additional video tutorial can help a novice 
user through navigating the Mediator VR 
Evaluation Tool Unity project.

However, given the amount and com-
plexity of the tools and assets included in 
the Unity project, the provided informa-
tion is not sufficient for users to customize 
a scene beyond what is explained in detail 
in the User Manual walkthrough.

This suggests that greater changes to the 
VR tool still require the involvement of an 
experienced Unity developer.



Conclusion

This chapter includes the final conclusion on the 
outcomes of this graduation project as well as 
recommendations for future use and possible 
improvements of the Mediator VR Evaluation 
Tool.

10
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This graduation project resulted in the development 
of the Mediator VR Evaluation Tool, an application 
that simulates the interaction with the Mediator HMI 
design through the use of Virtual Reality technology. 
With the User Manual which was designed to support the 
use of the VR tool, members of the Mediator project will 
be able to construct virtual environments with custom-
ized content and scenarios and conduct experiments to 
evaluate the holistic HMI design.

The results of the final evaluation conducted in the 
course of this graduation project prove the use of the VR 
tool is effective in collecting valuable insights regarding 
the HMI design concept. Although I expect the VR tool 
could be used in its current form with positive results, 
there are several improvements that can be applied to 
the design, in order to maximise its value. These will be 
discussed in the next section.

The User Manual and the supporting video tutorials 
appeared to be helpful in guiding test participants 
through navigating the Unity 3D interface and the 
Mediator VR Evaluation Tool project. However, based 
on the insights gathered in the final evaluation of this 
product, it is apparent that the amount and depth of 
information given in the manual are not sufficient to 
support the customization of the scene, beyond what is 
explained in the step-by-step walkthrough. Therefore, in 
the future use of the tool, the collaboration with a Unity 
3D expert is expected to be necessary to bring larges 
changes and improvements to the current version of the 
product. 

Figure 55: Image of the final evaluation of the 
Mediator VR Evaluation Tool.
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Before the Mediator VR Evaluation Tool 
can be used in practice, a number of 
improvements can be made. 
The following recommendations concern 
improvements which can increase the 
realism of the users’ interaction with the 
virtual HMI prototype and other parts 
of the virtual environment. These rec-
ommendations should be considered 
in terms of the requirements specific to 
each experiment that will be conducted 
and are not necessarily applicable to 
every type of evaluation.

Realism of the HMI 
Design Elements
When immersed in a virtual environ-
ment participants evaluate the things 
they see based on their expectations 
acquired from their experience with the 
real world. The current version of the VR 
Tool includes realistic virtual prototypes 
of the HMI elements. However, certain 
details of the design of these virtual 
prototypes do not match the real wold 
products they aim to simulate. a partic-
ular example is represented by the HMI 
screen and head-up-display elements. 
Due to the limited time available for the 
prototyping of the final design the UI 
of these elements was designed to be 
rather simplistic. Instead of a continuous 
animation showing a gradual change in 
the displayed information, currently, the 
UI changes abruptly to a different frame. 
This difference can change, not only the 
users’ sense of immersion in the virtual 
space, but also the way they interpret 
the information given by the virtual HMI. 

10.1 Recommendations 

This was observed during the evaluation 
of the final prototype, where participants 
had difficulty interpreting the meaning of 
the time shown on the screen related to 
the time-budget. As the prototype did not 
show the time counting down, it was dif-
ficult for users to recognize it as a timer. 
These details can negatively impact the 
results of an evaluation conducted with 
the VR tool. Therefore, it is recommended 
the design of the HMI screen and HUD 
elements be improved with better anima-
tions, to reflect their behaviour in the real 
world.

Visibility of HMI Design 
Elements 
As discussed in the previous chapter, 
during the evaluation of the VR tool partic-
ipants were able to observe the majority 
of the HMI design details and interpret 
the information that was given to them by 
the system. Nevertheless, one important 
detail was overlooked by the majority 
of the participants: the retracted wheel 
during the Time-to-Sleep driving mode. 
Given the importance of those details for 
the design of the HMI, it is recommended 
that the visibility of all HMI elements be 
revised, ensuring that they come across 
as intended through the VR devices. 
The screen resolution of the VR device 
which is used during an evaluation plays 
an important role in the visibility of certain 
design details. While participants were 
able to see the icons presented on the HMI 
screen, this sometimes required them to 
lean forward in order to get a closer look. 
A comprise might be necessary, choosing 

between maintaining a higher fidelity to 
the size of those types of elements in the 
real world or enlarging them to be more 
visible to the users.

Exterior Environment
Multiple participants of the final evalu-
ation expressed a desire to be able to 
control the movement of the vehicle on 
the road. The current solution includes 
a simplified road environment in which 
the vehicle appeared to be constantly 
moving, independent of the actions of 
the users. This lack of control over the 
road environment can cause participants 
to be detached from the driving context, 
decreasing the immersive ability of the 
experience. A high degree of interactivity 
with the exterior environment is not 
necessary for all types of experiments. 
However, interactive experiments, that 
rely on the participants being immersed 
in the act of driving, would benefit from 
the integration of a driving system that 
allows users to steer the car in a three-di-
mensional road environment. 

Haptic feedback
Virtual Reality systems are often limited 
in their ability to engage users through 
all of their senses, particularly the tactile 
and olfactory senses. When using VR in 
the evaluation of a product, this can have 
an effect on the way in which participants’ 
understand and evaluate the interaction 
with the design. To increase the realism 
of physical interactions with an object of 
the virtual environment, for example, the 
gear lever and wheel elements included 
in the Mediator VR Evaluation Tool, it is 
recommended to provided users with a 
form of haptic feedback. This would signal 
to users that an action was performed. 

During the evaluation of the final proto-
type, it was observed that participants 
were often insecure in performing phys-
ical interactions, particularly when moving 
the gear lever into a different position. 
Furthermore, if participants are asked to 
act as if they are driving the vehicle they 
are not able to perform the interaction 
unless they divert their attention from 
the road. Adding different forms of haptic 
feedback as users approach and grab the 
lever could give an opportunity for this 
interaction to be performed in a more 
realistic manner.
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