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On Minimizing Wave Resistance or Drag 

T.S AngelI, G.C. Hsiao and R. E. Kleinman T. Miloh 
Center for Mathmatics of Waves Dept. of Fluid Mechanics 
Dept. of Mathematical sciences and Heat Transfer 

University of Delaware Tel Aviv University 
Newark, Delaware 19716 Romat Aviv 69978 Israel 

This paper treats the problem of determining the huIl form for a ship of constant 
volume and fixed draft movin~ with constant Froude number which minimizes either 
wave resistance or total drag (ignoring spraying and wave breaking) . We choose one 
of these quantities as a constraint and minimize the other over a set of admissible huIl 
forms. We treat this constrained problem by simultaneously determining the huIl 
form and the velo city potential for that particular huIl form. Unilke the traditional 
approach of minimizing the Michell integral for the wave resistance (e.g. Chapter 6 
of [3)) , the present paper goes a step further in applying modern shape optimization 
techniques to the Kelvin- Neumann integral equation by finding an optimal solution 
for the total (wave plus viscous) drag. The procedure is similar to that employed 
in shape optimization for zero forward speed [1],[2]. 

Consider a ship with wetted surface S enclosing (together with the water plane) 
a constant volume Vo moving with a constant forward speed Uo in the x-direction 
and employ the standard linearized free surface boundary condition. We choose 
to represent the velo city potentialof the wave problem as a center plane source 
distribution [4], 

cfJ(r) = J M(r')G(r, r')ds' + Uox (1) 

So 

where So is the center plane, aplanar region contained in the projection of S on 
the (x , z) plane, G(r, r') is the Green's function for the Kelvin-Neumann problem in 
the absence of the ship and M is the unknown source distribution. M is a sol ut ion 
of the first kind integral equation 

:n J M(r')G(r, r')ds' = -Uo ft· X, ron S (2) 

So 

and ft is taken to be the outward normal (into the ftuid) on S. 

In terms of the Havelock function H(r, r') 

') 1 1 (') G(r,r = --I --'1- -I --'I +H r,r r-r r+r 

where r~ = (x' , y', -z'), the wave resistance can be expressed as 

Dw = J J M(r)M(r') :xH(r,r')dsds' 

So So 

(3) 

(4) 

1 
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and the viseous drag, for simplieity, is assumed to be proportional to the surface 
area, i.e., 

Dv = j ds. 
8 

(5) 

We eonfine attention to a set of admissible surfaces, Avo ,Ào' with constant 
volume, symmetrie about the center plane with a reetangular shape of fixed 
draftjwaterplane length as follows: 

SE Avo,Ào if S = S+ U S-

where 
Xc Zo 

S+ = {rly = f(x, z) 2: 0, lxi :S xo, j j f(x, z)dzdx = ~o, 
-xo 0 

0:S z:S zo, iE C 2 (suppf), suppi c [-xo,xol x [0, zo], Zo = Ào} 
Xo 

and 
S- = {r = (x, -y, z) I(x, y, z) E S+} 

On S± we have n = (-I.,±!, -I.). 
, JH/;+/~ 

Then we may define the defect in satisfying the integral equation as 

I1 :n j M(r')G(r, r')ds' + UoÎl' xlli2(80)' 
80 

(6) 

However S is not known. This quantity may be expressed in terms of integrals over 
planar regions in the (x, z) plane as 

J = jQXO jOIUoix + (ix: - : + fx :z) j M(r')G(r, r')ds' I 1
2 

O 
X Y 8 y=/(x,z) 

-azo 0 

. VI + f'; + Jtdzdx (7) 

when 0 < Q < 1 is a constant and Xo and Zo are respeetively the half-length and 
draft. This funetional involves both the unknown source dis tri but ion as weU as the 
unknown surface. 

Similarly the wave resistance has the form 

Dw= 7° JO 7° jOM(X,Z)M(X"Z')~~(X,Z,X"Z')dXdZdX'dZ'. (8) 

-QXo 0 -QXo 0 
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while the viscous drag can be expressed approximately in terms of the unknown 
surface as 

Xo Zo 

Dv = J J }1 + f1 + r; dzdx (9) 

-xo 0 

Introducing new variables Lx = x, Lz = z, and defining 1(x, z) := iJ(x, z), 
the functionals J and Dw may be rewritten so as to entail integration over the fixed 
domain [-a, al x [0, >'oal: 

Q QÀo ( ) Q QÀO 

J = J J IUo!x + !x :x - :fj +!i :z J J M(x, fj)G(Lr, Lrl)I __ 
f
_< _ _ ) 1

2 

_Q 0 -Q 0 y- X,z 

(10) 

and 

Q QÀo QÀo 

Dw =L2 J J J M(i,Z)M(X',Z'):xH(x,z,x',Z')dXdZdX'dZ' (11) 

-Q -Q 0 

whiie Dv has the form 

1 Ào 

Dv = L2 J J VI + iJ + !;dZdi. (12) 

-1 0 

We choose to study, here, optimization problems which can be formulated in 
terms of these expressions for fixed >'0 , 

(PI) minimize Dv + VoJ 

over the class UÀo subject to the constraint 

where K is some preassigned constant, and 

(PIl) minimize Dw + VoJ 

over the class UÀo subject to the constraint 

3 
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The new concept of shape optimization may be found useful in ship design. 
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Computing The Green Function for linear wave-body interaction 

H. B. Bingham • 

The interaction between surface gravity waves and a structure in (or near) the free-surface is often 
analysed using potential theory, with linearised conditions applied on the body and the free-surface 
boundaries. Having assumed linearity, the response of the structure is described by a set of canonical 
radiation and diffraction response functions, which can be superposed with particular wave data to obtain 
particular solutions. These response functions are solutions to special distributions of normal velocity over 
the body which correspond to certain physical problems (i.e. forced motion of the body, or diffraction 
of a long-crested incident wave.) Another way of representing the interaction of waves with a structure 
is to compute The Green Function for the body. By "The Green Function" we refer to the particular 
Green function that satisfies the homogeneous form of the initial-boundary-value problem (including 
the body boundary condition) except at one singular point on the body surface (see [1]). Any desired 
quantity related to wave-body interaction may be expressed in terms of The Green Function. In generaI, 
the standard approach wil! be computationally more eflicient than computing The Green Function, but 
there exist some situations where it may be advantageous to use a discrete form of The Green Function 
instead. Assume that a body is to be analysed which has J degrees of freedom, (6 rigid-body modes 
plus some number of fiexible modes) and is subject to incident wave forcing from N{3 heading angles. As 
explained below, computing the discrete form of The Green Function requires solving N hydrodynamic 
problems where N is the number of panels required to obtain converged results for the quantities of 
interest and a given body. Thus if the analysis is very complex, such that J + N {3 > N, then computing 
The Green Function wil! be more efficient. Another situation where computing The Green Function 
might be attractive is when it is impractical (or impossible) to split the incident wave field into a finite 
sum of long-crested (uniform along one horiwntal dimension) waves. For example, a body subject to 
incident waves which are diffracted andjor refracted by nearby corners or variabie bottom topography. 

The linear wave-body interaction problem can be expressed succinctly via the equations of motion in 
convolution form, 

J t 

~(Mjk + ajk)xk + bjkxk + (Cjk + Cjk)Xk + l!r Kjk(t - r)xk(r) = FjD(t), 

j = 1,2, ... ,J. (1) 

In this expression, an over-dot indicates differentiation with respect to time. The body's inertia matrix 
is M jk , and the hydrostatic restoring-force coefficients are given by Cjk. The force due to the radiation 
of waves by the body motion is expressed as a convolution of the radiation impulse-response functions 
K jk , ajk, bjk, and Cjk; with the body velocity components in J degrees of freedom. The wave exciting 
force FjD(t) is typically taken to be a superposition of long-crested waves and is thereby expressed in the 
following convolution form 

1
211" 12.. JOO 

FjD(t) = d{3 FjD(t,{3) = d{3 dr KjD(t - r, (3)Ç(r, (3), 
o 0-00 

(2) 

where ((t,{3) is a time history of the elevation of the long-crested incident wave with heading angle {3 
(the angle between the positive x-axis and the wave propagation direction) and KjD(t, (3) is the impulse­
response function for the diffraction force due to an impulsive long-crested wave from heading angle {3. 
(In following seas with U t 0, there are three convolutions of this form which must be summed.) The 
diffraction force can also be expressed in terms of solutions to radiation problems via the Haskind-Newman 
relations 

(3) 

• International.Research Centre for Computational Hydrodynamica (ICCH), Agern Allé 5, DK-2970 Hersholm, Denmark, 
icch@dhi.dk 
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where r/!j is the solution to the "reverse-How" radiation problem (i.e. the radiation problem with the 
direction ofthe steady translation reversed.) Note that the Haskind-Newman relations provide the force, 
but no other information about the diffraction How, and that a number of assumptions are involved in 
their derivation for U i' 0, making them of limited appeal in that case. 

If the incident wave is restricted to be time harmonie with frequency of encounter w, amplitude A, and 
heading angle {j, then (t) = AlR{eiwt }, and as t -+ 00 the response becomes Xk(t) = lR{~k(w,{l)eiwt}, 
and the equation of motion tend to 

J 

L {-w2[Mjk + Ajk(W)] + iwBjk(w) + ejk + Cjk} ~k(~.B) = XjD(w, {l)j j = 1,2, .. . , J. (4) 
k=1 

The quantity ~k/A is usually called the response-amplitude operator (RAO) . The frequency-response 
functions on the left-hand side of (4) (the added-mass and damping coefficients) are related to the 
radiation impulse-response functions through the Fourier transforms 

(5) 

The frequency-response function on the right-hand side of (4) (the exciting force coefficient) is related to 
the diffraction impulse-response function through the Fourier transform 

(6) 

As in the time-domain, the diffraction force can be expressed in terms of radiation potentiaIs via the 
Haskind-Newman relations 

(7) 

The physically motivated canonical radiation and diffraction problems defined above provide a com­
plete picture of the linear interaction between waves and a structure. Another, perhaps less physically 
intuitive means of capturing this information is to compute The Green Function tj>(Xj (, t) for the body. 
This function satisfies the Laplace equation at every point in the Huid domain, the linear free-surface 
boundary condition on the free-surface boundary, and homogeneous Neumann conditions on the body 
boundary except at one singular point, thus 

ii· V;! tj>(Xj (, t) = ó(x - (, t)j (8) 

Any imaginable How quantity can be expressed in terms of this function. For example, the corresponding 
first-order dynamie pressure impulse-response function (with U = 0 for illustration purposes) is 

p(X; (, t) = -p ~(Xj (, t), (9) 

and the force impulse-response function is 

(10) 

With these definitions, we can express the force on the body due to an arbitrary distribution of Huid 
velocity, Vei, t), as 

(11) 

This expression is quite general and equally applicable to any distribution of normal velocity Ti· V. For 
example, by setting Ti · V = nló(t) we can recover the six surge radiation impulse-response functions. 
Diffraction of an incident wave by the fixed body can be similarly represented. Consider an incident wave, 
(J, with corresponding Huid velocity VI (x, t) and (first-order) dynamic pressure pI(i, t) . The diffraction 
force on the body can be split into two parts, FjD(t) = Fjl(t) + Fjs(t), where the first term 

Fjl(t) = -p Jfs.dXpl(i,t)nj (12) 
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is often referred to as the Froude-Krilov force, and FjS is the scattering force. Letting V 
Equation (11) gives the scattering force due to an arbitrary incident wave 

7 

(13) 

The same exercise may be carried out with a time-harmonie incident wave. In this case, let I/>{x; (, t) = 
1R{ ~{x; (,w)e,wt} with 

(14) 

Again, any flow quantity can be defined in terms of The Green Function. For example, the dynamic 
pressure frequency-response function is (again with U = 0 for illustration) 

p{x; (,w) = -tWp~{x;{,w), (15) 

and the force frequency-response function is 

(16) 

which gives the corresponding general expression for the force on the body due to the fluid velocity 
V{x,w) 

FHw) = Jfs.d{Ti{Ó· V{(,w) Fj{(,w). (17) 

Similarly, the added-mass, damping, and long-crested wave exciting force coefficients can be recovered 
by considering the appropriate distributions of Ti· V. 

To demonstrate the practical application of The Green Function, we compute it for a bottom mounted 
circular cylinder, and then use it to recover the diffraction force due to long-crested incident waves. The 
accuracy is then compared to a direct solution of the canonieal diffraction problem. The calculations 
are made using the low-order panel method program WAMIT. In the context of a low-order (constant 
strength) panel method, the discrete analogue to the boundary conditions on I/> and ~ are 

- '<"7.1. () {Ó{t); j = k} . 2 N k N n · V'{'jk t = 0; j ~ k J = 1, , ... , ; = 1,2, .. . , ; (18) 

and 

Ti . 'V~jk{t) = { ~:;;~} j=1,2, ... , N; k = I , 2, ... , N; (19) 

which can be thought of as N special generalised radiation problems. 
Figure 1 shows the magnitude of the horiwntal wave exciting force on the cylinder as a function of 

frequency, while Figure 2 shows the absolute error in the two calculations. Both calculations where made 
using N = 252 panels at 120 evenly spaced frequencies. Using The Green Function produces results 
of comparabie, although typically slightly lower accuracy. This is not surprising since using The Green 
Function requires another set of integrations over the body surface which can be expected to introduce 
additional errors into the calculations. 
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RUNUP ON A BODY IN WAVES AND CURRENT. 

FULLY NON-LINEAR AND FINITE ORDER CALCULATIONS. 

Bjarne Büchmann 1 , Pierre Ferrant 2 and Jesper Skourup3. 

INTRODU CTION 

At the previous workshop last year in Marseille, a comparison was proposed between a fully non-linear Boundary 
Element Model (BEM) by Ferrant (1997) and a second order BEM by Skourup et al. (1997) . This paper is 
dedicated to such a comparison. 

Water waves are basically a non-linear phenomenon, a nd in recent years the interaction between waves, currents 
and st ructures in the sea has been given much attention. The fully non-linear BEMs tend to be very demanding 
with respect to computational time, and to reduce the computational time needed to solve such problems , finite 
order BEMs based on perturbation theory have been developed both in the frequency domain and in the time 
domain. Linear frequency domain models for strong and weak current have been developed by Nakos (1990) 
and by Nossen et al. (1991), or Maleni ca et al. (1995), while lower order time domain models with current have 
been developed by e.g. Kring (1994), Cheung et al. (1996) and Sierevogel and Hermans (1996). 

By the very nature of the perturbation procedure about the still water level, the lower order models are restricted 
to the wave steepness not being too large. In order to find the ra nge of validity of lower order models with 
respect to incoming wave steepness and Froude number, comparison with results from a fully nonlinear model 
is especially useful. 

This abstract concerns the comparison of two particular BEMs, namely the fully non-linear BEM ANSWAVE by 
Ferrant (1997) and the lower order BEM WAVETANK by Skourup et al. (1997). This comparison will serve both 
as validation of both models in the low Froude number and low wave steepness regime, and as a method for 
defining the domain of va lidity of the finite order model. 

MATHEMATICAL FORMULATIONS 

The problems considered fall in the frame of potential theory. The governing equation for the velocity potential , 
</J, is the Laplace equation. Using Gauss' theorem th is equation can be transformed into an integral equation 
on the boundary of the domain . 

A collocation procedure is used employing linear and continuous basis functions over triangular or quadrilateral 
elements and collocation points (nodes) at the element vertices. In points where the boundary has discontinuous 
derivative, multiple nodes are placed at the same geometrical position satisfying one boundary condition per 
normal direction. Thus the Boundary Integral Equation is reduced to a dense linear system of equations to be 
solved for the norm al velocity at the free surface and the potential on thc remaining boundaries. The resulting 
linear system of equations depends only on the boundary geometry. 

The potential and surface elevation, T), are divided into an incident field, which is unaffected by the structure, 
and a scattered field, which radiates from the body of interest, and the numerical problem is solved for the 
scattered fi eld alone. The fully non-linear model uses stream function theory to describe the incident wave field , 
whereas the lower order model uses a formulation for second order Stokes waves riding on a uniform current. 

To time integrate the potential and the free surface elevation the fully non-linear model follows a semi-Lagrangian 
formulation of the kinematic and dynamic free surface boundary conditions, nodes being allowed to move in 
the vertical direction only. Neumann conditions are implemented to model both the impermeable boundary 
at the body and truncation boundaries. At each time step the boundary conditions are used to update </J and 
T) on the free surface and fJ</J/fJn on the rest of the boundaries. Time integration is made using a 4th order 
Runge-Kutta method with frozen coefficients. The boundary integral equations are solved to obtain the rest 
of the unknowns. For further details see Ferrant (1996). The lower order model apply Taylor series of the 
free surface conditions and perturbation expansions of the variables to reduce the problem to finite order at a 
time invariant geometry. In the present formulation terms are kept to second order with respect to the wave 

lOepartment of Hydrodynarrucs and Water Resources, Technica! University of Oenmark, OK-2800 Lyngby, Oenmark 
2SIREHNA, 1 roe d e la Noë, SP 42105,44321 Nantes Cedex 3, France 
3Internationa! Research Centre for Computationa! Hydrodynamics , Oanish Hydraulic Institute, Agern Allé 5, OK-2970 

H"rsholm, Oenmark 
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steepness perturbation parameter and to first order with respect to the current speed perturbation parameter. 
Time integration is accomplished using the Adams-Bashforth-Moulton method. Further details can be found 
in Büchmann et al. (1997). 

Since the boundary integral equations depends only on the geometry, the finite order model can apply LU- ) 
decomposition of the linear system at the onset and then use back-substitution to solve at each time step. This 
procedure represents an initia l O(N3 ) cost, where N is the number of collocat ion points, and an O(N 2

) cost 
per time step, where the O(N 2 ) cost dominates for the values of N considered. 

Using a fully non-linear model , the boundary geometry changes at each time step requiring both the construction 
and solution of a new linear system at each time step. Preconditioned GMRES is used to solve this system 
requiring O(N 2 ) cost per time step . Even though both methods use O(N 2

) operations per time step, for the 
same number of nodes the lower order method is much faster. Also for the lower order model the wave steepness 
can be chosen in the post-processing procedure, and th us a whole range of wave steepnesses can be calculated 
in one computat ion . On the ot her hand the lower order model may require more nodes than the fully non-linear 
model to resolve the same physical problem. This is due to the fact that the scattered free second order waves 
may be much shorter than the incident waves , and is especial!y true for increasing Froude numbers. The increase 
in the number of nodes required in the finite order model is particular important since both models use O(N2) 
memory, and for the finite order model , with a lower cost per time step, it turns out that it is memory rather 
than epu time th at limits the problem size. 

NUMERICAL RESULTS 

The two models have been used to calculate the runup on a bottom mounted vertical circular cylinder in waves 
and current. Simulations have been made for kh = ka = I, where k is the wave number , h is the water depth 
and a is the radius of the cy linder, and for incident wave heights H / h up to 0.300 (wave steepness H / L up to 
0.0477 , where L = 2'1r/k is the wave length). For th is value of kil Stokes second order wave theory is invalid for 
H /h > 0.365 (H / L > 0.058). This means that the incident wave height shou ld be wel! below this limit when the 
lower model is used. The runup profile has been found for a range of different Froude numbers, Fr = U / #l, 
and wave heights, H. 

The runup profile a round the cylinder has been plotted on Figure 1 as function of the angle, (3, for three 
different Froude numbers and two different wave heights. The agreement between the two models is very good 
for low Froude numbers (e.g. Fr = 0.025), while for larger Froude numbers (e.g. Fr = 0.100) some differences 
are observed. The analysis of these differences motivated the introduction of a correction to the finite order 
results, accounting for the steady wave elevation due to the current alone. Being of second or higher order in 
the current st rength , steady waves due to the current were· not taken into account in the original finite order 
formulation. Using the dynamic free surface boundary cond ition (the Bernoulli equation) the so-called "double 
body elevation" can be found to improve the results from the lower order model. The results from the lower 
order model with the double body elevations added are a lso shown on Figure 1. The correction due to "double 
body elevations" is seen to improve the agreement between the two models significantly. This is particularly 
true for low wave steepnesses, where the double body elevat ion is the dominant nonlinear contribution. For 
higher values of the wave steepness, both higher order diffraction effects and interactions between steady and 
oscillatory flows come into play. With the double body elevations added, however, the agreement between the 
models is good for a sensibly wider range of Froude numbers and wave steepnesses . 

Even though the profiles compare wel! in all the cases shown, in Figure l.d) some short wave features are 
observed in the lower order model results close to (3 = 0.7'1r. A convergence study has been made, and it has 
been shown that the second order solution is not fully converged in space. Also, it has not been possible to 
make a finer discretization without bringing the truncation boundaries too close to the cylinder . lt should be 
noted a lso, th at for waves in an opposing current of intermediate streng th , say Fr = -0.100, the results from 
the two models differs significantly on the side of the cylinder near (3 = 'Ir /2. 

Figure 2 shows the runup at the front of the cylinder, R = max 17((3 = 0) , as function of wave height for different 
Froude numbers. This figure confirms the very good agreement of the models in the low Froude number - low 
wave steepness regime . For higher inputs, the increasing influence of nonlinear phenomena not included in the 
finite order model is clearly observed. Also it is clear from Figure 2 that the non-linear contributions to the 
runup are very significant. 

CONCLUSTONS 

A comparison has been made between the ful!y non-linear BEM by Ferrant (1997) and the lower order BEM 
by Büchmann et al. (1997) with the focus on calculating runup on a bottom mounted vertical circu lar cylinder 
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Figure 1: Examples of runup profiles on a cylinder for kh = ka = 1. Results from the fully non-linear model 
(0), the lower order model ( .. .. ) and the lower order model with double body elevations added (-). 

in waves and current. Runup results from these two models agree very weil for low Froude numbers and up 
to medium wave steepness. For large wave steepness and Froude numbers the difference between the results 
from the two models increases. However, the correction due to "double body elevations" is seen to improve the 
agreement between the two models significantly. 

Thus for low Froude numbers and small to medium wave steepness the lower order method represents an 
accurate and computationally fast alternative to the fully nonlinear approach , at least for the present geometry 
and wavenumber. For increasing Froude numbers the difference between the results from the two models 
becomes larger and the lower order method also becomes less efficient due to a demand of finer discretization 
than the non-linear method. For higher Froude numbers and wave steepnesses the fully non-linear approach 
should be used. Note also the versatility of the fully nonlinear model which can be applied to a variety of 
problems among which is wave-current interaction as presented here and calculation of higher order forces as 
presented by Ferrant (1996). 
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Stability analysis for solving the 3D unsteady free-surface condition 
with raised panels 

Tim H.J. Bunnik and Aad J. Hermans 
Department of Applied Mathematics, Delft University of Technology, The Nethe.rlands 

1 Introd uction 

When the wave pattern around a sailing ship is predicted with an integral equation formulation, the 
amplitudes and lengths of these waves contain errors because the integral equation and boundary 
conditions must be discretized in order to solve it numerically. Of course we want these errors to be 
as small as possible, but we also want the computational effort to be as small as possible. We have 
therefore investigated how these errors depend on the discretization of the integral equation and the 
free-surface boundary condition with a stability analysis. 
Recently, other people have also investigated the stability or accuracy of their numerical schemes. We 
combine the work of Raven [3], who analysed the accuracy of his numerical scheme for solving the 
steady problem, and Sierevogel [2], who analysed the stability of her numerical scheme for solving the 
unsteady problem. Both restricted their analysis to the two-dimensional case. We extend the analysis 
of Sierevogel to three dimensions and include the opportunity to use a raised panel surface like Raven 
did. 

2 The time-domain algorithm 

We consider a ship sailing at a constant high speed U in waves with an encounter frequency w. We 
assume that t~e hydrodynamics can be described by potential flow and linear boundary conditions on 
the free surface and the huil of the ship. In [1] we show how the boundary conditions can be linearized 
about the flow and wave pattern caused by a steady moving ship in calm water. Far away from the 
ship, this flow can be approximated by a uniform flow. The boundary condition on the free surface 
then becomes 

on Z = 0 (1) 

Because of simplicity we will use this condition, and not the complicated condition that we actually 
use, to analyse the accuracy and stability of our time-domain algorithm. The unknown potential is 
found by putting sources on the huil of the ship, n2 , and on a surface, nl , at a short distance Zj. 

above the free surface. This raised surface has some advantages as we shall see. The potential is found 
to be 

<jJ(x, t) = 11 (T(ç~t)G(x,0d(+ 11 (T((,t)G(x,~d( (2) 

Dl ~ 

If this expression is substituted in the boundary condition (1), a boundary integral equation for the 
source strength (T on the raised surface is found 

(3) 

Integrals over the huil of the ship are shjfted into a Right Hand Side, because in this abstract we 
only look at errors caused by discretizing the free surface. The raised surface is now divided into 
panels and on each panel the source strength is assumed to be constant. The integral (2) now turns 
into a summation over all panels of source strength times the integrated Green function. If we also 
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introduce difference schemes for the time derivatives and tangential space derivatives, we can solve 
the potential and corresponding wave pattern numerically. Because we solve discretized equations, 
the waves are different from the waves that would follow from the continuous equations (1) and (2). 
We wil! investigate the difference in wave length and wave amplitude by studying the linear operator 
W l in Fourier space. 

3 The continuous case 

The Fourier transform of the continuous free surface condition (1) and the continuous integral equation 
(2) can be obtained with the following pair of transforms 

00 00 00 

4> (k, B, w) = J J J 4J(x, Y, t)e-i(wt-kxcosO-kysinO)dxdydt (4) 
-cxrcxroo 

00 ".00 

4J(x,y,t) = (2:)3 J J J 4>(k,B,w)ei(wt-kxcosO-kysinO)kdkd8dw (5) 
-00-".0 

k is the wave number; B the wave angle and w the wave frequency. Af ter some calculations it can be 
shown that the Fourier transform of the linear operator W l equals 

vVl = ë ( _w2 + 2U kw cos B - U2 k2 cos2 B + 9 k) 

Af ter transforming back, the potential turns out to be 
0011'"00 _ _ 

4J(x,y,t) = (2:)3 J J J R~ G ei(wt-kxcosO-kysinO)kdkdBdw 

-00-".0 

(6) 

(7) 

The ze ros of the operator vVl give the wave-like contributions of th is integral. The dispersion relation 
vVl (k, B, w) = 0 therefore has to be solved. It can be shown that the behaviour of the solution depends 
on the Strouhal number T = w;'. We wil! restrict our analysis to speeds and frequencies for which 

T > ~. This can be done because we assume the speed of the ship, and therefore also the encounter 
frequencies of the incoming waves, to be high. When T > ~, the solutions of the dispersion relation 
are 

k± = {4U2~OS20 (I±Vl+4TcosB)2 2 
4U2~OS20 (1 ± iV-l- 4TcosB) 

if 1 + 4T cos B ?: 0, 

if 1 + 4T cos B < 0 
(8) 

So, if 1 + 4T cos B < 0, the wave number has a non-zero imaginary part, which means that these waves 
disappear rapidly when they propagate up- or downstream. If 1 +4T cos B ?: 0, the integration contour 
in (7) can be chosen such, that the solution only contains waves that propagate downstream, see for 
example [4]. We therefore only concentrate on downstream wave angles i.e. -; :::; B :::; I' 

4 The discrete case 

We now discretize the raised surface and the time and space derivatives in the free surface condition (1). 
The raised surface is divided into rectangular panels of si ze ~x X ~y. The height of this raised surface 
above the free surface Z = 0 is proportional to the area of these panels according to Zj. = Oi~. 
The potential can now be written as an infinite sum over all panels: 

(i+t )Llx U+t )Lly 

4J(x m,Yn)= .I=I=aij J J -:XOd
Yo 

2 2 

1=-00]=-00 (i-t)Llx (j-t)Lly 4rrJ(xm - xo) + (Yn - YO) + Zj. 

(9) 
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The collocation points (xm, Yn) !ie on the free surface at a vertical distance Z f s from the middle of a 
panel, so Xm ='mtlx and Yn = ntly. 
The derivatives can be discretized as follows: 

(10) 

~:~ (xi+d = (tl~)2 (d~xx).p(Xi+d + d~;).p(Xi) + d~;).p(Xi-d + d~;).p(Xi_2)) (11) 

Similar formulaes apply to the first order derivatives ~t and ~. The coefficients d(tt), d(xx), d(x) and 
d(t) can be chosen such that a first or second order difference scheme is obtained. We use upwind 
differences for the space derivatives, which means that only points upstream from the col!ocation point 
in question are used in the difference scheme. We do this, because it is the only way to obtain a stabie 
scheme for high speeds as shown in [2]. We now use the discrete Fourier transform to obtain the wave 
number in the discretized case. This transform and its inverse are defined by 

00 00 00 

~(k,(},w)=tlxtlytlt L L L .p(Xm,Yn,tp)e-i(wPL'>t-kmL'>xcosll-knL'>ysinll) (12) 
m=-oo n=-oo p=-oo 

ft a
1f

y ;: 

.p(Xm,Yn,tp) = (2~)3111 ~(k,(},w)ei(wpL'>t-kmL'>xcosll-knL'>ysinO)d(kcos(})d(ksin(})dw (13) 

-Kt - .6.y - .o.z 

If we apply this transform to the discretized boundary condition and integral equation, we find the 
discrete Fourier transform of the operator W 1 . 

~ (d(xx) + d(xx)eikL'>xcosll + d(xx) 2ikL'>xcosll + d(xx) 3ikL'>XCOSll) + 2. 2 • ) 
(tlx)2 0 -I -2 e -3 e 9ë 

(14) 

ë is the discrete Fourier transform of the integrated green function, and Q the discrete Fourier 
transform of the integrated vertical derivative of the Green function, ~~. After some complieated 
manipulations it can be shown that these transforms equal 

(15) 

Q= (16) 

where Qm = k cos () + 2;;:; and f3n = k sin () + ~;. Only a smal! number of terms has to be taken into 

account because these series converge very fast. The zeros of the discrete operator W1 correspond with 
the discrete wave numbers and ean be found numerically. They can be compared with the continuous 
ones and any differences indicate errors. 
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Figure 1: Results for U = 1.25, w = 20, 8 = 0 

5 Damping, dispersion and temporal stability 

We can relate the continuous wave number kc and the discrete wave number kd by writing 

kd = kc (1 + CR (w, U, 8, t:..t, t:..x, t:..y, 0') + iCI (w , U, 8, t:..t, t:..x, t:..y, 0')) (17) 

Non-zero Cr or Cl indicate an error in the discrete wave number. If CR is negative, this means the 
wave number is too small, so the predicted wave length is too large. A positive CR indicates an under 
estimation of the wave length. A positive Cl indicates numerical amplification , and a negative Cl 
numerical damping. We have investigated the dependenee of these errors on the difference schemes, 
the time step, the grid si ze and the distance from panels to free surface for various speeds, frequencies 
and wave angles. It turned out that the use of second order difference schemes for the space derivatives 
reduces damping drastically compared to the use of first order difference schemes, as can be seen in 
figure l(b). Furthermore, it was found that the use of raised panels reduces nllmerical dispersion. 
As can be seen in figure 1 (a), the dispersion decreases if the distance from panels to free surface is 
increased. If this distance becomes too large, the time integration is not temporal stabie anymore. 
This temporal stability can be investigated by rewriting the dispersion relation. If we substitute 
Z = e- iwAt , we obtain a third order complex relation for Z, which has three roots. If one or more of 
these roots is outside the unit circle in the complex plane, the numerical scheme is temporal unstable. 
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Super Green Functions for Generic Dispersive Waves 
Xiaû-Bo Chen (Bureau Veritas , France) 

Francis Noblesse (David Taylor Model Basin, USA) 

Green functions and super Green functions 

In potential flows , a Green function G({, i) defines 
the velocity potentialof the flow created at a point 
{= (ç , 1/ . Ç) by a source of unit strength located at 
a point i = (x, y, z). The Green function for an 
unbounded incompressible fluid is 

47l'G = -l/r 

where r = J(ç - x)2 + (y - 1/)2 + (z - ()2 is the 
distance between the field point { and the singu­
lar point i. In free-surface hydrodynamics, Green 
functions can be expressed as 

where G F accounts for free-surface effects and GS 

is defined in terms of simple singularities. E.g., 
for time-harmonic ship waves in deep water, the 
simple-singularity component GS is given by 

47l'GS = -l/r + llr' 

where r ' = J(ç - X)2 + (y - 1/)2 + (z + Ç)2 The 
free-surface component GF is given by the Fourier 
superposition of elementary waves 

(la) 

where k = Ja2 +f32 is the wavenumber and 

(X,Y,Z:SO) = (ç - X,1/ - y , ( + z) (lb) 

Furthermore, D is the dispersion function 

D = (J-Fa)2-k 

and sign(D,) = sign(8DI8J) is given by 

sign(D,) = sign(J-Fa) 

The nondimensional frequency f and the Froude 
number F are defined as 

f= w..JL19 
where w is the encounter frequency of the regular 
ambient waves exciting the ship motions, Land U 
are the ship length and forward speed, and 9 is the 
acceleration of gravity. 

Two fundamental difficulties greatly restrict 
the practical utility of free-surface Green functions. 

A first major difficulty is that the singular double 
Fourier integral representation (la) of free-surface 
effects is nearly impossible to compute accurately 
(except in very few relatively simple cases for which 
the near-field behavior of GF can be determined 
analytically [1]) in the critically-important limit 
(X, Y, Z) -+ 0 where (la) has a very complex sin­
gularity. A second major difficulty is that although 
Green functions provide valuable insights, they are 
not directly useful (except for idealized cases in­
vol ving flows ab out a sp here ) for practical appli­
cations, which require flows generated by dis tri­
butions of singularities (sources and dipoles) over 
huil-panels and waterline-segments. Indeed, prac­
tical calculations involve distributions of singulari­
ties (rather than point singularities ) of the farm 

(2) 

where Po stands for a huil-panel or a waterline­
segment near a point l io = (xo , Yo , Zo :S 0) , and a 
and "6 = (6x , 6y , 6.) are source and dipale densi­
ties, respectively. A function (2) associated with a 
distribution of singularities is called a super Green 
function to emphasize its similarities and differ­
ences with usual Green functions associated with 
point singularities. Evaluation of super Green func­
tions 9 for free-surface flows in the usual approach, 
in which G and \lG are evaluated using (1) and sub­
sequently integrated over a panel or a segment as in 
(2), is a hopeless task which cannot be performed 
accurately (notably for time-harmonic ship waves) 
for field points near a waterline-segment or a hull­
panel at the free surface. 

Fourier-Kochin representation 
of super Green functions 

However, the super Green functions 9 of main 
interest in free-surface hydrodynamics, and their 
first2 derivatives \19 , can be evaluated in a remark­
ably simple way using Kochin 's formulation and the 
Fourier representation of free-surface effects sum­
marized below. Within the Fourier-Kochin formu­
lation [2) , the free-surface-effect component 

9
F 

= JpJ \I~:a "6 } (3) 

----;-----
1 The referenee point :;;, may be taken at (or near) the 

centroid of Po 
2 and indeed higher 
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of the super Green function 

is defined by substituting (1) into (3) and perform­
ing the space integration over the huil-panel or the 
waterline-segment before the Fourier integration. 
Thus, the free-surface component çF is given by 
the double Fourier integral representation 

47r2çF = lim d(3 dQ (4a) JOO 1-00 Se Zk -t(xo+Y{3) 

e-+O -00 -oe D+i ósign(Df) 

where 

(X, Y,Z~o) = (ç - XO ,7] - Yo ,( + zo) (4b) 

and S is the spectrum function defined as 

S = JPaE {iQÓx +i~Óy + kÓz } (Sa) 

with E = e k (z-za) + ilo (x-xa)+{3 (Y-Ya) I (Sb) 

The integral representations (1) and (4) ofthe 
free-surface components CF and çF of the related 
Green function C and super Green function ç show 
that CF is a special case of çF corresponding to 

S=l 

An essential property of the spectrum function (5) 
associated with a distribution of singularities is 

S -+0 as k = V Q2+ (32 -+00 

As aresult, the super Green function çF defined 
by (4) is not singular in the limit (X, Y, Z) -+ 0, 
unlike CF which has a complex singularity in this 
limit. Furthermore, space integration over a hull­
panel or a waterline-segment is incomparably sim­
pier in (Sa), where the elementary wave-function 
(Sb) is infinitely differentiable , than in (3) which in­
volves functions CF and "ilCF singular in the limit 
(X, Y, Z) -+ O. Thus, the Fourier-Kochin repre­
sentation of super Green functions given by (4) 
and (5) effectively circumvents the two previously­
noted fundamental difficulties restricting the utility 
of the classical approach based on (1) and (3). In 
this usual approach, inftuence coefficientil in fact 
cannot be evaluated with accuracy for field (con­
trol) points in the vicinity of a distribution of sin­
gularities over a waterline segment or a huil-panel 
at the free surface. However, the Fourier-Kochin 
representation..( 4) and (5) makes it possible to eval­
uate influence coefficients in all cases, including the 

3 w hich are super Green functions 

most difficult and important4 case involving a wa­
terline segment or a huil-panel at the free surface. 

The space integration (5) in the Fourier­
Kochin representation of super Green functions is 
a trivial task, as was already noted. However, 
the Fourier integration (4a) is a nontrivial issue. 
This crit ical issue is considered in [3-5] and in a 
forthcoming study [6] for an arbitrary spectrum 
function S and an arbitrary dispersion function 
D, i.e. for gener ic dispersive waves generated by 
an arbitrary distribution of singularities. Indeed, 
while super Green functions are defined above for 
time-harmonic ship waves in deep water, a broad 
class of dispersive waves, including steady or time­
harmonie water waves in finite water depth (with 
or without forward speed) and internal waves in a 
density-stratified fluid, are defined by the generic 
Fourier representation (4). The most important 
results given in [3] and [5] and in the unpublished 
study [6] are summarized here. 

Far-field waves 

The generic super Green function çF(X, Y) defined 
by the Fourier representation 

çF = lim d(3 dQ -=--:--:-----'-':=-7 JOO 1-00 Ae- i (Xo+Y{3) 

e-+O -00 -00 D+iósign(Df ) 
(6) 

is now considered for generic dispersion and am­
plitude functions D and A. We may assume that 
the amplitude function A(Q, (3) in (6) vanishes as 
k -+ 00 and does not oscillate rapidly, as follows 
from (5). We have 

çF~çW as H=VX2+Y2-+ 00 (7) 

where ÇW represents the far-field waves contained 
in çF The far-field waves ÇW are given by sin­
gle Fourier integraIs along curves, called dispersion 
curves, defined by the dispersion relation5 D = 0 : 

gW=-i7rL r ds SA e- i (Xo+Y{3) 
D=OJD=O 11 "ilDII 

() (
k.(XDo+YD{3) 

with S = sign DJ +erf (j II"ilDII ) 

(Sa) 

(Sb) 

Here, LD=O means summation over all the disper­
sion curves, ds is the differential element of arc 
length of a dispersion curve, II"ilD112 = D~ + D'j; 
with Do = aD/aQ and D{3 = aD/a(3, erf is the 

4because free-surface effects are largest in this case 
5The dispersion relation typically defines several distinct 

dispersion curves, although a single dispersion curve may 
exist in simple cases; e.g. wave diffraction-radiation without 
forward speed 
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usual error function, 17 is a positive real constant 
whose role is explained further on, and k. is a ref­
erence wavenumber. The reference wavenumber 
k. may be taken equal to the local value of the 
wavenumber k at the dispersion curve, although 
other reference wavenumbers may be used. E.g. , 
for free-surface flows, k. = f2 and k. = 1/ F 2 are 
proper choices for time-harmonic flows without for­
ward speed and steady flows, respE'ctively. 

In the far-field limit H -> 00, (8) yields 

gW~-i1rL r ds[sign(Df)+sign(X.V'D)] 
D=OJD=O 

A exp[-i (Xa + Yi3)l!IIV'DII (9) 

Expressions (9) and (8) , given in [3] and [5] respec­
tively, are asymptotically equivalent Fourier repre­
sentations of the far-field waves gW contained in 
gF . The radiation condition is satisfied via the sign 
function sign(Df ), which sterns from the é -> +0 
limit in (6). Expression (9) is independent of the 
constant 17 in (8). The far-field Fourier representa­
tion (9) is applied to the important case of time­
harmonic ship waves in deep water in [7] . This 
Fourier integral representation of far-field waves in 
generic dispersive media can be further approxi­
mated using the method of stationary phase. The 
stationary-phase approximation of (9) yields sim­
ple relations , given in [8], between the dispersion 
curves associated with the dispersion relation D = 0 
and important aspects (wavelengths, directions of 
wave propagation, phase and group velocities, and 
cusp angles) of the corresponding far-field waves. 

Wave and local components 

In the near field , the super Green function (6) can 
be expressed as the sum of a wave component gW 
and a loc al (near-field) component gN : 

(10) 

where gW is given by (8). The positive real con­
stant 17 in (8) may be chosen so that the locaJ 
component gN decays without oscillations, i.e. so 
that the wave component gW fully accounts for the 
waves included in gF in the near field (as weil as in 
the far field where gN is negligible and gF ~ gW). 
Thus, both the wave component gW and the local 
component gN in (10) involve the constant 17, al­
though the sum gW+gN is of course independent of 
17, like the representation (9) of the far-field waves 
contained in gF. 

The decomposition (10) into wave and local 
components is nonunique. The wave component 

gW in (10) is taken as the representation (9) in [3) 
and [41 , where a Fourier representation ofthe corre­
sponding local component gN suited for numeri cal 
evaluation is given. In the present study, the wave 
component gW in (10) is taken as the represen­
tation (8) obtained in [5] . The wave component 
(9) used in [3] and [4] is a particular casé of the 
wave component (8). The integrand of the double 
Fourier integral representation of the local compo­
nent gN given in [4J is continuous everywhere but 
varies rapidly across a dispersion curve. Here, the 
more general expression (8) for the wave compo­
nent is used, and a remarkably simple Fourier rep­
resentation of the corresponding local component 
gN is given. The near-field representation of gF 
given here is mathematically exact 7 and is quite 
weil suited for accurate and efficient numerical eval­
uation. In particular, the integrand of the double 
Fourier integral representation of the local compo­
nent gN given further on is continuo us everywhere 
and varies slowly across a dispersion curve. 

Local component 

Practical Fourier representations, suited for accu­
rate and efficient numerical evaluation, of the wave 
component gN associated with the Fourier rep­
resentation of generic dispersive waves defined by 
(6), (10), (8) are given in [6) for generic dispersive 
waves and for the specific case of time-harmonic 
ship waves. A dispersion relation D = 0 may define 
severaJ basic types of dispersion curves, including 
closed dispersion curves surrounding points (a" f3,) 
in the Fourier plane and open dispersion curves. 
These various cases are considered in [6]. The 
case of a dispersion relation which yields open dis­
persion curves defined by single-valued functions 
a = aj(f3) with -00 < f3 < 00 is considered here. 
Steady ship waves and wave diffraction-radiation 
by a ship for T = Uw/g > ..)2/27 ~ 0.272, are 
examples of this type of dispersion curves, called 
open dispersion curves of type A. In this casé the 
wave and local components in (10) are given by 

gW= -i1rL l~f3 [sign(DfDo<) +erf(k~X)J 
J 

Aexp[-i (Xa +Y(3)l! Do< 

Here 17 and k. are the positive real constant and the 
reference nu mb er already introduced in (8b). The 

6Expression (9) corresponds to the far-field limit H - 00 

or the limit q - 0 of (8) 
7 whereas the representation of çN given in [4J involves 

numerical approximations 
8for which constant-)3 Iines interseet each dispersion 

curve only once 
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relation d,B/IDol =ds/llV'DII yields the alternative 
expression 

r kX gW = -i1rLJD!: [sign(D,) + sign(Do)erf(~)] 
J 

Aexp[-i (Xa +Y,B)]/IIV'DII 

The local component gN is given by 

where Aj and DJ stand for the values of the 
functions A and Do at the jtft dispersion curve9 

a=aj(,B), and Et is the localizing function 

Here kj is the reference wavenumber attached to 
the lft dispersion curve. The integrand of the dou­
ble Fourier integtal representation of the local com­
ponent gN is finite at a dispersion curve. Specifi­
cally, we have 

A 
D 

where A~ and D~o are the values of Ao and Dctct at 
the lh dispersion curve. Furthermore, the localiz­
ing function Et, and consequently the integrand of 
the Fourier representation of gN, vary slowly across 
a dispersion curve because it is not necessary to use 
small values 'o of the constant a . 

As was already noted, the foregoing Fou.rier 
representation of the super Green function (6) may 
be used for open dispersion curves of type A. An 
analogous Fourier representation may be used if the 
dispersion function D yields one or more disper­
sion curve, called open dispersion curves oftype B, 
defined by single-valued functions ,B = ,Bj(a) with 
-00 < a < 00. This Fourier representation of the 
super Green function (6) is given in [6] , where sim­
ilar expressions for the case of a closed dispersion 
curve and dispersion curves of arbitrary shape are 
also given. Applications of these Fourier repre­
sentations of generic dispersive waves to the case 
of time-harmonic free-surface flows with forward 
speed mayalso be found in [6] . 

9E.g., for steady ship waves and wave diffraction­
radiation by a ship for T > V2fii '" 0.27 we have two 
distinct dispersion curves, and therefore j = 1, 2 

lOwhereas the representation given in [41 requires thin dis­
persion strips, corresponding to very small values of u 

ConcJusion 

The foregoing Fourier representation of the generic 
super Green function (6) is remarkable in view of 
its generalityll , its simplicity and elegance, and 
the fact that it is weil suited for accurate and effi­
cient numerical evaluation'2 Also, the decomposi­
tion (10) into wave and local components yields 
a natural decomposition of hydrodynamic loads 
into added-mass and wave-damping components in 
which damping effects are defined by single Fourier 
integrals. 

Thus, free-surface Green functions, which of­
fer important built-in advantages '3 , can be used 
as effectively as simple Rankine sources. E.g., free­
surface Green functions can be used in a calculation 
method based on linearization about the double­
body flow 14 , and to couple a nonlinear and/or vis­
cous near-field calculation method and a far-field 
potential-flow representation [9] . 
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"The representation can be applied to a broad class of 
dispersive waves, including steady or time-harmonic water 
waves in finite water depth with forward speed and internal 
waves in a density-stratified fluid, generated by arbitrary 
distributions of singularities 

12The integrands of the Fourier representations of both 
the wave component and the 10cal component are continuous 

13proper far-field behavior, radiation condition 
14by distributing free-surface Green functions over the free 

surface in a finite, fairly smal!, region the vicinity of the ship 
since the Kelvin free-surface condition becomes nearly exact 
at a small distance trom the ship 
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Computation of impulse response function using differential 
properties of the time-domain Green function. 

A.H. CLÉMENT 

ÉCOLE CENTRALE de NANTES 
Laboratoire de Mécanique des Fluides - diuision Hydrodynamique Navale 

- CNRS URA 1217, E.C.N ,Nantes, FRANCE 

In this paper, three methods for evaluating the time-domain Green function 
during BEM computations of impulse response functions of floating bodies are 
compared, in terms of cpu time performances . The impulsive wave radiation 
problem is solved in the general frame of linear free-surface potential flow. The 
comparison is made by considering a single degree of freedom, say heave motion, 
without loss of generality. 
A body of wetted surface C, in equilibrium on the fluid at rest, is given at t=O an 
impulsive motion defined by a step velocity. We shall work here on the heave 
motion: V. = zH(t). The resulting velocity potential is the solution of the 
Fredholm-Volterra integral equation : 

<P(M,T) II <P(M' Tl~ (M' Ml dc= 
2 c 'dn' 0 , 

T 

- I dT' ffc F(M',T',M,Olnz(M'XiC 
o 

+ rT 
dT'If <P(M' T'l3.....F(M' T' M TXic 

Jo c 'art' '" 

where the Green function is given by : 

G(M',t',M,tl = -~[8(t-t'lGo(M',Ml+ H(t - t'l.r(M',t' ,M,tl] ; Go(M',Ml = (..!._2.) 
41r R RI 

and: .r(M',t' ,M,tl = F(r ,(z+ z'l,(t - t'll = 2 r-Jo(KrleK1,+Z") ..[K sin ..[K(t -t'ldK 
Jo 

(1 ) 

(2-alb) 

(2-c) 

The term (2-b) is the impulsive part of the function, whereas (2-c) is generally 
referred to as the memory part. 
Since the early eighties, several authors have proposed numeri cal algorithms for 
the solution of the above 3D problem, or some variant (Liapis 1986, King 1987, 
Kormeyer 1988, Magee 1991, Bingham 1994, ... ). In his program, Ferrant (1988) used a 
zeroth order direct BEM method. His computer code was used as a basis in the 
present study; it was adapted to take into account the new computational 
techniques for the Green function. Let us briefly summarize here the main 
features of the code. The body surface C is discretized into plane triangular or 
quadrilateral panels Cj' Sources of constant density a= d<P/dn, and dipoles of 
constant density p(= -<Pl are distributed over the panels . The source strength aj 

on each panel is known through the body no-flux boundary condition. Denoting : 

Dij = IJ ~O(Mi,M)) dC) Si) = IJ GO(Mi,M)) dC) (3) 
Cjdn} cJ 

sij(T) = IJ . F(M},O,Mi,TXiCj dij(T) = IJ :. . F(M},O,Mi,TXiCj (4) 
cJ cJ or'1 

the continuous integral equation (1l degenerates into a discrete finite order 
algebraic system : 

T T 
[Dij][p j(T)] = -H(T)[Sij ]h(ol]- I dT'[slj(T')][ a} (Ol] + I dT'[dij(T - T'l][pj(T')] (5) 

o 0 
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Coefficient matrices [Dijland [Sij 1 (3) are computed by the classical Hess et Smith 
formula. Since they are time independent, they are evaluated once for all, and 
the first one is inverted at the onset by a gaussian procedure. The solution at 
each time step is then obtained by a simple matrix product af ter updating the 
RHS. It requires the computation of convolution products of the past solution 
with the Green function and its gradient [see (5)]. The matrices sij and dij must 
be evaluated at each time step, and stored in order to compute the kernel of the 
convolution integral from 0 to the current time t. This is the main burden in this 
kind of time-domain computations, and the most time consuming. 

The original expression (2) is not weU suited for numerical evaluation; then, in 
the eighties, several authors (Jam i 1981, Liapis 1986, King 1987, Newman 1985-1992 •... ) 
developed numeri cal procedures based on: series or asymptotic expansions, Filon 
quadratures, recursive relations, ... The first method to be implemented in our 
code was based on these formulas (King (1987l); it will be referred to as "series 
expansions method" in the sequel. 

The second numerical method for the evaluation of the Green function memory 
term (2-c) is based on a bi-/inear interpolation in a pre-computed tabie. (FeTrant 
1988b. Magee & Beek 1989). This is made possible by the change of variable À. = KRl in 

(2-c) yielding: F(r. z, tl = 2R l -
3/2 r Jo(À.~ 1- J.l2 le-i.p ..fi sin(..fi r)dÀ. , (6) 

where the integral is a function of only two "natural variables" : J.l = -z/Rl , 

r = tj Ft. This second method, which was already implemented in the original 
code, will be denoted: "tabulation method" in the following. 

At the last Workshop in Marseille (Clément 1997), we gave a third alternative way 
to compute the time-domain Green function and its gradient. It is based on a 
general lemma (Clément 1998) which estabhshes that these functions satisfy very 
simp Ie fourth order Ordinary Differential Equation (ODE). It was shown for 
instance that F(r.Z.tl, is a solution of: 

(r +Z )---Zt-+ --4Z -+--+-F=O 2 2 (}4F (}3F (t2 )(}2F 7t (}F 9 
éft4 éft3 4 éft 2 4 éft 4 

(7) 

The spatial derivatives of F satisfy similar ODE, differing only by their numerical 
coefficients. Then, since the time grows monotonously in the time stepping 
methods considered, these functions may be computed "in-hne" by integrating 
the ODE with respect to the time variable using standard algorithms like Runge­
Kutta or predictor-corrector. In the present study, second and fourth order 
Runge-Kutta methods where tested. (see Fig.3). 
The integrals over the panels (4) may then be computed by Gauss point 
quadratures rules. Both the one point and the four points rules were tested; it 
was found that, for a given final accuracy, the single point algorithm which 
requires a finer meshing, was relatively more efficient than the four points, due 
to a better approximation of the Rankine part of the solution. We therefore kept 
this one point integration rule in all the computations reported herein. 
The impulsive hydrodynamic forces are finally computed as: 

Mij(T) = Ifc (/Ji(M' .T)nj(M'}dC Lu(T) = Ifc :r (/Ji(M'.T)nj(M'}dC (8) 

IRF of a heaving hemisphere. 

As a test case to compare the three above mentioned methods, we began with the 
simple problem of the heaving hemisphere. 
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Fig 1: Floating hemisphere : a 4x49 panels mesh. 

The responses functions M33 (T) and L:J3(T) resulting from a step vertical velocity 
are computed. A typical re sult for O<t<20 is plotted in figure 2. Convergence with 
the mesh size was investigated by varying systematically the number of panels. 
It was found that the mesh illustrated by Figure 1 above (i.e 4x7x7 panels) gave 
results converged to within 1% in the vicinity of t=1.475, where L 33 (T) reaches its 
maximum value. 
The oscillations observed in the tail of the response, for t>6, are the time-domain 
counterpart of the well known "irregular frequencies", and arise from the same 
origin. Since we were mainly interested here in epu time statistics, we did not 
tried to suppress this phenomenon by the help of the usu al dedicated methods. 
This point is left for a further study. 
Let us now compare the epu time required by the three methods of Green 
function evaluation (Fig.3). The 
numerical process of the con­
volution integral suggests a 
quadratic growth of the comput­
ing time. Such a behaviour was 
observed with both the tabulation 
and the ODE methods, whereas 
the series expansion method pre- '" 

~ sents two different regimes . For u 
t<18, we observe a quasi-linear 
growth of the cpu-time. In this 
area, the Green function is 
evaluated by series expansion or 
by Filon quadrature, according to 
the relative position of source and 
field points. These methods are 

.-----------------,o.4 
CM33 

H-++-----=:::",..."""'------=---~ 0.3 

1+--J.-\-------------~0.2 

1t---/--\----------------l0.1 

CL33 

1 !-O -'-................. -5~--'--'--'-:1L;;-0 ...1...-.......... --'--:1 ~5 ................... --i-.l -0.1 
TIME 

Fig.2: time-domain "added massn M33 (T) • and 
impulse response function L33 (T). dt=O.025. 4x49 
panels. 

far more time consuming than the 
asymptotic expansion which is 
used wh en 1">14 . When all the 
couples of points satisfy this 
conditions, the program speeds up 
and aquadratic behaviour is recovered. The benefit of using the ODE method is 
clearly illustrated by Figure 3. One should notice that these curves correspond to 
quite long simulations. In the present case of the heaving hemisphere, a 
simulation up to t=20 should be sufficient from a practical point of view (see Fig.2). 
It would re sult in the computing time shown in the table below, when using a 
DEC Alpha 500 workstation, at 330MHz. 
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N Time steps 

800 1200 1600 2000 Further results for other differ­
ent floating hodies, including the 
ISSC TLP platform, will he given 
at the conference. ~ 3OOO~----~--~~~--------------I1--~ 

METHOOS 
--- series expansion 
- - - - tabulation / 

" ~20oor-~ 
=> 

.. -.. --------. Diff. equations RK4 / 
_._0-'- Diff. equations RK2 ~ 

L,-----------------'./ ./ 

This first application of the 
differential properties of the 
time-domain Green function is 
very encouraging, in a numerical 
point of view, and we recommend 
to use this powerful approach 
whenever a numerical evaluation 
of this function, or its spatial 

c... 
U 

./ 

'"" ~-.~_d;:;;;~- ~~~i~~~?~if~:1;~~~~~i~~: 
0 0 10 20 30 40 50 frequency domain as weIl, are 

Process Time under consideration and will he 
Fig.3 : Floating hemisphere. (4x49 panels): cpu time presented in further communica-
requirement tions. 

Method epu-time (sec.) 
series 3398 
tabulation 413 
ODE RK4 211 
ODE RK2 104 

(=1/8) 
(=1/16) 
(=1/33) 
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We will present here a 'fully' three-dimensional Rankine panel method, capturing both the steady 
and the time-harmonic poten ti als three-dimensionally. Our method captures all forward-speed effects, 
namely - in addition to the change in encounter frequency - dynamic trim and sinkage, steady wave 
profile (average wetted surface) and the steady wave elevation on the free surface, and local the steady 
flow field 

We consider a ship with average speed U in a regular wave of small amplitude h. The boundary 
conditions will be linearized with respect to h. The method wil! only be outlined here. Bertram 
(1996,1998) give more details. We limit ourselves to cases where T > 0.25. Then only downstream 
waves will be created by the ship. We solve the problem in the frequency domain using an indirect 
Rankine singularity method, i.e. solving for source strengths as unknowns. The elements are first­
order elements (plane and constant strength). 

The problem is formulated in right-handed Cartesian coordinate systems. The inertial Oxyz system 
moves uniformly with velocity U. x points forward, z downwards. The OXYff. system is fixed at the 
ship and follows its motions. When the ship is at rest position, !!C, y, ~ coiÏtcide with x, y, z. The 
rigid body mot ion expressed in the mot ion vector ü = {UI, U2, U3}T a;d the rotational motion vector 
ti = {U4, Us, U6} T = {al> 02, 03} T. All motions are assumed to be of first order small. 

A perturbation formulation for the poten ti al is used omitting higher-order terms: 

(1) 

</J(Ol is the steady contribution and </J{1l the time-harmonic contribution proportional to h. We des cri be 
the elevation of the free surface ( in a similar form as the poten ti al where we specify explicitly that 
quantities are time-harmonic in encounter frequency We: 

</Jt(x, y, z; t) 
(t(x,y;t) 

</J(Ol( x, y, z) + </J(1)( x, y, z; t) = </J(Ol( x, y, z) + Re( ~(l)( x, y, z )eiwet ) 

(Ol(x, y) + (I)(x, y; t) = (Ol(x, y) + Re(({1)(x, y)eiwet ) 
(2) 

(3) 

The symbol . denotes generally the complex amplitude of a time-harmonie quantity. The harmonic 
potential </J(l) is decomposed into the potential of the incident wave </Jw, the diffraction potential </Jd, 
and 6 radiation potentials: 

6 

</J(l) = </Jd + </JW + L </JiUi (4) 
i=1 

The steady potential </J(Ol ean be computed by a 'fully nonlinear' wave resistance program which yields 
also second derivatives of the poten ti al using higher-order panels on the hull. The potential of the 
incident wave </Jw is also known as usual. So the remaining unknowns are the diffraction and (unit 
motion) radiation potentials. These are determined by solving the Laplace equation subject to the 
boundary conditions: 

At the average free surface (z = (Ol): 

(-W; + Biwe)~(l) + ((2iwe + B)V</J(O) + ä(Ol + ä9)'\l~(I) + V</J(O)(V</J(O)V)V~(l) = 0 (5) 

ii = (V</J(OlV)V</J(Ol, ii9 = ii - {O,O,g}T, B = -(1la~)fz(V</J(0)ii9). 

On the ship huil ~UD = 0, using m = (flV)V</J(O): 

(6) 
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The 'shifting' technique developed originally for the steady wave-resistance case can be adapted 
without problems to the time-harmonic problem and fulfills also automatically the open-boundary 
condition (no reftection at the downstream boundary) . 

Incident wave and diffraction potentials are decomposed into symmetrical and antimetrical compo­
nents. Boundary conditions (4) and (5) then form systems of linear equations in the souree strengths 
for the 8 unknown potentials (Jd,s, Jd,a, Ji, i = 1...6). The four symmetrical (likewise the four anti­
metrical) systems of equations share the same coefficient matrix with only the r.h .s . being different. 
Al! four cases are solved simultaneously using Gauss elimination. Then the computation of all po­
tentials and their derivatives at all collocation points is straight-forward. But for the total potential , 
the so-far unknown motion amplitudes still need to be determined. The expressions for this final step 
are derived in principle from 'force = mass . acceleration' t~: 

m(ii + ä x i g) = -5 x a + J (p(l) - p(üä9 + 5(i x äg)))ri d~ (7) 

~(O) 

m(ig xii) + Iä -ig x (5 x a) + J (p(!) - p(üä9 + 5(i x ä9 )))(i x ri) d~ (8) 
~(O) 

p(1) is the total unsteady pressure. a = {O, 0, mg V is the ship 's weight, m the dis placement mass, i g 

the center of gravity, I the matrix of mass inertia moments with respect to the origin of the ship-fixed 
system. Eqs.(7) and (8) yield a system of linear equations for Ui (i = 1, ... ,6) which is quickly solved 
by Gauss elimination. 

We added recently an ad hoc correction to account for the propulsion characteristics. Thrust and 
resistance forces acting on the ship are affected by the motions. One could include thrust and 
resistance vector.s similar to the weight vector a to account for all motions. However, the main effect 
comes from surge motions in long waves and this allows a somewhat simpier treatment. 8urge motions 
change the longitudinal velocity of the ship. Correspondingly changed resistance and propulsion 
characteristics of the ship will induce considerable damping of surge motions especially for long waves. 
Also the local orbital velocity of the waves may have some inftuence. Inclusion of these effects yields, 
Bertram and Thiart (1998): 

(1- t)Th - R = ((1- t)li - w)T~ - R')Ul - (1 - t)(1 - w)T~(<p':(ip) + <p~(ip)) + VdifR' (9) 

Th' R' are derivatives of thrust and resistance with respect to speed, t th rust deduction fraction t, w 
Taylor wake fraction. These are approximated by empirical formulas. Vdif approximates the influence 
of the orbital velocity averaging over the wetted surface of the ship: 

- 1 J (w d) Vdif = 5(0) <Px + <Px dS (10) 
- ~(O) 

Eq.(9) is added as correction on the r.h.s. of the first component of vector eq.(7). The UI term can 
be interpreted as surge dam ping, the remaining terms contribute to the exciting surge force. 

We present results for the 8-175 ITTC containership at Fn = 0.275. The huil was discretized by 
631 elements. The huil was modified in the aft region by integrating the rudder into the hul!. For 
symmetric motions , this wil! have only negligible effect, but for antimetrie motions this should capture 
the physies bet ter than omitting the rudder totally. In a first step, the nonlinear wave-resistance 
problem was solved to determine the steady potential and its derivatives. The same discretized huil 
model was used for the seakeeping computations . The grid on the free surface had then about 1300 
elements for each case. Fig.l shows the RAOs for motions in head waves. The results of our panel 
method agree generally very well with experiments. The surge motions for low frequencies are still 
computed somewhat higher than measured. The reason is unclear, but could lie in nonlinear effects or 
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margins of errors in the experiments. We also show results for the same grids, but with the classical 
steady-flow approximation, i.e. no trim and sinkage, flat free surface, uniform flow, and integration 
only to the calm-waterline. This approximation yields differences in the heave and pitch motions of 
up to 20% for medium wave lengths. Similar effects we re observed for a Series-60 ship by Bertram 
(1997). . 
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Multiple-body Simulations using a Higher-Order Panel 
Code 

Donaid Danmeier I 

Formulation 

Potential theory is used to formulate an initial-boundary value problem (IBVP) directly in 
the time domain. The free-surface is linearized about its calm position, but the exact body 
boundary condition is imposed on its instantaneous position. Thus, we allow large-amplitude 
motions, but the waves generated by the body must be smal!. Assuming an ideal fluid and 
irrotational flow, the these boundary condition and are: 

<l>tt + g<l>, = 0 on Z = 0 

<l>n = (Ü - V'<p) . n on B(t). 

(1) 

(2) 

Here, B(t) is the instantaneous body surface, with velocity Ü. The incident potential is cp, 
and <l> represents the disturbance due to the presence of the body. The Z = 0 plane lies at 
the mean sea leve!. 

Global forces on the body are found from direct pressure integration. 

F=-p 11 (Wt+~V'w.l V'w+gz)ndS + ~1 w~ndl 
8(t) , r(t) 

(3) 

where, rtt) represents the waterline, and the potentialof the total flow is W = <l> + cp. The 
quadratic terms from Bernoulli's expression and the waterline contribution may be loosely 
thought of 'second-order' effects due tq a 'first-order' solution, and are the leading-order 
contributors to the steady drift force. 

In order to facilitate a solution, Green's theorem is used to recast the above IBVP into 
an integral equation. 

21r<l> + ff (<l>G~ - G°<l>n) dS = 1t 
dr ff (<l>HTn - Hr<l>n) dS 

JJ8(t) ° }j8(r) 
(4) 

11t 1 -+- dr (<l>HTT - Hr<l>r) V2d· n2d dl 
9 ° r(r) 

where, GO and Hare, respectively, the Rankine and wave parts of the transient free-surface 
Green function. Ü2d and n2d are projections of the body's velocity and normal vector onto 
the XY plane. 

Numerical Solution 

We use higher-order panel methods to efficiently solve the integral equation. The body 
surface and velocity potential are mapped to a square parametrie plane via the B-spline 
basis. A Galerkin procedure gives a linear system of equations. The success of this B-spline 
based panel method in the frequency domain has been demonstrated by Maniar [1] [2]. A 
major advantage of the method is the ability to analytically differentiate the solution, and 
we exploit this by including the (V'<l> . V'<l» term in the Bernoulli pressure. 

The results presented in this abstract only include horizontal modes, however, if our 
finite-amplitude simulations include vertical motion, the body needs to be remeshed at every 
time step. In these cases, an automated marching algorithm detects the body jfree-surface 
intersection in the parametrie plane. We then produce new B-spline coefficients for the 
portion of the body below the mean free-surface by a least-square fit. 

1 Department of Ocean Engineering, MIT, USA (danmeier@mit,edu) 
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N-hody Simulation 

Hydrodynamic interactions may greatly change wave loads when multiple bodies operate 
in close proximity. Ohkusu [3J examined the motions of a ship in the neighborhood of an 
offshore structure. His ship-structure system included a large moored cylindrical structure 
with a horizontal axis. The floating ship lies parallel to the structure's longitudinal axis 
and is subject to monochromatic beam waves. Ohkusu looked at how the fixed structure 
influenced the wave-frequency motions, as weil as the drift force on the freely floating ship. 
At certain wavelength/separation conditions, his calculations predicted the upwave drift of 
the ship observed during model testing. We will use the finite-amplitude IBVP formulation 
to study the hydrodynamic interactions of two truncaLed circular cylinders. 

Figure 1 shows two identical truncated circular cylinders, with plan ar waves incident in 
the -x direction. The upwave cylinder is free to move in surge, but the downwave body is 
fixed . The initial separation between centers is 2d = 5, and the cylinders have unit radius 
and draft . From Ohkusu's experience, we may expect the fixed cylinder to repel the floating 
body at some critical spacing. In order to confirm this prediction, the 3D frequency domain 
panel code WAMIT is used to calculate the mean force on the upwave cylinder for a variety 
of wave frequencies . Results from three different separation distances are given in Figure 2. 
From this preliminary computation, we see that negative drift forces arise for a range of 
wavelength/spacing values. 

Results from the finite-amplitude simulation are shown in Figure 3. The large initial 
separation produces weak interaction effects, but the hydrodynamic coupling grows as the 
free cylinder drifts downwave. Af ter several wave periods, the upwave cylinder experiences 
a negative drift force and is repelled from the fixed cylinder. Note that the body's acceler­
ation and velocity are O(f), but its motions are 0(1) in magnitude. This requires an exact 
treatment of the body boundary condition. The steady flow induced by the slow drift is of 
secondary interest, since the diffraction field produces the strong interactions effects. For this 
reason, a linear free-surface boundary condition capLures the hydrodynamics to the desired 
accuracy. 
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Figure 1: Two interacting cylinders with unit radii and draft. Distance between centers is 5. 
Waves in -x direction. Upwave cylinder is free in surge, downwave body is fixed. 

Q) 

8 
..s 
~ 
Q) 

Ei 

0.8 

0.6 

0.4 

0.2 

- - - - 2d = 2.50 
2d = 3.0 

___ 2d=3.5 

·0.2 
~0~. I~~0~.2~~~0.~3~~O~.4~~0~.5~~~0.~6~~0~.7~ 

k*dJpi 

Figure 2: Mean drift force on upwave cylinder calculated from WAMIT. Non-dimensional 
force is ft = pg~'R' where A is incident wave amplitude and R is radius of cylinder. 



...... 

- ----

Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

0.0\ n n n A A A A A f\ f\ A A A 
(\ f\ f\ f\ 11 (\ f\ 

z 
0 OOI 

f: 
<: 
ct: 
Ul 
..J "'.01 
Ul 
U 

.0.02 U 
<: 

·0.01 v V V V v V v v v 
.~ 

]\ 

TIME 

Figure 3: Time histories of upwave cylinder from finite-amplitude simulation. Incident waves 
are monochromatic, with wavenumber K = 2 and amplitude A = 0.1. Non-dimensional 
length and time are: x = ~,i = t(R/g)(l/2) 

--

31 



32 Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

WATER ENTRY OF A WEDGE INTO A CHANNEL 

Odd M. Faltinsen ' and Rong Zha02 

I Norw. Univ. of Science and Techn., N-7034 Trondheim, Norway 
2MARINTEK. 7002 Trondheim, Norway 

Full scale experiments of wetdeck slamming on a high-speed catamaran have demonstrated that 
significant local stresses can occur [I]. The wetdeck has a wedge-like cross-section. The deadrise angles 
are bet ween 5° and ISO in the impact areas. This implies that local hydroelastic effects are not 
dominant. Strains in longitudinal stiffeners between transverse stiffeners were measured. What is 
important for the local strains is not the peak pressures by themselves, but representative spatially 
averaged pressures during the impact. Significant global accelerations of the vessel occurred during the 
impact. A consequence is reduced water entry velocities.There are several uncertainties associated with 
estimation of the experimental water entry velocities. An exarnple is determination of the incident flow 
velocities to the wetdeck. This is affected by the side hulls. The objective is to develop a theoretical 
method that can estimate the side-hull effect. Since the local rise up of the water at the wetdeck is 
important , the local flow at the intersection het ween the water and the wetdeck must he accurately 
described. 

Consider a cross-section of a catamaran with wedge-formed side hu lis and wetdeck. During water 
entry ofthe wetdeck the free surface condition <1>=0 is satisfied at horizontallines from the intersection 
points between the free surface and the wetdeck. Cross-flow past the side hu lis is neglected. The channel 
flow presented in Fig. 1 describes the instantaneous flow at the wetdeck. The line A~ E~ represents the 
centerline of the catamaran cross-section. The straight line from L~ to F~ is the center line of a side 
hull. The free surface condition <1>=0 is satisfied at the line CH. The velocity Vat the far ends of the 
channel can be interpreted as the instantaneous water entry velocity. We wil! fITst limit ourselves to y =0, 
i.e. the side hulls are vertical plates. The deadrise angle P of the wetdeck is assumed smalI. P can he 
approximated as zero in the solution of the instantaneous flow. Analytical expressions can to a large 
extent he derived . 

By defming z as the physical complex plane and introducing ( as an auxilliary complex plane, it 
follows by Schwartz-Christoffel transformation that 

(I) 

The complex velocity potential is 

w=<I>+iljJ = - V(Q/n)log( - (Ic) (2) 

Here (=-1, -c and -c 2 correspond to respectively B, C and D in Fig. I . Further (=0 represents EN F~ . 

i is the complex unit and Q is the maximum breadth of the channel. Eq. (1) gives for x between Band C 

K y y G Foo 

H --- ---V C V 

' -~P : ~A~OOL-_________________ aLJl : r __ ~' __ ~ ________________ ~E~oo 
BOy 

x 

Fig. 1 Channel flow representing instantaneous flow during water entry of the wetdeck. 
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_ Q { • - I( -(-0.5(I +C
2
) ) . I( 0 .5(I+C

2
)+c

2
/()} x-- sm -sm 

n 0.5( I -c 2) 0.5( I -c 2) , 
-1«<-c (3) 

The corresponding velocity potential is given by Eq. (2) . It follows from Eq. (3) that the half beam a 
of the wetdeck at the instantaneous water line can be related to c by 

c=( l-sin(0.5na/e))/( I +sin(0.5na/e) (4) 

We need the vertical velocity v at the free surface in predicting the instantaneous water Line. The water 
Line is at (=ce ie with 0<8<n. We find from Eqs. (1) and (2) that 

v= V(c 2 +2ccos8 + 1 )1/2(2c(cos8 + I))" 1/2 (5) 

cos8 = -{0 .25( l-c)2/c+sin(n(x+a)/Q)( I -c) c -1/2 +( 1- 0.25( I -c)2/c)cos(n(x+a)/Q)} (6) 

Eq. (5) is singula,r at x=-a. When x- -a, 

v= V(0 .5(1-c) Q/c 1/2/n ) 1/2 (-(x+a))" 1/2 (7) 

The intersection point x=-a as a function of time is found similarly as in [2]. One flfst determine the 
intersection points and then fmd the tin:1e it takes for the free surface to move from one intersection point 
to the next. In the very near vicinity of x=-a, Eq. (7) is used to integrate partly analytically the path of 

a free surface particle. 
The solution is inconvenient if Q/a is large. Instead a far-field approach is followed when Q!a>3 

and used as a starting condition [or the complete soluti on. The far-field solution considers an image 
system of a horizontal plate with length 2a and cent re x=O, y=O about the vertical walls x=±Q. This 
means cross-flow past an infmite number of horizontal plates in the free surface. The individu al plates 
have equal length 2a. There is a constant horizont al distance 2Q between the centres of two adjacent 
plates. The vertical velocity at the cent re x=O, y=O of the rea I plate induced by the image plates can be 
represented as an infmite series with sum V(0.5na/Q)2/6. We concentrate now on the real plate and 
follow Wagner's analysis for water entry of a wedge in infmite free surface (Ch. 9 in [3]). We write 
V= Va + VI t, where VI represents the acceleration and 1=0 corresponds to initial impact time. The 
integral equation that determines the intersection point x=-a between free surface and body surface is 

lxi 
tanp lxi = f Ixl!l(a)da (8) 

a Jx 2 -a 2 

(9) 
Further 

!l(a) = V( I +(0.5na/e)2/6)dt/da 

Since solution of Eq. (8) is !l (a) =2tanp/n , soltllion of Eq. (9) is 

(10) 

where k=2..f6Q/n. Eq. (10) determines a as a funcLÎon oftin:1e. The free surface elevation 11 and vertical 

free surface velocity vare 

11 =21xl tanpsin - I (a/lxi )/n ( 11) 

(12) 
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When the complete theory is started, Eqs . (11) and (12) are used as initial conditions. 
The pressure P on the wedge is found from pc1<p/êll, where p is the mass density of water. The 

far-field solution gives 

where V/V= 1 +(0.5na/Q)2/6. Eq. (13) can be analytically integrated to obtain space-averaged pressures 
and total force. The space-averaged pressure in the complete theory is obtained by first numerically 
integrating <p from x; to x; , I for each time step and then numerical!y time differentiate this expression. 
The total vertical force F can also be expressed as d(a

22 
V)/dt where a

22 
is the vertical added mass of 

the plate. a
22 

can be analytically expressed [4]. It follows that 

( 14) 

where the wetting factor Cw =a . tanp/d(t) and del) = Vot+0.5V
1
t 2. Non-dimensional force, space­

averaged pressure and time are introduced. Ftan2~/(p V 2d(t)) and p,,}anp/(0.5p V2
) are presented as 

. function of d(l)/(a tan(l). a means maximum value of a. When V= Vo' non-dimensional force max P max 
and pressure will only depend on Q/a

max
' Results are shown in Fig. 2 for Q/amax bet ween 1.2 and 2.0 
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Fig. 2 Non-dimensional force F, space-averaged pressure Pav and wetting factor Cw as a function 
of non-dimensional time during water entry of a wedge. Constant entry velocity V. 

together with the wetting factor C".. The pr~ssure is averaged from x=ama/3 to 2amax/3. There is 
a smal! jump in the force when the complete theory is started. This is not noticeable in the figure. The 
sirnilar behaviour of the far-field solution and the complete theory represents a good verification test. 
When time goes to zero, the non-dimensional force is n J/4 . When Q/am•x - 1 and the water is at a m•x ' 

the force goes to infmity. This can be seen from the last term in Eq. (14). The factor tan(0.5na/Q) 
behaves like (Q-ar l when a-Q. The singular behaviour of the force will be stronger since Cw 
increases when a-Q. The increase of C .. is caused by mc:eased fluid velocities at the free surface when 
a-Q. A large force on the wetdeck means a large acceleration of the catamaran and a subsequent drop 
in the impact velocities. This implies that the actual force is not infmite. The space-averaged pressure 
has a peak, then drops and increases again. The peak occurs when the spray root of the jet (x-±a) is 
at X=X; . I . The far-field solution is then a goocl approximation. The later increase is caused by decreased 
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Q/a-values, The fust peak ofthe non-dimensional pressure is of main concern in the structural analysis. 
The reasons are the decreasing entry velocity during the water entry and that maximum pressure can be 
approximated by the pressure term presented in Fig. 2. There is an additional pressure term proportional 
to the acceleration VI' Since VI is negative, this "added mass" pressure causes a pressure reduction 
and can as time goes on pro vide a negative total pressure. 

The presented expressions do not describe the jet flow (spray) at the body surface. However, since 
the velocity potential has a square root singularity, we can match with the inner 2-0 jet flow solution 
by Wagner [5]. The far-field solution gives a jet thickness Ö =0.5atan2p/re . The complete theory gives 
ö=(V/da/dti (1-c)Q/(8{c). Fig. 2 gives a anddaldt from C" .. Eg. (5) determines c. 

The previous procedure cannot be used 'for fmite interior half angle y ofthe side hulls. y was about 
250 at one ofthe tested impact areas. The side hul! effect can be examined by setting p=TI/2 in Fig. 1 
and using a Schwartz-Christoffel transformation . G, Hand K in Fig. I correspond to respectively c 2, C 

and I in the ç -plane. On the free surface ç =ce i8(0<8<re) , dxld8 =(C /re)(2c( I - cos8)/(c 2 - 2ccos8 + I »)Y'" 
and the vertical velocity v= V(C/re)d8Idx . C cim be related to the x-value of H by integrating dxld8 from 
8 =0 to TI. v at x=O is a good measure ofthe incident velocity to the wetdeck. The instantaneous draft 
D(t) of the side huil was about C at initial time of impact. Results of v/Vare presented in Fig. 3 and 
show the importance of the side hulls for finjte y-values. Vi rneans V at x=O. lf the wetdeck is introduced 
into the analysis, the flow around the wetdeck is influenced by the side hulls. The results in the ftrst part 
of the paper can be used to judge the importance of this effect. However, all effects can be combined 
simultaneously. The Schwartz-Christoffel transformation reguires then four parameters that have to be 
related to physical coordinates . A complete solution wil! be presented and verified with the more 

analyticaily based results presented in this paper. 

Fig. 3 
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A simplified procedure where the instantaneous flow picture for y =0 , p =0 and finite y, p =re/2 
were combined, has been used to predict the structuralloads in the wetdeck. A procedure like this can 
predict similar maximum strains as measured by [I] . However, since the flow was not measured, errors 
in estimates of incident wave velocities cause errors in water entry velocities and structuralloads. A 
nurnerical rnethod that should predict also the water entry velocities must include the non-linear effects 

due to side hu lis and the wetdeck on global vessel accelerations. 
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On the generation of wave free oscillatory bodies 
and of trapped modes 

E. Fontaine and M.P. Thlin 

University of California, Ocean Engineering Laboratory, Santa Barbara CA 93106-1080. 

1 Introduction 

The motion of bodies piercing a free surface 
in the presence of gravity usually leads to the 
format ion of waves on the surface, which prop­
agate away from the body. In this paper, we 
explore within the framework of first order po­
tential flow theory, the existence of wave-free 
two dimensional flows past surface piercing os­
cillating bodies. The shape of the body is found 
by constructing a wave free potential which de­
cays to zero at infinity and interpreting some of 
its streamlines as body boundaries. Two differ­
ent general techniques can be used to construct 
such a potentiaL First, through phase cancel­
lation of the wave fields due to discrete singu­
larities with appropriate spacings. For exam­
ple, McIver (1997) considers two sources sepa­
rated by half a critical wavelength. There ex­
ists then a reIation between the characteristic 
Iength of the body shape and the criticaI wave 
frequency. The use of this method is thus limited 
to higher frequencies. Another technique, intro­
duced by Tulin (1976, 1982) in connection with 
ship waves, is based on the use of wave-free com­
pound singularities. It has been successfuily ap­
plied in three-dimensions for the minimization of 
ship wave resistance by Tulin & Oshri (1994). A 
portion of Tulin's results were re-discovered and 
applied by Tuck (1992). In this paper, we apply 
this technique to the seakeeping problem in or­
der to find shapes of bodies that do not generate 
waves while oscillating at a given frequency. It is 
also shown how body shapes that generate the so 
called "trapped modes" can be derived using this 
theory. Simple examples are considered here us­
ing a single wave-free compound singularity, but 
results for singularity distributions, which can be 
interpreted in terms of body volume and verti-

cal force distributions, can also be derived using 
the same basic ideas. These results can aIso be 
extended in three-dimensions as carried out by 
Tulin in the case of bodies in uniform streams. 

2 Wave-free compound 
singularities 

Figure 1: Geometric definitions. 

We consider the two-dimensional case of a sur­
face piercing body oscillating with pulsation w in 
heave, sway and roll (see. fig. 1). The variables 
are non-dimensionalized using I/was the time 
scale and g/w2 as the length scale, where gis the 
acceleration due to gravity 

w2 x 
i; = --, 

9 
_ w2 T} 

T} = --, 
9 

The complex potential 

(1) 

is considered as the sum of a hard singularity 
system, 'lth, generating only horizontal veloci­
ties on the free surface, and a soft system 'lts 
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which generates only vertical velocities on the 
free surface. Ilf hand Ilf s are defined so that 1 

~([Ilf~]y=o) = ~([llfh]y=O) = 0 and ~([Ilf~]y=o) = 
~( [Ilf s]y=o) = o. It follows that the complex po­
tential Ilf will satisfy the linearized free surface 
boundary condition 

(3) 

provided that ~ ([Ilf h - i IlfJy=o) = O. This last 
relatioll is verified by simply choosing 

(4) 

Finally, the compound singularity defined by 

Ilf = (Ilf s + i Ilf~) é satisfies the free s~rface 
boundary condition and is wave free. Slmple 
wave-free compound systems can be constructed 
directly using soft systems based on standard sin­
gularities such as sources and vortices, centered 
about a fixed point and its image (see Tulin, 
1994). On the other hand, soft systems can be 
obtained from the hard ones, and vice et versa, 
by using (4). It can also be checked that if Ilf s is 
a soft system, then its derivatives also represent 
soft systems. There is therefore a wide range of 
possibilities for the choice of the wave-free po­
tential. Given the potential generated by a real 
oscillating body, the body shape must be deter­
mined. 

3 Generation of wave-free oscil­
lating bodies and of trapped 
modes 

We now look for body shapes that would gen­
erate, while oscillating, the wave-free flow de­
scribed by a given complex potential Ilf. !he os: 
cillations of the body are given by V = 9 Vo/w e,t 
for heave, U = 9 Üo/w é for sway and n = 
wÖo eiÎ for roll. Using i' = j(B) as a parame­
terization for the shape of the body, the body 
boundary condition is written as 

arf! (U - V - ro - -)-- = ex + ey + "ez x r . n en 
(5) 

where fi = -ër + 1/ j . dj /dB ëo is the normal to 
the body. This leads to the following differential 

1 the notation !R and ~ stands for real and imaginary 
parts of a complex number. ~' indicate a derivation of 
analytic function ~ with respect to the complex variabie 
Z = x + i ij = T eis . 

equation for j 

where 

N(1',B) = 

and 

ldj N(J,B) 
j dB D(J,B) 

cos B (~x - Üo + i' no sinB) 
+ sinB (~jj - Vo - i' no cos ()) , 

(6) 

(7) 

D(i, B) = -sinB(~x - Üo +1'nosinB) (8) 

+cosB(~jj - Vo -1'nocos(}). 

Families of body shapes that do not generate 
waves at a given frequency while oscillating with 
velocities Üo, 1Ïo, no can therefore be constructed 
by numeri cal integration of equation (6) , start­
ing from different initial conditions. Of course in 
our linear approximation, the amplitude of body 
motion must remain small when compared to the 
characteristic leng th describing the body shape. 

On the ot her hand, bodies which would not 
oscillate in the presence of an oscillating free sur­
face perturbation must obey the same differen­
tial equation (6) with Üo = Vo = no = 0, which 
mayalso be recognized as the equation of stream 
lines in polar coordinates. These bodies there­
fore generate the so called "trapped modes" . It 
is therefore expected that resonance phenomena 
occur while oscillating these bodies. This leads 
to non-uniqueness of the solution and infinite 
added mass, McIver (1997). 

For the examples presented below, the integra­
tion has performed using a standard fourth order 
Runge Kutta algorithm with adaptation of the 
incremental step to the solution. 

4 Simple examples 

As an illustration of the previous ideas, we now 
look for symmetric bodies that do not generate 
waves while oscillating at a given frequency in 
heave. The velocity field has to satisfy the sym­
metry condition ~x (i', 7f - B) = -~x (i', B) and 
~ii (i', 7f - B) = ~jj (i', B) so that the shape of the 
body obtained by integrating (6) remains sym­
metric. A simple wave-free compound singular­
ity centered at z = 0 which satisfies this condi­
tion is given by 

i 1 (i) Ilf = -Ct (~ + z2) ~ e' (9) 
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which leads for the free surface elevation ij = 
-a sin(t)/i2 The oscillations of the body there­
fore geuerate au evanescent free surface deforma­
tion .. 
COllsidering a as a parameter, a family of flat 
bottom bodies call be found (see fig. 2) starting 
from initial conditions B = -11"/2, / = -Yo where 
Vu is the ouly real root of equation -CVo/a) i? + 
:ti + 2 = 0 (0: > 0) . Let us denote ia the half 
width of the flat body at the waterline. For each 
value of a, two additional one parameter families 
can be obtained, starting from initial conditions 
B = 0, / = /0' For /0 > ia, body shapes are 
wine glass like and extend down to -00 (see fig. 
3) while for /0 < ia, twin huil closed bodies are 
obtained. For the resonant problem, a family of 
twin huil bodies is obtained (fig. 4). 

We now consider the case of a forced rol! mo­
tion, i.e. Ûo = Va = O. In order to respect the 
symmetry condition, the velocity field has to sat­
isfy ~i: (1',11" - B) = ~i: (1', B) and ~ii (1',11" - B) = 

-~ii (1' , B). A simp Ie wave-free compound singu­
larity centered at z = 0 satisfying this condition 
is given by 

W = a (~ - zi2 ) R (eit) (10) 

Starting the integration of eq. (6) from B = O. 
/ = fa leads to the definition of two families of 
bodies (see fig . 5 and 6). For large values of 
fa, bodies are very close to circular since eq. (6) 
leads to df /dB = 0 as r goes to infinity. For small 
values of fa a family of twin huil bodies is found. 
The resonant problem also leads to a family of 
twin huil bodies (fig. 7). 

5 Summary & conclusions 

A method is presented using compound wave­
free singularities for the determination of families 
of two dimensional body shapes that do not pro­
duce waves while oscillating at a given frequency 
in heave. sway or roll. Body shapes that gener­
ate trapped modes are also derived . Examples 
are given showing that a wide range of shapes 
ean be generated even with a simple singularity 
system. 

In view of the Haskind formula relating ra­
diation damping and wave exitation, ' Newman 
(1977), bodies whieh are wave free when oscil­
lated will be force free in the same mode when 

placed in an incident wave field at the same fre­
quency. The lat ter can be chosen, for example, 
as the natural resonant frequency of the body. 
suggesting an application for this theory. 

Using distributed compound singularitie:;, a 
wide variety of wave-free realistic bodies ean he 
developed, and the method can be extended t.o 
the axially symmetrie case. 

Acknowledgernent: The authors are grate­
ful for the support of ONR Ocean Technology 
Program, Dr Tom Swean, Program Manager. 
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Figure 2: Heave motion. One parameter fam-
ily of wave free flat bottom bodies for a/Vo 
varying from 10- 3 (smallest body) to 5. 
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Figure 3: Heave motion. For a = 1. inside 
and outside families of body shapes. 
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Figure 4: Heave motion, resonant case. One 
parameter family of body shapes that gener­
ate trapped modes. 
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Figure 5: RoB motion. One parameter family 
of wave free flat bot tom bodies for a/f1o = 10. 
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Figure 6: Roll motion . One parameter family 
of wave free twin huil bodies (a/f1o = 10). 
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Modeling of instabilities of oH containment systems by a vortex sheet method 

Stéphan T. Grillil and Zhimin Hu 
Department of Ocean Engng., University of Rhode Island, Narragansett, RI 02881, USA. 

Floating booms with a catenary shape are the classic al means of oil spill containment in the 
ocean or in rivers (Fig. 1). Due to the relative boom-water velocity U, oi} is forced to accumulate 
in the boom's apex, as a gradually thickening slick; other equipments such as skimmers are then 
used to pick-up the oi!. In the ocean, for optimum efficiency of the clean-up process, U should 
be as large as possible; various instabilities at the oil slick/water interface-both small and large 
scale-however, put a low practical limit to this velocity at about UCT ~ 0.5 mis (see Grilli et al. 
(1996) (GHS) for details and literature review). 

Experiments have shown that such instabilities are triggered by small scale shear instabilities 
at the oil/water interface, i.e., so-called Kelvin-Helmholtz (KR) instabilities (GHS) : beyond a 
critical value, the KR instability growth rate increases as a function of U and the density ratio 
cp = Pol Pw (with po the oil density and Pw the water density), and decreases with an increase in 
oil/water interfacial tension (jOU). Increasing nonlinear effects, as interfacial KR waves develop 
and roIl-up, are expected to reduce the instability growth rate to some extent, but only a numerical 
model can quantify these effects. 

In this study, a vortex-sheet (VS) model of the fully nonlinear time evolution of KR instabil­
ities at the interface between two fluids is developed and applied to the oil-water-boom system. To 
gain a better physical understanding of the effects of controlling parameters on nonlinear KR in­
stabilities, we first restricted our scope to the simplified case of spatially-periodic two-dimensional 
KR instabilities. A periodic higher-order VS Boundary Element Model, combining the solution 
of Biot-Savart (BS) equation and a time evolution equation for the interfacial vorticity, was devel­
oped. Details of model development, implementation, and validation can be found in Grilli and 
Hu (1997). This model accurately predicts the fully-nonlinear growth rate of periodic interfacial 
KR instabilities, including situations where intense roIl-up of interfacial VSs occurs (Fig. 2). 

The application of this model to non-periodic cases is considered in the present study. Fig. 
3 shows a sketch for the computational domain for an oil-water-boom system, in avertical plane 
through the boom's apex. The central region is discretized by higher-order VSs and the semi­
infinite regions before and beyond the boom, where the relative water velocity U is uniform, are 
represented by semi-infinite VSs over which BS's equations are analytically integrated. Fig. 4 
shows a typical result obtained for a so-called headwave instability of the oillayer. 

Details of the model equations, numerical implementation, and results will be presented and 
discussed at the workshop. 
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Figure 1: Floating booms used in oil containmentsystems: (a) towed boom in the ocean; (b) fixed 
boom across a river. Relative oil-water velocity is U. 
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Figure 2: Typical computational result for the periodic KR instability at the interface between two 
fiuids. a: initial sinusoidal perturbation; b: computational profile at some later time. 
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Figure 4: Typical computational result for the headwave instability of an oil slick contained by a 
boom (non-dimensionallengths have been used). (-0-) initial discretized oil slick shape; (--) 
computed oil slick shape at some later time. 
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An experimental investigation of higher harmonie 
forces on a vertical cylinder in long waves 

by 
Morten Huseby and John Grue 

Mechanics Division, Department of Mathematics 
Universityof Oslo, Norway 

In recent time considerable efforts have been made to analyze wave loads which 
lead to sudden high frequency responses of fioating or stationary offshore platforms. 
On the theoretical side various models have been developed to analyze this problem. 
Perturbation methods have been developed under the assumption of incoming Stokes 
waves, to capture the wave loads up to the third harmonie component (Faitinsen, 
Newman & Vinje [1], Malenica & Molin [2]). Fully nonlinear methods have also been 
developed to analyze this problem (Cai & Mehlum [3], Ferrant [4]). Several model 
tests and small scale experiments have been undertaken, primarily in focused waves or 
irregular waves. A thorough understanding of this problem is stilliacking, however. 
With regard to the perturbation methods, it is uncertain what are their domain of 
validity. The available fully nonlinear methods assume potential theory, and break 
down when local wave breaking occurs in vicinity of the body. An important question 
is then if the main trends of the wave forces are continuous when (local) wave breaking 
takes place. 

43 

This has motivated us to set up small scale experiments on higher harmonie wave 
loads on a slender vertical circular cylinder in a wave tank. We have chosen to work 
with incoming Stokes waves in deep water. This corresponds to the assumptions in 
the perturbation methods. Moreover, the velocity field of the incoming waves has only 
one frequency, up to a relatively large wave slope. The higher harmonie wave forces 
are then caused by the presence of the cylinder in the waves . The purpose is a direct 
comparison between the experiments and the theoretical methods for a relatively large 
range of wave amplitude to cylinder diameter ratio, at several non dimensional wave 
numbers. While the experiments are carried out in a relatively narrow wave tank, 
with a ratio of about 8 between the tank width and the cylinder diameter, the theories 
assume no vertical boundaries. We find, however, that the effect of a limited width of 
the wave tank is not very important to the investigation. Somewhat surprisingly, the 
distance from the wave maker to the cylinder must be very large to avoid unwanted 
nonlinear wave effects. 

The experiment and results 
The measurements are carried out in a wave tank which is 24.6m long, 0.5m wide 

and filled with water to a depth of 0.6m. In one end there is a wave maker which is 
a vertical plate controlled and monitored by a computer. At the ot her end there is 
an absorbing beach. The recordings are performed before any (small) refiected wave 
has reached the cylinder. The waves are generated by periodic motions of the wave 
maker. Af ter a leading transient part the wave train becomes periodic, to a good 
approximation. Recordings of the incoming waves confirm a shape corresponding to 
Stokes waves for wave slopes less than 0.19, which is the largest wave slope in the 
experiment. 

The cylinder is R = 3cm of radius and is extending throughout the entire water 
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depth. The non dimensional wavenumber in the presented results is kR = 0.245. The 
wave amplitude, A, is varying so that Ak is ranging from Ak = 0.06 to Ak = 0.19, 
and the ratio of the wave amplitude and the radius of the cylinder is ranging from 
~ = 0.24 to ~ = 0.78. The distance from the wave maker to the cylinder is ranging 
from 6.33m to 15.45m. The total force F(t) in the horizontal direction is recorded 
by two force transducers . The first four harmonic components of F are obtained by 
Fourier transform over 10 wave periods, i.e. 

(1) 

For the first harmonic force we find an excellent agreement between the measurements 
and linear theory for all wave amplitudes. We have taken into account the effect of the 
laminar boundary layer at the cylinder. 

In figure 1 we compare our measurements on IF21 with second order theory (Newman 
[5], figure 5 and Molin [6]). The experiments are in good agreement with the theory 
for small Ak. For moderate wave slope the measured IF21 becomes smaller than the 
theoretical value. We find, on the other hand, good agreement between theory and 
experiment for the phase of the second harmonic force for all A (results not shown). 

In figure 2 we compare our results with the third order theories of Malenica & Molin 
[2] (figures 6 and 8) and FNV [1] . We see that both theories are in good agreement 
with our measurements of the amplitude IF31. For the phase of the third harmonic, the 
results of Malenica & Molin are in excellent agreement with the measurements. The 
theory of FNV predicts a value of the phase that are roughly speaking 180 degrees out 
of phase with our measurements. We notice that the third harmonic force seems to be 
well predicted by third order theory up to wave slop es as large as Ak = 0.19. 

For the fourth harmonic component we give data for Ak exceeding 0.1, since this 
force is too small to be measured at smaller wave slopes. We find that IF4IR/ pgA4 is 
approximately 3.3. The phase of F4 is about 2.5. 

When we place the cylinder too close to the wave maker, an oscillation as function 
of the wave amplitude appears in the higher harmonic forces. An example is displayed 
for IF21 in figure 1. This effect disappears when the distance to the wave maker is 
increased. 

At the workshop more results for various wave numbers will be presented. 

This work was conducted under the DEEPER JIP with financial support from the Research 
Council of Norway and a consortium of industrial sponsors. 
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Figure 1: The second harmonie force calculated taking the Fourier transform over 10 
wave periods. U pper figure: The distance from the cylinder to the wave maker is 
12.41m and 15.45m from. Bottom figure: The distance from the cylinder to the wave 
maker is 6.33m. 
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1. Introduction 

This present paper is concerned with trapped modes in a finite depth channel occupied by 
an inviscid, incompl'essible fluid under gravity with an e1astic thin plate on the bottom . The 
mathematical model of the problem is considered in the framework of linearized water-wave 
theory. 

The existence of trapped modes was first demonstrated by Ursell [1] in the case of an 
infinitely long, totally submel'ged cylinder in the infinite depth fluid. Further research in the 
trapped modes theory mainly concentrated on the investigation in the fluid either having a 
specific geometry of the bottom or including rigid bodies. The review of the more recent 
developments in the th(>ory of trapped modes in water wave has been presented by Evans & 
K uznetsov [2]. 

It should be noted that there exists another c1ass of problems where the trapped modes 
phenomenon can also occur. It is the oscillation of tlte e1astic body with inclusion having 
at least one infinite bOllndary. The possibility of trapped modes in the elastic systems was 

demonstrated in [4], [5], [6]. 
The similarity between t.hese classes of the problems permits the possibility of the trapped 

modes phenomenon in "fluid-e1astic body" systems. We consider such types of the bottom 

geometry for which no trapped modes exist, if the bottom is rigid [3]. The aim of the paper 
is to demonstrate that the e1astic inclusion in the bot tom can lead to the existence of trapped 
modes. 

2. Statement of the problem 

Consider the three-dimensional channel with the rectangular trench on the bottom. The bottom 
of the trench can be modeled by an infinite e1astic thin plate. Cartesian axes are chosen 50 

that y is directed vertically upwards and x and z are in the plane of the unperturbed bottom. 
The geometry is sketched in Fig.l. The motion of the fluid is described by velocity potential 
~(x, y, z, t) which must satisfy the boundary problem: 

\72~ in the domain occupied by fluid, 

~tt + g~y = 0 on the free surface y = H, 

~y = Wt on the moving part of boundary, 

a~/an = 0 on the rigid part, 

(1) 

(2) 

(3) 

(4) 

where H is the depth of the channel, g is the acceleration due to gravity , W is the small plate 
displacement determined by the equation 

(5) 

on the moving part of the boundary. Here M is the ela.~tic construction mass per unit length, 
D is the cylindrical rigidity, k is the e1astic foundation rigidity. p is the liquid density. Trapped 
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mode solutions of the problem (1)-(5) are sought in the form 

w(z,i) = Re {wuei(mz-wt)}, 

<I>(x,y ,z,t) = Re {ip(x,y) ei(mz-wt)}, 

(6) 

where wis the frequency, rn is the wavenumber, Wo is an arbitrary constant. Substituting (6) 
into (1 )-(5), that the function ip defined on a two-dimensional domain W which is a cross-section 
of ftuid orthogonal to the z-a.xis, satisfies the following boundary va.lue problem: 

w 2 

\l2ip = m 2
ip in W, ipy = -ip when - 00 < x < +00, y = H , (7) 

g 
ipy = -iwwo when lxi < a, y = -h, ipy = () when lxi > a, y = 0, (8) 

ipx = 0 when x = ±a, -h < y < 0, (9) 

(km - Mw2)wo = -ipw fa ip(X, y)dx, lxi < a, y = 0, (10) 

where km = Dm4 + k is the generalized rigidity of the plate, km = km - 2agp. The radiation 
condition requires that ip and \lip decay at infinity in such a way that the energy of trapped 
Huid mot ion is finite and therefore 

r l\lipl2dxdy + w
2 r ip2dx < 00. (11) 

Jw 9 JF 

3. The case of an even bottom 

For the even bottom, h = 0, we define a solution of the problem (7)-(9) with the help of 
the Green function which describes the ftuid motion of a source placed on the bottom of the 
channel. The integral representation of the Green function is given in paper [6J and the Green 
function can be present as a series of exponents 

{ 
Ao(y,w)e-(olxl + L:k:! Ak(y,w)e-(klxl, w < Wb 

G(lxl,y,w) = iAo(y,w)ei<olxl + L:k:! Ak(y,w)e-<klxl, w > Wb, 

gE, tanh hE, = w 2
, (0 = { 

Jm2 - a, 
Ja - m 2

, 

(12) 
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Çk is the positive root of the equation below 

g~tan hç = _w2
, (k = Jçi + m 2 , k:::: 1. 

It should be mentioned for the rigid bottom, Wo = 0, our spectral problem has only contin­

uous spectrum beginning with the cut-off frequency Wb , where Wo = y'gm tanh mH. 
The solution of the problem (7)-(9) has the following form 

.,.,(x,y) = -iwwu i: C(lx -7JI·y ,w)d7J. (1:3) 

Setting m , k, M, D arbit.ral'y parameters , on which the spectral parameter W (fundamental 

frequency) depends, and substituting (13) into (10) we can have the following transeendental 

equation to determine the fundamental frequen cies 

km - J\Ilw 2 = Mp(w)w2, Mp(w) = -p J fa C(lx - 111· O,w)d7Jdx . 

Analyzing the frequency equation (14) one can come to the following results. 

• For W < Wb , 

(14) 

the unique fundamfntul Jrequency WI exists, if and only ij Dm4 + k > 2apg; 

the Jollowing estimalf. ° < WI < min {Wb ' JX~m/ M } . holds Jo,. the Jundamentul frequency 

and the cO'rl'esponding tmpPfd mode is 

ij ma > > 1. the Jundn;m.fntal Jrequency r.an bf' given by th e Jollowing approxim.ation 

2 km 
WI;:::: 2 . 

M + Trt coth rnJ[ 

• For W = Wb , the problem has only trivia.l solution 'f' = O. 
• For W > Wb, the Greeu function is the complex, with a consequent format.ion of surface 

travelling waves carrying the energy to infinity. The condition (11) is fulfilled when w = Wll n, 

(15) 

The Jrequency Wll n (15) is Jundamental one, ij und only ij th generalized rigidity km is de­

fined in terms of anothel' parameters as km = (M + Mp (Wlln) )Wlln + 2apg, and the ('orresponding 

trapped mode is expl'essfd by 

, ( )--2' . {Bu{!/ ,Wlln)[I-COS(oacos(uxl+Lk:l Bk{y,wlIn)[l-e-<·acosh(kX], lxi < a, 
'f' x, y - IWllnWU ~"" B (y W )e-<·Ixi lxi> a L-k=1 k , Iln , . 

4. The case of a rectangular trench with an elastic bottom 

Let us consider the charmel with an uneven bottom. We divide the infinite domairt W into to 

pa.rts W = W(+) U WH (see Fig.I). We give equivalent. formulat.ion of our problem (i)-{lO) 
that is set only in the bounded domain W(-) 

Y'\?=rn\? in WH , 'f'=BI'? when lxi <a, y=O, (16) 

,?y= -ÀB2'f' when lxi < a, y = -h, 'f'x = ° when x = ±a. (17) 
2 

where BI'? = J~a'f'y( 7J.O)C(J; -7J,O,w)d7J, B2'? = km/~ _w2 I~a'f'(x,-h)dx and Cis the 
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Green function (12). Further the solution of the problem (16)-( 17) will be sought for W < W bo 

We tread the parameter À == ft as a spectral parameter. The potential <.p is expressed by the 

unknown function 1/; in the following way 

where Ij' is the solution of the following problem 

\/?,j, == 7Il
1 1j; in W(-) , ifJ == BIl;' when lx i < a , y == 0, 

1j.'y == 1 whf'n lxi < a , y == -h, 1/;, == 0 wh ell x == ±a. 

(18) 

(1 9) 

(20 ) 

Separating of variables i 11 th e problem (19)-(20) yif'lds t he nonhomogeneous infinite sys t.em of 

algebrai c equations. lt Ciln be shown that the system has the uniq"e bounded solution anc! the 
solution of the problem (19)-(20) exists and is unique. lntegrating (18) with respect to :r from 
-a to a we determine the spectral parameter 

1 w
2 ja 

\" == 2 - 1/; (X, -h)dx. 
A w-km/M-o 

(21 ) 

lt can be shown by analysis of the problem (19)-(20) that J~a 1/; (.r, -h)dx < 0. Then we obta in 
the following results 

• For W < Wb , if the frequency satisfying the inequalities 0 < W < min {Wb ' Jkm / M } . there 

exists only one spectml par'amete1' À and the C01Tfsponding trapped mode is give n by (J 8). !f 
ma > > 1, the fundamental frequency can be expn:ssed by 

1 km coth mH + tanh mh 
- ~ - - 2a -,-----:---:---;---:-:c­
À pw2 m( 1 + tan h mh (oth mH) 

• For W == Wb, there exists only one spectral pammetrT). which is given by 

1 1 
- == -- [km coth mH + 2agp(coth mH - coth mh)] 
). mgp 

and the corresponding eigenfunction is <.p( x, y) == 0 in W( +) and <p( x, y) == <.p(y) in WH. 
Then we have the interesting phenomenon. The fluid oscillations occur only in the bounded 
domain, W(-), and the fluid is rest in the infinite domain W(+). 

5. Conclusion 

The possibility of the trapped modes phenomenon in the finite depth channel with elastic 

inclusion on the bot tom has been demonstrated. Two cases of the geometry of the rigid bot tom 

for which no trapped modes exist has been considered. We have obtained the conditions of the 
existence trapped modes for the different ranges of the frequency. 

Acknowledgments. This work was done in collaboration with N.G. Kuznetsov. 
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The accurate estimation of the wave pressure locally acting on a ship in a seaway is an imprtant 
topic for the practical srup design besides general estimations of total hydrodynamic forces and/or 
ship motions. In the last workshop [IJ we presented some numerical results based on the 3-D Green 
function method (GFM) and investigated numerically the influence of the steady flow in seakeeping, 
especially in the wave pressure on a blunt ship (HSVA tanker). There we obtained a conclusion that the 
influence ofthe steady Kelvin-wave field through the body boundary condition seems not sa remarkable 
in the local wave pressure distributions against our experiment al data for a blunt VLCC [2J , where 
the experiment al wave pressure indicates considerably larger vaJue than the theoretical estimation of 
the GFM at the bow part although same numerical improvements are observed by taking into account 
the steady Kelvin-wave field instead of the double-body flow through the body boundary condition. 
Then it is suspected that another influence of the steady flow through the free-surface condition might 
affect more strongly the local wave pressure especially at the bow part. 

In this paper we develop a Rankine panel method (RPM) , which was originally presented by Jensen 
[3J and Ando [4J for the steady wave-making problem and extended to the unsteady problem by 
Bertram [5J, mixing a numerical technique to make the method effective even for the blunt srup. 
The numerical method developed here is applied to a blunt VLCC advancing in oblique short waves. 
Numerical results are compared with the experiments and another numerical results of GFM or strip 
theory, and the influence of the steady flow in the wave pressure through the free-surface condition is 
discussed. 

Formulation 

We consider a' ship advancing at constant forward speed 
U in oblique regular waves encountered at angle x, Fig.!. 
The ship motion çjeiw.t(j = 1 "" 6) around its equilibrium 
position and the wave amplitude A of the incident wave 
are assumed to be smal!. wa is the circular frequency and 
K the wave number of the incident wave. The encounter 
circular frequency is we(~ wa- KU cos X). The linear the­
ory is employed for this problem assuming ideal (potential) 
flow. 

The velo city potential W governed by Laplace's equation 
can be expressed as 

Fig, 1 Coordinate system 

W(x, y, z; t) = U[~(x, y, z) + cp(x, y, z)J + R[q,(x, y, z)eiwetJ 

where 

A. gA (A. A.) , ~ CA. A.o = ;eK z - iK(XC08x+ysinx) 
'I' = - '1'0 + '1'7 + tWe ~ <.,j'l'j , 'I' • 

Wo j = 1 

(1) 

(2) 
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<I> means the double-body flow, rp the steady wave field and I/> the unsteady wave field . Assuming 
small disturbance due to the ship, we can linearize the free-surface conditions for rp and I/> in several 
forms. In this paper we adopted the following free-surface conditions derived by Yasukawa (6] and 
corresponding body boundary conditions. For rp it becomes 

1 1 1 8rp 
2Ko V<I>· V(V<I>· V<I» + Ko V<I> . V(V<I> . Vrp) + 2Ko V(V<I> . V<I» . Vrp + 8z = 0 on z = 0 (3) 

8rp=O onSH (4) 
8n 

and for I/>i 

where 
(nb n2, n3) = n, (ml, m2, m3) = -(n · V)V, 
(n4,ns,Tl.6) = r x n, (m4,ms,17l6) = -(no V)(r x V), 

r = (x,y,z), V = V<I>, Ko = g/U2, Ke = w~/g and T = UWe/go mi in eq.(6) derived by Timman 
& Newman [7J is an influence term from the steady flow to the unsteady flow on the body surface. 
Eq.(3) coincid~ with the Dawson's free-surface condition in the steady problem [8] and eq.(5) is a 
corresponding form in the unsteady problem. 

If we put <I> = -x, 8rp/8n = nx and V = V[-x + rpJ, the formulation (3) '" (6) leads to the 
Neumann-Kelvin formulation which is applied to the GFM. 

Numerical methods 

The RPM applied in this study is a collocation method developed by Jensen [3J and Ando [4J for the 
steady problem and extended to the unsteady problem by Bertram [5J. The radiation condition is 
satisfied by shifting the collocation point one panel upward on the free surface. Recently Eguchi [9J 
and Nakatake [IOJ proposed its extended computation method which is quite robust and stabIe even 
for the blunt ship in the steady problem. We solve our problem applying this method to the unsteady 
problem. 

The steady and unsteady potentials, rp and I/>j, are both expressed by the source distributions on 
the body surface SH and the free surface SF as follows: 

(7) 

where 

G(P., Q) __ { (l/r + 1/r')/4rr for Q on SH r}.j 
r
' = (x - x')2 + (y - y')2 + (z =f z')2 

1/4rrr for Q on SF ' 

The body surface and the free-surface are discretized into the finite numher of constant panels, and 
numerical solutions for steady and unsteady problems are obtained such that a corresponding set of 
the free-surface condition and the body boundary condition are satisfied at collocation points. The 
collocation points on SH coincides with the geometrie center of each panel and those on SF are shifted 
one panel upward in order to force the radiation condition numerically. This numerical radiation 
condition is valid only for T > 1/4 in the unsteady problem where the waves do not propagate to the 
forward direction of the ship. Fig. 2 and 3 illustrate the computation grids on SH and SF. For the 
panels inside the waterline on SF, source distributions are forced to he zero, or those panels are totally 
removed from the computation domain [9] , [10]. 
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The GFM is also attempted in this study for the blunt VLCC. The free surface and body boundary 
conditions for the steady and unsteady problems are reduced to the weil known Neumann-Kelvin 
fonnulation as noted in the previous section. The computation domain is restricted only on SH by 
introducing the Green function which satisfys the free-surface condition and the radiation condition 
analytically. Instead of this advantage we need to evaluate this complicated function accurately. 
The special algorithm presented by Iwashita & Ohkusu [11] is employed for evaluating this Green 
function, and the direct method incorporated with the spline element [2] is adopted for solving the 
boundary value. problem. Although the influence of the non-uniform steady flow cannot he taken 
into account through the free-surface condition, the Kelvin wave field can affect through the body 
boundary condition, mi' 

Numerical results 

Fig. 4 shows the perspective view of the steady wave around the VLCC obtained by the present RPM 
with conditions (3) and (4). Fig. 5 is its 2-D profile along the ship-side. A large steady bow wave is 
sirnulated weil compared with a picture of experiment, Fig. 6. 

Fig. 7 and 8 show the comparison of m3 distribution on the ship surface evaluated from <I> and 
-x + 'P. The former is used in the computation of the RPM and the later is in the GFM. The wavy 
distribution can he observed in Fig.8. 

Fig. 9 illustrates the diffraction wave around the VLCC at Fn = 0.2, À/ L = 0.5 and X = 180 deg. 
So called k2-wave system is sirnulated remarkably in the figure. 

Fig.l0 is a wave pressure distribution on VLCC at ordinate 9. The present RPM estimates the wave 
pressure weil arnong ot her computations by reflecting the influence of the steady flow around blunt 
bow part. 

Further calculations are now in progress and the results will be presented in the workshop. 
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Fig. 2 Huil fonn and computation grids of VLCC 
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A very large floating structure(VLFS) of several kilometers in length and in width is now considered as 

a possible alternative of such land-based structures as an airport. Although there can be various types 

of structures that are used for such purposes, the structures proposed 50 far are roughly categorized 

into two types of structures. One is a simple thin box-shaped structure and the other one is a structure 

supported on a large number of cylindrical legs. For the design of a floating structure, we need to 

be able to estimate the hydrodynamic forces on the structure correctly. However, wh en the structure 

is 50 large as extends several kilometers horizontally, the computational burden for the analysis of 

hydrodynamic forces is 50 large that it is practically impossible to carry out. FOT a thin box-shaped 

structure, the author proposed an approximate but quite accurate method in exploting the fact that 

the structure is far larger than the arnbient wavelength and thus the flow field can be assumed with 

good approximation to be the same as that around the structure which extends infinitely in horizontal 

direction I). For a structure supported on a large number of legs, similar approximation can be applied 

in which the flow field around an array of a large number of legs is assumed to be the same as that 

around an array composed of an infinite number of legs (except at the vicinity of the ends of the 

array )2). When the structure is located in head waves, however, these approximations do not work 

weil because waves actually decay as they propagate through the structure while, if we stick to the 

infinite-Iength or the infinite-Ieg assumptions described above, wave amplitudes can not decay since 

the approximations impose that there should be no way ot her than the phase to distinguish the wave 

at one place from that at another place. For a box-shaped structure, the decay characteristics of head 

waves have been found to be proportional to the inverse squre-root of the distance along which the 

Wave propagated from the up-wave end of the structure. This result coincides with that predicted by 

a slender-body theory. By exploiting this quantitative decay characteristics of waves, an approximate 

computation is still possible for the hydrodynamic analysis of a box-shaped structure in head wavesI) . 

If similar quantitative decay characteristics of head waves propagating along a structure supported on 

a large number of legs could be found, an approximate hydrodynamic analysis of the structure may 

be possible in a similar way as conducted for a box-shaped structure. This is the motivation of the 
present work. 

2.Experiment 

A 3x2Q array of truncated composite cylinders were fixed in regular head waves as shown in Fig.l 

and the surface elevations between the cylinders were measured. Fig.2 shows the results on the 

amplitude of the surface elevation in waves of 4 representative wave periods. 'Cal' in the legends 

stands for the results obtained by the calculations based on a Iinear potential theory. An interesting 

feature is that short waves decay as they propagate from the head of the array toward the end of the 

array(Fig.2(a)) whereas, as the wave period becomes longer, the distribution of the wave amplitudes 

begins to oscillate spacewise(Fig.2(b)) and even be enhanced rather than be decayed as the wave is 

further elongated(Fig.2( c ),( d)). 

3.Parametric numeri cal computation 

Since, as is observed in Fig.2, the Iinear potential theory agrees weU with the experimental results, de-
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tailed computation was carried out for an array of 1 x60 vertical truncated cylinders (D I d=1.0 ,hl d=2.0, 

el D=2 .0 where D:diameter, d:draft,h:water depth,l:distance between adjacent cylinders) while vary­

ing the wavelength systematically. Fig.3 shows some of the typical results of the computation. It 

should be noted that a tiny difference of the wavelength(6ÀI e = 0.002) induces a big difference of the 

surface elevations as shown in Fig.3(b) and Fig.3( c). The large surface elevation that occurs at a cer­

tain particular wavelength( el À = 0.449) may correspond to one of the resonant phenomena indicated 

by Maniar and Newman3l . Another interesting feature is that as the wavelength becomes longer, 

the amplitude of the surface elevation begins to oscillate spacewise (Fig.3(d)) and the wavelength of 

the spacewise oscillation becomes shorter as the wavelength becomes still longer(Fig.3( e)). It is also 

noticeable that the wave amplitude is enhanced rather than be decayed as the wave propagates along 

the array. This enhancement of wave amplitudes persists up to the longest wavelength(ll À = 0.359) 

conducted in the present computation, although, in principle, it should converge to the amplitude of 

the incident wave((a) as the wavelength becomes very long. In order to extract some of the hidden 
features of these wave-decay( or wave-enhancement) characteristics, Fig.3 were replotted in log - log 

papers as in FigA. From this figure it can be known that, when waves decay, the decay rate is roughly 

proportional to the inverse square-root of the traveled distance of waves measured from the head of the 

array, which is also the case for a box-shaped very long structure. On the other hand, if we examine 

the relationship between the consecutive difference of (i( amplitude of the surface elevation measured 

at i-th measured point) as shown in Fig.5, we now know that 

(1) 

in the vicinity of the head of the array, which implys that the waves decay exponentionally there. 
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Unsteady bow wave field and added resistance of ships in short waves 

by Seppo Kalske 
Ship Laboratory, Helsinki University of Technology 

Introduction 

An application of ray theory is presented to compute ray pattern and wave amplitude distribution 
around the bow region of a blunt ship huil form. The solution of an eikonal equation gives the ray 
pattern. Wave amplitudes are solved from a transport equation along rays. Free-surface boundary 
condition has a considerable effect on the results. A study on these effects is included in the work. 
The wave action conservation law that applies to the wav{! amplitude computation in a non-uniform 
current is also applied here. Added resistance is computed using the pressure integral approach, and 
wave amplitude distribution around the bow is computed using both incident and reflected rays, and 
taking their interaction into account. 

The extended ray theory 

The ray theory formulation by Hermans (1993) is applied and extended in the present paper. The 
total velocity potential is represented as a sum of a double-body potential <1>" steady wave potential 
<1>0, and unsteady potential <1>. A ray expansion 

<1>::: a(x, y, z; k)eikS(x,y,z)-iCJlt (1) 

is introduced to represent the unsteady potential, where a is the amplitude function and S is the 
eikonal function . x, y, and z are Cartesian coordinates, of which z is oriented in vertical direction, 
positive upwards. CO is the encounter frequency, k ::: co2

jg, and t is time. Incident wave length À. is 
assumed to be so small that wave induced ship motions are very small and can be neglected. The 
free-surface condition derived by Sakamoto & Baba (1986) 

(~-u ~-v ~ î\+g a<1>:::o 
at r ax r ay ) az 

(2) 

is applied for <1>, where u, and v, are the horizontal scalar components of the double body velocity 
Y'<I>,. This free-surface condition and Laplace equation are used to derive the two basic equations in 
ray theory: the eikonal equation and the transport equation. They are solved using the method of 
characteristics. In the solution of the transport equation, second order spatial derivatives of the 
eikonal function S are needed. In the present approach they are solved also along rays, which 
requires that the second order spatial derivatives of the velocity components u, and v, are evaluated. 
They are computed by numerical differentiation. 
The original ray method was applied by Hermans only for simple bodies, for which analytical 
evaluation of u, and v, is possible. In tbis work, the ray method is extended to practical ship huil 
forms in two ways. In the first way, the velocity field is computed by a two-dimensional panel 
method using only the geometry of the waterline of a body. This corresponds to a ship with a very 
large draft. In the second way, the velocity field is computed by a three-dimensional panel method, 
where the total underwater part of the ship huil is modelled, and finite draft effects are correctly 
taken into account in computing u, and v, . The three-dimensional approach was accomplished by 
using the velocity field output from the Shipflow computer program package (Larsson et al., 1990). 
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Free surface boundary condition 

The above free surface condition, Eq. 2, makes a pair with the free surface condition in the low 
speed theory for steady ship motion. Other free surface conditions can in principle also be used. 
One example is the so-called low speed free surface condition that can be derived from slightly 
different assumptions than used by Sakamoto & Baba (1986) for the unsteady potential <1>. By 
assuming th at the wave length of the unsteady motion is larger than for the steady motion, namely 

(
0 0 0) _I oX ' oy , oz <I> = O( U <1» , (3 ) 

where U is speed of advance of the ship, and taking into account only linear terms in <1>, the 
following low speed free surface condition on z = 0 can be derived 

02
<1> 0<1> 

-+2u <I> +2v <I> +g-=O. 
ot2 r Xl r yl OZ 

(4) 

When Eq. 4 is compared with Eq. 2, it can be seen th at the non-linear terms in V'<I>, are ignored. This 
free-surface condition yields a slightly different ray pattem than the other free-surface condition. 
Added resistance values differ more, especially when the reduced frequency 't = UüYg increases. 
Wave amplitude can be also computed by using the wave action conservation law that can be 
applied in the steady form in the present case. It can be shown that the application of the wave 
action conservation law reduces to the transport equation derived by Hermans (1993) when a two­
dimensional double body flow approximation is used. This corresponds to an infinite draft 
assumption. When a more realistic three-dimensional double body flowapproximation is used, an 
additional term remains in the wave action equation compared with Hermans ' transport equation. 
This additional term affects the wave amplitude and added resistance results but not the ray pattem. 

Unsteady wave elevation around a blunt bow 

Measured data exist for the unsteady wave elevation for the Series 60 CB = 0.8 model near the bow 
region in short waves (Ohkusu, 1996). An approximate approach to compute also the wave 
elevation with ray theory is developed in this work. First, a set of points is selected where the total 
unsteady wave elevation is to be computed. For each point the values of the wave elevation and 
eikonal function of the nearest incident ray passing the point are saved. These values are stored also 
for the nearest passing reflected ray, and the total wave elevation at each point can be computed. 
In ray theory, computation of wave elevation along a reflected ray is in many cases difficult and 
very small steps in integration of the ray and transport equations are required. In addition, there are 
caustic curves, where wave amplitudes tend to infinity, and no realistic wave amplitude results can 
be obtained. Caustics are defined as envelopes of reflected rays, and their location can be predicted 
numerically . Thus, the caustic curves can be avoided in the wave elevation computation. 
In physical terms, waves become steeper and tend to break when they approach a caustic curve. 
Naito et al. (1987) explain that this breaking happens when a complex valued wave number is 
obtained as a solution of the loc al dispersion relation. In the present method, the eikonal equation is 
equivalent to the dispersion relation, and ray tracing gives the solution for the local wave number. 
When the reflected rays are traced with the present method, no complex valued solutions for the 
local wave number are obtained when an adaptive stepsize con trol is used in the integration. If too 
large values for the step are used, reflected rays do not bend enough, and complex valued wave 
numbers are obtained. This fact does not support the use of N aito' s breaking criterion. 
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Hermans (1993) derived a uniform expansion for wave elevation computation in an essentially one­
dimensional case, where he is able to reduce the transport equation to a simple form well-known in 
optics. A boundary-layer solution near the caustic point is presented, but only very few numerical 
results are given. It is difficult to extend this approach to a practical ship huil form. 

Results and discussion 

At present stage, results are available for the Series 60 CB = 0.8 huil form at full and ballast draft 
and for a bulk carrier huil form OHS with a bulbous bow at ballast condition. Examples of result 
for ray patterns near ship bows are given in Figures land 2. 

0.3 .....,-------------, 

0.2 
Y 

0.1 

0.0 -F==r--,---,---r----r---{ 
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Figure I. Ray pattem for Series 60 CB=0.8 
huil form at ballast draft. Fn=O.I, ÀJL=O.5. 
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Figure 2. Ray pattern for the OHS huil form 
at ballast draft. Fn=O.17, ÀJL=0.5. 

Wave elevation results are most interesting in the region around the bow, where both indicent and 
reflected rays exist. This region lies between the ship huil and the caustic curve, and examples of 
caustic location computed numerically are shown in Figure 3 as a function of reduced frequency "t. 
Computed wave elevations with comparison of measured results are shown in Figure 4 for an 
example case. The results are divided with the far field amplitude values. The agreement is good 
especially near the ship huil and near the bow. 
Added resistance is computed with the pressure integral approach using an equation derived by 
Hermans (1993). Results for the Series 60 CB = 0.8 huil at Fn = 0.10 at full draft are shown in 
Figure 5. The results with a two-dimensional velocity field computation are shown in Figure 6 for 
the so-called blunt ship model (Nakamura et al., 1983), which has an extremely blunt bow form. In 
this case, results by the method of Sakarnoto & Baba (1986) are also included. It can be concluded 
that the low speed free-surface condition, Eq. 4, can be applied for relatively small values of 
reduced frequency"t. When"t increases, overestimation of added resistance occurs. The use of 
Wave action equation gives in most cases improved results especially as "t increases. For an 
extremely blunt bow form ray theory results are in good agreement with experimental results . 
Additional computations will be made to validate the method further. 

References 

Hermans, A.J, 1993. The Diffraction of Short Free-Surface Water Waves, a Uniform Expansion. 
Wave Motion 18 (1993) 103 - 119. 
Larsson, L., Broberg, L., Kim, K.-J. & Zhang, D.-H. 1990. A Method for Resistance and Flow 
Prediction in Ship Design. Transactions of SNAME, 98 (1990) 495 - 535. 



- --- ------- - - ~ 

62 Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

0.4 -,-------------, 

-- 1=0.36 
- - 1=0.48 

0.3 -- 1=1.21 

--- 1=4.10 

y 0.2 

0.1 

0.0 -+---+---~--___r_-___l 

-0.1 0.0 0.1 0.2 0.3 

x 
Figure 3. Caustic curves near the bow of the 
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A N ew Direct Method for Calculating Hydroelastic Deflection 
of a Very Large Floating Structure in Waves 

1. Introduction 

by Masashi KASHIWAGI 

Research Institute for Applied Mechanies, Kyushu University 
6-1 Kasuga-koen, Kasuga-city, Fukuoka 816-8580, Japan 

Very large floating structures with shallow draft, considered as an airport, are featured in that the hydroelastic 
responses are more important than the rigid-body motions due to relatively smal I flexural rigidity. Several 
methods for calculating hydroelastic responses have been developed; those are categorized roughly into the 
mode-expansion method l}N3} and the direct (FEM-BEM combined) method.4}S} 

In the mode-expansion method, the deflection of a structure is represented generally by a superposition of 
so-called dry eigenrnodes. Then the amplitude of each mode is determined by solving the vibration equation 
of a thin plate, with the added mass and damping force corresponding to specified mode shapes computed in 
advance. One problem in this method is that an analytical solution of the dryeigenmode, satisfying the free-end 
boundary condition along the periphery of a structure, is not yet known. However, it has been recently confirmed 
that an orthogonal system of mathematical functions can be used to represent the elastic deflection, and the 
free-end boundary conditions can be satisfied subsequently as natural boundary conditions in the process of 
partial integrations in solving the vibration equation with a Galerkin scheme. 

If our interest is placed not on the contribution of each mode function but on the elastic deflection as a whoie, 
the direct method is more lucid than the mode-expansion method. However, the direct method is generally 
time consuming, because the vibration equation must be solved simultaneously with the integral equation for 
the pressure distribution beneath a structure. In most prior works4}S} based on the direct method, the vibration 
equation has been solved using a commercial software of FEM, and the pressure at nodal points used in FEM 
analyses has been determined by means of BEM. Therefore, the relation between the direct method and the 
mode-expansion method seerns not clear, from a viewpoint of numerical calculation scheme. 

The present paper is intended to develop a new direct solution method, which does not rely on the FEM, and 
to make clear the relation of the new method with Kashiwagi's numerical schemel} based on the mode-expansion 
method. 

2. Mathematica! Formulation 

Cartesian coordinates are defined with z = 0 as the plane of the undisturbed free surface and z = h as the 
horizontal sea bottom. The incident regular wave comes from the negative x-axis with incidence angle {J. 

Time-harmonic motions of small amplitude are considered, with the complex time dependenee eiwt applied 
to all first-order oscillatory quantities. The boundary conditions on the body and free surface are linearized, 
and the potential flow is assumed. The plan view of the structure is rectangular with length L and width B, 
and the draft is regarded as zero because of its very small value relative to L and B . 

We express the velocity potential, tj>(x, y, z), the pressure distribution, p(x, y), the vertical displacement of 
the free surface, (x, y), and the elastic deflection of a structure, w(x, y), in nondimensional form as foltows: 

tj>(x, y, z) = iwa(L/ 2) tj>'(x, y, z), p(x, y) = pgap'(x, y) } 

(x,y) = a('(x,y), w(x,y) = aw'(x,y) 
(1) 

where a is the amplitude of incident wave, w the circular frequency, p the fluid density, and 9 the gravitational 
acceleration. The prime denotes nondimensional quantities, but it wilt be omitted for brevity in what follows. 

The coordinates (x, y, z) are also made nondimension in terms of L/2, and thus the structure exists in the 
region of lxi::; 1 and liJI::; b == B/ L on z = O. 
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Hydrodynamically, the disturbance due to the presence of a structure can be expressed by the pressure 
applied on the free surface. Then the dynamic and kinematic free-surface boundary conditions are given by 

p = Ke/>+Ç. oe/> 
- = ( on z = 0 oz 

where K = w2 / g. Note that p = 0 outside of a structure and ( = W beneath a structure. 

(2) 

Since the velocity potential can be given by the convolution integral of the pressure, p(x, y), and the Green 
function, G(x, y, z), satisfying (2) with p = 0, it is of relative ease to show that the integral equation for the 
unknown pressure takes the form 

p(X, y) - KJ!sH p(ç, 7]) G(x - ç, y - 7], 0) dÇd7] = w(x, y) (3) 

where SH denotes the bottom of a structure with zero draft . 
The body boundary condition can be satisfied by writing the deflection of a structure in the following form: 

where 

W(X, y) = ws(x, y) + WR(X, y) = -(I (x, y) + WR(X, y) 

(I (x, y) = exp{ -iko(xcos,8 + ysin,8)} 

(4) 

(5) 

is the elevation of incident wave, and subscripts S and R mean the scattering and radiation components, 
respectively. 

Substituting (4) in (3) gives the equation to be solved: 

p(X, y) - KJ!sH p(ç, 7]) G(x - ç, y -7],0) dÇd7] - WR(X, y) = -(I (x, y) (6) 

The radiation component of the deflection, WR(X, y), is unknown and subject to the vibration equation of a 
thin plate: 

(7) 

where M is the mass of a structure (divided by pLBd), D is the flexural rigidity (divided by pg(L / 2)4), and 
A = 2d/ L with d being the draft. 

Since· the structure is freely floating, WR(X, y) must satisfy the free-end boundary conditions along the pe­
riphery of the structure. Those conditions can be written as 

(8) 

where n and s denote the normal and tangential directions, respectively, and v is Poisson's ratio. 
In the case of a rectangular plate, a concentrated force, stemming from the replacement of the torsional 

moment with.an equivalent shear force, acts at four corners, which must be also zero. Namely 

R = 2D(1 - v) 02WR = 0 
oxoy 

at x = ± 1, y = ±b (9) 

In summary, (6) and (7) are the simultaneous equations for the two unknowns: the pressure distribution 
p(x, y) and the vertical elastic deflection WR(X, y). Solving (6) and (7) at the same time while satisfying (8) and 
(9) is referred to as the direct method.5)6) 

If WR(X, y) is expressed in terrns of a system of appropriate known functions, Wj(x, y) (j = 1,2,·· .), in the 
form 

00 

WR(X,y) = 2:XjWj(x,y), 
j = 1 

the corresponding pressure can be sought from (6) in the form 

p(X,y) = Ps(x,y) + 2: Xj Pj(x,y) 
j = 1 

(10) 

(11) 

Here the amplitude X j is unknown, but can be determined subsequently by solving (7) with free-end boundary 
conditions, (8) and (9), satisfied in an appropriate manner. This solution method is referred to as the mode­
expansion method and featured in sol ving (6) and (7) separately. 
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3. A New Numerical Method 

In the mode-expansion method developed by Kashiwagi I), the pressure distribution is represented using bi-cubic 
B-spline functions. lt may be natural in the direct method to express the elastic deflection, WR(X, y), with the 
same B-spline functions. Therefore we try to obtain numerical solutions in the following form: 

p(x, y) = N~2 N~2 Okt Bk(X)Bt(Y) } 

NX+2 NY+2 

WR(X , y) = :E :E "'Ikt BkCx)Bt(Y) 
k=O i=O 

(12) 

where Bk(X) and Bi(Y) are the cubic B-spline functions. NX and NY are the nurnber of panel division in 
the x- and y-directions, respectively. Since one cubic spline function extends its influence over four panels, the 
number of total unknowns in each of p(x, y) and WR(X, y) is (N X + 3) * (NY + 3). 

Substituting (12) into (6) and (7) and applying a Galerkin scheme with Bp(x)Bq(Y) (p = 0 ~ NX + 2, q = 
o ~ NY + 2) as the weight function, we obtain a linear system of simultaneous equations, in the form 

where 

NX+2NY+2 

:E :E [Okt { .c~~~ki - K .ci!~ki } - "'Iki .c~~kl 1 = Rpq 
k=O i=O 

NX+2NY+2 

:E :E [Oki .c~~ki + "'Ikl { - M K A .c~~kl + D .c~\t} 1 = 0 
k=O i=O 

.c~~ki = l1H Bp(x)Bq(Y) Bk(X)Bi(Y) dxdy 

.c~~~kl = l1H Bp(x)Bq(Y) [1 1H Bk(~)Bi('f/) G(x -~, y - 'f/, 0) ~d'f/ 1 dxdy 

.c~:ki = l1H Bp(x)Bq(Y) \74 {Bk(X)Bi(yl} dxdy 

Rpq = - l1H Bp(x)Bq(Y) ([(x,y) dxdy 

(13) 

(14) 

(15) 

(16) 

(17) 

(18) 

The stiffness matrix, (17), must be transfarmed by partial integrations to incorporate the free-end boundary 
conditions, (8) and (9). The procedure is the same as that used in the mode-expansion method of Kashiwagil), 
and the result takes the farm 

.c(3) =j1 \72 B \72 Bkl dxdy pq,kl pq 
SH 

-(1- lI)j' r {8
2 

Bpq 8
2 

Bki + B2 Bpq 8
2 

Bki _ 282 Bpq B2 Bki } dxdy (19) 
J SH 8x2 8y2 8y2 8x2 8x8y 8x8y 

where Bpq = Bp(x)Bq(Y) and Bki = Bk(X)Bi(Y)' 
The mass matrix, .c(I) ki' serves also as the eross-coupling matrix between the pressure and elastic deflection, 

h
· pq, 7 

W leh has been eomputed using Clenshaw-Curtis quadrature with absolute error less than 10- required. The 
integral .ci!:ki given by (16) is the most time-consuming part but the same as that appearing in Kashiwagi's 
mOde-expansion method. Therefore, by taking advantage of 'relative similarity relations', it can be computed 
with less computational time. 

4. Numerical Results 

lt is eonfirmed that the present method gives substantially the same results as those by the mode-expansion 
method using produets of one-dimensional free-free beam modes to represent the elastic deflection. 

Since the present method uses only the B-spline functions as a basis function, the computer code is simpier 
than the mode-expansion method. However, in the present method, the syrnmetry relation is not used, and 
thus the nurnber of unknowns and the eomputational time are greater than that in the mode-expansion method 
of Kashiwagi.l) 
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Various computations have been performed, including the comparison with the experiments conducted at Ship 
Research Institute in Japan using a 1/30.8 scale model for a 1I0ating structure of L x B x d = 300m x 60m x 0.5m. 
Those results will be presented at the Workshop. Here, instead, we show one example of the wave profile around 
a structure of L/ B = 4. Since the pressure is zero on the free surface, the total wave elevation can be computed 
from (2) and (5) by the equation: 

(T(X, y) = ([ (x , y) - K J!sH p(ç, TI) G(x - ç, y - TI, 0) dÇdTl (20) 

Figure 1 is the result computed for L/ >" = 10 and f3 = 30° in deep water, with NX = 40 and NY = 10. 
The flexural rigidity was taken equal to 1.875 x 10- 6 , which might be stiffer than a realistic 1I0ating airport. 
For comparison, Fig. 2 shows the wave profile around a rigid structure with the same dimensions. We can see 
that the wave rellection from an elastic plate is small near the bow and the transmitted wave is visible even 
downstream. The pattern of elastic dellection on the plate is different from that of water wave both in the wave 
length of lIuctuation and the propagation angle. 
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Fig. 1: Wave pattern around an elastic plate of 
L/B = 4 and D = 1.875 X 10-6 . L/ >" = 10 and 
f3 = 30° in deep water. 

Fig. 2: Wave pattern around a rigid plate. Geo­
metrical dimensions and wave data are the same 
as Fig. 1. 
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One-side inequalities In the problem of wave impact 

T .I.Khabakhpasheva, A.A.Korobkin 

Lavrentyev Institute of Hydrodynamics, 
Novosibirsk, 630090, RUSSlA 
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The plane unsteady problem of wave impact onto an elastic beam is considered. Initially 
a wave crest touches the horizont al and beam at its left edge and hits the beam from below 
thereafter at a constant velocity. The problem is coupled, the beam deflection is determined 
by the hydrodynamic loads, which themselves dep end on velocities of beam elements. The 
wetted part of the beam, where the hydrodynamic loads are applied, is unknown and has 
to be found together with the liquid flow and the beam deflection. The original formulation 
of the impact problem contains not only equations of motion and boundary conditions but 
one-side inequalities as weIl. The first inequality implies that the liquid particles cannot 
penetrate the plate and the second one that the pressure in the contact region cannot be less 
than a limiting value Padh, which depends on adhesive forces between liquid and the plate 
surface. The additional limitations make us to control both the pressure distribution along 
the wetted area and the free surface elevation at every time step and to change the boundary 
conditions when and where the mentioned one-side inequalities fail. 

If the pressure on the plate drops down to the limiting value Padh, a new 'inner' free 
surface has to be introduced. Af ter that we shall consider the wave impact onto the plate with 
attached cavity. Within the framework of incompressible liquid we do not know any approach 
to describe the asymptotic behaviour of the 'inner' free surface just af ter its appearance. 
Separation of compressible liquid from the surface of a rigid plate under its impact onto the 
liquid was described by Korobkin (1994). In this case the formation of the 'inner' free surface 
is due to relief wave interaction, which come from the periphery of the plate. For elastic-plate 
impact the pressure in the contact region can drop down to the limiting value owing to the 
plate flexibility, which re duce the local impact velocities. The numerical codes available to 
deal with the elastic plate impact is mainly to evaluate the plate deflection and the stress 
distribution in the plate but not the pressure distribution along the wetted area. Moreover, 
experiments on elastic plate impact indicate great scat tering of the measured pressure which 
does not encourage us to treat the problem in a deterministic way. In order to evaluate 
the pressure on the contact region, it is suggested to proceed as follows: (i) determine the 
beam deflection and its velocitYj (ii) evaluate the pressure from the hydrodynamic part of 
the problem taking the beam deformation as given and taking into account the singularity 
of the pressure close to the contact points. This approach makes it possible to distinguish 
low-pressure zones, where liquid can separate from the beam surface (see Korobkin (1996)). 
But a model to describe the initial stage of the liquid separation and the cavity evolution 
thereafter is still not available. This is a reason why at present the one-side inequality for 
the pressure cannot be incorporated into computer codes. 

The one-side inequality for the surface elevation implies that the shape of the free surface 
has to be evaluated at every time step together with the beam deflection and we need to 
check that the free surface does not intersect the surface of the entering body. The moment 
t., when the free boundary of the liquid touches the body surface outside the contact region, 
has to be distinguished, and the scheme of the flow has to be changed at this instant of time. 
At this instant a new part of the contact region appears, which is started from the point 
of the first contact. These two parts of the contact reg ion are separated by the cavity filled 
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with air. At stage where t > t. the interaction between the body and the liquid continues 
but in presence of the cavity. This effect is similar to the air-cushion effect weU-known in the 
impact theory but it has also its own peculiarities. Namely, at the moment of time, when 
the cavity has been formed, a part of body is already submerged in the liquid and the value 
t. is determined by both the body deformations and the liquid flow at t < t •. 

This effect was discovered in the problem of wave impact onto an elastic beam at its 
edge. Parameters of the beam and the wave responsible for this effect were distinguished. In 
particular, the cavity format ion was detected for impact of the wave with the initial radius 
of curvature at its top R = lOm at the velocity V = 3, 5m onto the elastic plate of mild steel 
with its length 2L and thickness h being lm and lcm respectively. The wave hits the plate 
from below at its left-hand side edge. The plate is assumed simply supported at its edges. 
Numerica! calculations were performed within the framework of the Wagner approach with 
5 and 10 "dry" modes of the beam taken into account. The numerical method was described 
by Khabakhpasheva and Korobkin (1997). In the case under consideration the shape of the 
free surface was controUed and it was revealed that the free surface touches the right edge 
of the plate when only about 75cm of the plate is wetted. Therefore the initial dimension 
of the cavity is about 15cm. The formation of the cavity is due to the strong interaction of 
the plate with the liquid. The plate deformations are not great but they are suflicient to 
decrease the rate of the contact region expansion so much that the beam edge touches the 
liquid surface before the whole plate is wetted. 

There are two dimensionless parameters 0,13, which determine the peculiarities of elastic 
plate impact. Two regions in the plane of the parameters (0,13), where the Wagner approach 
fails, were distinguished without taking into account the one-side inequalities. In the first 
region, the size of the contact region is not monotonic function of time, which is prohib­
ited by the classica! Wagner theory. In the second region, the rate of the contact region 
expansion is unlimited, which indicates very high hydrodynamic loads. These loads cannot 
be described correctly with the incompressible liquid model and acoustic effects have to be 
taken into account. Within both regions the numerical calculations were performed using 
the numerical code described by Khabakhpasheva and Korobkin (1997). The second reg ion 
of the parameters 0,13 is of great interest because it distinguishes the impact conditions with 
very high loads. It should be noted that these loads are much higher than those for a rigid 
plate and are due to the plate flexibility. The high hydrodynamic loads increase the beam 
deflection and make it possible that the beam edge touches the liquid free surface weU before 
the beam is totaUy wetted or the Wagner approach fails. 

1 Formulation of the problem 

Until the time moment t. the problem of wave impact onto an elastic plate at its edge is 
solved within the framework of classical Wagner approach. At the next stage, t > t., the 
liquid flow and the beam deflection are governed by the foUowing equations 

eprx + epyy = 0 (y < 0), 

epy = -1 + w/(x, t) (y = 0, 0 < x < c(t), d(t) < x < 2), 

ep=O (y = 0, x < 0, x> 2, c(t) < x < d(t)), 

ep---+O 

p(x, y, t) = -ep/(x, y, t), 

(1) 

(2) 

(3) 

(4) 

(5) 
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(0 < x < 2, t > t.), 

W = 0, W rr = 0 (x = 0, x = 2), 

W(x, t.) = wo(x), Wt(x, t.) = WI(X) (0 < x < 2, t = t.). 
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(6) 

(7) 

(8) 

Here c(t) indicates the position of the left end of the cavity and d(t) the position of its right 
end. It is assumed that the air in the cavity is absent, which leads to the boundary condition 
cp = 0, where Y = 0, c(t) < x < d(t). The function wo(x) and WI(X) are determined by the 
solution of the problem at the initia! stage, 0 < t < t •. The shape of the elastic surface Yb( x, t) 
is given by Yb( x, t) = x2/2 - t + w( x, t) in the both parts of the contact region, 0 < x < c( t) 
and d(t) < x < 2. Condition (3) shows that outside the contact region, Y = 0, x < 0, x> 2 
and c(t) < x < d(t), the liquid particIe can move only vertically. The function c(t) and d(t) 
are unknown in advance and have to be determined together with the liquid flow. 

2 Hydrodynamic problem 

The hydrodynamic part of the problem (1)-(4) provides the deformation of the free surface. 
In particular, 

Y( ) __ I_[lcYb(r,t)W(r)d _12Yb(r,t)w(r)d 1 ~ 
x, 0, t - ( r r + ()' 1rW x) 0 r-x d r-x 1rW x 

(9) 

where c(t) < x < d(t), W(r) = Jr(c - r)(2 - r)(d - r) for 0 < r < c(t) and d(t) < x < 

2, W(x) = Jx(x - c)(2 - x)(d - x), D(t) is an arbitrary function of time, X - iY is the 
analytical function of the complex variabie z = x + iy in the lower half-plane, X(x, Y, t) is the 
horizont al displacement of a liquid particIe and Y(x, Y, t) is its vertical displacement. The 
one-side inequality 

Y(x,O,t) < Yb(X,t) (c(t) < x < d(t)) 

leads to the following two equations with respect to the unknown functions c(t) and d(t) 

re r(2-r) (2 r(2-r) 
Jo Yb(r,t) (c_r)(d_r)dr- Jd Yb(r,t) (r_c)(r_d)dr=O, 

re Yb(r, t) jr(2 - r)(d - r) dr + (2 Yb(r, t) jr(2 - r)(r - d) dr = D(t). 
k Y c-r ~ Y r-c 

Differentiation of the last equations in time provides the system 

all (c, d, t)è + aI2(c, d, t)d = bi (c, d, t), 

a21(c, d, t)è + an(c, d, t)d = b2(c, d, t) + iJ(t). 

(10) 

(11) 

Far away the contact region, Izl --+ 00, the asymptotic behaviours of the displacements and 
the liquid velocity are given as 

X _ y", iD(t) 
t 1rW(z)' 

. iC(t) 
CPr - tIP" '" 1rW(z) 

The asymptotic formulae imply 
iJ = C(t) (12) 

where dot stands for derivative in time. The value C(t) as function of c and dis determined 
by the condition that cp(x,O,t) = 0 wh ere c(t) < x < d(t). 
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3 ElastÎc problem 

The beam deflection w(x, t) is sought in the form 
00 

w(x,t) = L:an(t)sin(1rnx/2), 
n=l 

Where the coefficients an(t) are satisfied the system, which follows from (5) and (6), 

dä (I S) 1 ((.I ~ f~) dij ~ dt = Cl' + K. - pDq +, dt = -a. (13) 

Here ä = (aJ,a2,a3, ... f, ij is the vector ij = (qJ,q2,q3, ... f, qn ((3À~)-I(CI'ä.n + bn), 
f = Ul(c,d),f2(C,d),h(c,d), .. y, 1 is the unit matrix, D is the diagonal matrix, D 
diagp1, >.~, >'~, ... }. S = (Snm )::':m=1 is the matrix with the elements 

Snm(c, d) = f <;"n(x, 0, c, d) sin( 1rmx/2)dx + [ <;"n(x, 0, c, d) sin(1rnx/2)dx, 

where <;"n is the solution of the following boundary value problem 

D.<;"n = 0 (y < 0) <;"n = 0 (y = 0: x < 0, c < x < d, x > 2) 

()~n = sin(1rnx/2) (y = 0: 0 < x < c, d < x < 2) 

The initial conditions for the sistem (10)-(13) are 

ä=O, ij=O, c=c., d=O (t=t.). (14) 

The initial-value problem (10)-(14) is solved numerically by the fourth-order Runge-Kutta 
method with uniform step D.c. The variabie c was chosen as independent variabie instead of 
time t. 

4 Numerical results 

The calculations were performed for Cl' = 0.157,(3 = 0.03, with 2, 5 and 10 modes. The 
pres en ce of air in the cavity is not taken into account. It was found that the cavity is very 
thin and localized near the right edge of the plate. The hydrodynamic pressures during the 
cavity collapse are very high but are of short duration. Main effect of the high pressures is 
on the stresses, which grow significantly close to the edge. It was revealed that the value t. 
has to be evaluated very precisely to make the numeri cal scheme stabie. This condition is 
not easy to fulfil. But it was proved that system (10), (11) provides dCt.) = O. Therefore, in 
order to make the scheme stabie, we can keep d(t) = 0 at several initial steps in time. The 
equality d(t.) = 0 demonstrates that we cannot consider the impact of the right edge of the 
beam onto free surface independentlyon the total geometry of the beam even just af ter the 
impact occurs. This conclusion shows that "local effects" have to be treated very carefully 
and that our intuition can give us wrong ideas. 
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A Finite-Depth Unified Theory of Ship Motion 

Introduction 

Yonghwan Kim, P.D. Sclavounos 
Massachusettes Institute of Technology 
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In deep water strip theory has been refined to the unified theory of [1][2]. There are not many 
studies on the slender-body seakeeping in finite depth problem. In the present study, a new slender­
body theory is introduced as the extension of unified theory to the finite-depth radiation problem 
with zero speed. Borresen [3] formulated a fini te depth unified theory with forward speed, and he 
wrote the the kemel of integral equation as the double integral in the Fourier domain. However, he 
was not successful to get the hydrodynamic coefficients or motions. In the present study, the series 
form of the kemel is derived, and the ship motion RAO is obtained. The computation extends to 
the second-order mean drift forces following the same idea of Kim & Sclavounos[4]. The results 
are compared with WAMIT's. 

2 Theoretical Background 

2.1 The Far-Field Solution 

The far-field solution of heave and pitch mot ion is written as a distribution of the three-dimensional 
Green function G3D along the center line of a ship. 

. q,(x, y,z) = l q(OG3D(~ - X, y, z)d~ = 2
1
rr 1: dueiU" q*(u)G*(u; y, z) (1) 

where q(~) is the strength of Green function and 

G*(. ) - _~ 100 

d ivy cosh{ ~(z + h)} u, y, z - ve l 

2rr -00 cosh{ ../u2 + v2 h}[../u2 + v2tanh{ ../u2 + v2 h} - Tl (2) 

The superscript * means the Fourier transform, and G* (u; y, z) recovers the infinite depth case of 
Ogilvie and Tuck when h ~ 00. When y is very smalI, this can be approximated as 

q,(x, y, z) "'" q(x)G2D (y, z) + l q(E,)f(E, - x, 0, O)dE, (3) 

with j*(u; y, z) = G*(u; y, z) - G*(O; y, z) = G*(u; y, z) - G2D(y, z). 

2.2 The Near-Field Solution 

The velocity potentialof the near-field solution is written as the sum of a homogeneous solution 
<PH and a particular solution <pp. 

<p(x, y, z) = <pp(x, y, z) + C(X)<pH(X, y, z) (4) 
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Adopting the same concept with the deep water theory, the outer expansion of the near-field 
solution can be written as 

<f;(x, y, z) = {O"(x) + C(x)[O"(x) + o-(x))}G2D(Y, z) - C(x)o-(x)[G2D(Y, z) - G2D (y, z)] (5) 

with 

- .cosh{mo(z + hl} moh 1 
G2D(y,z)-G2D (y,z)=2z h( h) h ( m.h )2cos(moY) +0(-) (6) 

_ cos mo v + co,h(moh) y 

where O"(x), o-(x) are the sectional strength and its complex conjugate ofthe two-dimensional Green 
function, G2D. These can be obtained after solving the two-dimensional boundary value problem , 
at each,section. Besides, v = T = motanh(moh). 

2.3 Matching 

Two matching conditions can be founded from Eq.(3) and (4), and an integral equation is derived 
from them. 

vh + ( m.h)2 ( ) 
q(x) + 2

c
.
O
,h(r;,oh) [1 + ~(x)] j q(~)f(~ - x, 0, O)d~ = O"(x) 

zmo 0" x L 
(7) 

This integral is the most important key in unified theory. Ta check the consistency of this integral 
equation with that of infinite depth, the kemel of the integral should be studied in more detail. 

2.4 The Kernel of Integral Equation 

The Fourier transformation of the kemel is written as follows: 

r(u;y,z) = G3D (U;y,z)-G2D (y,z) 

__ J.. J OO dveivy[ cosh{ ~(z + hl) 
- 211' -00 cosh{y'u2+v2h}[y'u2+v2tanh{y'u2+v2h}_v] 

cosh{lvl(z + hl} ] 
cosh(lvlh)[Ivltanh(lvlh) - v] (8) 

The contour integral and inverse Fourier transformation lead to the series form of the kemel when 
(y, z) -t (0,0), 

f(x, 0, 0) 1 J OO . -2 r (u; 0; O)elUXdu 
11' -00 

(9) 

where -v = mntan(mnh). The ~ singularity of the three-dimensional Green function cancels out 
with the logarithmic singularity of the two-dimensional Green function when it is integrated with 
respect to x. Also the Bessel function has a logarithmicsingularity which is integrable. Fig.1 shows 
the Fourier-transformed kemel of the integral equation, and the kemel for finite depth approaches 
that of infinite depth as the depth becomes large. 
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2.5 Hydrodynamic Coefficients and Motions 

The three dimensional correction terms on the added mass and dam ping coefficient can be added 
when the integral equation is solved[I](2). To compute the wave excitation forces and moments, 
the far-field formula is applied in the present study(4). Unified theory is applicable to heave-pitch 
coupled motion, but the finite-depth strip theory has to be used for sway-yaw-roll coupled motion. 

73 

2.6 The Second-Order Mean Drift Forces 

The finite-depth mean drift forces and moment on surge, sway and yaw direction are computed 
using the formula in (5). In particular, when there is no extern al work on a body, the formula 
which is positive definite provides more accurate results. 

3 Computational Results 

Fig.l shows the added mass and damping coefficient of the heave motion. The ship model is 
a mathematical huil of parabolic shape. The beam(B) and length(L) ratio of huil is 0.15, and 
the draft(T) and leng th ratio is 0.1. As expected, unified theory is in very good agreement with 
WAMIT, especially in low frequency range. Fig.2 shows the wave excitation force for heave. The 
agreement with WAMIT is also favorable. Fig.3 shows the mot ion RAO of heave and pitch. It 
is interesting that the resuIt of strip theory is not bad at low frequencies although strip theory 
is not accurate for the hydrodynamic coefficients. It is because the dominant force for motion 
at low frequency comes not from the mass and damping but the restoring force FigA shows the 
longitudinal mean drift force at head sea. In order to get an accurate value of this parameter, 
the accurate computation of the Kochin function, i.e. the velocity potential, is essential as weil as 
the motion RAO. Therefore FigA indicates the accuracy of all solutions in the linear problem. As 
expected, unified theory provides the closer result to WAMIT than strip theory. 
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Long time evolution of gravity wave systems 

M. LANDRINI*, O. OSHRI+, T. WASEDA+ AND M. P. TULIN+ 

* INSEAN, Rome, Italy + Ocean Engineering Lab, UeSB 

Introduction 

Four main avenues for the non- linear prediction of conservative wave evolution exist: kinetic equations, the 
narrow banded cubic PDE of Schrödinger type (called here NLS), NLS plus (Dysthe), fuUy non-linear com­
putational (FNL). The first three comprise the weakly non-linear family, based on truncation of expansions 
beyond third order in wave steepness, ka. Dysthe corrects a crucial shortcoming of the NLS, which predicts 
only symmetric wave envelopes. They are both derivabie from kinetic equations. The latter permits evolution 
in both horizontal dimensions on the free surface and it is inherently free of narrow banded assumptions. It 
does, however require a pre-selection of the pertinent modes, a critical process. The preferred form of the kinetic 
equations which originated with Hasselman (1962) and Zakharov (1968), is that of Krasitskii (1994) preserving 
the Hamiltonian form of the free surface problem, discovered by Zakharov. These important Krasitskii equa­
tions have hardly been applied. Neither have these four major methods been previously compared with each 
other systematically, or with experiments. This was our purpose. 

Recently at the OEL-UeSB we have carried out systematic experiments in a large wave tankl (50 m I, 4.2 
m w, 2.1 m d) on the evolution of a carrier wave seeded with side bands, Tulin & Waseda (1997), as weil as 
analytical-computational studies of evolution using various avenues, including Krasitskii (Oshri , 1996) 

Meanwhile one of us (ML) has implemented a high resolution fully non-linear calculation method based on 
boundary integral equations. The method adopts the particular Eulerian-Lagrangian approach of Dold and 
Peregrine (1986) . A significant speed up of the computations is obtained by coupling the spectral convergence 
properties of the Euler Mclaurin quadrature formula with a fast summation multipole expansion technique 
allowing for an O(N log N) operation count and an O(N) storage requirement. This development allows for 
the high resolution prediction of wave trains with 0(102) waves. 

Here, in collaboration, we present some of our first results showing comparisons of the evolution of a system 
beginning as a carrier wave plus small closely spaced side-bands, (wc ± ów), which begins as a Benjamin-Feir 
instability. Four different methods are used: FNL, Krasitskii, NLS j Dysthe. In particular, Krasitskii's four­
waves reduced equations for discrete wave systems (Krasitskii, 1994) are solved and, for the first time using 
this model, the evolution of an arbitrary number of wave components is allowed for. More specifically, in the 
computations shown below, the number of waves is always large enough to achieve the invariance of the results 
under further refinement (in most of the computations at least 24 equally spaced wave components are used). 

With FNL as a benchmark, the rank order of performance was: Krasitskii, Dysthe, NLS. The success of 
Krasitskii is due to the large number of waves allowed for: by reducing the number of waves Krasitskii fails and, 
eventually, NLS-like results are recovered. 

Results 

The experiments, covering a range of kac and of ów, followed the evolution of a carrier plus seeded sidebands 
over about one cycle of modulation, usually en ding in breaking (cfr. fig . 1). The lower sideband, -ów, always 
grew relative to the upper one, +ów, in contrast to weil known results based on NLS but as predicted by 
Krasitskii (with a number of waves large enough) and Dysthe. 

In particular, this behaviour is numerically studied for kac = 0.1 (upper plot in fig . 2) where FNL, Kra­
sitskii, Dysthe and NLS spectra are contrasted. The excellent performance of Krasitskii in predicting even the 
waveforms can be appreciated in the lower diagram. 

The energy was markedly discretized in the experiments, with a spreading toward higher frequency modes, 
both free and bound. Only after breaking was widening of the major spectral peaks noticeable, probably due 
to breaking. This consistent discretization in the first cycle validates the kinetic equation approach, which 
considers only modes capable of interaction in the conservative theory of interaction. Breaking first occurs at a 
smaU value of kac, near 0.1, as observed in Su & Green (1985) and in the ocean. 

IThe OEL wavemaker is of plunging hydraullc type, computer controlled , designed and built- in- house and featuring an innovative 
plunger design 
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Figure 1: Summary of the experiments [4] and of the numerical computations performed. The experimental 
area where brealking events are observed is denoted by thin lines. Thicker lines indicate intense breaking close 
to the wave maker. Circles refer to numeri cal computations. 

In the present computations, as breaking conditions are approached, differences appear in the predictions 
of weakly and fully non-linear methods. In particular, with small changes in kac the relative performance of 
Krasitskii, best of the weakly non-linear modeis, rapidly deteriorates in the second cycle of modulation (cfr. 
figures 3-4). We speculate that this is because, due to the weakly non-linear assumption, Krasitskii is unable 
to take into account the strong non-linearity at peak modulation that alters the energy exchange among wave 
modes, albeit in small quantity. 

The high resolution of FNL is evidenced by its ability to follow waves through deformation to breakingj in 
figure 5, kac = 0.11, we note that the appearance of two simultaneous breakers may be very unusual. The 
general ability of FNL to predict the onset of breaking is shown by comparison with experiments (cfr. fig . 1). 
Clearly the FNL can prove very useful in the further study of evolution and breaking. The further development 
of Krasitskii may also prove worthwhile, as its use can be extended to two surface dimensions. In the long 
run, unfortunately, the use of any of these methods, even in one dimension , will fail after breaking. The 
experiments here clearly showed that breaking radically changes the evolution of the wave system. There have 
been attempts to deal with this using weakly non-linear theory, but no predictions have yet been tested by 
experimental comparison. 
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Figure 2: ka = O.lo-case. Top: time evolution of the Fourier components (amplitudes are normalized with 
the initial value of ac)j from top down the FNL solution (solid lines) is contrasted with weakly non-linear 
predictions (dashed lines): Krasitskii-model (upper), Dysthe equation (middle) and non-linear Schrödinger 
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Experiments on the Ringing Response 
of aD Elastic Cylinder in Breaking Wave Groups 

C. Levi, S. Welch, E. Fontaine, M. P. Tulin* 

Ocean Engineering Laboratory, UCSB, Santa Barbara, CA 93106-1080 

Summary 
In order to gain understanding of the physical 

mechanism involved in the observed excitation of the 
slructural response of large ocean structures by Nonh 
Sea wind waves. experimental hydroelastic studies have 
been carried out in the OEL at UCSB. The experiment 
evolved through three separate leSlS beginning in 
OClober 1996. and concluding in August 1997. Since 
lhis work was begun very similar experimenls with 
resulls overlapping lhose found here have been 
conducted in the UK by Chaplin et al. [I). 

A lhin-walled venical cylinder pivoted at lhe tank 
bottom and held by an adjustable verlical tension wire 
was subjected to loadings by both non-breaking Stokes 
waves and by waves breaking in modulated wave 
groups, wilh a wave length of 2.3 m. Both downtank 
displacement and acceleration were measured in time. 
Two frequencies, the rigid body and first bending, were 
excited in lhe ringing slyle by lhe breaking waves, but 
nOl observably by the monochromatic waves. The free 
surface around the cylinder was visuulized by a high­
speed (2S0 Hz) video camera and Cl vertical jet is often 
seen to be produced at the front face dOl'ing impacl of 
the deformed-breaking waves. Tests were conducted 
over a large range of variables, and only a smuli sample 
is given here . The system parameters were deduced 
from free ringing experiments, and lhe loading was 
subsequently deduced from the measured responses. A 
strong correlation was found bet ween the rigid body 
loading and the local wave slope at the cylinder. The 
onset of the high frequency response, however, was 
correlated with breaking jet impact on the cylinder. The 
rigid body response at frequencies in excess of the wave 
frequency decreased with increase in lhe former, and the 
response amplitudes depended on the phase bet ween jet 
initiation and impact of the wave on the cylinder. In 
general, the highest loads were obtained when the 
plunging jet impacted the cylinder. Accelerations as 
large as 0.25g were measured. 

The Experiments 

Experimental techniques continuously evolved 
through a series of three different tests beginning in 
1996. The present experiments we re carried out during 
Augusl 1997 in the large OEL wind-wave tank r 150' L, 
14' W, 8' 0) using seeded side-bands 12,4J, 10 generate 
groups of 2.3m waves, with Initial steepness, ak" 
between 0 . 12 and 0.28. Periodic deformation and 

breaking at the wave group frequency occurred in the 
test section in the vicinity of a thin walled circular 
cylinder, elastically restrained with freedom of rotation 
about its bOllom mounting, see tig. I. Rigid body motion 
and bending deformalion of the elastic cylinder are 
measured using accelerometer and displacement probes. 
Wave wires are disposed on the front and back faces of 
lhe cylinder as weil as in the far field. Two video 
cameras, 30 and 250 Hz, pruvide views of the 
deforming wave surface as it impacts the cylinder; this 
aliows temporal correlation of the response and the 
wave shape. The rigid body natural frequency 
normalized by the wave frequency could be adjusted 
through the upper tension wire mounting, in the range 
1.5 - 5.5; and high bending flexural frequency, 20, was 
also typically observed during deforming breaking wave 
impact. 

E 
r­
N 

E 
r-

beach (lOm) 

D 

1: accelerometer 
2: displacement gage 
3: wave wires 
+ synchronized 30&250 Hz video -

main parameters: 

D = 0.15m 
À = 2 . )m 

ak = 0.12 - 0.28 
aID = 0.29 - 0.68 
D/À 0.065 

fn ' fw = 1.5 - 5.5 ; 20 

Pinned 

wave maker (40m) 

Figure I: Experimentnl set-up. 

Monochromatic Response vs. Wave Groups 

In tank tests with irregular waves. it has previously 
been reponed, [3) , that a correlation exists between 
ringing responses and impact by deformed breaking 
waves in wave groups. On the olher hand, several 
studies have allempled 10 find lhe source of ringing 
response solely within the high frequency structure of 
Stokes waves. It was the chief purpose of these tests to 
compare monochromalic and wave group response in 

• To contact the authors: + 805-893-4937 ; mpt@vonex.ucsb.edu 
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order to clarify the physical cause of ringing. and the 
set-up described above is weil able to do this. The 
loading is weil in the inertial range (wave amplitude I 
cylinder diameter < 0.70 here), and the response in 
Stokes waves was found be highly periodic and linear in 
the peak values up 10 the highest steepnesses tested. 
ak,,=0.28. Despite this linearity. the effect of harmonics 
on the temporal response is evident. see Figure 2a. For 
all rigid body frequencies tested. there was no clear 
evidence of "ringing" type behavior during the Stokes 
wave loading. i.e. suddenly large response decaying in 
time. until the next excitation. On the other hand. 
ringing responses were highly noticeable during loading 
in breaking wave groups. the excitation clearly 
originating during impact by the deformed or breaking 
wave. see fig. 3. but not in the other. sma ller waves in 
the group. The period of ringing response is th us the 
period of the wave group. in th is case six times the wave 
period . The temporal response for a discrete ringing 
event is shown in tïg .2b. where the height of the 
breaking wave just before 1055 was chosen identical to 
the height of the Stokes wave with which it is 
compared. fig. 2a. The peak displacement is about twice 
those in the Stokes waves and the peak accelerations 
over 5 times as great. These factors would be even 
largel' had the comparison been made wi th a wave group 
of the same time-averaged energy density as for the 
Stokes wave. Notice, too , the excitation of high 
frequency bending mode accelerations by the breaking 
wave. 

Ringing Responses 
As might be anticipated, the observed level of the 

response increases as the normalized pitching resonant 
frequency reduces toward unity, fig.3. It is also 
observed that the level of response depends on the phase 
between the deforming-breaking wave and the front 
face of the cylinder. We utilize the following brief 
classitication of wave regimes, see fig.5 and 6, based on 
a more precise description [ 4]: 

Steepening - Cresting (CR. ECR). The wave is 
deforming assymmetrically. its crest rising. front 
face steepening, anti crest sharpening. as shown in 
fig .5. The nomenclature (CR) means that th is 
pl~ocess is culminating in the immediate vicinity of 
the front face of the cylinder; (ECR) means that the 
process has not yet culminated there. but will 
before the crest reach the re ar face of the cylinder. 

Pilingin!! let (lT). A jet has formed at the crest of 
the deformed wave and is moving forward and 
downward, see fig.6. while impacting the front face 
of the cylinder. 

Splashino - Plou!!hing (SPL The plunging jet has 
splashed into the front face of the wave. throwing 
water upwards as it ploughs forward and strikes the 
cylinder. 

As shown in tig.3, waves impacting during the plunging 
jet phase (JT) usually produce the highest response, for 
all natural frequencies; during the evolution of the 
breaking wave, the free surface becomes vertical in this 
regime. 

Wave Loads 

Data from an example of a jetting breaker 
impacting the cylinder are presented in tig. 4a-c. 
showing. respective ly, the displacement, acceleration, 
and wave induced moment. The latter, fig . 4c, has been 
deduced from the response data using a linear response 
equation of the mass-spring type ; the added mass, 
damping, and restraint stiffness were determined from 
!'ree oscillation tests in water, at the structural resonant 
frequency. The wave elevation measured at the front 
(# I) and the back (#2) of the cylinder are also shown in 
fig . 4d; their difference, which is proportional to the 
local wave slope at the cylinder is denOled by #3 in the 
same tïgure. 

It is rem,u'kable to note that the variation of the 
hydrodynamic moment on the cylinder, fig. 4c, is highly 
correlated with the local wave slope there, as measured 
by the cylinder mounted wave wires. This is simply 
seen by comparing the time at which both the peak 
hydrodynamic moment and its zero are reached, with 
the same times for the wave height difference. Perhaps 
this new experimental correlation can be used in the 
development of a lIseful engineering theory for the 
prediction of ringing loads in th is !'requency range . 
Incidentally , the same correlation between transverse 
loading and wave slope is predicted by Morison's 
formula when applied to cylinder wave loadings in 
waves of smal I steepness. 

The excitation of the high frequency bending mode 
is indicated by the vertical arrows in tig . 4b-c, nnd this 
seems closely to coincide with a very rapid change in 
the slope of the longitudinal di splacement of the system, 
i.e. to a "discontinuity" in the velocity . The equations of 
motion show that this requires the application of an 
impulse in momentum applieu to the cylinder. The 
timing of this event indicates that the source of this 
impulse was the impact of the jet itself on the cylinder 
surface. 
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In/lw = 3.5, 20.C: Jelting Phase 
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Figure 5: The Deformation of a Break ing Wave, Beginning at far Left. Front Face Steepens. Crest is a Maximum Near 
Jet Origination. Trough Continually Rises. LONGTANK Simulation (from [2J). 
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Figure 6: The Evolution of the Jet in Time . In Final Stages, Partic\es arc in Ballistic Trajectory. LONGTANK Simulation 
(from 12]). 
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Rapidly convergent representations for 
free-surface Green's functions 

by C M Linton 
Department of Mathematical Sciences, Loughborough University, 

Leicestershire, LEll 3TU, UK 

Introduction 

83 

There are two key ingredients to the derivations of the formulas in this paper. The first 
is the observation that solutions to Poisson's equation are related to solutions of the heat 
equation. Thus if 

v 2u = f in n (1) 

and 

V 2v = Vt in n, (2) 

v =-f at t = 0, (3) 

with u and v satisfying the same time-independent boundary conditions on an, then 

u= faOO vdt, (4) 

provided this integral exists. 

The other important step in the derivations below is to find two complementary representa­
tions for v, Vl and V2, the fust of which is easy to calculate for small values of t, the lat ter 
being easily evaluated for large t. We can then introduce an arbitrary positive parameter a 
and hen ce obtain a one-parameter family of formulas for u in the form 

(5) 

These ideas were used by Strain (1992) to derive rapidly convergent series for the Green's 
function associated with Laplace's equation in an n-dimensional cube. 

In this work we will apply these ideas in order to derive rapidly convergent expressions for 
Green's functions associated with water-wave problems in which the water depth is constant. 
One consequence of the fact that the domain n is unbounded is that the integral in (4) does 
not exist and the above procedure has to be modified slightly. Thus we choose ii so that 
JoOO(v + ii) dt does exist. Then the value of this integral is u + ü where 

'r"72- -I v u = -v . 
t=o 

(6) 

Provided we can solve th is equation we then have 

(7) 
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New representations for free-surface Green's functions 

We will use the following definitions: 

r = [x 2 + y2 + (z - ()2]1/2, T' = [x 2 + y2 + (2h + z + ()2]1/2, 

R = [x 2 + y2]1/2, P = [x 2 + (z _ ()2P/2, p' = [x 2 + (2h + z + <YP/2 , 

X~l) = 2nh - (- Z, 

X~3) = 2nh + (- z, 

X~2) = 2nh - ( + Z, 

X~4) = 2nh + (+ z. 

The exponential integral, E1(x), the incomplete Gamma function, r(a, x) and the comple­
mentary error function erfc(x) wil! also be used. 

Two dimensions 

We consider the two-dimensional fiuid domain -00 < x < 00, -h < z < 0 with the 
undisturbed free surface being z = 0 so that the Green's function representing an oscillating 
point sour.ce at x = 0, z = ( is Re(G exp{ -iwt}) where G is the solution to 

V;zG = ó(x)ó(z - () 

Gz=KG 

Gz = 0 

- h < z < 0, -h < ( < 0, 

on z = 0, 

on z = -h, 

and we require G to behave like outgoing waves as lxi --+ 00. 

(8) 
(9) 

(10) 

Numerous representations exist for this Green's function . In particular we have the eigen­
function expansion 

G = _ f cos J.Lm(z + h) cos J.Lm( + h) e-l-'mIXI, 
m=O 2J.LmNm 

(11) 

where J.Lm , m ~ 1 are the positive solutions to J.Lm tan J.Lmh + K = 0, J.Lo = -iJ.L where J.L is the 
positive root of J.L tanh J.Lh = K and 

N = ~ (1 Sin2J.Lmh). 
m 2 + 2J.Lm h 

(12) 

This series converges rapidly provided lxi is not too smal!. 

Following the procedure outlined in the introduction we can derive the new representation 
for G, 

(13) 
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where a is an arbitrary positive parameter, 

_ _ ra2!<2/4 e-
x2

/ 4t 
jl2 t 

Ao- Jo (47rt)1/2 e dt 
(14) 

1 00 1 (1-")2n [ 2n+l (1 ) 00 (_I)mx
2m 

] 
= - 47r1/2; n!"2 \x\ r -"2 - n - fo m!(m - n - ~)(ah)2m-2n-l ' 

(15) 

1
00 e-x2/4t 

Am = e-I"~t dt 
a2h2/4 (47rt)I/2 

(16) 

1 00 (_I)n (Xl-"m)2n r (~_ n l-";"a
2
h

2
) 

27r 1/ 2I-"m; n! 2 2' 4 ' 
(17) 

ra2h2/4 e-
x2

/
4t 

( ((1)) ( (2)) ( (3)) ( (4) )) 
Ln = Jo (47rt)I/2 In ,n Xn-l + In ,n Xn + In,n Xn + In ,n Xn+1 dt (18) 

and In ,n(X) is a known funetion. If we set a = 0 in (13) we reeover the eigenfunction 
expansion (11). 
For large values of \x\ the integrals Ao and Am are best evaluated numerieally, whereas 
for small \x\ the series representations ean be used. The integrals Ln must be evaluated 
numerieally but provided a is ehosen small enough only L 1 is required. We note that 

(19) 

Both the sums in (13) eonverge exponentially with the parameter a eontrolling the relative 
rates of eonvergenee ofthe two series. For a = 0 the eigenfunction expansion (11) is reeovered. 
The seeond sum in (13) is exponentially loealized in spaee and so we ean think of it as 
representing loeal information whereas global low-frequeney information is represented by 
the first sumo This type of deeomposition is known as Ewald summation. 

Three dimensions 

Next we eonsider the three-dimensional problem 

V2G = 8(x)8(y)8(z - () - h < z < 0, -h < ( < 0 

together with (9) and (10), and we require G to behave like outgoing waves as R -> 00. 

The eigenfunetion expansion for G is 

(20) 

(21) 

Computations by Newman (1985), (1992) show that when R/h > 1/2 this expansion is 
suffieient. Our new representation for G is 

- -erfe - - -erfe - - 2)-ltLn, 1 (r) 1 (r') 00 

47rr ah 47rr' ah n=1 
(22) 
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where 

l
a2h2/4 e-R2/4t 2t 

Ao = - ---el' dt 
o 47rt 

(23) 

1 ( R 00 (_l)n (R)2n) 1 00 1 (J.Lah)2n (R2) 
= 47r 'Y + 21n ah + ]; ~ ah - 47r]; n! -2- En+l a2h2 ' (24) 

1
00 e-R2/4t 2 

Am = ___ e-I'~t dt 
a2 h 2 /4 47rt 

(25) 

_ ~ 00 (_l)n (li)2n (J.L;"a2h
2

) 
- 4 ~ I h En+l 4 ' 7r n=O n. a 

(26) 

_ ra2h2 /4 e-
R2

/
4t (1) (2) (3) ( (4) ) 

Ln - Jo ~ In,n(Xn-l) + In,n(Xn ) + In,n(Xn ) + In,n Xn+l) dt. (27) 

If we set a = 0 in (22) we recover the eigenfunction expansion (21). The logarithmic 
singularity in Ao as R -+ 0 is, of course, exactly that required to cancel the singularity in the 
Hankel function . Hence, by writing -~H61)(J.LR) - 1; In R as a power series, (22) is easily 
computed for small R. 

For the evaluation of L 1 we note that 

(28) 

Discussion 

New representations have been derived for the finite-depth free-surface Green's function in 
two and three dimensions. These representations contain an arbitrary positive parameter a 
which can be varied so as to achieve the optimum convergence rate for the given physical 
parameters. Preliminary numerical calculations suggest that the method is very efficient. 
Numerical results showing the relative strengths and weaknesses of these new formulas com­
pared with other techniques for calculating these Green's functions will be shown at the 
workshop. 

The same techniques can be used to derive formulas for other Green's functions associated 
with water-wave problems and these will also be discussed. 
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NUMERICAL SIMULA TION OF SLaSHING WA VES IN A 3D TANK 

Q.W. Ma" G.x. Wu' and R. Eatoek Taylor-

+ Department of Mechanical Engineering, Univer~ity College London, Torrington Place, 

London, WClE 7JE, UK 

++ Department of Engineering Science, Univer~ity of Oxford, Park~ Road, Oxford, OXI 3PJ, 

UK 

Introduction 

Sloshing waves are associated with variou~ engineering prnblems, such as the liquid oscillations 
in large storage tanks caused by earthquakes, the motions of liquid fuel in aircraft and spacecraft, the 
liquid rnotions in containers and the water flow on the deck of ~hip~. These motions are of ten very 
large and their behaviour is strongly non-linear when the excitation is large or when the excitation 
is near to the natural frequencies. The wave pattem may behave like a standing wave, a travelling 
wave or a hydraulic jump. During the process, large pressures may be ereated. Here we consider the 
sloshing waves in a 3D rectangular tank undergoing translational motions in three directions. The 
nurnerical a1gorithm is based on the tïnite element method diseussetl in the last workshop (Ma, Wu & 

Eatock Taylor, 1997). 

Mathematical formulation 

A Cartesian co-ordinale system, Oxyz, fixetl with the 
tank is used. lts origin is located at the centre of the free 
surface, as shown in Figure 1. The displacement of the tank 
in x, y and z directions are defined a~: 

(1) Xb =[Xb(t~ y,,(I), Zb (t)] 
The tota! velocity polential 1/1 can be split into: 

(2) 1/1 = rp + XU + yv + zw 
dX" . 

where u, v and w are the components of U = -- lil the 
dl 

/ I 
!: 1/ / x 

{,· ····················w 

Figure 1 Tank and co-ordinale syslem 

x, y and z directions, respectively. rp in (2) satistïes the following equations: 

(3) v2rp = 0 

(4) arp = 0 
i:Jn 

(5) at; = _ arp at; _ arp at; + arp 
at ax Jx dy dy ()z 
&iJ arp at; 1 dil dv dlV 

(6) -=----Vrpevrp-gt; -x-- y--t;-
Ot ()z at 2 dl dl dl 

in the fluid 

on the side walb 

Oll the free surface 

on the free surface 

Orp[X,y.t;(X,.l', I), I] _ arp arp at; 
where t; is free surface elevation measured in Oxyz iUld l5! - iiï + ()z iiï' These 

equations are then combined with the initial conditions which ean be given as: 

(7) t;(x,y,O) = 0 rp(x,y,O,O) = -XII(O)- yv(O) 

Results 

In the analysis below, some parameters are nondimensionalized ;L~ follows: 

(x,y,z,L, 8,a}--:, (x,y,z, L, 8,a)d, t -H.JdTi, w --:, wJiid 
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We first consider a 2D case in which L = 2 , B = 0.2 alltl the mot ion of tlle tank is governed by 

u(r) = acocos(an') and v = w = O. Figure 2 shows the history of the wave elevation at x = -1.0 with 

a = 0.00186 and at four different freljuencies either higher or lower than the natural frequency 

COo = ~(tr/ L)tanh(tr/ L). It shows that the numerical resulls are in an excellent agreement with the 

linearised analytical solution (Faltinsen, 1978). 
Tbe second case considered is a 3D problem in a square tank of L = B = 4, which moves in a 

vertical direction with an initial borizontal disturbance detïned hy : 

{
0.0283 r = ° 

(8) w(r) = wzaz cos(wzr), u(r) = ver) = 0 r > 0 

We bave made calculation for four different amplitudes and fre<juencies. The corresponding wave 
history recorded at one corner is presented in Figure 3 where w" given above is also a natural 

frequency of this square tank. Tbe wave elevation due to purely vertical motion is tlleoretically zero. 
It, however, can become quite large when a small initial horizontal perturbation exists, as can be 
seen from Figures 3b to 3d. Furtllerrnore, tllese large responses are not in tlle forced frequency but in 
one near to co o. A similar phenomenon was also reported by Su and Wat~g (19Ró) wh en tlley 

considered tlle motion at ahout twice the natural freljuency. 
In tlle third case , tlle tank of L = B = 8 undergoes only horizontal motions defined as 

u( r) = v( r) = CIXl cos(wr) with a = 0.0372 and w = O.9999w" . A lravelling wave can be observed in 

Figure 4 which shows tlle sequence of a wave crest moving from the corner (-L/2 ,-B/2) to the 

corner (L /2, B /2). Figure 5 gives tlle wave history at the two corners. It can be seen tllat the 

wave can become very sharp. Figure 6 illuslrates the pressure history al two points, whieh behaves 
Iilee pulses hitting the wal Is of tbe tank repeatedly. 

In tlle fourth case, the tank of L = 8 <lilt! B = 4 is moving with ve!ocities /l(r) = CO x(lx cos(coxr), 

ver) = wyay cos(coyr) and w = ° where {Ix = 0.0372, Uy = (l.OlXó , (0, = O.9999~(rr/L)tmlh(tr/ L) 

and CO y = 0.9999J(tr/ B)tanh(tr/ B). Some typical snapshots of the wave prolïles are iIlustrated in 

Figure 7. The travelling wave is also evident in this case. 
Tbe la~t case we considered corresponds tn very shallow water. The tank of L = B = 25 is 

moving only in horizontal directions witb cl, = "y = 1.2 and w, = wy = O.998J(n/ L}tanh(rr/ L} . A 

hydraulic jump bas been observed in tllis case, as shown in Figure X. It shnuhl be nnted that there are 
some higher frequency waves superimposed nn the wave system in nur case. Huang and Hsiung 
(1996) also observed the hydraulic jump based on a shallow water formulalÎon but no higher 
frequency waves seem to exist in their analysis. More results will be presented in tbe workshop. 
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GEOMETRIC SYNTHESIS OF 2D SUBMERGED BODIES 

Matos,V.L.F. & Simos, A.N. & Aranha,lA.P. 

Department ofNaval and Ocean Eng. - EPUSP 

S.Paulo, S.P., Brazil 

1. INTRODUCTION 

91 

Consider the cross-section of a slender submerged body symmetric with respect to the 

vertical axis and let d be the di stance between the origin 0 of the coordinated system and the free 

surface. The point 0 is within the cross-section and along the symmetry axis. If S is the cross­

section area and BI = (Cé 1 )S/27t let a = (BI)ln be the characteristic length, where CM is the heave 

added mass coefficient in infinite fluid, namely, in a tluid region without free surface. The heave 

potential in this case can be expressed by means ofthe Fourier (Lau rent) series 

'" a o
-
I D 80

-

1 
( sin 8) x - B·G z -B _____ 0 -- -- . 

c!>( ,y) - I () - 'L( -1)1 D 8 0 - 1 ' 
0= 1 n . I Z r 

(1 a) 

G(z) = - f(-i)O . Do .(~) O , 
0= 1 Z 

where y is the vertical coordinate, z = x + i.y is the complex variabie and G(z) is the complex 

potential. 
The coefficients {Dn ; n = 1,2,3, ..... } define completely the geometry of the cross-section 

and one can introduce then the function of form 

F(Ka) = f(-I)" (Ka)" Do+' . 
0=0 n! DI 

(1 b) 

It can be shown (see Aranha & Pinto (1994» that the sectional heave exciting force due to a 

harmonic wave with amplitude A, frequency (J) and wavenumber K = (J)2/ g is asymptotically given by 

the expression 

(2a) 
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with an error ofthe fonn [1 + 0(8)] where 

(2b) 

In the above expression ao is the radius of the circle that circumscribes the cross-section and 

since 8 ~ O.135(a/d)2 the error is of order 3% when the equivalent cross-section radius a is half the 

distance d between the point 0 and the free surface. 

Notice that F(Ka) ~ 1 when Ka ~ 0 and so (2a) recovers the inertia tenn of Morison 

fonnula in the low frequency limit; in this sense this expression represents an extension to the whole 

range of frequencies of this weil known formula. Also, F(Ka) == 1 for a circle, indicating that 

Morison fonnula can be used in the whole range offrequencies for this geometry. 

2. GEOMETRIe SYNTHESIS 

The importance of such approximated solution is that it enables one to address, within 

certain lirnitations, the inverse problem, namely, the one where the behavior ofthe exciting force is 

defined and the geometry ofthe cross-section is then obtained. By defining a convenientfimction of 

form F(Ka) one can deterrnine the coefficients {Dn ; n = 1,2,3, ..... } and so the geometry of the 

cross-section that it is associated with the chosen F(Ka). The purpose of this work is to present an 

example of this geometric synthesis and an experiment al validation of the final result, by direct 

measurement of the exciting force in the wave tank. The example chosen was fitted to provide a 

simple geometry, that could be easily built and such that the final result could have been obtained by 

an ad hoc extension of Morison fonnula to the whole frequency range. 

Consider then the fi.mction of form 

3 4 1 
F(Ka) = cos4 (aKa) = -+-cos(2aKa) +-cos(4aKa). 

8 8 8 
(3a) 

The geometry related to this one-parameter functions of form are such that the heave 

exciting force have a very flat zero at the frequency Ka = n/2a. Expanding (3a) in power series one 

can deterrnine the coefficients {Dn ; n = 1,2,3, ..... } from (lb) and using them into the expression for 

G(z) the following complex potential is deterrnined (see Simos (1997»: 

3a 2 i a 2 i a 2 a 2 a 2 

G(z)=-------- ---
8 z 4 z+2aa 4 z - 2aa 16 z+4aa 16 z - 4aa 

(3b) 

For a = 0 the complex potential G(z) represents a circle with radius a centered at the origin 

0; as a increases this circle is continuously distorted and for a large enough one obtainsfive circles 
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with centers placed at { z = (0,0); z = (±2aa,O); z = (±4aa,0)} and v.~th radius {(3 /8)1l2a; 0/2; a/4} 

respectively. 
The figure below shows how the geometry changes with the inerease of tuning parameter 

a . Observing that the standard Morison formula can be used for a cireie, irrespective of the value of 

the wavenumber, one obtains from this formula applied to the five eirc1es exaetly the expression 

(2a;3a). This resuIt not only enhance the confidence in the proposed approximation but also 

displays a simpIe geometry that can be easily built in order to check experimentally expression (2a) . 
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FIG.(1): Geometrie synthesis ofthe function ofform (3a) for different values ofthe parameter a. 
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3. EXPERIMENTAL SET UP 

Five cylinders with length / = 0.950 mand with diameters {O. 1 SOm; O. 122m; 0.061 m} were 

fixed in a rigid frame with the centers equidistant from each ot her by an adjustable distance b. The 

length / is a bit smaller than the wave tank width and if S = 0.047 m' is the tot al cross section area, 

then a = (Sht)l" = 0.122 mand the parameter u is defined by the equality b = 2aa. So by changing 

b one can change the value of the tuning parameter u . Two load cells were placed along the 

transversal arms of the frame, the line joining the load cells being coincident with the longitudinal 

axis of the wave tank. A low amplitude harmonic wave was then imposed by the wave maker and 

the resultant heave force was obtained by the sum ofthe forces in each load cello 

Prelirninary experimental results seems to confirm the proposed approximation, a consistent 

set of experimental results being planned to be presented at the workshop. 

Different functions of form can be synthesized leading to geometries that can be usefull as 

cross sections of the pontoons of a TLP or a serni-submersible platform. The same approximation 

can also be developed in 3D and, in particular, for a body of revolution, where a stream function 

can be introduced, the same Harniltonian approach can be used to generated the body geometry. 

4. REFERENCE 
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2.Simos, A.N. (1997): "Tópicos Visando 0 Aprimoramento do Projeto de Plataformas TLP: Estudo 

de Formas Bi-Dimensionais de Minima Força de Excitaçäo Vertical e Modelagem da Dinärnica dos 

Tendöes sob Excitaçäo Paramétrica", M.Sc., Dep. de Eng. Naval e Oceänica da EPUSP, 

Novembro de 1997; 
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U niqueness, trapped modes and the cut-off frequency 

11aureen 11clver 
Loughborough University, Loughborough, Leicestershire, LEll 3TU, U.K. 

Introduction 
For several years many authors tried to prove that the two-dimensional, linear water-wave 
problem was uniquely posed at all frequencies until 11cIver (1996) showed that trapped 
modes exist for pairs of special bodies placed in the free surface. Trapped modes are 
defined to be non-zero solutions of the homogeneous problem which have finite energy. 
Their existence at aspecific frequency means that the forced problem does not have a 
unique solution at th at frequency. The question of whether or not trapped modes exist for 
purely submerged bodies or variabie sea-bed topography is still open. Uniqueness has been 
proved for some geometrical configurations of bodies and topography (see McIver 1996 for 
a review of the literature) but recently Evans & Porter (1998) showed that trapped modes 
exist for submerged bodies in the presence of surface-piercing bodies. 

Trapped modes are known to occur in other types of boundary value problems. A 
classic example is the Stokes' edge wave which is trapped above a sloping beach and 
propagates along the shoreline. More recently Evans, Levitin & Vassiliev (1994) proved 
that trapped modes exist when bodies are symmetrically placed in water wave channels 
or guides. Unlike the modes found by 11cIver (1996), both of these types of trapped 
modes occur at frequencies which are less than a 'cut-off' value, below which waves cannot 
propagate to infinity. In the terminology of spectral theory, the trapped modes occur at 
frequencies ('eigenvalues') which are below the bottom of the continuous spectrum for the 
problem and they can be shown to exist with the use of a variational principle. However, 
if there is no cut-off in the problem, the variational argument fails to prove the existence 
of trapped modes and this is one reason why the two-dimensional water wave problem is 
difficult to analyse. 

The purpose of this work is to show how a cut-off may be artificially introduced into 
the two-dimensional water-wave problem and how, for a wide class of bodies and variabie 
topography, uniqueness may be established below this cut-off. Work is currently in progress 
to see whether trapped modes may be shown to exist below this cut-off and whether the 
trapped mode found by 11cIver (1996) is associated with a cut-off. 

A cut-off frequency for the two-dimensional problem 
The velo city potential which describes the two-dimensional, small oscillations of an inviscid 
and incompressible fluid at angular frequency w is given by Re[4>(x,y)e- iwt J where 4> 
satisfies 

'124> = 0, in the fluid (1) 

and 
04> 

K4> + oy = 0 on y = O. (2) 

Axes are chosen so that the origin is in the mean free surface and the y-axis points vertically 
downwards and the parameter K = w 2 

/ g where g is the acceleration due to gravity. In 
addition, no flow through any rigid surface means that 

~~ = 0 on the sea-bed and any bodies. (3) 
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If trapped modes are sought then the radiation condition is replaced by 

1> -> 0 as lxi -> 00. (4) 

Uniqueness is established if the only solution to (1)-(4) is the trivial solution 1> = O. 
Without loss of generality, 1> may be assumed to be real because if it were complex then the 
real and imaginary parts would separately satisfy the governing equations and boundary 
conditions. To be specific the problem in which there are no bodies in the fluid but there 
is a variable sea-bed which lies between x = ±a, as illustrated in figure 1, is studied. 

K<1>+ <1>y = 0 x 

y + '~o \72<1>=0 

-a y=h 
a 

Figure 1 - Definition sketch and illustration of a nodal line 

Greens theorem 

r 1>\121/; _ 'Ij/\1 21>dV = r 1> 81/; -1/; 81> dS JD J8D 8n 8n 

is applied to 1> and the harmonie function 

1/; = sin k(x - b) cosh k(y - h) 

(5) 

(6) 

in the region x ~ b ~ a, 0 ::; y ::; h, where h is the uniform depth of the layer in the region 
x ~ a and kh is the real, positive root of the dispersion relation Kh = kh tanh kh. In 
this region, both 1> and 1/; are harmonie and satisfy the same boundary conditions on the 
sea-bed and the free surface. As 1> -> 0 as x -+ 00 the only contribution to (5) comes from 
the line x = band yields 

l h 

cjJ(b, y) cosh k(y - h) dy = O. (7) 

The function cosh k(y - h) is strictly positive and as 1>(b, y) is a continuous function of y, 

(8) 

for some yo(b) such that 0 < Yo < h. A value of Yo may be found for every b ~ a and so by 
continuity, there is a nodalline on which 1> = 0 in the interior of the fiuid which extends to 
infinity in the region x ~ a. Moreover in x ~ a, 1> may be represented by an eigenfunction 
expansion, namely 

00 

1> = L an cos kn(y - h)e - kn(x-a) (9) 
n=l 
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w here {kn h} is the monotonicaUy increasing sequence of positi ve roots of the dispersion 
rel at ion Kh = -knh tan knh. If 1> is not identically equal to zero then for x » a it is 
dominated by the first non-zero term in this series, so for some j 

(10) 

and so there is a nodalline which asymptotes to the horizontalline y = d as x -+ 00, where 
kjd is the smallest root of the equation coskj(y - h) = O. Furthermore, if the potential 
does correspond to a trapped mode, the other end of this line cannot lie on the sea-bed or 
go to either infinity. If it did then there would be a region in the fluid which was open to 
infinity and partially surrounded by lines on which either 1> or its normal derivative were 
zero and a simple application of the di vergen ce theorem would mean that 1> = 0 everywhere 
within that region and, by analytic continuation, 1> = 0 everywhere in the fluid. Thus if 
1> represents a trapped mode there is a nodal line which asymptotes to the line Y = d as 
x -+ 00 and whose other end lies on the free surface, as illustrated in figure 1. Although 
the precise position of the line is unknown, it defines the lower boundary of a subregion 
of the fluid contained between it and the free surface. In the next section it will be shown 
that there is a cut-off for th is new region, below which waves cannot propagate to infinity 
and uniqueness wiU be established for K hmax ::; 1 where hmax is the maximum depth of 
the fluid. 

Uniqueness below the cut-off 
The velo city potential for waves which propagate in a fluid layer of uniform depth d and 
which satisfies the condition 1> = 0 on the lower boundary, is given by 

1> = sinh k(y - d)ë ikx
, (11) 

where, to satisfy the free surface condition (2), kd is a root of the dispersion relation 

Kd = kdcothkd. (12) 

By examining the graph of y = x coth x it is straightforward to show that there are no 
real roots of (12) if K d < 1. Thus there is a cut-off frequency below which waves cannot 
propagate in a uniform layer and satisfy 1> = 0 on the lower boundary. 

The region D is defined to be the region contained between the nodal line and the 
free surface and the coordinate axes are redefined so that the origin is at the intersection 
of the nodalline and the free surface. Integration down a verticalline from any point b on 
the free surface of this new region gives 

(dtb) 81> 
1>(b,O) = - Jo 8y (b, y) dy, (13) 

where d(b) is the smallest value of y such that the point (b, d(b)) lies on the nodalline. (If 
there is only one such value then y = d(b) is the equation of the nodalline.) By squaring 
(13) and using the Cauchy-Schwarz inequality it may be shown that 

[ 

(dtb) 1 [ (dtb) (81)) 2 1 (d(b) (8 ) 2 
1>2(b,O)::; Jo 1

2
dy Jo 8y dy::;dmaxJo 8~ dy, (14) 
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where dmax is the maximum depth of the nodal !ine. An application of the divergence 
theorem with the use of (4) and (14) gives 

L ('\7<,/>?dV = K 100 

<,/>2(x,O)dx::::; Kdmax 100 l d

(X) (~:) 2 dydx::::; Kdmax L ('\7<,/»2dV. 

(15) 
If Kdmax < 1 the inequality in (15) is only satisfied if ('\7<,/»2 is identically equal to zero 
which means that <'/> is a constant and this constant must be zero from the nodal line 
condition. So there are no trapped modes in the subregion for K dmax < 1. As dmax < hmax , 

the maximum depth of the fluid, there are no trapped modes in the subregion and by 
analytic continuation, the whole fluid, if Khmax ::::; 1. 

U niqueness for bodies and variabie topography 
The analysis of the previous section may be extended to the case where there are a finite 
number of nonbulbous , surface-piercing bodies in a fluid layer of variabie depth. In this 
case, the nodalline may end on one of the bodies instead of the free surface. However, the 
nodalline and a portion of the body would stil! define the lower boundary of a subregion of 
the fluid and if the body is nonbulbous, verticallines may be extended from every point on 
the free surface in the subregion to the nodal line and the analysis of the previous section 
wil! apply. In addition the proof of uniqueness for K hmax ::::; 1 extends to the case where 
there is a single submerged or surface-piercing body of any shape. This is because there is 
also a nodalline which asymptotes to the line y =const as x ---> -00 and it is impossible for 
both nodallines to end on the body uniess the potential is identically equal to zero. Thus, 
at least one of the nodal lines must end on the free surface and this defines a subregion of 
the fluid in which the argument of the previous section may be applied. 

Conclusion 
Uniqueness of potential for the two-dimensional, linear boundary value problem for water 
waves has been proved for general sea-bed topographies for Khmax ::::; 1. The result has 
also been extended to prove uniqueness for the same range of frequencies when there are 
any finite number of nonbulbous, surface-piercing bodies in the fluid or a single submerged 
or surface-piercing body of any shape. The numerical evidence is that the nodalline for the 
trapped mode potential obtained by McIver (1996) ends on one of the bodies. However, 
because the bodies found are bulbous it is not possible to extend verticallines from every 
point on the free surface in the subregion to the nodalline and so there is no contradiction 
between the existence of this mode and the uniqueness results generated in this paper. 

References 
Evans, D.V., Levitin, M. & Vassiliev, D. 1994 'Existence theorems for trapped modes.' J. 
Fluid Mechanics, Vol. 261, pp 21 - 31. 

Evans, D.V. & Porter, R. 1998 'An example of non-uniqueness in the two-dimensional 
!inear water wave problem involving a submerged body.' Submitted to Proc. Roy. Soc. 
Land. A . 

McIver, M. 1996 'An example of non-uniqueness in the two-dimensionallinear water wave 
problem.' J. Fluid Mechanics, Vol. 315, pp 257 - 266. 



Abstracts: l3th International Workshop on Water Waves and Floating Bodies 99 

On the completeness of eigenfunction expansions in water-wave problems 

P. Mclver 

Department of Mathematica! Sciences, Loughborough University, UK 

1 Introduction 
The method of eigenfunction expansions is a popular tooi for the solution of the linear water-wave 
problem in constant depth water. The key result is that there exists a complete set of orthonormal 
vertical eigenfunctions so that any 'reasonabie' function of the vertical coordinate may be expanded 
in terms of this complete set. This result comes from the theory of self-adjoint linear differential 

operators which is used extensively in many engineering applications of mathematics. 
There are a number of problems involving wave interaction with a permeable breakwater or a 

perforated barrier for which the vertical eigenvalue problem is no longer self adjoint. A consequence 
of this is that the familiar theorems required to construct an eigenfunction expansion no longer 
apply and the 'obvious' eigenfunctions may not form a complete set. Perhaps the simplest problem 
of this type is examined in detail here, but first of all some aspects of the 'standard' water-wave 

problem are recalled. 

2 The water-wave problem 
Consider the linear water-wave problem for time-harmonie motion of angular frequency w in a region 

of constant depth h, and let Y be the vertical coordinate with origin in the free surface and directed 
upwards. An attempt to find a solution in terms of vertical eigenfunctions leads to consideration of 

the differential equation 
_ d2X 

Tx. = - - =),x. for - h < Y < 0 
dy2 

together with the boundary conditions 

dx. 
- = 0 on y = -h and 
dy 

dX -_ KX 0 on y = , 
dy 

(1) 

(2) 

where K is the rea! number w2/g and 9 is the acceleration due to gravity. It is well 'known that the 

solutions of this problem are of the form 

x = cosk(y + h) (3) 

where k = ),1/2 is a root of the dispersion relation 

K = -ktankh. (4) 

This dispersion relation has two purely imaginary roots k = ±ko and an infinity of purely real roots 

{k = ±km ; m = 1,2, . .. }. The set of vertical eigenfunctions 

with 

coskm(y + h) 
Xm = m = 0,1,2, ... , 

2 _ ~ ( sin2kmh) 
Nm - 2 1 + 2km h ' 

form a complete orthonormal set satisfying 

110 ïï -h Xm(Y)Xn(Y) dy = Ómn 

(5) 

(6) 

(7) 
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where c5mn is the Kronecker delta. 
It is convenient to introduce an inner product notation. Let u and v be any two functions that 

are square-integrable over the depth and define their inner product by 

1 JO (u, v) = h -h u'iJdy (8) 

where the over bar denotes complex conjugate. In this notation, the orthogonality condition (7) is 

(9) 

By the expansion theorem, any function / that is square integrable over the depth may be written 

00 

/ = I: (f, Xm)xm. (10) 
m=O 

3 Wave motion in a permeable breakwater 
A model for time-harmonic motion in a permeable breakwater1 leads again to the consideration 
of the boundary-value problem (1-2) but with K now a complex number. This problëm has been 
examined in some detail by Dalrymple, Losada & Martin2. In particular, they note that for certain 
values of the complex parameter Kthere are double roots of the dispersion relation (4) and, for 
these values of K , the eigenfunctions (5) no longer form a complete set. Dalrymple et al. obtain 
the missing eigenfunctions by an indirect argument based on the Green's function for the particular 
water-wave problem under consideration. Here, the problem is re-examined from the point of view 
of the general theory of non-self-adjoint Iinear differential operators. 

An operator T is self adjoint if, for all suitable functions u and v, 

(Tu, v) = (u,Tv). (ll) 

Integration by parts shows that this relation is satisfied by the operator defined by (1- 2) provided 
K is real. The corresponding breakwater problem, where K is complex, is not self adjoint and the 
familiar expansion theorems do not apply. 

Fortunately, th is particular problem falls into a c1ass discussed in Chapter 12 of the text by 
Coddington & Levinson3 . The eigenvalues of the problem (1-2) are given by >. = k 2 , where k is a, 
now complex, root of the dispersion relation (4). Let en be a c10sed contour in the complex>. plane 
which encircles in an anticlockwise direction the eigenvalues {>'1, >'2, . . . , >'n}, arranged in order of 
increasing modulus. The expansion theorem3 says that, for suitable functions /, 

where 

Pn (y,17) = -2
1

. r G(y, 17; >') d>', 
7ft Jen 

(12) 

(13) 

G is the Green 's function for the particular problem under consideration, and provided suitable 
convergence criteria can be established. The Green's function for the problem (1- 2) is 

G( .>.)=_(kcosky>+Ksinky»cosk(y<+h) k=>.1/2, 
y,17, k(Kcoskh+ksinkh) ' (14) 

where 

y< = min(y,17) and y> = max(y, 17). (15) 
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This Green's function has poles at values of >. corresponding to the roots of the dispersion rel at ion 

(4) so that, by the residue theorem, 

n 

Pn(y,1]) = 'L Rm(y, 1]) (16) 
m=1 

where Rm is the residue of Gat>. = >'m. If the eigenvalues are known then the residues at the poles 
of the Green's function can be calculated and the form of the general expansion found. There are 
two difficulties with th is, one numerical and one theoretica!. 

The numerical difficulty is in locating the eigenvalues in the complex plane. In the case of real 
K the roots of the dispersion relation !ie on either the realor imaginary axis in the complex k plane 
and are therefore easily located. For complex K, Dalyrnple et al. 2 used a numerical scheme in which 
the roots are tracked individually as the imaginary part of K is increased from zero. Some new 
results have been obtained that should allow a more direct computation of these roots. 

The theoretical problem is that for isolated values of Kthere is a double root of the disperion 
relation and therefore a double pole of the Green's function. These double roots correspond to zeros 
in the complex k plane of the normalisation factor N m def'ined in equation (6); the corresponding 
value of K follows from the dispersion relation (4). For almost all values of Kthere are no double 

roots. 
The residue of the Green's function for a pole of order Pm at >. = >'m is readily evaluated and 

may be written 
Pm 

Rm(y,1]) = 'L"ifm,Pm - q+l (1])Xm,q(Y)· (17) 
q=1 

For the case of a simple pole, Pm = I, the so-called 'generalised eigenfunctions' are given by 

cos km(y + h) 
Xm,l = and 'l/Jm,l = Xm,l with (Xm,l , 'l/Jm,l) = 1. (18) 

For the case of a double pole, Pm = 2, the genera!ised eigenfunctions are 

2 coskm(y + h) 
Xm,l = - cos2 kh and 'l/Jm,1 = Xm,l' (19) 

Xm,2=~(4sin2kh-3)coskm(y+h)+km(y+h)sinkm(y+h) and 'l/Jm,2=Xm,2' (20) 

with 
(21) 

In the double-pole case, although the residue is weil defined, there is a degree of arbitrariness 
in the choice of the generalised eigenfunctions {Xm,q, 'l/Jm,q; q = 1,2}. Generalised eigenfunctions 
corresponding to different eigenvalues are biorthogonal so that 

(Xm,q,'l/Jn,r) = 0, m -# n. (22) 

With the above definitions, the general expansion theorem is 

00 Pm 

f = 'L 'L(f,1{Jm,Pm-q+l)Xm,q (23) 
m=1 q=1 

For real K, all poles of the Green's function are simple and 'l/Jm,1 = Xm,1 = Xm so that (23) reduces 
to (10), after a suitable relabelling of the eigenfunctions. 
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4 Solutions of Laplace's equation 
The expansion theorem (23) may be used to find solutions of water wave problems. For example, 
suppose that a solution <p(x, y) of Laplace's equation is required satisfying the boundary condiitons 

orjJ = 0 on y = -h and oy orjJ = K rjJ on y = o. oy 
The solution is sought in the form 

00 Pm 

rjJ(x, y) = L L Cm,q(x)Xm,q(Y) 
m = lq=l 

which satisfies the Laplace equation provided 

00 Pm 

L L {C::' ,q(X)Xm,q(Y) + Cm,q(x)x::",q(Y)} = o. 
m = lq= l 

Now 
11 k2 Xm,l = - mXm,1 and X::" ,2 = -k~Xm, 2 - k2 cos2 kh Xm,l 

(24) 

(25) 

(26) 

(27) 

so that (22) may be used to isolate terms corresponçling to distinct eigenvalues. For a simple pole 

(28) 

For a double pole, application of the biothogonality properties (21) yields 

(29) 

which have solutions 

(30) 

and 

(31) 

5 Conclusion 
This work is concerned with a simple model for the propagation of water waves in a porous medium. 
The model has been extended to a two-Iayer flow by Yu & Chwang4 and the problem is again not 
self adjoint. This modified problem involves additional matching conditions at an intermediate 
depth and the theorems given by Coddington & Levinson3, and others, do not apply to this case. 
Thus, it is not clear that the expansion theorem is valid even when there are no double roots of the 
dispersion relation. This and other models are currently under further investigation. 
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A procedure to remove secularity in third-order numeri cal wave tanks 

B. Molin, ESIM & Y. Stassen, Ifremer 

hltroduction 

Many 2D numerical wave tanks have been developed worldwide. Most of them tackle the fully 
nonlinear problem, but some are based on the Stokes expansion procedure <1> = (<1>(1) + (2 <1>(2) + 
... , and are restricted to first (linear) or second-order effects. At the eleventh Workshop in 
Hamburg Büchmann presented a code with a third-order extension (Büchmann, 96). A similar 
model has been developed more recently by Stassen (Stassen et al, 1998). 
In Büchmann and Stassen's codes successive boundary value problems are solved at orders 
i = 1,2,3, with the free surface conditions given as (at y = 0) 

<1>~i) + g.,.,(i) 

,,(i) _ <1>(i) 
·/t y 

(1) 

(2) 

where f(i) and h(i) are zero at order i = 1 and depend on the solution(s) obtained at the pre­
vious order(s) for i = 2,3. 

When a regular wave is being produced in the numerical tank, a problem that has been ob­
served is that the third-order component to the wave elevation, associated with <1>(3), tends 
to increase steadily in amplitude as the wave travels down the tank. As aresuit when 
17 = (.,.,(1) + (2 17(2) + (3 17(3) is being recomposed at a fini te value of ( (for comparison with exper­
imental results for instance), the third-order term (3.,.,(3) gradually overruns the second-order 
and first-order ones, invalidating the perturbation procedure. This is illustrated in figure 2. 

This phenomenon is due to secularity. In the frequency domain the remedy is weil known and 
consists in slightly modifying the wave number, the frequency being imposed by the wave maker 
motion. In deep water regular waves the wave number correct ion is simply b.k = _(2 k, k being 
the wave number w 2 

/ g. 
In the time domain, with the wave front gradually advancing over still water (and the generated 
waves not necessarily being regular), a different procedure must be sought for. A possible one 
consists in stretching the coordinate system, as is proposed below. 

Theory 

We consider two coordinate systems (x,y) and (X, Y), (x,y) corresponding to the physical 
clomain, and (X, Y) to the computational domain. Both are centered at the free surface wave 
maker intersection. 
The mapping between the computational domain and the physical domain is given by 

x 

y 

X+(2P(X,Y,t) 

Y+E2 Q(X,Y,t) 

(3) 
(4) 
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with the following restrietions on Pand Q: 

V'P=0(1) \1Q = 0(1) P(O, Y, t) = ° Q(O,O,t) = ° kQ(X,O,l) = 0(1) 

k P(X, Y, t) being unrestricted . 
For the sake of conveniency we wil! also assume that the wa.terdepth 11. is rat her shallow, or 
kQ(X,-h,t) = 0(1), but the problem can be worked out without this assumplion. (As a 
matter of fact it is even simpier when the waterdepth is infinite). 
As a resu it the boundaries of the physical domain correspond to the following curves in thc 
computat ional domain: 

.T = ° 
y=O 
Y =-11. 

(wavemaker) 
(free surface) 
(bottom) 

-+ X = ° 
-+ Y = _(2Q(X,0,t) 

-+ Y = -11. - (2 Q(X, -11., t) 

The following step is to formulate the BYP satisfied by <1>(x, y, i) in the computational domain 
(X, Y). Partial derivatives are transformed by 

a 
ax 
a 
ày 

( 
2 a 2 a 1- ( Px) - - ( Qx-

àX àY 
2 à 2 a 

(1 - ( Qy) àY - ( Py ax 
a a 2 à 2Q a at -+ at - ( Pt àX - ( t ay 

the time derivative being the eulerian one, at x and y fixed. 

(5) 

(6) 

(7) 

At orders 1 and 2 the BYP's are unchanged. At order 3 the Laplace equation for <1>(3) is 
maintained provided Pand Q verify the Cauchy-Riemann conditions Px = Qy, PI' = -Qx, 
or P(X, Y, t) + i Q(X, Y, t) = f(X + i Y, i) . 
The boundary conditions on the wave maker, bottom and free surface are transformed as follows. 

Wave maker 
For the sake of simplicity we assume the wave maker to be vertical at x = 0. The no-flow 
condit ion in the physical domain is of the type 

with 9(3) depending on the solutions at orders 1 and 2. 
The condition in the computational domain is then 

since Qx = PI' == 0 at x = X = O. 

Bottom (y = -11.) 
Similarly the no-flow condition <1>~3)(X, -11., i) = ° becomes 

(3) Q ",(I) ",(I) Q",(I) 
<1>)' - Y '1'1' - PI' 'I' X - '1'1'1' = ° 

at '{ = -11., or 

(8) 

(9) 



Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

Free surface (y = 0) 
The new conditions at Y = 0 are 

",,(3) D ",,{I) Q ",,{I) Q ,..,(1) + 9 ,,(3) 
'Vt - rt 'Vx - t 'Vy - 'VtY " 

(3) P (I) ,..(3) + Q ,..(1) + P ",,{I) + Q ",,{I) 1]t - /1]x - 'VI' Y 'Vy Y 'V X 'Vyy 

where 1](X, t) = (1](1)(X, t) + (21]{2)(X, t) + (31]{3)(X, t), 

I(3)(X, t) 

IP)(X,t) 
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(10) 

(11) 

Thanks to the free surface conditions verified by <1>(1) and 1]{I), these two equations can be 
rewritten as 

~t [<I>(3) - P <I>~) - Q <I>\!)] + 9 [1](3) - P 1]~)] 

~ [,,(3) _ P ,,(I)] _ ~ [<1>(3) _ P <I>(1) _ Q <1>(1)] 
àt " "x àY x Y 

(12) 

(13) 

that is the same equations as in the secular case are obtained with <1>(3) (x, 0, t) being replaced 
by <I>(3)(X,O,t) - P<I>~) - Q<I>~) and 1](3)(x,t) replaced by 1](3)(X,t) - PT/~). 
This result would have been obtained readily if one had assumed both kP and k Q to be 0(1) 
at the free surface, through Taylor developments in X and Y. Actually only k Q = 0(1) is 
reqllired (and to be checked later). 
The procedure to get rid of secularity is now straight-forward. Be <I>~) and T/~3) the (secular) 
Soilltions obtained when P = Q = O. Then T/~3) contains a secular component at the same 
spatial frequencies as T/{l). This suggests to take P(X, 0, t) equal to the slowly-varying part (in 
X and t) of -T/~3) h~). Then, hopefully, 1](3) wil! reduce to the expected small, high frequency 
components. 
Once P has been thus determined on the free surface, Pand Q are obtained in the whole 
eomputational domain through 

P + i Q (Z) = ~ JOO [P((, 0, t) _ P((, 0, t)] d( 
7r -00 (- Z ( 

(14) 

with Z = X + i Y and P( -(, 0, t) = -P((, 0, t). Then the modified boundary conditions, at 
the wave maker and on the bottom, can be accounted for. 

Figures 1 through 4 show some preliminary results relating to experiments carried out in the 
towing tank of Ecole Centrale de Nantes. The length of the tank is 63 m, the waterdepth 2.8 m, 
the wave period 2.1 s and the wave amplitude 0.12 m. 
Figure 1, 2 and 3 show, 35 s af ter the wavemaker got started, values of T/~), 1]~3) and _1]~3)/T/~) 
along the tank. Figure 4 shows, at different instants, values obtained for P at the free surface, 
through low-pass filtering. All these results are dimensional, corresponding to ( = ka = 0.11. 
rt ean be seen that P, which is nothing but the distance the first-order wave profile must be 
shifted forward, slowly adjusts to the steady state solution P = k2a2 X as the wave system gets 
estab lished in the tank. 
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figure I: n.( I) x along the tank at t=35 s_ 
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The bold line shows results from low-pass filtering. 
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Non-uniqueness in the water-wave problem: 
an example violating the insicle John conclition 

by O. Motygin and N. Kuznetsov 

Laboralor'Y fol' Mathematical Modelling of Wave Phenornena, 

Institufe of Mechanical Engineering Probltms, Russian Acadtmy of Sciences 

1. Introduction 

107 

During thc last decade uniqueness of the time-harmonie solution has been in the focus of much 

research in the linearized theory of water waves. A substantial breakthrough was the first 

cxample of non-uniqueness constructed by M. Mclver (1996) in the two-dimensional water-wave 

problem. She applied the so-called inverse procedure which determines a physically admissible 

domain for a given solution instead of seeking a solution to the problem in a given domain. 

Developing this approach P. Mclver & M. Mclver (1997) obtained a non-uniqueness example 

for the axisymmetric water-wave problem, whilst Kuznetsov & Porter (1997) constructed a 

number of examples with different properties for the two-dimensional problem. Shortly aftel' 

appearing the first non-uniqueness examples, one of the authors of the present work has proved 

the following uniqueness theorem for the two-dimensional problem (see Appendix in Linton & 

K uznetsov 1997). 

Let. twa surfaee-piercing badies be immersed symmetrieally abaut the y-axis in deep water 

and satisfy tbe inside Jahn (IJ) conditian, that is, any vertieal straight line through the partian 

af the free surfaee between tbe bodies, say Fo = {-b < :r < b, y = O}, has na eamman paints 

with the wetted badies' eantaurs. 

Then the hamageneaus water-wave problem has anly trivial symmetrie (antisymmetrie) 

salutian, if the inequality 

'Ir (m + ~ ±~) < vb < 'Ir (m + ~ ± ~) 4 4 - - 4 4 
(1) 

halds with the sign + (-) (ar same m = 0,1, .... 

This theorem means that the IJ condition is sufficient far uniquenessof symmetric/anti­

symmetrie sólution within the complementary intervals given by (1) for the non-dimensional 

spectral parameter lIb. The examples constructed by Kuznetsov & Porter (1997), which include 

that of M. Mclver (1996) as a particular case, show that this theorem can hardly be improved. 

The reason is that every interval where the symmetrie solution is unique contains a subinterval 

of vb, for which there exists a two-body structure satisfying the IJ condition and trapping 

antisymmetrie mode. The same result is shown to be true for the first three intervals where the 

antisymmetrie solution is unique. Numerical calculations demonstrate that the same should be 

true for all intervals of vb, where (l) guarantees the uniqueness of antisymmetrie solution. 

The aim of the present work is to demonstrate that the IJ condition is not only sufficient, 

but also necessary for uniqueness in the intervals given by (1). We consider in detail the interval 

('Ir /2, 'Ir), where the symmetrie solution u(+) is unique, and outline how our approach works for 
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other interva ls. The idea of thc proof is to construct a pair of bodies violating the IJ condit ion. 

trapping a sylllllwtric 11Iod(' all el slIch , Ihat vb E (lr/Z. lr) rol' th CllI . 

2. Statement of the problem 

Thc small-alllplitl1detwo-dilll(' nsiona llllotion of a n invi scid , in comprcssibl(' Huid unrlf'r grav­

ily is considered . We assulllc thc Illotion to bf> .... -periodic in t.ime tand irrotational. Thus, it 

is c!('scribed by a \'(' Iocity potpntial Re {ll(.r. !)) f>- i.;t} , wherp (:r,y) are Cartpsian coordina.l('s 

wilh t he o rigill ill the mea.n [ree surface and tbe y-ax is elirecled \'ertically upwards. 

F F .r 

Figure 1: A definition sketch of t he water dOlllain. 

Let W = -{ -00 < :1" < +'Xl, Y < O} \ (D+ U D_) denote the domain occupied by water. 

'vVe ass ullle W to have infinite depth and to be symmet rie about tbe y-axis (see fig. 1). Two 

rigid surfaee-piercing bodies D+ alld D_ a re t.he mirror refl eet ions of eaeh other in t he y-axis. 

T he free surface is denoted by F all d consists of three portions, two outside t he bodies and 

Oll(' between them (il was referred to as Fo); t he wetted boundary of D± is labelled S±, and 

S' = 5+ U 5_. 
T he eigenfun ct ion II corres pond ing to a point eigenvalue v (usually referred to as t rapped 

mode solution) must sat. isfy the following homogeneous boundary value problem: 

'V 2u = 0 lil W, (2) 

ll y - I/U = 0 on P , (:3) 

ou/Bn = 0 on S, (4 ) 

and belong to the rlass of fun ct ions having the finite energy, that is, 

J 1\71/12 d .r cly + v J lul 2 d:/" < 00. 
W F 

(5) 

Wit.hout loss of generali ty. 1/. sat isfying (2) - (.5) may be considered to be rea!. 

3. Thapped mode solution violating the I.J condition 

To formulate the ma in result we need two fun ctions. We defi ne the first of them as follows: 

IL ( :1' , y) = (21/) - 1 [G 2' (.l', y ; -'Ir / 1/, 0) - G x (:t:, y; 'Ir / 1/, 0) 1 , (6) 

where the two-climensional Green function is given by the usua l formula (see Wehausen & 
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Laitone [!J60) 

(;(.I'.Y:é,''1) =- logl ':- IlI+ logl : -(1+2I C"ü+ ry jCOSk( :I;-Odk, 
p_ k· - 1/ 

.1' + iy. ( = é. + i". and (_ denotC's thc contour going <dong tllc positi\·c haJf-axis and 

in<\C'nINl Iwlo\\' al 11 . Hy thc choicC' of thc dipolC' points tlH' intcgrals alo lig inclentat.iol1s cancd 

in (6). and o/w illlll1cdiatdy obtains thal 

11 (.1'. Ij) = - - + e v y cl I.-. I [ 'I'+lr /. 'I .r-lr /v] I""' Sink(ll.r-lr)-Sill/,(II.I'+lr) k 

. v (J: + lr / V)2 + .'1 2 (.1' - lr / 11 F + .r/ 0 " - 1 

\\'here tht' integrand is bOllllded because tbe singlliarity in the denolllinator coincide wilh the 

zero of t Iw· lllllllerator. Thus. lL is a rea I harmonic [Ul\(tion in the lowel' half-plane. Moreover , 

u(./'. y) is even with rf'spect to .1'. and the free surface boundary condition holds for it on 

{.r =f ±rr/v, ij = Ol. The last integral is bounded as .: -+ ±rr/v as was shown by McIver 

(1996), and it decays as Izl-+ 00 as [ollows from Bochnf'r (1959) Lectures on FOU1'ier fnl egm/s, 

§§ 2,5,8. Thus, ti satisfies (5) in every fluid domain VV, which does not contain a neighbourhood 

of the dipole points (±7r/v,O). 

The secolld required function is as follows: 

l >(l' y) = ~ [ y _ y ] + I'''' cos "(v.7: - lr) - cos k(vx + rr) é vy dk 
., v (.r+lr/v)2+y2 (:c-rr/v)2+y2 0 k-1 ' 

that is, v is the strea.m[unction which corresponds to the velocity potential u, ancl has an 

arbitrary constant term to be equal to zero. 

A family of fluid domains W, sueh that the IJ condition does not hold for Wand u satisfies 

(2)- (5) in W ean be eonstructed with the help of v. In fact, any streamline may be used 

:;:,o:!bLI~ 
• 

I 
2.6 3.0 3.4 3.8 4.2 

vx 

(b) 0 

- 0.4 
0.6 

vy 

- 0.8 

-1.2 
2.6 3.0 3.4 V.l: 3.8 4.2 

Figure 2: (a) the value of the streamfunction on y = 0, and (b) streamlines for v. 
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as 5+, if it has the following two properties. It connecls with the positive .r-axis on pithpr 

tiide of the dipole point (lr/v.O). The anglt' directed inLo W !>f'twpen Uw streamline anti tht: 

positive .r-axis is acut.e on I.he Ip[t. of (7r/v,O). On fig . 2(b) a Ilulllber of streamlines definf'd hy 

v(.r.,IJ) and having these properties are plot tpd. and on fig. 2( a) t 11(' graph of /I(~', 0) is shown for 

convenience. Since v(.r. y) is an odd function wit.h rf'speet to .1'. t.he reflcction of S+ in the y-axis 

is also a streamline which Wf' take as S·_. :\ow, IpI us formulale the main lheorem conc('rnillg 

lhe exis(ence of streamlinl's with these properties. 

For every level V > ° then' exists only oIJe strea.mline S+(I/) = {(.r.y) : !'(J',y) = V} 

ll'ith all internal points iJl {.r > 0. y < O} and the endpoints (.1'\;1=),0), sueh that A:±'> > 0, 

±(a'\:±') - 7r/IJ) > 0. and .1'\:-)// > 27rj:3. For el'ery sireamliJle S+(V) t.he IJ condit.ion does IlOt. 

hold. 

We note that x~;- > = b for the water domain W having 5+ (V) and its reflection in the y-axis 

as the wetted rigid contours. Titus, we have 27r/3 < IJb = vx~-) < 7r for the defined W. Sincc 

u given by (6) delivers a symmetric eigenfunction sàtisfying (2)- (5) in this domain W, the 

immediate consequence of the main theorem is the following corollary: 

The IJ eondition is necessary for thc interval (7r /2, 7r) to be free of non-dimensional point 

eigenvalues //b eorresponding to symmetrie eigen[uncf.ions. 

4. Conduding remarks 

We restricted ourselves with the case of symmetric solution and of t.he uniqueness interval 

7r /2 < vb < Ir, where 2b is t he dist.ance between two surfaee-piereing bodies along the free 

surface. Our choice iti not arestriction, and has been made in order to be specific. For eithcr 

symmetrie and antisymmetric solution and for all intervals of llniqlleness (1) examples of non­

uniqueness, guaranteeing the neeessity of the IJ condition, can be construeted. For this purpose 

the non-trivial potentials proposed by Kllzlletsov & Porter (1997) should be modified ill the 

same way as the potentialof M. Mclver (1996) has been modified in § 3. 

FlIrthermore, the similar method works in t.he case ofaxisymmetrie problem. Modifying 

the non-llniqlleness example proposed by P. Mclver & M. McIver (1997), one easily obt.ains 

that the IJ condition is necessary for the uniqueness theorem proved by Kllznetsov & Mc1ver 

(1997) to be true in the axisymmetric problem. 
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Added Resistance of Surface Effect Ships 

Joost Moulijn 
Ship Hydromechanics Laboratory, Delft University of Technology 

1 Introd uction 

This abstract presents some results from a PhD research project on seakeeping of Surface Effect Ships 
(SESs). The project is jointly sponsored by MAR1N and the Royal Netherlands Navy. 

A Surface Effect Ship is a hybridization of a catamaran and a hovercraft. An air cushion is en­
closed by the si de hulls, the deck, the water surface and fiexible seals at the bow and stern (Figure 1). 
The bow seal is usually of the jingel"-type; a row of verticalloops of fiexible material which are open 
to the cushion. The stern seal is usually of the bag-type; a horizontalloop of fiexible material which is 
open to the sides, where the bag is closed by the side-hulls. Internal webs restrain the aft-side of the 
bag, and divide the bag into several (usually two or three) lobes. The bag is pressurized at a slightly 
higher pressure than the air cushion. Most of the vessel's weight is carried by the air cushion. The 
remainder is carried by the buoyancy of the hulls. The air cushion is pressurized by a system of fans. 
Air leaks under the seals from the cushion. 

Up to now Surface Effect Ships were mainly operating in sheltered waters. In these days however there 
is an increasing interest in large SESs sailing in open seas. The design of these large vessels requires 
an accurate prediction method for motions and added resistance. The development and validation of 
such a method is the goal of this research project. 

This abstract wil! focus on the topic of added resistance (i.e. the extra resistance of the vessel 
due to the ambient waves). SESs are found to have a large speed loss when sailing in waves, although 
Ehrenberg[1) states that an SES has much less speed loss than a catamaran. At MAR1N an added 
resistance about as large as the calm water resistance was measured. For normal ships added resis­
tance appears to be equal to the wave height squared. Kapsenberg[2) showed that th is relation does 
not hold for SESs. 

The aim of this extended abstract is to verify the following hypothesis: 

The origin of the large added resistance in waves of Surface Effect Ships can he attrihuted 
to the air cushion. 

The next section presents an argumentation for this hypotheses. lt also presents a simple expression 
for the added resistance of the air cushion. Section 3 presents a brief description of a computational 
method for motions and added resistance due to the air cushion. Section 4 presents computational 
and experimental results. Finally aconclusion concerning the hypothesis is drawn. 

2 Added resistance components 

Several components contributing to the added resistance in waves of a SES are distinguished: 

• the "normal" added resistance of the llUlls 

• the extra resistance due to sinkage 

• the extra resistance of the air cushion 

The "normal" added resistance of the hulls should be small because only a minor part of the vessel's 
weight is carried by the buoyancy of the hulls and because the llUlls are very slender. 
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Wh en an SES is sailing in a seaway, the amount of air leakage from the cushion increases as the 
ambient cause large air gaps under the seals. This causes a decrease of the excess pressure in the air 
c:ushion, so a larger part of the vessel's weight has to be carried by the buoyancy of the hulls. Therefore 
the vessel will sink into the water, and the resistance of the hulls will increase. Kapsenberg[2] showed 
that the extra resistance due to this sinkage is relatively smal!. 

As the fhst two components are smal!, the major part of the large added resistance of SESs must 
be caused by the air cushion. The (normal) resistance of the air cushion follows from: 

(1) 

wh ere Pe is the excess pressure in the air cushion, (b and (s are the mean wave height at the bow and 
stern seal respectively, and Be is the width of the cushion. The increase of the mean value of Rae is 
the added resistance of the air cushion. The resistance due to the momentum of the air flows into 
and out of the cushion is neglected. This momentum drag is only small because of the low density of air. 

As the added resistance of the air cushion is supposed to give the largest contribution to the to­
tal addeel resistance of SESs, it was elecided to focus on this component first. lt can be calculated 
easily using equation (1). 

3 Computational method 

In this section the computational method for motions and air cushion resistance is briefly described. 
A more complete descriptioll can be found in reference [3]. 

First some basic assumptioll of the method are presellted. The excess pressures in the cushion alld 
stern seal plena are constant in space. This implies that acoustic phenomena of the air in the cushion 
c:annot be resolved (i.e. the cobblestone effect is neglected). Further, the motions of the vessel are 
assumed to be small. This implies that linear equations of mot ion and linear hydrodynamics can be 
used. The dynamics of the air cushion are highly non-linear. Therefore the motions and excess pres­
sures have to be solved in a time simulation procedure. Up to now only heave and pitch displacement 
are considered. 

Next to the lmknowll heave and pitch displacement two additional unknowns occur: the excess pres­
sure in the cushion plenum Pe, and the excess pressure in the stern seal plenum Ps . Therefore two 
additional equations are needed. These equations follow from the combination of the equation of 
continuity for a plenum with the equation of state for the air in that plenum, which is taken to be the 
iselltropic: gas law. They represent the dynamical behavior of the air in the cushion and seal plena. 
Espec:ially the terms represelltillg the leakage of air from the cushion are highly non-linear. When the 
relative wave height at the seals is large, no air leakage will occur. Whell this relative wave height 
bec:ornes smaller the seals may leave a gap. The air leakage flow is proportional to the area of this 
gap . The sudden opening of a leakage gap c:annot be linearized. 

The hydromechanical problem is solved using a 3-dimensional Rankine panel method. The bound­
ary value problem was lillearized around the undisturbed flow (i.e. Neumanll-Kelvin lillearization). 
The interaction of the air cushion with the wave surface is taken into account. Attention has been 
payed to the flow around the transom sterns. The problem is solved in the frequency domain. The 
frequency domain results of the panel method are transformed to the time domain using the theory 
of Cummins[4] and Ogilvie[5]. 

The stern seal geometry and force are computed USillg a two-dimensional model (longitudinal plalle). 
The curvature of the wave surface is neglected, which is reasonable for not too short waves. Grav­
itatiollal anel inertial forc:es acting on the seal canvas are also neglected. The canvas is assumed to 
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have no bending stiffness. The dynamic pressure distribution which occurs under the seal due to air 
leakage is taken into account. The seal may either touch the water surface or leave a leakage gap. 

4 Results 

This section presents results for the HYDROSES target vessel; a large SES (cushion length is about 
145m) which sails at a speed of 45 Kn. The computational results will be compared with experimental 
results of MARlN. 

Figure 2 and Figure 3 present the RAOs for heave motions and cushion excess pressure. Results 
for several levels of wave steepness are shown. The agreement is good. The non-linear cushion dy­
llarnics appear to have only a small effect on the heave and pressure amplitude. The non-linear cushion 
dynamics manifest themselves most prominently as sinkage and drop of the mean cushion pressure. 

Figure 4 presents the mean resistance of the air cushion in regular waves. Again results for sev­
eral levels of wave steepness are shown. Contrary to expectations the resistance decreases in waves. 
This is caused by a drop of the mean cushion pressure. The smaller excess pressure in the air cushion 
causes a smaller (steady) wave resistance of the air cushion. This decrease of the air cushion resistance 
is counteracted by an increasing resistance of the lmlls due to sinkage, which has not been computed. 

Figure 5 presents the added resistance divided by the wave height squared. The computational 
data only include the added resistance of the air cushion, while the MARlN data include all added 
resistance components. There seems to be no correlation between the computational and experimental 
results at all. The experimental data show that the added resistance is not proportional to the wave 
height squared. Sometimes the measured added resistance is even negative. The hypothesis that the 
origin of the large added resistance in waves of SESs can be attributed to the air cushion cannot be 
confirrned. 

5 conclusion 

The origin of the large added resistarlce of Surface Effect Ships is not clear yet. According to the 
ca1c:ulations the air cushion does not give a large contribution to added resistance. The other compo­
nents are not likely to be large either. Therefore new model experiments will be carried out. These 
experiments will be focused on the origin and magnitude of added resistance of Surface Effect Ships. 
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Figure 1: Longitudinal and transverse cut of a Surface Effect Ship 
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Figure 3: Cushioll pres su re response of the 
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Hydrodynamie analysis of the MeI ver toroid 

J. N. Newman 
Department of Ocean Engineering, MIT, Cambrdige, MA 02139, USA 

Recently M. & P. McIver have shown, for certain floating bodies of finite dimensions, that a homogeneous 
solution of the linear water-wave radiation problem exists at a particular frequency Wo and corresponding 
wavenumber ka. In two dimensions the body is generated by a pair of point sources separated by an odd 
multiple of a ha1f wavelength. In three dimensions the body is a toroid, generated by a ring source of radius 
r = c, where koc is a zero of the Bessel function Jo. In both cases an interior free surface exists, similar to a 

' moon pool'. 
In discussions of two papers [1 ,2] at the last Workshop, questions were raised concerning (1) the local 

behavior of the added mass as k -+ ka (dam ping was not mentioned explicit ly), and (2) the conjecture that 
standard numerical methods would fail in the same limit. The present work is intended to address these 
issues, in the three-dimensional context, by applying the radiation/diffraction panel code WAMIT to the 

McIver toroid. 

Geometrical construction 

The first task is to consider the stream surface induced by a ring source of radius c. Nondimensional 

coordinates are used, with c = 1. 
In [3] the velocity potential for a ring source is evaluated using analytic integration around the circle, 

but the remaining semi-infinite integra\ in wavenumber space is evaluated numerically with a truncation 
correction. A complementary procedure is followed here, using the subroutine for a point source based on the 
algorithms described in [4]. The Rankine singularity I/Ris replaced by elliptic integrals. The remaining part 
of the free-surface point source is integrated around the ring using an adaptive Gauss-Chebyshev quadrature. 
The wavenumber is fixed, with k = jO,l = 2.4048 ... , the first zero of Jo . The streamlines, defined by the 
rel at ion q,rdz - q"dr = 0, are traced by Runge-Kutta integration. This procedure is easily extended to a 
submerged ring source, or to a finite fluid depth, with typical results shown in Figure 1. For the case of zero 
submergence in a fluid of infinite depth the results agree within graphical precision with the body contours 

shown in [3]. 

Radiation and diffraction analysis 
The radiation and diffraction potentials on the body surface are evaluated from Green's theorem using 

the free-surface source potential as the Green function. The fluid depth is assumed infinite and the toroid 
is generated by rotating the outermost contour shown in Figure 1 about the vertical z-axis. Three different 
panelizat ions are used, with 512, 2048 , and 8192 panels on the complete submerged ~urface. Except where 
otherwise noted , the irregular-frequency effects have been removed by imposing a Neu~ann condition on the 
plane z = 0 inside the body. Figure 2 shows the discretization with 2048 panels on the submerged surface 
and 1600 additional panels on z = 0 inside the body, giving a total of 3648 panels. Since two planes of 
symmetry are utilized , the total number of unknowns is reduced by a factor of 4. 

The parameters evaluated include the heave added-mass, damping, and exciting-force coeflicients, and the 
free-surface elevation at the center of the moon pool in the diffraction problem. The added-mass and damping 
coeflicients are nondimensionalized by the factors pc3 and pc3w , respectively, where p is the fluid density 
and c the radius of the ring source. The exciting force is nondimensionalized by the factor pgc2 A, where A 
is the incident-wave amplitude. The free-surface elevation is nondimensionalized by A. Approximately 200 
closely-spaced wavenumbers have been used in the computations to define the details shown. 
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Figure 3 shows the added-mass and damping coefficients. Two sets of curves are included, where the 
effects of irregular frequencies are present (dashed) or removed (solid), to emphasize the distinction between 
the irregular frequencies and the physically relevant moon-pool resonance. The resonance, which occurs near 
the theoretical value k = 2.4048, is present in both sets of curves. The two extra singularities in the dashed 
curves are due to the irregular frequencies which exist in the vicinity of k = 1.51 and 2.81. Figure 4 compares 
the results based on the three different discretizations, in the vicinity of resonance. As k -> ko the nu mb er 
of panels must be increased to achieve a given accuracy. The peak of the damping coefficient is relatively 
narrow , and within this resonant regime the numerical results are not reliable as indicated by the negative 
dam ping peak for the intermediate discretization. 

The precise wavenumber where resonance occurs depends on the number of panels, and differs according 
as whether or not the irregular-frequency removal algorithm is used. Figure 5 shows the wavenumber 
at which resonance occurs in each case, determined from the values of k at which the added mass passes 
through zero and the other parameters achieve their maximum amplitudes. As the number of panels increases 
both resonant wavenumbers tend to the correct theoretical value, with errors which appear to be inversely 
proportional to the number of panels. 

Figure 6 shows the results from the diffraction solution including the moon-pool elevation and exciting 
force. The exciting force is evaluated both directly from integration of the diffraction pressure, and indirectly 
using the Haskind relations. Differences between the two methods are noticeable in the vicinity of the 
resonant wavenumber, where the diffraction exciting force has a very sharp peak and the width of the 
Haskind peak is somewhat greater. The exciting force and damping vanish at k = 1.84 .... 

An explanation of the results in the resonant regime can be developed , along similar lines to the large 
added-mass and dam ping variations for bodies in channels, or submerged close to the free surface. Thus 
we assume that the solution matrix is singular, with a pole i~ the complex wavenumber plane. With the 
complex time factor eiwt the pole is generally above the real axis, but for the McIver toroid the pole is on the 
real axis at k = ko = jO,l' Each discretized body is a perturbation of the toroid, with the pole shifted above 
the real axis by a small distance (. As the number of panels tends to infinity, f -+ O. These assumptions 
imply that the added-mass and damping coefficients are approximated in the forms 

- k - ka 
A = A + Aa (k _ ka)2 + f2 ' 

- f 

B = B + Bo (k _ kO)2 + f2 . (1) 

where Ä and Bare bounded near k = ka, Bo > 0, and Ao = -Bo . The numerical results in Figures 3-4 
are consistent with these approximations. The singular behavior of the added mass occurs over a relatively 
broad band of wavenumbers, with the limiting form of the singularity proportional to (k - kO)-l , whereas 
the damping coefficient is similar to a delta-function. For an axisymmetric body the Haskind relations can 
be used to show that the dam ping coefficient is proportional to the square of the exciting force. Thus the 
singularity in the exciting force is weaker than for the damping coefficient, but with the same narro.:v width 
Oef). Assuming that the diffraction pressure is singular in the same manner, the amplitude of the free­
surface elevation in the moon pool is similar. These conjectures are consistent with the results shown in 
Figure 6. 

Further details are given in a paper which has been submitted for publication in the Journalof Engineering 
Mathematics Special Edition on Ocean Mechanics. lam indebted to Dr. C .-H. Lee and Dr. P. Mclver for 
su bstanti ve discussions and assistance. 

References 

1. M. Mclver, Resonance in the unbounded water wave problem. Proceedings of the l!!th IWWWFB, 
Carry-Ie-Rouet (1996) 177-181. 

2. P. Mclver & N. Kuznetsov. On uniqueness and trapped modes in the water-wave problem for a surface­
piercing axisymmetric body. Proceedings of the l!!th IWWWFB, Carry-Ie-Rouet (1996) 183-187. 

3. P. McIver and M. Mclver, Trapped modes in an axisymmetric water-wave problem. Quart. J. Mech . 
Appl. Math. 50 (1997) 165-178. 

4. J. N. Newman, Approximation of free-surface Green functions. In : P. A. Martin and G. R. Wickham 
(eds.), Wave Asymptotics. Cambridge, UK: Cambridge University Press (1992) 107-135. 



Abstracts: 13th International Workshop on Water Waves and Floating Bodies 117 

Figure 1: Con tours of cross-sections generated by a ring source. In the left figure the source is submerged at 
the depths ç = 0, 0.2, 0.25, 0.26, 0.265, 0.269, respectively, proceeding from the outermost to the innermost 
section; the Huid depth is infinite. In the right figure the source is in the free surface and the Huid depths 
are h = 00, 2.0, 1.0, 0.5, 0.3ö. In both cases the inner radius is fixed at 0.2 . 

Figure 2: Perspective view of the body panelization, generated from the outermost contour in Figure 2, with 
32 cosine-spaced segments along the contour and 64 equally-spaced azimuthal segments, giving a total of 
2048 panels on the submerged surface. The 45°-sector of the interior free surface shows the additional panels 
used for the removal of irregular-frequency effects. 
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Figure 3: Heave added mass (left) and damping (right). The dashed curves inc1ude irregular-freqllency 
effects, which are removed in the other results. The dashed and solid curves denote computations using 2048 
panels on the body and 'x' represents computations with 8192 panels. 
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Figure 4: Added mass (left) and dam ping (right) in the vicinity of resonance, showing the convergence of 
results using 512 (dashed curve), 2048 (solid curve), and 8192 (x) panels on the submerged body surface. 
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Figure 5: The resonant wavenumber for each discretization, showing the convergence to the theoretical limit 
jO,l = 2.4048 .... The dashed curve is based on computations including the irregular-frequency effects. 
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Figure 6: Free-surface elevation in the moon pool (left) and heave exciting force (right) for the body /ixed 
in incident waves. The dashed curve in the left figure includes irregular-frequency effects, and the marks 'x' 
represent computations with 8192 panels. The dashed curve in the right figul'e represents the exciting force 
based on the Haskind relations. 
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Some Problems of Hydroelastic Behavior of a Floating Thin Plate 
in Shallow Water Waves 

M. Ohkusu and Y.Nanba 
Research Institute for Applied Mechanics , Kyushu University, Japan 

1. Introduction 

Analysis of the vibration of a large but thin floating plate, a conceptual configuration of floating 
airpors, when it is mode led as a membrane sheet of small bending rigidity on the water surface, is 
extremely simplified in the framework of linear shallow water theory. There is no reason that we do 
not use the linear shallow water theory to discuss the behaviors of floating airports in waves. The 
shallow water approximation is rather more realistic; very large structures like the floating airports 
are supposed to be located not offshore but near-shore. Consequently the horizontal size of them and 
wave length of our concern are very large compared with the water depth. 

In this report we present some examples of analysis of hydroelastic response of a thin plate to waves 
in shallow water theory. Essential idea of formulating the boundary value problem to determine the 
plate deflection and the fluid flow is not different from that we presented in the papers (Ohkusu & 
Nanba (1996), (1997)) at llth and 12th Workshop; the draft of the plate is assumed very small and 
the kinematic condition underneath the plate is imposed on the level of calm water surface. Equation 
of the plate vibration is combined with the kinematic condition to derive a quasi free surface condition 
for waves on the plate representing the vertical deflection of the plate. Difference is that all those 
formulations are carried out by the linear shallow water. 

2. Elongate plate in head waves 

Analysis of vibration of a thin plate of elongate form in waves at oblique incidence is straightforward 
in the linear shallow water theory. We present here the analysis not in oblique waves but in head 
waves. We assume the plate width 2b is very smal! compared with the length L (ê = 2b/ L). Water 
depth h is constant and shal!ow compared with other leng th scale. z axis is vertically upward and 
the x - y plane coincides with calm water surface. The plate is on z = 0 surface and occupies it at 
o ::; x ::; L , -b ::; y ::; b 

Vnder the plate we have the kinematic condition 

8( ( 8
2 

8
2 

) at = -h 8x2 + 8y2 rjJ 
(1 ) 

where ( is the deflection, the local vertical displacement of the plate and rjJ is the velocity potential 
representing the average flow from z = 0 to -ho . 

The kinematic condition is combined with the dynamical condition that is the equation of the vertical 
vibration of the plate to derive 

( 
82 82 ) 3 pg ( 82 8

2 
) pg w

2 

8x2 + 8y2 rjJ + D 8x2 + 8y2 rjJ + D gh rjJ = 0 (2) 

where D is the bending rigidity of the plate and w the wave frequency. 

In the region of the free water surface not covered with the plate over it rjJ will satisfy the equation 

(:~2 + :;2) rjJ + ~: rjJ = 0 (3) 

The kinematic condition at this part is identical to the equation (1) 
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We consider the case that incident wave of wave number k( = w /.;gJi) are head on the plate from the 
direction of the positive x. When we assume the plate is elongate in the x direction and kb = 0(1), 
the following form of the solution will be reasonable. 

rjJ(x, y) = 1/1(x, y)e- ikx (4) 

5ufficiently away from the front edge at x = 0, 1/1 is a slowly varying function of x. Hereafter we 
suppress the time-dependent term eiwt in the formulation . 

To the lowest order of approximation equation (4) in the region JyJ = O(d) is rewritten as 

(5) 

5ubstitute (4) into the plate equation (2) and retain the lowest order terms considering 8/8y = O(c I ) 
on the plate, we have 

( 
82 ) 3 _k2 +_ 1/1=0 

8y2 

Solution of equation (6) is straightforward. It will be written in the form 

(6) 

(7) 

1/1 given by (7) must satisfy the edge condition representing zero shear force and zero bending moment 
at y = ±b. The edge conditions to the same order of approximation as equation (5) are the foJlowing 
four linear equations of aj 

Here 

at y = ±b 

at y = ±b 

Pl,2(y) = k4, P3,4(Y) = ±4k3 + k4y, PS,6 (y) = 12k2 ± 8k3y + k4y2 

Q! ,2 (y) = ±ks, Q3,4(Y) = 5k4 ± k5y, Qs,s(y) = ±20k3 + lOk4y ± k5y2 

(10) 

(11) 

1/1 on the plate given byequation (7) must match with the solution of (5) on the free water surface. 
The solution of (5) symmetrical in y for the head waves (Thck (1965), Mei &. Thck (1980)) is 

1/1 = 1 - 1 + i r dE, ~eiky2 j2(x-{) 

2.Jik Jo Jx - E, 
(12) 

Matching condition will be formulated following Mei &. Thck (1980). When y approaches zero ( the 
breadth of the plate is of the order O(€) ), 1/1 of (12) will become 

1/1 = 1/10 (x) + V(x)JyJ (13) 

where 



- - ---
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1 + i l x 
V(Ç) 'lj;o(x) = 1 - -- d~--2M 0 jx - ~ 

(14) 

Matching conditions are that mass flux and energy flux given by (7) and (13) must be equal respectively 
at y = ±b. They are 

(15) 

[al (x)k+a3(x)(ky + 1) + as(x)(ky2 + 2y)]eky 

_ [a2(x)k + a4(x)(ky -1) + a6(x)(ky2 - 2y)]e-
ky = ±V(x) at y = ±b 

(16) 

Our solution mllst be symmetrical in y and therefore al = a2, a3 = -a4, as = a6· Four linear equations 
(8),(9),(15) and (16) for y = +b determine four constants aj(j = 1,3,5) and 'lj;o(x), which are linear 
to V(x) such as aj(x) = AjV(x) and 'l/lo(x) = aV(x). Aj and a are independent of x. Their algebraic 
expression is lengthy and not given here. Those solutions and equation (14) give an Abel integral 
equation . 

1 + i l x 
V(~) . Cï: d~ r::::-7 = 1 - 2V(x)[(A I + Asb2) cosh kb + A3bslllh kb] 

2v7rk 0 vX-~ 
(17) 

The solution V(x) of (17) is given in the form of the complementary error function and eventually 
determines the deflection ( of the plate. 

3. Wide plate in head waves 

Floating airports are generally of elongate form. Their width is, however, very large compared with 
the length of incident waves. The assumption of kb = 0(1) as employed in the previous section is not 
always practical. In this section we consider a plate extending from x = 0 to x = +00 and from y = 0 
to Y = -00; the plate occupies a quarter of the whole water plane. Other 2/ 3 of the plane is the free 
water surface. Incident waves uniform in y direction of the wave number k come from x = -00. Here 
we are concerned with the plate deflection away from the front edge at x = O. 

Effect of the waves propagating in the region of the free water surface y 2 0 to the plate deflection is 
analyzed almost the same way as in the previous section. The solution is given in the form (4) and 'Ij; 
on the plate part is given by (7) with a2 = a4 = a6 = 0 for the deflection to vanish far away (y "" -00) 
from the edge at y = O. (7) can be matched with the solution on the free water part given in the form 
of (12) in the same manner as in the previous ·section. 

The incident waves will come into the plate through the ·front edge at (x = 0, y ::; 0) . They are given 
by 

rjJ = Aoe-ikox 

where ko is positive one of two real roots of the equation 

(18) 

(19) 

and Ao is determined by the edge conditions at x = O. Ot her wave components are all zero because 
we are away from the edges and no waves come from x = 00. 

Though it is straightforward to have 'l/le- ikox close to the y = 0 edge of the plate to be matched with 

(18) and the waves on the free water part y > 0 of the form e-ijk2-k~y, the matching of them are 
not completed. Details of the difficulty will be presented in the Workshop. 
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4. Trapped waves on the plate 

Existence of eigenfrequencies wiJl be possible which correspond to modes of waves trapped over the 
plate. It was suggested by Prof. Evans at 12th IWWWFB . 

We assume a solution of the form 
(20) 

as in tbe section 2 , while here we con si der the case of, > k( = w2 / gh). Governing equation for 'IJ; 
under the plate of infinite length in x direction and finite width in y direction wiJl be 

A solution is 

6 

'Ij; = LbjeÀ;Y 
j=1 

Here bj(j = 1,2, ... 6) are constants and Aj are six roots of the equation 

(_,2 + Aj? + 8( _,2 + A;) + 8e = 0 

On the free water part with no plate over it tbe equation (3) is rewritten as 

Ej2'1j; + (k2 _ ,2)~ = 0 
8y2 

Solutions with no progressive wave are possible with this equation: 

at x < -b 

(21 ) 

(22) 

(23) 

(24) 

(25) 

'IJ; = B e-..,I-y2-k2(Y-b) at x> b (26) 

If the solutions given by equation (22) happen to match with the solutions (25) and (26) at y = ±b, 
then they are trapped modes over the plate. Matching condition is obtained by imposing the conditions 
similar to (8),(9),(15) and (16) as: 

M ·xT =0 (27) 

where x is the vector x = (bi, b2 , b3 , b4 , b5 , b6 , A, B) and M is a matrix. 

Ir the frequencies exist at which the determinant of the matrix M is zero, the solutions wiJl be the 
trapped modes. Simple algebraic expression of the determinant seems not possible and the frequency 
of zero determinant is numerically searched. 

The condition of , > k( = w2 / gh) is never realized with water waves and those trapped modes, if 
they exist , will be induced by other causes such as some wave impact force or wind effect. Practical 
implication of this phenomenon with the floating airports is to be discussed in future study. 
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On the Wave Field due to a Moving Two-Dimensional, 
Submergded Body Oscillating N ear the Critical Frequency 

E. Palm and J. Grue 
Department of Mathematics, University of Oslo, 
P.O. Box 1053 Blindern, N-D316 Oslo, Norway 

1 Introd uction 

The problem of a body translating on or beneath a free surface while performing an oscillating 
mot ion. is of fundamental interest in marin Huid dynamics. It is of practical importance in 
the seakeeping of ships, and in the studying of offshore structures and devices for exploiting 
wave energy. The oscillations are often of small amplitudes such that the conditions required 
for linearization of the problem is fulfiIled. It is then appropriate to solve the problem by 
using a Green function. For a body mOving with a constant velocity U, or equivalently, a 
body embedded in a uniform current -U, the Green function generated by an oscillating, 
concentrated source is well-known. 

This Green function is, however, unbounded for a certain value of the frequency w, cor­
responding to the non-dimensional number T = U",,/g = 1/4. Here 9 is the accelaration of 
gra\ity. Physically speaking, in the two-dimensional case four waves are generated in the far­
field when T is less than 1/4. Three of these waves have negative group velocities and are 
located downstream. One wave has positive group velocity and are located upstream. When 
T -+ 1/ 4, two of the waves merge into one wave which has zero group velocity. This wave is not 
able to transport wave energy upstream and we get a wave cut-off such that the two merged 
waves do not exist for T > 1/4. The singularity in the Green function for T = 1/4 has therefore 
two causes: two of the waves merge into one which is expected to give a resonance situation, 
and the resulting wave is not able to transport wave energy. 

The motion generated by a body of non-zero volume, oscillating or exposed to an incoming 
wave. may be found by using a distribution of sources located at the body surface. Since a 
single source is unbounded at T = 1/4, it was long believed that this is so also for a body. 
Grue & Palm [1] found , however, for a submerged circular cylinder in two dimensions that the 
mot ion and physical forces are bounded as T -+ 1/ 4. The result was shown aumericaily as weIl 
as from the mathematical equations. Similar numerical results were obtained by Mo & Palm 
[2] for a submerged elliptical cylinder and by Grue. ~Io & Palm [3] for a submerged foil. 

This result was generalized by Liu & Yue [4] who were able to show that in two dimensions 
the motion at T = 1/4 is bounded for a submerged body of arbitrary form, provided that 
the body has a non-zero cross-section area. They also extended their theory to Hoating two­
dimensional bodies and three-dimensional submerged bodies. The paper was folIowed up by 
a new paper, Liu & Yue [5] where their result on the motion being finite at T = 1/4, is 
applied to the study of the time dependenee of the wave resistance of a body accelerating from 
rest. It is known that if the motion is s~arted impulsively from rest to a constant translating 
velocity. the transient Green function decays slowly. viz. as C 1

/
2 in two dimensions (and Cl 

in three dimensions) , where t is time. The reason for this slow decay is the occurrence of the 
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singularity at the frequency corresponding to T = 1/4. It was shown that for bodies with 
non-zero volumes the transient motion decays an order faster: as t-3

/
2 in two dimensions (and 

t- 2 in three dimensions). For bodies of zero volumes they find that the decay is the same order 
as for the single source, however. 

There are still shortcomings with the mathematica! description of the physical prob!em at 
T close to 1/ 4. The fust relates specifically to the work [4J in which it is claimed that a finite 
solution exists if and only if the cross-section area is non-zero. We prove here that a fini te 
solution of the problem exists for the mot ion near the singularity also when the body has zero 
cross-section area, name!y for a thin two-dimensional foil. The result is independent of t.he 
value of the velocity circulation around the foil. Secondly, for a body with finite submergence 
the mathematical solution of the physical problem is bounded for T = 1/4. This sol ut ion tends, 
however . to infinity as the submergence of the body tends t.o infinity, as noted by Zhang & Zhu 
[6]. Such a behaviour is of course meaningless from a physical point of view. 

2 Mathematical Formulation 

a. Bodies of non-zero cross-section 

\Ve consider a body in two dimensions embedded in a uniform current beneath a free surface, 
performing smal! oscillations in heave or sway. There may in general also be an incoming wave 
of the same frequency. It is assumed that a velocity potential 'P exists, satisfying the Laplace 
equation. 'P is properly divided into two parts: 'P = 'Po + 'PI where 'Po is the potential of the 
incoming wave. 'Po and 'PI may be written 

(2.1) 

where 10(;;) and II(z) are analytic functions of z = x + iy with x and y being the horizontal 
and vertical coordinates. respect.ively. Origin is in the undisturbed free surface and y is positive 
upwards . h (z) is v.'ritten as 

11(z) = J a(s)Gu( z, ((s))ds (2 .2) 
5 

where Gu(z . ::0) is the Green function for the problem (concentrated source at z = zo) . The 
contour of the body is determined by z = ((s) where s is the arclength, and ars) is the source 
strength. The integral equation for a is singular for T = 1/4. Near this singularity the integral 
equation takes the form 

Here 

ars') + 2; [(nx(s') + jny(s')) exp( -jk((s')] J a(s)exp(jk((s) 
5 

+ J a(s)Af(s. s')ds + 0 (6) = H(s') 
5 

k = w/ U , 

(2.3) 

nx and ny are the T- and y-components of the normal vector of the body, and Mand H are 
non-singular functions. A bar indicates the complex conjugate. 

In [4] (2.3) was transfornled into the following form 

als') - 2k(nx + iny) eXp~-jk((S')) J a(s)ds J M(s, s') exp(jk((s')ds' 
6 + 2jk 5 5 
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! 
' , (nx+in\l)exp(-jk«(S')!, -

+ a(s)M(s, s )ds = H(s) - 8 + 2 'kr H(s) exp(jk((s')ds' 
5 J s 

(2.4) 

where 
r = 2k ! exp(2ky)dB (2.5) 

B 

and B denotes the body section. 
finite also [or 6 = o. 

Since r # 0, all the terms in (2.4) are finite and hence a is 

b. Bodies of zero cross section (the foil) 

\Ve consider now a thin oscillating foil submerged in a uniform current under a free surface 
[3]. A thin moving foil may be used to extract wave energy. It is assumed that the foil has a 
smal! camber and angle of attack. For the oscillatory part of the flow the effects of camber and 
thidmess are only secondary and the foil may mathematically be replaced by a flat plate. The 
boundary conditions at the free surface may be linearized. even if the foil is placed close to the 

free surface. 
The velocity circulation around the foil oscillates in time. Hence vortices are shed at the 

t railing edge and an infini te long vortex wake will be formed behind the foil. h (z) may now 

be \\Titten 
l 

h(z) = ! 'Y(Ç)G..,(z,~ - id)~ (2.6) 

-00 

wh ere G.,(z , zo) is the Green function for the problem (concentrated vortex at z = zo) and d is 
the depth of the foil. 'Y is now given by au integral equation of the form 

(2.7) 

Here R Tl + C[Jo(klf) - kexp(-jklf)/(k + klj] 
7, = 8 + jgj(klf) 

(2.8) 

with k
l 

denoting the wa\'e number for one of the two waves which mer ge at T = 1/4. rs is the 
velocity circulation and Jo denotes Bessel function of the first kind of order zero. It is proved 
that gdk

j
[) is always positive. The other functions involved are all regular. 

Discussion 
It is noted that (2.7) and (2.8) define an integral ,equation where all terms are finite for 6 --+ 0, 
even though the cross-section is zero. It is easily shown that also h(z) is finite at th is limit. 
The result is true independent of the value of the velocity circulation. 

Ir should also be noted that the equations (2.4) and (2.7) are singular at 8 --+ 0, even though 
a and , are finite at this limit. Physically this may be explained by the fact that for T < 1/4 
four waves are present. while two of these disappear for T > 1/4. It wil! be shown that some 
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of the physical forces may have infinite derivatives with respect to w at T = 1/4. This is also 
true for the source strengths (1 and 'Y. 

It is seen from (2.4) that for Ó = 0 the second term becomes for large submergence propor­
tional to exp(kd) (d the depth). Also the veloeities become proportional to exp(kd), which is 
a meaningless result from a physical point of view. A similar behviour is also found for the 
fail. It was proposed in [6] lo solve the problem by introducing non-linear effects. They exploit 
Cl quasi-linear model using a Green function, originally derived by Dagan & Miloh [7], which 
satisfies the free surface conditions up to third order in the small parameter~. By this they 
obtain that the wave motion set up at the free surface by a deeply situated body decays expo­
nentially with the submergence of the body at T = 1/4 which is areasonabie result. However. 
we believe that any ot her Green fuction may be used, having the merit that for ~ --+ 0 the 
classical Green function is recovered, and for deeply submerged bodies the wave motion at the 
free surface decays rapidly vlith the depth of the body. 

We conclude that there are three different routes which may be taken to solve the problem. 
The first one is to integrate the integral equation directly through the singularity ([1], [2], [3]) 
which can be performed without difficulty. The second one is to develop the integral equation 
to a form where the source strength is finite at T = 1/4 [4], and the third one is to use a Green 
function which is non-singular at T = 1/4 [6]. Each of these methods have their advantages 
and disadvantages. 
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Prediction of resonances due to waves interacting with 
finite linear arrays of cylinders 

R. Porter and D. V. Evans 
School of Mathematics, University of Bristol , Bristol, BS8 lTW, UK 

1 Introduction 

In this abstract we show how information concerning the trapped modes in the vicinity of an infinite 
array of bottom-mounted cylinders can be used to make accurate predictions of the frequencies at which 
large forces will ~ccur on finite arrays of cylinders. Results are given here for circular cylinders, and it 
is hoped further results will be presented at the Workshop. Recently Maniar & Newman (1997) have 
shown how the inter act ion between an incident wave field and a long periodic array of vertical circular 
cylinders extending throughout the depth can generate large free-surface amplitudes and forces on the 
cylinders. They found that the frequencies at which these large resonances occurred corresponded to 
frequencies at which trapped modes exist for the corresponding infinite array of cylinders. Trapped 
modes represent a localised oscillation of finite energy which does not propagate away to infinity and 
they are simply the non-trivial solutions to the homogeneous problem. Using symmetry arguments in 
the trapped mode problem, the infinite array can be regarded as being equal to the problem of a single 
cylinder placed symmetrically in a channel with parallel walls having either Neumann or Dirichlet 
condition imposed upon them. Furthermore, it is also necessary to place a Dirichlet (antisymmetry) 
condition on the channel centreplane in order to generate a cut-olf frequency. For the channel with 
Neumann conditions on the walls, this cut-olf is given by kd = ~1l" where k is the wavenumber and 
the channel is of width 2d. For the channel having Dirichlet conditions on the walls, the cut-olf is 
at kd = 1l". In each case, provided that the wavenumber is below its respective cut-olf and provided 
that the mot ion is antisymmetric about the channel centreline, any oscillation localised about the 
cylinder is unable to propagate to infinity along the channel and is therefore trapped . The Neumann 
trapped mode was first shown to exist for circular cylinders of all sizes 0 < aid:::; 1, with a the 
cylinder radius, by Callan et al (1991) . The Dirichlet trapped modes computed by Maniar & Newman 
(1997) only exist if 0 < aid < 0.678, that is for sufficiently small cylinders. Evans et al (1994) proved 
that all symmetric obstacles placed symmetrically in a channel having Neumann conditions on the 
walls exhibit a trapped mode below the cut-olf kd = ~1l". The same is not true for a channel having 
Dirichlet conditions on the walls (as demonstrated, for example, by the circular cylinder), though the 
techniques used in Evans et al (1994) can be adapted to th~ Dirichlet case to provide a powerful result 
for the existence of Dirichlet trapped modes. More recentiy, Evans & Porter (1997) have shown that 
further isolated trapped modes exist above the cut-olf for the circular cylinder in both the Neumann 
and Dirichlet case. In each case, they only exist at a precise wavenumber and for a precise cylinder 
size. 

All the resonances appearing for a finite periodic array of cylinders in waves can be attributed 
to the presence of one of these trapped modes for the infinite array (see figure l(a)). However, the 
values of kd at which maximum response occurs for the finite array is dependent on the number of 
elements, N , in the array and only tends to the trapped mode wavenumber as N ~ 00. Similarly, 
the amplitude of resonance increases (roughly linearly with N) as N increases, though for an infinite 
array the response would be infinite. In the present paper we attempt to go further by predicting the 
value of kd and the amplitude of resonance for a finite array of N elements using only information 
from an infinite array. Though this appears on the face of it to be a step backwards, an infinite array 
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Figure 1: (a) Maximum exciting force on the middle cylinder in array of 25 cylinders in head seas 
with aid =!. (b) kd versus (3d for Rayleigh-Bloch waves along an array of circular cylinders with 
aid = ~ (- ), ! (- - -), ~ (- .. ). 
is simpIer to deal with analytically and so this concept provides a useful tooI for predicting forces and 
frequencies on finite arrays of cylinder with general cross sections. 

The trapped modes described above are just special cases of a more generalised trapped mode 
motion which are usually referred to as Rayleigh-Bloch waves (sometimes also called guided waves or 
edge waves). 

Briefly, Rayleigh-Bloch waves describe oscillations in the vicinity of a periodic array or grating 
which do not radiate energy away from the grating but, in general, have some transport of energy 
along the array. They are characterised by a dominant wavenumber (3 in the direction of periodicity, 
the wavenumber k then having to satisfy the cut-of! criterion k < (3 so as to ensure no outgoing waves. 
Thus (3d = !rr and (3d = rr are equivalent to the Neumann and Dirichlet trapped modes described 
earlier. Rayleigh-Bloch waves are explained in more detail in the following section. 

2 Rayleigh-Bloch waves along periodic gratings 

Consider an infinite periodic linear array of cylinders each of arbitrary cross section, having boundary 
aD, uniform throughout the depth. The generators of the cylinders are aligned with the depth 
coordinate, z, and positioned at (x,y) = (0,2jd), where j is an integer running from -00 to 00. 

According to classicallinearised theory and assuming time harmonic motion whilst also removing the 
depth variation through a term proportional to cosh k(z - h) where h is the constant fluid depth, the 
two-dimensional complex velocity potential describing the flow satisfies the Helmholtz equation, 

(1) 

everywhere in the field apart from on the boundaries of the cylinders where 

rjJn = 0, (2) 

and n denotes the normal derivative with respect to the cylinder surface. Because the geometry has 
periodicity of 2d in the y-direction, we may relate the potential through 

rjJ(x,y + 2jd) = é J2di rjJ(x,y), -00 < j < 00 (3) 

which simply expresses that there is a change in phase of ei(J2d from the field point at y to the field point 
at y+2d in the adjacent 'celI'. Thus the total field can be obtained by referring to a single strip ofwidth 
2d containing the cylinder. We therefore restrict our attention to the strip (x, y) E (-00, (0) x [-d , dj 
and impose appropriate periodicity conditions on the lines y = ±d of 

rjJ(x, d) = ei(J2drjJ(x, -d) , (4) 
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with (3) providing the extension to all (x, y). The Green's function for the problem defined by (1), 
(2) with (4) may be written as the integral representation 

. __ ~ I [CO eifJdsgn(Y-T/) sinh k"r!y - 1/ I + sinh k1' (d - Iy - 1/ IJ 
GfJ(x, y, e, 1/) - 27T Jo 1'(cosh k1'd _ cos jJd) cos k(x - Ot dt (5) 

where l' = (1- t2 ) 1/2 = i(t2 - 1) 1/2 and r = ((x - 0 2 - (y _1/)2)1/2. See Linton (1998) for its derivation 
and other representations of the periodic Green's functions in (5). Applying Greens theorem to Gp 
and cp in the rectangle (x, y) = (-X, X) x [-d, dj, X --+ 00 yields the following integral equation for cp: 

pE aD, 

p rt aD. 
(6) 

Following Linton & Evans (1992), we use apolar parametrisation for aD of p((}), 0 :S (} :S hand 
write ((}, 'Ij;) for (p, q). Discretising the integral equation into M segments over the interval (0, h), 
writing (}j = (2j - 1)7T I M, j = 1, ... ,M and collocating reduces the above to the following algebraic 

system of equations: 
M 

~ 2:: cp((}j)KijWj = !cp((}i), 
j=1 

i = 1, ... ,M (7) 

where (8) 

It turns out that if we are below the cut-olf, k < jJ, the above system can be recast as a real system 
despite the apparent complex nature of GfJ in (5). Rayleigh-Bloch modes correspond to the non-trivial 
solutions to (7) or, equivalently, the vanishing of the determinant of the system, for which the realness 

of the system is vita!. 
For example, when the infinite array consists of circular cylinders of radius a, the Rayleigh-Bloch 

solutions in jJd :S ! are shown in figure l(b). Notice that jJd = !7T corresponds to a Neumann trapped 
mode, whence the well-known results of Callan et al (1991) are recovered. 

3 Near-trapping by a finite linear array 
In figure l(a) we show the variation of the maximum exciting force on the middle cylinder in an array 
of 25 cylinders of non-dimensional radius aid = ! with non-dimensional wavenumber kd/7T. We are 
interested in predicting the values of kd at which large peaks in forces occur. Maniar & Newmann 
(1997) made the connection between the Neumann and Dirichlet trapped modes in an infinite array 
(jJd = !7T and jJd = 7T respectively) and these peaks. In fact, for 25 cylinders, the peak resonance 
occurs at a value of kd = 1.3820 as opposed to the corresponding Neumann trapped mode wavenumber 
of kd = 1.3913. In what follows, we allow ourselves to consider general jJd and the resulting Rayleigh­
Bloch waves in the infinite array to improve upon the estimate to kd at which resonance occurs for 
a finite array. Our motivation comes from the form of the wave field along tht finite array, shown 
for 25 cylinders at the resonant wavenumber kd = 1.3820 in figure 2(b). In each 'celI' containing a 
cylinder, the wave field is similar to that for a trapped mode in a Neumann channel, but is modulated 
by a cosine-type envelope along the array. We can construct a similar solution for the Rayleigh-Bloch 

waves by choosing jJd = !7T(1 - E). Then from (3), 

cp(x, y + 2jd) = eij7r (l-E)cp(x, y) = e- ij
'[( -1)j rj>(x, y)]. (9) 

The term in the square brackets represents the standing wave component of the solution whilst the 
exponential term contains a modulation of one half wavelength given by JE = 1. Matching this 
modulation with the finite array of N elements gives NE = 1, and so 

jJd = !7T(1 - l/N) (10) 

and the corresponding Rayleigh-Bloch wavenumber kd(jJd) can be computed using the method outlined 
in the preceding section. This resulting value of kd provides the estimate to the wavenumber at which 
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N (no. of cylinders) f3d = ~7r(1 - l/N) kd(f3d) kd(peak force) 

100 1.5550 1.3907 1.3907 
50 1.5394 1.3889 1.3889 
25 1.5080 1.3818 1.3820 
20 1.4923 1.3767 1.3775 
15 1.4661 1.3659 1.3680 
10 1.4137 1.3376 1.3470 

Table 1: Table showing the values of kd at which large forces occur in a linear array of N cylinders, 
ajd = ! and the wavenumbers predicted using Rayleigh-Bloch theory. 

Re{q,(a,yjd)} 0 

·5 

Re{q,(a, yjd)} 0 

·5 

10 20 yjd 30 40 50 

Figure 2: (a) The free-surface elevation along N = 25 cylinders at the near-trapping frequency (ajd = 
!), and (b) overlayed ( ... ) on the Rayleigh-Bloch surface profile (- ) along a corresponding infinite 
array with (3d given by (10). 

the peak resonance occurs in the finite array and a comparison between the two is shown in table l. 
For N ~ 25 the agreement is excellent and even for N = 10, the discrepancy is only 1%. Figure 2(b) 
shows an overlay of the wave profile along the finite array of N = 25 cylinders and the corresponding 
Rayleigh-Bloch wave profile computed using (10). In the range occupied by cylinders, the agreement 
is excellent, confirming the connection between near-trapping or resonance in finite linear arrays and 
Rayleigh-Bloch waves in infinite arrays. 
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Wave pattern analysis applied to nonlinear ship wave calculations 

Hoyte C. Raven and Henk J. Prins 
Maritime Research lnstitute Netherlands (MARIN), P.O.Box 28, 6700AA Wageningen, Netherlands. 

Calculation methods for the steady wave pallern of a ship in still water usually suppose potential flow, and today often 
impose nonlinear free surface boundary conditions. Advantages of including all nonlinear effects have been demonstrated 
before [I]. One of these is th at an accurate prediction of the wave resislance in principle becomes possible: Unlike 
Dawson-type linearisations, the full nonlinear free-surface conditions theoretically ensure full agreement between the 
resistance found from a far-field momentum balance and th at from pressure integration over the huil. Thereby they rule 
outthe occurrence of negative wave resistance predictions and similar problems. 

Even so, computing wave resistance by huil pressure integration remains less attractive, having significant sensitivity to 
the huil panelling, in particular at low Froude numbers. The predicted wave paltem, however, is much less sensitive to 
the huil panelling. This suggests to evaluate the wave resistance from the calculated wave pattern, using a wave paltem 
analysis technique as developed in the past for towing tank experiments. For use in a computational method a transverse 
cut technique is most suitable, and has been applied before. Nakos [2] used it succesfully for a linearised wave pallern 
calculation. Busch [3] used wave pattern analysis in a nonlinear method, obtained good results for a very slender huil 

form but did not pursue the application to other cases. 

The RAPID method 

The method used in the present study is RAPID [4, 5]. It solves the steady potential flow problem with fully nonlinear 
free-surface boundary conditions by an iterative technique. Each iteration linearises with respect to the free-surface shape 
and velocity field found in the previous iteration. The solution is generated by source distributions on the huil surface and 
on a plane at a sm all distance above the free surface. The free-surface collocation points are on the wave surface itself, and 
are distributed over a finite domain around the ship. The method is quite efficient, converging usually in 8 to 15 iterations; 
each iteration asks some 6 sec. at 2500 panels, 50 sec. at 8000 panels, on a CRAY 916 vector computer. It is in routine 
use at MARIN since 1994, several hundreds of calculations being made each year; and besides is used at a few shipyards. 

Transverse cut analysis 

Transverse cut analysis (see e.g. [6]) uses an expression for the wave resistance in terms of the amplitude of the wave 

components proceeding in all directions: 

1100 

2 ? ~ RWp"t = - (F (u) + C-(u» ~du 
87r 0 I + v I + 4u2 

(I) 

for a wave patlern represented by : 

I 1+00 

T/(X, z) = - [F(u) sin(sx + uz) + C(u) cos(sx + uz)]du 
47r -00 

(2) 

where the disp.ersion relation is s = J(l + VI + 4u2)12. The amplitudes F and C can be found by app~ying a particular 
Founer analysls to the wave height distribution along two transverse hnes far hehlOd the shlp. In [3] It IS shown that a 
larger number of wave cuts is preferabie to provide redundancy and increase the accuracy of the result. In our study 8 cuts 
appeared to work weil. The overdetermined system is solved in a least-squares sense. 

The transverse cuts must be located far enough aft of the huil, they must extend laterally to outside the Kelvin wedge, they 
must be free of reflection effects, and the free-surface panel width must be small enough to resolve all wave components 
of interest. With some adjustments the ensuing requirements to the free-surface panelling can easily be met. 

Dependence on longitudinal position 

Evidently, the wave patlern resistance is supposed to be independent of the longitudinal position of the cuts. But without 
further precautions it is not, as Fig.l illustrates for the case of a slender vessel at Fn = 0.33 . In general we observe that: 
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• Close to the stern, there is a rat her quick variation of the resistance found; 

• The resistance displays wavy variations around a mean line, with a slowly decreasing amplitude; 

• Thc wave pattern resistance gradually decreases with distance of Ihe cuts behind Ihe slem; 

• All values found are significanlly lower Ihan Ihe pressure inlegralion resislance level. 

The first point is an expecled symplom of Ihe near-field dislurbance around the huil , which violates the basic assumplions 
of Ihe analysis. As far as our experience goes, further Ihan 0.3 100.5 L aft of Ihe stern Ihis effecl is moslly negligible. The 
second effect was unexpecled and is sludied below. The lasl Iwo points are discussed in the lasl section. 

Effect of nonlinearities on transverse cut analysis 

To detect the cause of Ihe wavy variations we go back 10 the derivalion of Iransverse cul analysis . The slarling point is a 
momenlum or energy balance for a conlrol volume surrounding the ship huil , bounded by the wave surface, an inlet plane 
and lateral boundaries at infinity, and a transverse out let plane at any distance behind the stern . This provides the wave 
resistance in terms of an integral over the oUllel plane, plus a line integral along its intersection with the wave surface: 

RWfar = ~ r J( _11
2 + v 2 + w 2)dS + ~ 1. rldz. 

2 Jo 2 /" 
(3) 

Here, u, v and ware dislurbance velocity components relalive to the undisturbed flow. 

The firsllerm is not easily evalualed accurately and therefore is recaSI in an expression in terms of wave heights only. To 
this purpose, the far-field wave pattern is assumed 10 have the form (2), i.e. 10 be a superposition of simple sinusoidal 
wave components that satisfy Ihe dispersion relation for the steady wave pattern. Substituting the corresponding potential 
field into (3) provides the expression (I) for the wave resistance in terms of Ihe amplitude of the wave componenls. 

If fully nonlinear boundary condilions are imposed, the resistance from (3) of course is independent of Ihe position of the 
oullet plane, as there is no energy flux through Ihe wave surface. Therefore, the wavy variations of the resistance mUSI 
be due 10 an incorrect approximation of Ihe integral over the oullel plane, in particular Ihe assumed linearity of the wave 
componenls. This is confirmed by Ihe fact thai for a Neumann-Kelvin result (obtained with the same numerical method) 
the wavy variations of the wave pattern resistance are almost absent, as Fig. I shows: in th at case Ihe expression (2) 
is consislenl wilh Ihe linear free-surface boundary condilion imposed, so Ihe approximalion of the oullet plane energy 
flux is exact. However, using a full Bernoulli expression for Ihe wave heighl in Ihe Neumann-Kelvin result dislurbs this 
consislency and al ready inlroduces a pronounced waviness. We conclude Ih at Ihe wavy variations in the wave pattern 
resistance are a consequence of the inconsistency of applying a linear analysis to a wave pattern that satisfies nonlinear 
boundary conditions. 

While Ihe amplitude ofthe resislance variations decays, they persisl up 10 2 ship lengths aft ofthe stern in the cases studied. 
The nonlinear effects therefore extend over a much larger di stance Ihan has always been assumed, and this will apply to 
experimental transverse cut analysis as weIl. 

In order to eliminate the resistance varialions, we have tried to replace Ihe wave pattern at the location of the transverse 
CUIS by a 'corresponding ' linear wave pattern. One allempl was to use the linear (Kelvin) expression for Ti , using the 
free-surface velocities compuled by Ihe nonlinear melhod; bullhis lurned oullO increase Ihe amplilude of varialions even 
further. A second attempt was 10 use again Ihe Kelvin expression, but in terms of Ihe velocities at Ihe still water level. 
In the case studied this eliminated most of the resislance varialions (Fig. 2). However, this procedure is less suitable for 
routine application and seems to lack a Iheoretical justification. 

A more obvious alternative, and the procedure adopted now, is to spread oul the transverse culS over a longer area. In all 
cases tried, Ihe waviness in Ihe resistance had a lenglh quite close to the fundamental wave length À = 27rFII2 . If the 8 
transverse cuts we use are distribuled over an area of Ihis length, Ihe wavy variations are "averaged out", and a much more 
stabIe result is obtained, as Fig.2 shows. 

To get some confirmation th at this average value agrees with the true wave resistance as would be obtained from (3), a 
simple analysis has been carried out. As suggested by the appearance of the fundamental wave length, we represent the 
wave shape by a single 2D component and make a perturbation expansion in the wave height. For the first order wave 
Ti = ~HI sin x, substitution in (I) yields: 
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50 for a linear wave co~pon~nt the resistance from wave pattern analysis is independent of x. Moreover. substituting 
the assoclated potentJaI field mto (3) produces the same expressIOn for the reslstance to leading order. However. for a 
second-order wave, 

I . I . I , 
TI = ïH1 smx + ïH2 smx - gHi cosx, 

the resistance from the wave pattern analysis is 

I J I I 1· 
RWp"t = 16Hi + gHIH2 + 32Hi smx, 

while the control volume integration produces the same but without the sin x term. Therefore , eliminating the wavy part 
of RWput by averaging over a wavelength brings it in agreement with the energy balance and yields the correct result in 

th is case. 

Effect of numerical dam ping 

We now come back to the last two features noted above: the gradual decrease of the average resistance level with x, and 
the fact that RwpUl.is less than the resistance from pressure integration. Both are obvious consequences of the numerical 
damping inherent to the method. While this damping has little effect in the near field. it causes a slight ly too quick decay 
of the wave amplitude and affects the far field resistance evaluation (which is quadratic in wave amplitudes). 

The numerical damping has been analysed theoretically in [5], and indeed there appears to be a direct correspondence 
between the results of that analysis and the slope of the Rw(x)-line . E.g. for the raised-panel method used, the analysis 
tells th at the damping increases when the distance of the panels above the free surface is reduced, and this is retlected in a 
steeper decrease of the resistance . This resistance decrease may be supposed to be an exponential function of the distance 
from the point where the waves have been generated. If, as a rough approximation, th is virtual origin is chosen at e.g. half 
the ship length , as a sort of average for bow and stern wave systems, lhe RWp/tl(x) line can be extrapolated backwards to 
th at origin. This largely compensates the dependence of the wave pattern resistance on numerical parameters that affect 

the damping. 

In principle, a better approach is to reduce [he slope of the resistance line by reducing the numerical damping. This can 
be done by optimising the difference scheme in the free surface boundary conditions. The theoretical analysis of the 
dispersion and damping in [5) indicates how to design a special-purpose difference scheme that virtually eliminates the 
damping for panellings as coarse as 10 panels per wavelength. Experience with such schemes is now being collected. 

Conclusions 

• As a result of the inconsistency of applying linear wave pattern analysis to the wave pattern computed with a 
nonlinear method, the wave pattern resistance has a wavy dependence on the distance aft of the stern. 

• The nonlinear effects causing these resistance variations may persist to as far as 2 ship lengths astern; the same will 

also be true for experimental wave pattern analysis. 

• The variations can and may be largely eliminated by spreading the wave cuts over a fundamental wave length . 

• While the wave pattern resistance is much less sensitive to the huil panelling than the huil pressure integration, it 
is affected by cumulative numerical dam ping effects and thus poses some additional demands to the numerics. At 

present its use is for comparative rather than absolute predictions. 
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Figure 1: Wave pattern resistance as a function of position of transverse cuts, for nonlinear and linearised method. 
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Experimental and numerical second order diffracted waves around 
an array of 4 cylinders. 

Scolan Y.-M., ESIM, Marseille, France 
Malenica S, BUREAU VERITAS, La Défense, France 

1. Introduction 
The diffract!o~ of reguia: waves around an array of 4 verti~al cylinders is in~estigated. 

Results from eXIstmg theoretlcal models are compared wJth expenmental data acqulred in the 
frame of a french CLAROM project started in 1996. Encouraging results are obtained for both 
first and second order quantities in the limit of small wave steepness. 

Another aspect is also emphasized concerning the existence of high localised second order 
wave elevations in the spacing between the two front ·columns. The computations show that 
second order maxima is only due to diffraction and they occur precisely where the first order 
envelop vanishes. The existence of trapped modes may explain these resonant like phenomena. 

In the following developments, the experimental set-up is first described, then the two 
different numerical approaches are outlined. Some significant results of comparison are finally 
shown. 
2. The experimental set-up 

The set-up (described below) is simply composed of bottom mounted vertical cylinders of 
circular cross section. One of the longitudinal walls of the basin is used as a symmetry plane; 
the TLP model is thus composed of2 cylinders at incidence 00

• With this choice the problems of 
blockage are practically avoided and it significantly reduces the perturbation due to the reflected 
waves on the opposite longitudinal wal!. An additional wave absorber is placed on this wal!. 
These precautions are necessary to obtain a sufficiently long period for data acquisition without 
spurious harmonics. This is of crucial importance particularly when second order quantities are 
to be measured. Seven wave gauges are placed in the vicinity of the four columns as described 
below. 

.1 7. 

2 • o x 0 

~ 
wave absorbers 

wave 3 • 

• • generator 

r 0 0 x 

3. The numerical tools 
The second order diffraction problem can be formulated for the corresponding potentiel 4>g) 

as follows: 
6.4>g) := 0 in the fluid domain 
4>g~z - 4~2 4>g) := aid + a dd on the free surface z := 0 

p(2) -/-(2) __ 4>(2) on the cylinders (1) 
D "f/D,r - [,r 

4>(2) := 0 on the sea-bottom z := -h 
D,z 

Rad( 4>g)) in the far field 

The 2nd order incident potential 4>}2) is known analytically. The right hand side of the free 
surface condition exhibits in the far field two wave interactions; here aid and a

dd correspond 
to the interactions incidentjdiffracted and diffractedjdiffracted respectively. The radiation 
condition usually follows from an analysis of the far field wave decomposition into free and 
locked components. 

To solve this BVP, two different numeri cal approaches are used: semi-analytical formula­
tions and numeri cal diffraction programs developed in the frame of potential flow theory. Both 
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approaches use semi-analytical first order solutions to account for the interaction of cylin­
ders. The formulation by Mclver & Evans (1984) is approximate and the other one by Linton 
& Evans (1990) is exact. Discrepancies exist anel some of them are exposeel here and in Scolan 
et al. (1997). 

The second order semi-analytical approach uses the Linton & Evans' /hst oreler solution. 
It is baseel on the decomposition of the seconel order potential into several potentials, each ver­
ifying a particular Boundary Value Problem (BVP) solved semi-analytically. This is presented 
in Malenica (1997). 

The other approach is a fuU numerical solution of the BVP expressed above by using an 
integral equation and the Rankine Green function (see Scolan 1989). The main aspect concerns 
the radiation condition which is based on the decomposition of the far field into locked anel free 
waves (see Molin 1979). 

4. Some results 
Figures (1) compare the numeri cal or experimental total second order quantities. Those in­

clude the incident and diffracted components (noted ".,}2) and ".,gl respectively) and the quadratic 

contributions (noted ".,g/1)) coming from first order. 
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Figure 1: (left) modulus of the 2nd order wave elevation vs period (sec) at gauge N°5, radius 
0.280 and spacing 1.334; experimental data are marked for elifferent wave steepnesses; (right) 

numerical and semi-analytical real anel imaginary parts of ".,(2). 

The plotted quantities are non dimensioneel with kA 2 where k and A are the wave number anel 
the incident wave amplitude respectively. The highest secOlld order elevations ".,(2)/ kA2 ~ 8 
occur at the gauge N°5 (x / d = 0.39) anel at about T = 1.58. The shift of perioel illustrates the 
differences between the two first order formulation. The overall trend is however very similar. 
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Figure 2: locations of ".,(1) modulus minima at mid-point between the two front cylinders. 
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A study of the second order wave pattern shows that localised high elevations occur between 
the two front cylinders. This could suggest resonant like phenomena somewhere between the 
cylinders. A more precise study shows that first order wave elevations vanish in the same 
are.a. Hence a parametric study should first pro.vide couples of spacing ?-nd wave period for 
WhlCh there eXlst areas where first order elevatJOns valllsh. Such 10catJOns are determined 
along the symmetry axis (y = 0) and between either upstream or downstream cylinders. For 
example figure (2) shows the locations in the plane (spacing, per~od) of the rPl modulus minima 
calculated exactly at the mid-point between the two front cylmders. Computations are thus 
performed for different coup les ranging along a line which joins the 2 points (1.0,1.348) and 
(1.25,1.48). As a matter of fact, the obtained results (not reproduced here) show the same 
characteristics. To il!ustrate this the total second order wave pattern is plotted in figure (3) 
for the data d = 100 and T = 13.48 with the radius a = 28 (corresponding to a geometry 100 
times larger than the model one). A spot of high elevation is c1early noticeable exactly between 
the two upstream cylinders. A question arises whether th is is due to forcing term of the free 
surface condition or this is due to pure diffraction. For that in the left figure, the 1 st order 
elevation is compared to the different 2nd order quantities. One may note that: 
• the second order diffraction is c1early the dominant contribution, 
• this component reaches its maximum precisely where the total 1't order elevation vanishes, 
• the 2nd order diffraction is the only explanation for this local effect since the quadratic 
terms bring almost negligible contribution even if it is thought that V2 <jJ(ll should contribute 
significantly, 
• the 1 st order elevation, the right hand side (aid + a dd ) and the mean value have a very similar 
variation along the axis , 
• the forcing term of the free surface conclition seems not important enough to explain this 
phenomenon. 
Another couple is then computed for a different location of vanishing first order elevation j the 
listed conclusions above seem confirmed as shown in figures (4). Here one should no te that the 
forcing term of the free surface condition decreases significantfy at the location of interest . 

From the first studied data (see figure 3) one can compute the positions of the near-trapped 
modes (if existing) associated to this configuration. This is done by calculating the force acting 
on each cylinder. This force (F) is usually made non dimensioned with the force (Fs ) acting on 
a single cylinder in isolation as it is done in Evans and Porter (1997). From our computations 
a very sharp peak of force (F I Fs >=:;j 12) is observed at ka >=:;j 0.7957 corresponding here to 
T>=:;j 11.9s and for a spacing dia = 2.5 (made non dimensioned with the cylinde~' ra~ius). This 
result must be considered with precaution as the approximated first order solutJOn IS used. 

However, as the spacing increases the peak of force is shifted towards higher periods. For 
the present spacing dia >=:;j 3.57, a peak of the force (FI Fs >=:;j 1.6) is at about T.>=:;j 13.7s. This is 
close to the first order incident wave but far from the period of the correspondlllg second order 
free wave system. A parametric study by varying both the spacing and the period should bring 
some more elements of answer. Those wil! be presented at the workshop. 

Acknowledgements: This work is done in a CLAROM Joint Industry Project. The 
authors thank the partners: Principia RD (leader), Total, Bouygues Offshore, Doris Eng., 
Bureau Veritas, Ifremer and Sirehna to allow the publication of the present ·results. 
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Suppression of Wave-Breaking in Nonlinear Water Wave Computations 

Anil K. Subramani, Robert F. Beek, and William W . Sehultz 
The University of Michigan, Ann Arbor, Michigan 48109, U.S.A. 

INTRODUCTION 

Over the past several years, a multipole-accelerated, 
desingularized boundary integral method has been 
developed to compute fully nonlinear water waves in 
the time domain (Scorpio and Beck, 1996). The 
method---denominated UM-DEL TA, for University of 
Michigan Desingularized Euler-Lagrange 
Time-Domain Approach---has been successfully 
applied to a wide variety of problems, with marked 
improvements over results obtained using linearized 
methods . A major difficulty is encountered, though, by 
this and similar. methods for computing nonlinear water 
waves and wave loads: the characteristic occurrence of 
spray and wave-breaking in free-surface f10ws causes 
the computations to stop, as figure I demonstrates. 
Therefore, .for the present method to realize its full 
capability, it is important to prevent the generation of 
spray and breaking waves from terrninating the 
simulations of highly nonlinear f1ows. However, with 
the goal being for the method to remain efficient and 
useful in the marine design process, a detailed and 
expensi ve simulation of the wave-breaking event itself 
is 'Iess desirabie an approach than one that models the 
event adequately enough for the calculations to 
proceed. 

To th is end, recognizing th at wave-breaking is 
essentially a process with which is associated a local 
dissipation of energy, a technique is herein proposed to 
absorb energy locally from waves th at are about to 
break, thereby suppressing wave-breaking. The 
features of this "Iocal absorbing patch" model . are: (i) 
detecting the likely occurrence of wave-breaking, and 
(ii) deterrnining the appropriate amount of local 
damping so as to render reasonably realistic waves in 
the post-breaking regime; these are discussed below. 

CRITERION FOR BREAKING 

Important as the problem is, wave-breaking has 
received considerable attention, but it is not yet 
completely understood. A survey of the Iiterature 
reveals that a number of studies have been conducted to 
understand why waves break and to deterrnine areliabie 
criterion for the inception of breaking. For brevity, we 
cite only Griffin et al. (1994) for they point to the 
pertinent references in their review of the existing 
criteria. 

Following Stokes ' theorizing of a limiting 
height (H) to a wave in terrns of the wavelength (A), the 

wave steepness (of ten measured by ak, where a is the 
wave amplitude and k=27t1A. is the wave number) has 
been the most commonly examined index for 
wave-breaking. Empirical data, however, show the 
steepness to be an imprecise criterion---see figure land 
table I of Griffin et al., 1994, which indicate that waves 
break at lower steepnesses than th at suggested by 
Stokes' criterion and also show the scatter in the data. 
Another widely pursued idea has been the prescribing 
of a limiting value to the f1uid velocity at a crest. For 
example, recently, Wang et al. (1994) provided data 
obtained from a two-dimensional numeri cal wave tank 
in support of the criterion that a wave breaks when the 
horizontal particIe velocity reaches the local group 
velocity. The possibility of breaking has also been 
related to the energy content in the waves , by others, 
but these last two criteria are difficult to extend to 
three-dimensional f1ows. Criteria based on the wave 
slope and accelerations of the free-surface have also 
been suggested, but the consensus is that none of the 
above constitutes a simp Ie, precise, and universally 
valid criterion. 

In this light, we pursue a criterion based on the 
wave steepness because of its simplicity and its 
applicability in three-dimension . A steepness criterion 
that requires an estimate of the local wavelength, 
however, is not easy to implement, especially when 
waves of different frequencies are present and interact. 
We exploit instead that when waves break---or are 
about to---they attain a profile with a sharp crest of 
infinite curvature (K). Furtherrnore, empirical studies 
of steep but non-breaking regular waves indicate th at 
wa yes that do not possess a sharp crest obey the 
approximate non-dimensional bound, I KA 1:5 6. Figure 
2 depicts how this applies to waves of steepness, 
HlA ~ 1/12, whose leading front went on to break. We 
therefore seek to use the exceeding of this bound---as 
when any wave steepens to a sharp crest---as a "trigger" 
for the activation of a localized wave damper in the 
fully. nonlinear computations. 

To implement the idea, we then proceed to 
reforrnulate the steepness criterion in terms of a 
limiting value of Ka: Adopting the approximate 

criterion th at a wave breaks when its steepness, Hn.. 
exceeds 1/12 and using the above bound on I KAl , we 

obtain the condition, I KH I :5 0.5 for a wave not to 

break. We convert this into one based on Ka since the 
crest-to-trough wave-height is not as easily available; 
we do so on the basis of the observable geometric 
property of incipient breaking waves that a ~ 0.7 H on 
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an average (e.g., Bonmarin, 1989), obtaining, finally, 
I Ka 1~0.3 5 . 

In order to examine the reliability of this 
curvature-based criterion, regular, deep-water gravity 
waves of varying steepnesses (as generated in a 
two-dimens,ional wave tank by a wedge wave-maker) 
were simulated, and the variation of I Ka I with the 
steepness, ak was noted. (Note that, in the evaluation 
of the abscissas, the nominal wavelength given by 

k = ro2
/g was used.) This variation is depicted in figure 

3; for comparison, that for a second-order Stokes wave 
is also presented. For all waves of steepness, ak less 
than about 0.25, the prescribed threshold value of I Ka I 
= 0.35 is never exceeded. For higher ak, this limit is 
exceeded at times by waves that altain a sharp crest, 
especially at the leading wave front. Not all waves that 
do so go on to break; therefore, the present threshold 
poses a conservative, if imprecise limit. However, a 
conservative criterion is necessary to ensure th at all 
likely instances of breaking are detected 50 that they 
may be suppressed. 

Although some of the scalter in the data in 
figure 3 is due to the non-uniformities in fully nonlinear 
waveforms, it is largely due to the inevitable noise in 
the numerical evaluation of the curvature. We compute 
the curvature using a local three-point formula arising 
from the fitting of a circle through three consecutive 
free-surface nodes---a formula that does give agreeable 
results with the analytically obtained curvatures for 
smoother profiles. Nonetheless, this scalter does not 
appear to affect the nature of the I Ka ~ak curve or the 
limiting l1<a I value considerably. 

Finally, the sensitivity of the curvature 
computations to the fineness of the node distribution 
was studied through a convergence study : The 
curvature of the free-surface was computed for one 
particular case of wave-maker motion amplitude and 
frequency (the resulting waves had a steepness of about 
ak=0.21) using three different node distributions---25, 
50, and lOOnodes per wavelength (the usual 
distribution adopted---the minimum recommended---is 
30 nodes per wavelength; the results presented in 
figures 2 and 3 were obtained using 40 nodes per 
wavelength). A sample comparison of the results is 
presented in figure 4. Notice th at although there is a lot 
more noise in the calculations as the node density 
increases, the important maximum values of the 
curvature do not change much between the three cases. 

Thus, we have arrived at a curvature-based 
criterion for breaking that is simple and easy to 
implement, even when waves of different frequencies 
are present. The mechanism by which energy is 
absorbed locally from the waves when this criterion is 
met is discussed in the next section. 

SUPPRESSION OF A BREAKING WAVE 

We employ a variation of the numerical absorbing 
beach used by Cao et al. (1993), in order to suppress 
wave-breaking locally ; the basic idea, though, is the 
same---it consists of exerting an additional, external 
pressure on the wave in the vicinity of the location 
where the likelihood of wave-breaking has been 
detected. By causing the wave to work against this 
external pressure, the energy necessary to prevent the 
wave from breaking is extracted locally from the !luid 
(hence, "local absorbing patch"). Mathematically, this 

consists of the inclusion of an additional term, PJump , in 

the dynamic free-surface boundary condition: 

a<l> I P Pdamp 
-+-Vq,.Vq,+-+gz+--= O. at 2 p P 

Note that P dnmp is non-existent outside the 

absorbing patch; within the patch, we prescribe the 
following form to the damping term: 

The Iv q, 1
2 

term determines the magnitude of the 

damping; cr is a coefficient th at may be varied to 
increase or decrease the amount of damping; the 
signum function ensures that the pressure is acting 
against the wave; and v(x) is a shape function chosen to 
ensure that the damper takes the form of a smoothly 
varying patch: 

[ (
1t(X _XO) )] 

v(x) = 0.5 I +cos ~ 

Here, x. is the location where I Ka 1= 0.35 is exceeded , 

and L. is half the length, centered about x., over which 

the damper acts. We prescribe Lu to be a.,f0.35 (a. is the 

wave amplitude at x.)---again, from considerations of 

the geometry of breaking waves, sa that the energy is 
extracted from approximately the portion of the wave 
between zero-crossings. 

RESULTS 

The effectiveness of the present "Iocal absorbing patch" 
model is demonstrated by application to the breaking 
wave encountered in figure I . As shown in figure 5, 
the wave-breaking is successfully detected and 
suppressed sufficiently for the calculations to proceed. 
The strength of the damping constant used was 0=12.5. 
An uncertainty with the present model, however, is that 
the amount of dam ping required to suppress 
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wave-breaking is not easily deterrnined---some other 
calculations have required larger values of 0 (of about 
25) to suppress the wave-breaking. Moreover, it may 
weil be that for extreme cases suppressing the tendency 
of waves to break while obtaining reasonable results in 
the post-breaking regime is an impossible task. These 
call for additional investigations. 

The effects of prescribing a 0 greater than th at 
which is necessary to suppress the breaking may be 
smalI, as the results plotted in figurc 6 suggesl. 
Therein, a comparison is made of the calculations 
presented in figures land 5 and an additional 
calculation obtained using damping equivalent to 0=25. 
Not only does the plot c1early show the difference in 
the wave profile due to the extraction of the energy 
associated with the breaking, but also, the difference in 
the calculations obtained with the two different 
damping strengths is imperceptible. This is due to the 
feature of the model that dam ping is present only when 
triggered by high values of I Ka I d Ka I greater than 
0.35) and only as long as I Ka I is above the threshold 

value. 

The present model therefore holds much 
promise for extending fully nonlinear water wave 
computations into the important highly nonlinear 
regime. An important step involves the validation of 
the post-breaking calculations against experimental 
data, which we are currently seeking. Efforts are also 
underway to develop a strategy for extending the model 
to three-dimensional flow computations. A proposed 
approach, especially for ship-flow calculations, is to 
detect the occurrence of and suppress wave-breaking 
along prescribed free-surface paths (these are the paths 
on which the Lagrangian nodes are con vected in the 
UM-DELTA method; they generally take the 
appearance of free-surface streamlines). 

Future work will involve the extensive testing 
of the model over a wide variety of breaking wave 
conditions. We also plan to compute the total energy in 
the fluid domain and the fraction of the total energy th at 
is absorbed by the wave damper. We hope to relate the 
computed energy losses to the numerous experimental 
studies of wave-breaking. 
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Figure I. Time-history of the surface displacement in 
a numerical simulation, using UM-DEL TA, of shallow­
water waves generated by a piston wave-maker in a two­
dimensional wave-tank. The caIculations cease at about 
t= 11.4 due to the occurrenee of a breaking wave caused 
by the coalescing of waves of different frequencies. 
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Figure 2. A representative snapshot at t=18.8 of: 
(a) the surface displacement, and (b) the curvature of 
the surface, for waves as generated by a wedge wave­
maker of motion amplitude 0.12m and frequency 
0.559Hz (nomimal À.=5m) . The leading wave front 
broke at about t=23.3 in this simulation. Note th at for 
the other wave crests, I KAl ~ 6, approximately. 
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Figure 3. Observed variation with wave steepness, ak, 
of the proposed wave-breaking index, I Ka I , for 
regular, deep-water gravity waves . The variation for 
a 2nd order Stokes wave is presented for comparison. 
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Figure 4. A representative snapshot of the computed 
curvature of the surface (for waves generated by a wedge 
wave-maker of motion amplitude 0.08m and frequency 
0.559Hz), using: (a) lOOnodes per wavelength, (b) 50 
nodes per wavelength, and (c) 25 nodes per wavelength . 

Direction of wave 
pro!?agation .. 

Distanee along tank 

Figure 5. Time-history of the surface displacement in a 
repeat of the numerical simulation shown in figure I, but 
differing (only) in that a "Iocal absorbing pateh" model 
has been implemented. The model detects the likely 
occurrenee of and suppresses the wave-breaking. 

Direction of wave 
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Distanee aJong tank 

Figure 6. Time-history of the surface displacement 
in simulations involving: no damping (solid line); 
damping with 0=12.5 (dashed line); and damping 
with 0=25 (dotted line). 
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WATER WAVES BENEATH A FLOATING ELASTIC PLATE 

by Ken Takagi 

Dept. of Naval Architecture and Ocean Engineering, Osaka University 

1. Introduction 

Recently the estimation of elastic motion of a very large Hoating structure (VLFS) has been carried 
out for the Mega-Float project in Japan . Dimensions of the Hoating structure in this project is 5,000 
m length and 1,500 m width. The typical wave period of the installation point is 6 seconds. Several 
reliable numerical works have been completed, however it was very tough job to obtain the reliable 
result since the length of incident waves is very short compaired to the dimensions of VLFS. Following 
the numerical results, it is found that the elastic motion of VLFS is seems like a propagation of 
water waves beneath a thin elastic-plate. However, since those numerical works are based on the 
modal analysis , it is diHicult to imagine a image of the motion of VLFS as propagating waves before 
summing up each modes . Therefore, another approach is needed to make simple image of the motion 
of VLFS . Ohkus and Nanba [1996] treated this problem as a wave propagation beneath a th in elastic­
plate and presented a free surface condition which is imposed on the region covered with the plate. 
Helmans [1997] also presented a similar treatment in which he applied the assumption of very short 
wave length. In the present paper, a similar free surface condition for the region covered with the plate 
is applied and a Green function of that problem is derived. The eigen function expansion method is 
evolved from Green 's second identity. 

2. Free Surface Condition 

Suppose a flat floating platform of draft d (d = 1 '" 2m in Mega-Float project) located in the x-y 
plane which coincides with the still water surface. Following previous works, the assumption of dl À « 1 
is applied. Since the motion of the Huid is supposed to be invicid, irrotational and incompressible. The 
velocity potential satisfying Laplace's equation is introduced. Further assumption is that the motion 
is sinusoidal with the angular frequency w. 

Thin elastic plate theory gives the equation of the vertical displacement ç of the plate. 

(1) 

Wh ere, m is the mass of unit area of the plate, p the density of the water and g the gravitational 
acceleration. Dis the Hexural rigidity of the platform given by D = ET3 / 12(1 - v2 ). Where T is the 
thickness, E the equivalent Young's modulus of the plate and v Poisson 's ratio. Since the mass of 
plate is uniformly distributed, it is obvious that the left hand side of (1) is negligible. 

Substituting the body boundary condition of the plate into equation (1) , the free surface condition 
is obtained . 

on z = o (2) 
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Where, ~ = Dj(pg) and K = w2 jg. In the two-dimensional case the free surface condition is reduced 
as follows: 

( 
8

4
) 8cjJ -K4>+ 1+,8- -=0 

8x4 8z 
on z=o (3) 

Where, ,8 = ~: and EI presents the bending rigidity. Suppose the plane progressive waves on the 
plate floating on the water of depth h. Where the water depth is assumed to be as same order as the 
wave length. The following dispersion relation is obtained. 

(4) 

It is apparent th at two roots of equation (4) are located on the positive and negative real axis and 
innumerable roots are located on the imaginary axis. Other four roots are also found on each quarter 
planes . 

3. Two-Dimensional Green Function 

A two-dimensional Green function which satisfies Laplace's equation, the free surface condition (3) 
and the bottom condition is obtained as follows: 

G( 
") _ ~ e-tOnIX-XI{K sinh Cini + (1 + ,8Ci~)Cin cosh Cini} cosh Cin(Z + h) 

x,z,x,z-L... {Kh ( 4) } 
n=O Cin sinhank + 1 + 5,8Cin sinh Cinh 

(5) 

Where, Cin(n = 0,1,2· .. ) denote the roots of equation (4) located in the lower half plane. Applying 
Green's second identity to the region x ::; 0, the following integral equation is obtained. 

cjJ = . ,8 (8G d3Ç 82G ~ç aJG dÇ 84G ç) 
tW K az dx3 - 8x8z dx2 + 8x28z dx - 8x38z x=o 

-JO (cjJ8? _ 8~G)di 
-h 8x 8x 

(6) 

Where, it is assumed that the plate is infinitely long and covers allieft half plane. The regular radiation 
condition is imposed on the left end boundary. 

If the boundary condition at x = ° and the end conditions of the plate are given, above integral 
equation would be solved. 

4. Eigen Function Expansion 

If the integral appeared in equation (6) can be carried out in ad vance , the following series expansion 
would be obtained. 

(7) 

Orthogonality 
The eigen functions appeared in equation (7) are not orthogonal. However, the following relations 

are obtained. 

(8) 

(9) 
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Where, 

5. Examples of 2-D Problem 

Thansmission and Refiection of Incident Waves 

145 

(10) 

(11) 

(12) 

When plane waves incident on the elastic plate, same are reBected at the edge of the plate and others 
are transmitted into the region covered with the elastic plate. The velocity potential is represented 
by the series of eigen functions in the region x ~ O . 

. w cosh ko(z + h) ikox ~. 0 w cosh kn(z + h) -ik x 
r/>=t- e + ~tHn- e n 

ko sinh koh n=O kn sinh knh 
(13) 

Where, kn denetes the roots of the disparsion relation of water waves. 

(14) 

The velocity potential in the region x ~ 0 is represented by the series expansion (7). 
It is weil known that the eigen functions appeared in equation (13) are orthogonal. Therefore, 

employing the condition that the velocity potential and the horizontal velocity are continuos at the 
matching boundary, we can get the same number of equations as the number of coeflicients Rn and 
Tn . However, we also have other unknowns (xx and ç. The end condition of the plate i.e. the shearing 
force and the moment at the end are free gives the following two equations. 

00 

2:Q~Tn = O. (15) 
n=0 

Then , the problem can be solved , since the number of equations is as same as the number of unknowns. 

Reduction of Thansmitted Waves 
It is strongly required that the motion of VLFS must be very small. However, it was found in the 

previous works that the motion of VLFS is not negligible. Then, some ideas for the reduction of the 
motion is proposed. One simple method is attaching a plate or block at the tip of the VLFS to block 
the transmission of incident waves. 

Suppose a block of draft d and bredth 2b attaching at the edge of the plate, the velocity potential 
under the block is represented as follows: 

r/> = ~~ Z( _x2 + z2 + 2hz) + ~~ 8( _x3 + 3xz2 + 6hxz) 

00 cosh nr x sinh nr X nn n 
+ 2: (Sn hn1rb+An. hmrb)cos-l (z+b)(-I). 

n=l cos T sm T 
(16) 

Where, 1 = h - d, Z the heave amplitude and 8 the roll amplitude. The equation of motion of the 
block is given by 

Z(2bg - w2 .!f) = Ff + EI~ } 

8(W· CM - w2Iee) = Mf + -Elf}z - b· EI~ 
. (17) 
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Where, FJ and MJ are Huid dynamic forces, W weight of the block, CM metacentric height and 188 

moment of inertia of the block. End conditions of the plate are given by 

Z- be =( (18) 

Now the number of equations is as same as the number of unknowns. We can get the solution. 

6 . Conclusions 

The treatment of the motion of VLFS as a propagation of water waves beneath a elastic plate 
is presented in th is paper. Some examples of solution for the two-dimensional problem are shown. 
Further results will be demonstrated at the workshop . 
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Spectral response surfaces, designer waves and the ringing of offshore structures 

Peter S. Tromans (presenting author), 
Shellinternational, PO Box 60, 2280 AB Rijswijk, The Netherlands. 

Tel: +31 70 311 3565; fax: +31 70311 2085; e-mail: p.s.tromans@sidsbv.shell .com 

I. Ketut Suastika, 
Dept. Civil Engineering, TU Delft. 

The purpose of this paper is to present a novel approach to offshore wave load 
analysis, the spectral response surf ace method, and demonstrate its application to the 
ringing problem. A distinguishing feature of the method is its ability to relate an 
extreme response to a particular ocean surface history, the "designer wave." . 

We briefly overview the essential features of the method. A linear random sea can be 
represented by the sum of many un-correlated frequency componënts which obey a 
joint normal distribution. In many cases, a structural response (or an ocean surf ace 
property) can be expressed as a function of these frequency components and their 
Hilbert transforms (the same signal phase shifted by 1t/2). A constant value of the 
structural response defines a hyper-plane in the multi-dimensional space of the 
frequency components. Since, the statistics of the spectral components are joint 
normal, it is straightforward to estimate the combination of frequency components 
(and their phases) most likely to generate an extreme response and the probability of a 
response level being exceeded. We summarise the method and its application to the 
ringing problem more fully below. 

Ringing might be described as a transient structural response wruch resembles that 
generated by an impulse excitation of a linear oscillator. The response exhlbits a rapid 
build up and slow decay of energy concentrated around the natural frequency of the 
structure. It has been observed in model experiments on gravity base structures during 
the passage of steep wave crests. The ringing response contains frequencies that are 
relatively high compared to the dominant frequency of the wave field, indicating that 
non-linearity in the load process might determine its occurrence. In this study, 
Newman's long wave-Iength force-model [I] is used for calculating the wave loads on 
a column standing in a random sea. Diffraction is included in the analysis. The model 
allows non-linear wave forces up to the third-order to be calculated using linear wave 
theory as input. 

We have re-formulated Newman's results in terms ofthe frequency components ofthe 
ocean surf ace elevation process and their Hilbert transforms. The frequency 
components are all standardised; that is transformed to unit variance and zero mean 
variables. By treating the structure as a single degree of freedom oscillator, the 
dynamic response of the structure can also be expressed in terms of the standardised 
variables. Using these expressions, it is possible to generate surfaces of constant 
response level for both static and dynarnic response in the space of the spectral 
components ofthe ocean surface. 

147 
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A random sea can be described by the superposition of a finite number of spectral 
components; these are the standarised variables each multiplied by a standard deviation 
to match an appropriate surface energy spectrum. Each component is narrow banded 
(a pure harmonic modulated by a slowly varying amplitude) and is normal\y 
distributed. As the spectra! components and their Hilbert transforms are un-correlated, 
linear processes, they obey a joint norrnal distribution with zero cross correlation. 
Surf aces of constant probability density are concentric spheres in the space of the 
standardised variables representing the spectral components of the ocean surface. The 
probability density is highest at the origin and fal\s montonical\y as a function of 
distance from the origin that is independent of direction. Under these circumstances, it 
is straightforward to treat the response surfaces as limit states in a FORM (first order 
reliability method) type of analysis. The point on a surf ace of constant response where 
the di stance to the origin is shortest is cal\ed the "design point." The design point is, to 
a good approximation, the point on the surface where a maximum is most likely to be 
found . The accuracy of the approximation increases as the severity of the response 
increases and, in consequence, the di stance of the design point from the origin 
increases. 

The design point defines the amplitude and phase of the standardised variables at the 
instant when the extreme occurs. Thus, it a!lows us to deduce the time histories of the 
response and related variables around the time of the extreme. These histories are the 
ones that are the ones most likely to be associated with a response maximum of the 
chosen level. Thus, in the case of the ringing problem, we can identifY if ringing occurs 
or not; that is if ringing deterrnÎnes the extreme response. It a!lows us to identifY the 
type of applied load history that excites a ringing response. In addition, it provides the 
surface history (the "designer wave") that generated the applied load and the response. 
Final\y, we can estimate the exceedance probabilities of extreme ringing responses very 
efficiently. We achieve tbis by ca1culating the probability offinding a maximum above a 
hyper-plane tangent to the response surface at the design point. 

We studied the case of aIO m diameter column in a sea of significant wave height of 
12 mand a zero crossing period of 13 .5 s that obeys a JONSWAPspectrum. The 
water depth is 300 m. The dynarnics are modelled by an oscillator with a natural 
frequency of 1.57 rad/s, while the peak of the surf ace energy spectrum is 
approximately 0.36 rad/s. We investigated the effects ofusing the Newrnan load model 
to first order, to second order and to third order and drew the following conc1usions: 

1. The method is tractable. 
2. The non-linear terms in Newman's model have a much greater effect on dynamic 

response than on applied load. 
3. Some ringing effects can be found in the response with only second order 

excitation. 
4. The third order terrns lead to a double impulse (positive impulse followed 

immediately by a negative impulse) loading that excites astrong ringing type of 
response. The double impulse is associated with a wave crest; the positive impulse 
immediately precedes it and the negative impulse fol\ows it. Apart from the isolated 



Abstracts : 13th International Workshop on Water Waves and Floating Bodies 

double impulse the third order excitation is insignificant. The response time series is 
shown in Figure 1, the associated surtace history in Figure 2 and the third order 
component ofload in Figure 3. 

5. For the sea state studied, the non-linear effects and consequent ringing, lead to 
much larger responses for exceedance probabilities of order 1/100 and rarer. 

6. The method is many times faster than random time domain simulation. 

As weil as presenting the ringing study and results, the paper discusses the general 
merits of this approach to structural analysis . The method generates ocean surtace 
histories that generate extreme responses, "designer waves," very quickly and easily. 
This is potentially of great practical value since designer waves can be used to provide 
the type of information that would otherwise involve many hours of time domain 
simulation. As such, the method may be of value in engineering design as weil as in 
general analysis. 

References 

[1] Newman, JN. (1996) "Non-linear scattering of long waves by a vertical cylinder," 
published in ''Waves and non-linear processes in hydrodynamics," pp 91-102, J. Grue 
et al (editors), Kluwer, The Netherlands. 

149 



150 Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

55 

-55 

I {sf 
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FREE-SURFACE EVOLUTION AT THE EDGE OF AN 

IMPULSIVELY UPWELLING FLUID LAYER 

Peder A. Tyvand 
Department of Agricultural Engineering 

Agricultural University of Norway 
1432 As, Norway 

INTRODUCTION 

Impulsive free-surface flows provide opportunities for 

studying analytically the early evolution of hydrodynamic 

nonlinearities. This type of research started with the 

wavemaker analysis of peregrine (1972). The wavemaker problem 

is difficult because of the free-surface singularity arising 

at the intersection between the free surface and the moving 

plate. This singularity reveals that the asymptotic series is 

not uniformly valid. The Taylor series in time constitutes an 

outer expansion, and an inner expansion must be introduced to 

remave the singularity (King & Needham 1994). When the 

impulsive free-surface flow is due to submerged objects, one 

avoids free-surface singularities. 

The present paper introduces a new variety of impulsive flow 

problems: a given flux through a fixed bottom is turned on at 

time zero. The present model is one of the cases where the 

exact surface elevation of a small-time expansion can be 

calculated to third order. Other examples are the submerged 

line vortex (Tyvand 1991), and the line source, either 

submerged (Tyvand 1992) or located at a bottom (Tyvand 1998) . 

The salut ion for the submerged line source has been verified 

numerically by Kim (1997). A review of small-time expansions 

for impulsive free-surface flows is given by Tyvand & Miloh 

(1998) . 

We will investigate the evolution of nonlinear free-surface 

effects at the border between a region of forced uniform 

upwelling and a region of stagnant fluid. For small times the 

initial depth is the only characteristic length. This implies 

that all early nonlinear effects will be localized within a 

few length units around the edge between upwelling fluid and 

stagnant fluid. The early wave generation must also take place 

at the edge of the upwelling region. But the later wave 

propagation away from this edge cannot be captured by our 

analytical small-time expansion. 

MATHEMATICAL FORMULATION 

We consider an inviscid fluid layer of constant depth which is 

at rest at negative times. The layer depth h* is the only 

151 
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length scale of the initial flow problem. So the Froude number 
F is defined as 

F = W* (g * h * ) -1/2 (1 ) 

The gravitational acceleration is g*, and W* is the upwelling 
fluid velocity plus the downwelling fluid velocity. In 
general, the fluid is upwelling along the bottom for positive 
X and downwelling for negative x. From now on we work with 
non-dimensional quantities based on the units W* and h* . 

The inviscid flow is governed by Laplace's equation for the 
velocity potential ~(x,y,t). The surface elevation is ~(x,t) 
The free-surface conditions are: 

drJ 1 at + v ~ . v ~ = a~ 1 dy at y = ~(x,t) 

a~ 1 at + ( 1 /2) 1 v ~ I' + F -' ~ = 0 at y = ~(x,t) 

As initial state we take an impulsive start from a situation 
at rest with a horizontal free surface: 

(2 ) 

(3 ) 

~(x,O) = 0 (4) 

~(x, 0, 0) o 

The dimensionless upwelling and downwelling veloeities f o r 
positive and negative x will be denoted by V. and V_, 
respectively. By definition we have V. + v_ = 1. The 
impulsively forced flow is given by: 

(5) 

a~ /ay = V. ,y=-1, x>O, t>O (6a) 

a~/dy = - V , y=-1, x<O, t >O (6b) 

RESULTS 

The velocity potential and surface elevation are expanded as 
Taylor series in time (Tyvand 1991) : 

H(t) denotes the Heaviside unit step function. We choose to 
develop the solution in terms of a Fourier series with an 
artificial periodicity of length L in x-direction. Then the 
first-order elevation is (sum taken over positive n) : 

(V. - VJ 12 + 2 7( ' L n-1 sech (21t n/L) sin (21t n x / L) 
n odd 

The exact solution in the limit L->~ is: 

(7) 

(8) 
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00 

'Tl , (v. - VJ /2 + 2 7(' ~ (_l) k" arctan [xl (2k-1) 1 
k=l 

(9) 

This exact solution is found by differentiating the bottom 
source solution (Tyvand 1998) . The convergence of eq. (8) is 
good when L>20. The second-order e1evation consists of one odd 
and one even function of x: 

'Tl , (x) = 'Tl "odd + 'Tl ".v.n (10) 

'Tl ',odd (lla) 

L·' (V. - V.) ~ sech (27tn / L) tanh (27tn/L) sin (27tnx/L) 
n odd 

'Tl ".v.n (llb) 

- (7t L) -l ~ ~ [(m·'_n-' ) tanh (2 7t (n-m) / L) cos (27t (n-m) x/L) 
n,m odd 

_ (m-' +n-1 ) tanh (2 7t (n+m) / L) cos (27t (n+m) x / L) 1 

sech (27tn/L) sech (27tm/L) 

Both these terms are important except for the case of 
antisymmetric upwe11ing/downwe11ing (V. = V. = 1 / 2), where the 
odd term vanishes. 

In this note we omit the third-order terms due to nonlinear 
interaction . We consider only the gravi ty-dependent term 'Tl) (P) , 

where superscript F refers to Froude number. It is 
proportional to the odd contribution to the second-order 
elevation: 

3 F' 1"I )(FI -_ 2 (1 d f 11' ) 'I 'Tl ',odd eva uate or pure upwe lng (12) 

In figure 1 some snapshots of the total surface elevation to 
third order is shown, for pure upwelling: (V.' V. ) = (1,0) . The 
Froude number is 0.5. 
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Figure 1: Snapshots of free surface shape y~(x,t), to third 
order in the small-time expansion. Pure upwelling: 
(v., V.)=(l, 0). F=0.5. Increments of 0.2 are chosen 
in the dimensionless time t (= t* W*/h*). 
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ON THE VALIDITY OF MULTIPOLE EXPANSIONS 

by 

F. URSELL 

DEPARTMENT OF MATHEMATICS. MANCHESTER UNIVERSITY, M13 9PL, U.K. 

1 Introduction 
The Method of Multipoles is an f'ffect ive method for sol ving certain scat tering problems in linear wave 
theory, partieulady thosf' involving imIllersf'd and suhmerged circles (in two dimensions) and spheres (in 
three dimensions). An example is the suhmerged sphere hetween parallel walls whieh has been treated 
hy G.X.Wu and for which an alterllative treatment was suggested hy me at the la.st Workshop. During 
the discus sion David EVa.llS raised the following question : C,Ul the potential always be expressed as the 
sum of the appropriate multipoles ? For the proof we need to find good bounds for the image potentials 
and there is no simple method for this. In the present note I shall show that there is a simple argument 
for two dimensions. and a more complicated argument for three dimensions. I have no serious doubt.s 
about the validity of multipole expansions, (including the expansions in Wu 's problem, ) but it is curious 
that the mathematical argumellts are not more obvious. 

2 The circle 
We consider first the classical prohlem of the suhmerged circle in two elimensions. The velocity potential 
1J(x,y)e- iwt is defined in the part of the region (-00 < l' < 00.0 < y < 00) outside t he circle 

where a < .f , and satisfies Laplace 's equation 

The free-surface eondi tion is 

( 
a2 a2 ) -. + -2 ,p(.r,y) = o. ax2 ay 

I~' 'P + a,p = 0 on y = 0, 
ay 

where A- = w 2 /g. On the circle the normal velocity is prescribeel, 

a,p = U(B), 
ar 

(2.1) 

(2.2) 

(2.3) 

where .~ = '1" sin B, y = f +,. cos B. Actually this boundary condition is not used in the following argument. 
There is also aradiation condition: at .1' = ±oo the waves travel outwarels. 

Clearly U(B) is the sum of an even and an odd function of B. We shall assume that U(B) is an even 
function, an analogous theory can evidently be given for odd functions. For the sake of simplicity we 
shall also assume that J.':" U(B) dB = O. (When this last condition is not satisfied a wave source 

1 x 2 + (y - f)2 100 
-k clk Go(.~y)=-log . -2 (Y+/lcos/.;.r--

, 2 1.2 + (y + .f)2 0 k - 1\ 
(2.4) 

must be added.) There is one obvious method: Aeeording to Green's theorem, the potential ean be 
expressed as a distribution of wave sourees anel wave dipoles over the submerged eircle (or sphere) . It 
is therefore suffieient to show that wave sources or dipoles ean he expressed as a series of multipoles at 
the eentre of the eircle. This construetion has been carried out for a half-immersed circle in [Ursell 1981] 
but the argument is elaborate. Here a mueh simpler argument will be given. We assume that a solution 
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tjJ(x, y) exists, and we wish to show that this potential ean be expressed as the sum of multipoles at the 
celltre of the eircle, whieh (as is weil known, see [Urseil 1950], ) are of tbe form 

cosm8 (-1)'" 100 
mik' + K 1'( +/) C",(xy)=---+--- I.;---- e- y ('osb·dl.;m=1<J3··· 

, r m (m-l)! 0 k-/\ "-,, 
(2.5) 

wbere tbe contour of integration passes below I.; = J{ to satisfy the radiation condition. Note that the 
integrand in (2.5) is a solution of Laplace's equatioll. 

PROOF: It is wel! known tbat. if the potential exists, it ean be e)"lJancled in the annulus a < r < f 
as a Laurent series of the fonn 

w here the series 

00 (am ,.m) 
tjJ(.t',y) = Lcosm8 Pm-+q",-

I ' r m fm 

00 /IJ 

' cosm8Pm~ L- r m 
1 

converges when a < r < 00. and the series 

oe r m 

' cosm8 q"'-f L..t In 

1 

converges when 0 < r < f , actually wlwn 0 < T < 2a -.f. In particular, we have a bound 

IPml < M(a')(a' ja)'" 

for any a' > a. Now consider the expression 

00 

cf?(x,y) = LP",a"'C", (:t,y). 

(2.6) 

(2.7) 

where the coefficients Pm are the same as in (2.6 ) 'vVe shall show that this expression is a uniformly 
convergent series and thus defines a potential everywbere in thc field of flow. For this purpose we find 

bounds for the image potentials 

___ 1.;"'-1 ___ e-k(y+fJ cos kx dl.; (_I)m 100 1.: + /\ 
(m-l)! 0 1.;-1\ ' 

(2.8) 

where, as before, the contour of integrat ion passes below the pole I.; = 1\. (It is this pole in the integrancl 
which complicates the mathematical argument. ) In (2.8) we write 

coskx = ~eiklcl + ~e-ikl"l. 
2 2 

Then 

(2.9) 

(2.10) 

(2.11) 

(2.12) 

where the term (2.11) is the residue at the pole k = J{ <md where the acute a ngle 'I will be defineel 
later ; see(2.17) below. Note that the integrands in (2.10) anel the term (2.11) are solutions of Laplace 's 

equation. Similarly 

1
°oexP( -i,, ) 

km - t 

o 
1(m,-), say. 

k + J{ - k(y+ fl -iq-I d~' 
k _ K e e (2.13) 

(2.14) 
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In (2.10 ) we write k = O'f;'1 and no te th at 1 exp(iklxl)1 ~ 1 exp( -ialx i cos 1))1 ~ 1, and that 

I 
O'ej~ + JI: I . F ~ cot(ry/2). 
ae f11 - \. 

Then 
II (m. +)1 ~ fa 00 am-I cot( 1/ / 2) exp{ -O'(y + J) cos I)} dO' = (m - 1)! cot(7//2) Jo (y + J)m cos" .,/ 

(2.15) 

with the sanle bound for II(m,-)I. Thus the contribution of this part of the image potential to the 
series (2.7) is boundcd by 

1 ~ l1>mla '" I ~ (o')m cot(TJ/2) 
? 6 -(--, (II(m,+)I+ II(711. -)1l < M(a ) 6 (I) , 
..... m=1 r11- 1). m=1 y+ m COS

m
,,] 

(2.16) 

and this series converges uniformly for all y ~ O. provided that 

eos7/~a' /f, (2.li) 

i.e . provided that the angle '/ is small enough. Now eonsider the contribution to q;(J' ,y) from the terms 
(2.11) . This is bounded by the series 

00 1 oe (K ')m L 11>1111 am .211'. ___ ,Il:m.e- h·(y+f) < 211'M(a' )e- I
,(y+f) L -( al)" 

m=1 (711 - 1). m=1 m - . 
(2.18) 

a convergent series. Thus (2.7) defines a potential in the whole field of flow . 

Consider now the difference potential 
<p(x, y) - q;(x.,IJ) 

which is defined in the wholc field of flow . In the annulus a < r < I the Laurent expansion contains 
no negative powers ( since the coefficients]Jm in (2.6) and (2.7) are identical), and q, - cp is thus defined 
in the whole of the half-plane (-00 < x < 00, 0 < y < 00), including the interior of the circle. By a 

well-known uniqueness theorem it follows that 

and this satisfies the radiation condition ollly if A = O. This completes the proof of the expansion theo­

rem. 

We have now shown that any solution of our boundary value proble1l1 must have the form (2.7). To show 
that a solution actually exists we expand the terms in (2.7) in polar coordinates and apply the boundary 
condition (2.3). An infinite system of equations is obtained for the unknowns Pm see e,g. [Ursell1950]. 

3 The sphere 
We may now atte1l1pt the sanlf~ method for the sub1l1erged sphere, but this leads to unexpected difficulties. 
Only a brief outEne ean be given. Let the velocity potential be denoted by q,(x, y, z ), and let us assume, 
for the sake of simplicity, that q, is an even function of z. We write x = 7' sin (J cos 0, ,IJ = I +,. cos (J , z = 

r sin (J sin 0 . The boundary condition (2.3) is replaced by 

aq, 1 00' 

-a = U((J,o) = ?Ua«(J) + L Um((J)COSlno. 
r - m=l 

(3.1) 

Then the typical multipole potential Crul be shown to be 

m P:;' (cos (J) (_l)n 100 
Ir + K " k( +/) G

n 
= COSInO + --- --. k e- Y Jm(kp) dA' COSInO. 

7,n+1 (n-m)! a k-J\ 
(3.2) 
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We must find a bound for the image potential 

--- --. k e- Y -Is kp) d· cos sa, (-1)" 1 °O k + 1\ n k(,+/) ( k 
(n-.s)! 0 k-1\ 

(3.3) 

which appears in (3.2 ). The obvious analogue to (2.9) is the elecomposition 

(3 .4) 

but for s ~ . 1 this evidently leads to integrals which are divergent at k = 0, and the earlier methoel is no 
longel' applicahle. Instead, in the upper-half k-plane we use the function \~I\Z) defined by 

\~I)(Z) = ~ r exp(iZ sinv - isr) clv = -Is(Z) - iEs(Z), 
'Ir Jo 

where E .(Z) is H.F .Weber's function ([Watson 1922], eh. lO) . Then. when Y ~ 0, 

(3.5) 

1 \ ~l)(X + iY)1 S ~ r Icxp((iX - Y)sinv - i.<v)1 dl' = ~ r cxp(-Ysinv) dl' S 1, (3.6) 
'Ir Jo 'Ir Jo 

and it is not difficult to show that \;I)(Z) ~ const. eiZ /ZI/2 when Z --> 00 in the upper-half Z-plane. 
Similarly in the lower-half Z-plane we use the conjugate function 

It follows that 

\;2)(Z) = ~ r exp(-iZsinv + is1') dl' = .J.(Z)+ iE.(Z). 
'Ir Jo 

(3.7) 

100 k + J{ . __ . /rn e-k(y+f).J.(kp) dl.· 
o k - 1\ 

(3.8) 

and the convergence of the resulting series for the potential ean now be shown as for (2.7) above. Note, 
however, that pl'oducts like 

(3.11) 

are not solutions of Laplace's equation. 

Another obvious approach is by means of Poisson 's Integral which expresses the values of a poten­
tial inside a sphere as an integral over the values on the surface on the sp here. (An analogous argument 
was useel in [Ursell 1950].) The bounds for elel'ivatives which I have obtaineel by this methoel are adequate 
only when the radius of the sphere is sufficiently smal! and not for all values of a < f. 
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Analogies for resonances in wave diffraction problems 
T. Utsunomiya*and R. Eatock Taylor 

Department of Engineering Science 
UniveTsity of Oxford, OXl SP], U.J{. 

Introduction 

159 

It has been reported that on large numbers of equally spaced, bottom-mounted circular cylinders 
in line, large wave forces will be excited on each of the cylinders at particular wavenumbers close 
to those of trapped modes [1]. Similar observations have been made for circular arrays of bottom 
mounted circular cylinders, and these may be understood as "near-trapping" [2]. 

The existence of trapped modes [or a bottom mounted circular cylinder placed on the cenireline of 
a wave chalUle! was firsi establisheel by Callan et al. [3]. It is now known that they may arise not only 
at the wavenumbers below the cut-off value (kN dlrr = 1/2 [or a NeumalUl boundary condition (B.C.) 
applied on the channel walIs, and kDdlrr = 1 for a Dirichlet B.C., both for anti-symmetrie waves with 
respect to the centreline of the chalmel, where /,; is the wavenumber anel d is the half widtll of the 
chalUlel)j but also in the region above the cut-off wavenu.mber, ar in the cOll tinuous spectrum [4,5]. 

This paper first discusses other examples of trapped modes embeddeel in the continuous spectrum, 
e.g. when N bottom-mounted circular cylinders having ihe same raelius CL are equally spaced in line 
along the perpendicular plane 1.0 the channel walls in the wave channel. Evans and Porter [6] examined 
the trapped modes for multiple cylinelers along the centreline of the channel, anel observeel the existence 
of up to N trappeel moeles below the cut-off wavenumber. In this paper, we will show numerically the 
existence of N trappeel modes for the Neumallll B.C., anel up 1.0 N trappeel modes for the Dirichlet 
B.C., for the case al8 = 0.5. In both cases, the trapped moeles except that cOlTesponding to the lowest 
frequency are showl1 to be embeeldeel in the continuo us spectrum region. 

Next, an analogy is given between the trapped moeles [or a row of equally-spaced cylinders in the 
channel and the near-resonant modes for cylinders in the open sea. Another analogy with a spring­
mass oscillating system is also given, which may offer some insights into such resonant phenomena in 

wave diffraction problems. 

Trapped modes for equally spaced cylinders in a Chal1l1el 
The complex potential ep(x, y) which satisfies the Helmholtz equation (\7

2 + k2 )ep = 0 is considereel 
here. The bounelary conelitions 011 the chalmel walls are epy = 0 on y = ±d (Neumann B.C.) , or ep = 0 
on y = ±d (Dirichlet B.C.). A Neumann B.C. is applied on each cylinder, i.e., epT, = 0 on rj = a, 
where the centre ofeach cylinder is placed at (O,yj), Yj = -d + (2j -1)8, j = 1,"',N, and polar 
coordinates (rj,Oj) are employed with their origins at (O,Yj)· Moreover, the radiation condition ep --> 0 
for x --> ±oo must be satisfied for trapped modes. 

The multipole expansion method is employeel here. The appropriate expressions for this problem 
can be found in McIver and Bennett [7] and in Linton and McIver [8] . The complex potential ep(x, y) 

is expressed in the following farm: 

where 

+ 

+ 

in-1 J OO 
2rr -00 

Hn(kTi) sin nOj 

N 00 

ep = L L Zn(A~<p!' + B~1j;~), 
j=ln=O 

in J OO ek",/(y-d) (e- 2k"'/d 1= e2k",/y,) - e-k",/(y-d)( e-2k"'/d 1= e- 2k"'/y,) . 
-2 . I 2k d e-·

kxt 
sinh nTdt, 

rr -00 , sm 1 " 

'Permanent address: Department of Civil Engineering, Kyoto Un iversity, J<yoto 606, Japan 

(1) 

(2) 
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and Zn = J~(ka)/H~(ka), T = cosh-1 t, I = sinh T . AIso, the upper and lower signs of ± and 'f 
correspolld to Neumann and Dirichlet B.C. respectively, on the sides of the channel. Expanding the 
multipoles singular at one point (0, Yi) about another point, (0, Yp), and applying the boulldary condi­
tions on each of the cylinder surfaces, we obtain the followillg homogeneous systems of equations (8): 

(Xl N (Xl 

A~ + I:(Ä~ex~m + Ë~a~m) + I: I:[Ä~(C~~ + ex::;",) + Ë~(E~~ + a;!'m)) = 0, (4) 
n=O .i=l.#p n=O 

(Xl N (Xl 

B~ + I:(Ä~J1~m + Ë~b~m) + I: I:[Ä~(D;!'m + J1~~) + Ë!,(F~~, + b;!'m)) = 0, (5) 
n=O j=l.#pn=O 

where p = 1,· .. , N; m = 0,1,· .. , in both cases, and the expressions Ä~ = ZnA~ and Ë~ = ZnB~ are 
used. 

The infinite systems of equations are thell trullcated wi th m, n = 0, 1, ... , NI. (In the following 
llumerical computatiolls, M = 7 has been employed). The symmetry of the trapped modes about the 
y-axis can be assumed [3], alld thus A~k+l = B~k = 0 [or k = 0, ], ... have been applied. Also, from 
the symmetry of the cylinder arrangements, it call easily be proved that A~ = A:;'-i+1 and B~ = 
- B:;' - i+l for symmetric modes with respect to centreline of the channel; and that A~ = - A:;' - i+l and 
B~ = B:;'-i+1 for anti-symmetric modes; so these have been employed to reduce the computations. 

The complex determinants of the truncated systems of equations (4) and (5) have been calculated 
for various values of k, and it has been found th at points exist where both real and imaginary parts 
of the complex determinants vanish. The homogeneous equations were then solved numerically in 
order to obtain non-trivial solutions for the values of kwhere the complex determinants vanish. 
Substituting the obtained values of k, A~ and B~ into Eq. (1), we have obtained numerically pure 
imaginary potentials, which indicate th at we have obtained pure-trapped modes. The above procedure 
was repeated for the equations having only the imaginary parts of Eqs . (4) and (5), and we obtained 
the same results, which also shows that the complex potential becomes pure imaginary when the 
determinant vanishes. 

The trapped wavenumbers at which the determinants vanish are shown in Table 1 for Neumann 
B.C. and in Table 2 for Dirichlet B.C., both for the case als = 0.5. In Tables 1 and 2, (s) indicates 
the symmetric mode of the corresponding trapped wave with respect to the centre1ine of the challnel, 
and (a) indicates the anti-symmetric mode. Figure 1 shows equipotential con tours of the trapped 
waves for N = 4. It can be seen that only the lowest trapped wavenumbers for each arrangement of 
cylinders are below the corresponding cut-off wavenumber in both Neumann and Dirichlet boundary 
conditions, and all except those are embedded in the continuous spectrum. The highest trapped mode 
in each case is equivalent to that for the case of one cylinder, since the same trapped wavenumber 
is obtained and the trapped wave satisfies r/>y = 0 for a Neumann B.C. or r/> = 0 for a Diricluet 
B.C. along the centreline between two adjacent cylinders. For a Neumallll B.C., the second mode for 
four cylinders is also identical to the first mode for two cylinders. Similar relationships can be found 
between the trapped modes for five cylinders and those for ten cylinders. It should be noted that the 
trapped wavenumber ks/,rr = 0.442869 for a Diricluet B.C. can not be obtained, in which case the 
llon-existence of the trapped mode has already been proved (9). 

Next, we focus OUT attention on the tot al wave forces induced on each cylinder. We have found 
that the coefficients B{, which directly relate to the first-order force on cylinder j in the y-clirection, 
precisely follow the formulae below: 

B i(r) . r(2j - 1) (r) 
1 =Slll 2N "Ir, 1::;j::;N;1::;r::;N;N2:1, .0rNeumannB.C., (6) 

B
i(r) (r+1)(2j-1) 
1 = cos 2N "Ir, 1::;j::;N;1::;r::;N-2;N2:3, (for Dirichlet B.C.), (7) 

where r is the mode number of the trapped mode. 
Figure 2 indicates the distribution of wave forces at the trapped wavenumbers given by ksl"lr = 

0.442099 (1' = 48) and ksl"lr = 0.439844 (7· = 47) for N = 50 with Dirichlet D.C. As seen in Figure 2, 
the distribution of forces in these trapped mode conditions for a row of cylinders in a wave "channel" 
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with Dirichlet boundary conditions has close similarities with the forces on the arrays in the open 
seas discussed by Maniar and Newman [1]. Table 3 compares the trapped wavenumbers of the second 
highest modes in the channel with the wavellumber at which the peak load occurs within a fini te array 
of N cylinders in the open sea. For a sufficient number of cylinders they agree very weil, in spite of 

the different boundary conditions between these two cases. 

Analogy with a spring-mass oscillating system 
The basic unit in the mechanical analogue corresponds to one cylinder. It consists of a uniform 

massless cylindrical bar of unit cross-section, unit length and unit modulus elasticity, with a unit point 
mass attached at its rnid-Iength. The mass is allowed to oscillate in the direction of the axis of the 
bar. If the two free ends of the bar are fixed, the square of the natural frequency of vibration of the 
point mass is 4, which may correspond to the trapped mode for one cylinder with Neumann B.e. The 
basic unit is now replicated N times in a straight line, by attaching the right hand end of one unit to 
the left hand end of the neighbouring unit. Both enels are then fixed (fixed B.e .) or allowed to be free 
to move (free B.e.). In both cases, we can deeluce the eigenvallles of the discrete system (omitting 

the rigid-body mode of the free B.e. system) as [10] 

w; = 2 _ 2 cos(;'), l' = 1," . ,N(for fixed B.e.); and l' = 1," . , N - 1(for free B.e.). (8) 

The corresponding eigenvectors giving the displacements are 

d)r) = sin 1'(2;; 1)7f, 1::; j::; N;l::; 7'::; N;N 2 1, (for fixed B.e.), (9) 

d}r) = cos 7'(2~; 1) 7f, 1::; j ::; N; 1::; 7' ::; N - 1; N 2 2, (for free B.e.), (10) 

where index l' designates the nllmber of the mode, and the subscript j identifies the mass. 
We see that such a mechanical model appears to display some of the characteristics of the array 

of cylinders in water waves. In particular, the distribution of displacements in the eigenmodes for 
the free B .e. case is identical to the distribution of forces on the cylinders at the Dirichlet mode 
trapped wavenumbers. These analogies open up several opportllnities for the analysis of hydrodynamic 

resonances in periodic systems. 
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Table 1 Trapped wavenumber kS/7r for Neumann boundary conditions. 

Mode number 1/6 2/7 3/8 4/9 5/10 
1 cylinder 0.442869( a) - - - -
2 cylinders 0.248370( a) 0.442869(s) - - -

3 cylinders 0.166245(a) 0.328444(5) 0.442869(a) - -

4 cylinders 0.124830( a) 0248370(5) 0.366671(a) 0.442869(5) -
5 cylinder5 0.0999145(a) 0.199238(5) 0.296807(a) 0.388389(5) 0.442869( a) 

10 cylinder5 0.0499896( a) 0.0999145(5) 0.149699(a) 0.199238(5) 0.248370( a) 
0.296807(5) 0.343958(a) 0.388389(5) 0.425787(a) 0.442869(5) 

Table 2 Trapped wavenumber kS/7r for Dirichlet boundary conditions. 

Mode number 1/6 2/7 3/8 4/9 5/10 
1 cylinder 0.977759( a) - - - -
2 cylinder5 0.977759( a) - - - -
3 cylinder5 0.328444(a) 0.977759(a) - - -
4 cylinder5 0.248370( a) 0.366671(s) 0.977759(a) - -
5 cylinders 0.199238( a) 0.296807(s) 0.388389( a) 0.977759( a) -
10 cylinder5 0.0999145(a) 0.149699(s) 0.199238(a) 0.248370(5) 0.296807(a) 

0.343958(s) 0.388389( a) 0.425783(5) 0.977759(a) -

Table 3 Comparison of the trapped wavenumber for Dirichlet B.C. and the near-resonant wavenumber 
for an array of N cylinders in the open sea (in kS/7r, a/ S = 0.5). 

Number of cylinders, N 100 50 25 10 
Trapped wavenumber 0.442676 0.442099 0.439844 0.425783 

Near-re50nant wavenumber[l] 0.442676 0.442104 0.439921 0.428557 

r .. 4 ;Noo4 

Figure 1 Equipotential con tours of the trapped waves for N = 4 . 
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Figure 2 Distribution of wave forces fOf N = 50 with Dirichlet B.C. 
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Experimental validation of a Rankine Panel Method 

Riaan van 't Veer 

Ship Hydromechanics Laboratory, Delft University of Technology 

1 Introduction 

Over the past four years, a Rankine panel method has been designed at Delft University. The resulting program 

SEASCAPE can be applied to catamaran vessels. Special flow conditions are implemented to model the 

smooth separation of a transom stem flow. To vaJidate the numerical work, a series of experiments with a 

catamaran model has been carried out in the towing tanks of Delft University and MARIN. The test results 

presented in this abstract are heave and pitch measurements in oblique waves. 

2 First-order Rankine panel method 

A first-order Rankine panel method has been implemented using flat quadrilateraJ panels and a constant sin­

gularity distributions on each panel. The nonlinear free-surface and huil boundary conditions have been 

Iinearised to, respeclively, the caJm water surface z = 0 and the mean position of the vessel, by means of 

Taylor expansions. The resulting boundary conditions have been presented in e.g. Van 't Veer (1997), and 

are almost similar to the linearisations used by Nakos (1990). The overall velocity potentiaJ is represented by 

a summation of three different potentiais, the double-body base-flow potentiaJ <I>(i) (solved using the Hess 

and Smith (1962) method), the steady wave resistance potential rjJ(i), and the unsteady ship motion potential 

cp(i, t). The latter two potentiaJs are solved using the Green's identity form of the boundary value problem. 

The motion response functions of the (catamaran) are solved in the frequency domain. The quadratic spline 

technique presented by Sclavounos and Nakos (1988) is used 10 discretise the tangential derivatives of the huil 

and free-surface boundary condition. 

To obtain the motion responses in oblique waves, the calculation procedure is slightly different than for 

head waves. Besides the effect on the wave encounter frequency, the hydrodynamic coefficients (radiation 

potentials) are not influenced by the wave angle. The diffraction force however, is influenced by the wave 

heading, due to the effect of the incident wave in the huil and free-surface boundary conditions. This will 

result in different wave loading on both hulls. 

If the solution vector on the port huil (or port side of the vessel) is denoted as ip and is represents the 

solution on the starboard huil, the following matrix equation can be written down to solve the unsteady poten­

tiaJs, 

symmetry => (1) 

The matrix Gpp represents the influences of a singularity on the port huil in a collocation point on the port 

huil, while the matrix Gps represents the cross-influences between the two hulls. The elements of the matrices 

are caJculated using the Green's influence coefficients and the discretised boundary conditions. Due to the 

geometrical symmetry around the centreline of the vessel, the sub-matrices with influence coefficients have 

symmetric properties as weil, resulting in the matrix equation with A and B. 

From equation (1) the two matrix equations can be extracted from which the solution vector on both hulls 

can be obtained by summation and subtraction of the two s()lution vectors, 

[A + B](ip + is) = (hp + Ss) 

[A - B](ip - is) = (Sp - Ss) 
leading to => 

~_1(~+~) 1(~ ~) 
xp - '2 xp Xs + '2 xp - Xs 
~ 1(~ +~) 1(~ ~) Xs = '2 xp Xs - '2 xp - Xs 

Using this technique only two matrix equations have to be solved and the forcing on each huil can than be 

derived by simple mathematics. 
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3 Influence of the m-terms on hydrodynamic coefficients 

The exact huIl boundary condition for the radiation potentiaIs are nonlinear since the instantaneous huIl loca­
tion and orientation are unknown a priori. Linearisation of the boundary condition (to the mean position So of 
the vessel) has been carried out by Timman and Newman (1962), and can be written in an elegant way using 
the m-terms defined by Ogilvie and Tuck (1969), 

aCPk = aäk . Ti - ((äk . V)Vwo - (Vwo ' V)äk) . Ti = nk'ilk + mk"lk 
an at 

k = 1, .. . ,6 (2) 

where äk is the oscillatory displacement vector of the huil, for the kth mode, in respect to the mean position 
of the vessel: ä = (111 , "12, "13) + x X ("14, T/5, T/6)' The steady flow field is expressed by the potential wo. The 
last term in equation (2) is the correction term which accounts for the effect that the integration is carried out 
on So and not on the instantaneous huIl surface S. 

The overall steady flow field can be written as: Vwo = Ü + V~' + VcjJ, where Ü is the ship's velocity. 
Using this decomposition, the exact m-terms consist of three different contributions. In view of general 
linearisations, the following m-terms are defined: I) the Neumann-Kelvin m-terms, which include only the 
effect of Ü, 2) the double-body m-terms, which include the effect of Ü and V~/, and finally 3) the complete 
m-terms, which include all three components. 

Neumann-Kelvin m -terms: The Neumann-Kelvin m-terms are most commonly used in seakeeping theo­
ries. They are calculated using only the uniform stream velocity U and neglect thereby the correction term in 
the Iinearised huil boundary condition, which accounts for the effect of the oscillating body in the steady flow 
field. The resulting expression for the m-terms is: 

(ml,m2,m3) 

(m4,m5,m6) 

-(Ti· V)(Ü) = (0,0,0) 

x x (mI, m2, m3) - Ti x Ü = (0, -Un3 , Un2) (3) 

The Neumann-Kelvin m-terms are used in the strip-theory calculations and can be used in 3D Rankine panel 
methods as weil, as approximation for the more complicated double-body m-terms. 

The double-body m-terms: The double-body flow is a more realistic base-flow for describing the velocity 
perturbations around the (fully submerged) vessel than the uniform Neumann-Kelvin flow. The resulting m­
terms are complicated due to the second derivatives of the base-flow potential, 

-(Ti· V)(V~) 

-(nI ~xx + n2~xy + n3~xz , nl ~yx + n2~yy + n3~yz, nl ~zx + n2~zy + n3~zz) 

X x (mI, m2, m3) - Ti x V~ 

(4) 

Since the double-body velocities can be written as V~ = Ü + V~/, it is easily verified that the double-body 
m-terms include the Neumann-Kelvin m-terms. Since only the pitch and yaw Neumann-Kelvin terms are 
nonzero, the double-body contributions are of first-order for all other terms. 

The spatial derivatives of the double-body velocities, are calculated on the huIl surface using the spatial 
derivatives in the f1uid domain. For each collocation point, three extra points are selected (in the direction 
of the panel normal vector) in which the second derivatives of the velocity potential are calculated. Using a 
quadratic spline, the derivatives on the huIl surface are obtained. 

The complete m-terms: The definition of the m-terms up till now only include contributions due to the 
velocity potential around a fully submerged body. The free-surface steady potential cjJ has not been incorpo­
rated in the huil boundary condition, while this free-surface velocity field is certainly present. However, based 
on order analysis, it can be verified that the contributions of VcjJ are of secondary order compared to the V~ 
terms, and they are therefore not included in SEASCAPE. 
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Figure 1: Comparison of added mass and fluid dam ping coefficients using different definitions for the m­
terms. Wigley lIl, Fn = 0.30. Double-body and Neumann-Kelvin coefficients from SEASCAPE. Strip theory 

ca1culations from SEAWAY. 

4 Test case: the Wigley 111 

The influence of the m-terms on the hydrodynamic coefficients for the Wigley III has been investigated. The 
Wigley huil form is of ten chosen for numerical validation since the huil surface can be easily discretised by 
any number of panels, and extensive experimental data exist, presented by Joumée (1992). The ca1culations 
presented here, are all carried out using 30 panels lengthwise and 8 panels girthwise on the huil surface. The 

main parameters of the Wigley III model were L = 3.0 m, L/ B = 10, and B / T = 1.6. 
The hydrodynamic mass and dam ping coefficients, calculated using different m-term definitions, are pre­

sented in Figure 1. The experimental data obtained by Joumée (1992), and the calculated coefficients using a 
strip-theory method (SEAWAY, developed at Delft University) are included as weil. 

Although the vessel is rather slender Figure 1 shows remarkable differences. In generaI, the 3D calculations 
using the double-body m-terms correlate excellent with the experimental data. All other predictions show a 
slightly worse correlation with the experiments, especially for the coupled fluid damping terms, B 3S and BS3 ' 

It is interesting to notice that the strip-theory generally predicts more fluid damping in the coupling terms and 
pitch-to-pitch term Bss. While the trend in the fluid damping terms is much better predicted by the Neumann­
Kelvin method, the error is opposite in the coupling terms; B 3S is over-predicted and B S3 is under-predicted. 
Similar conclusions follow from the comparison of the added mass values. Due to space limitations the results 
for A 33 and B 33 are not included, but the predictions for the heave-to-heave coefficients were all close to each 

other. 

5 Test case: the DUT catamaran in oblique waves 

The aim of the research project was to develop a seakeeping prediction tooi applicable to catamarans. There­
fore, a series of experiments have been carried out with a catamaran model. A lines plan of the vessel is 

presented in Figure 2. 
Model experiments in head waves have been carried out at Delft University and at MARIN the model has 

been tested in oblique waves, fJ = 165 and 135 degrees. In oblique waves, the experiments were carried out at 
three different Froude numbers, Fn 0.35, 0.60 and 0_75. In Figure 3 the heave and pitch results are presented 



166 Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

3.5 2 
Fn =.3 p= 135" Fn =.7 Fn =.3 P = 135" Fn =.7 P = 135" 

~ 3 
~ 

---;., 2.5 1.5 

.E "' 
0 2 .E 
« 0 
a: 1.5 « 

" 
a: 

> 1 .<= 
0.5 '" '" " 'Ö, 0 .<= 0.5 

0 
0 0 

0.5 1.0 1.5 2.0 "/L 0.5 1.0 1.5 2.0 0.5 1.0 1.5 2.0 Ài L 0.5 1.0 1.5 2.0 

450 270 
0 

/: g; 360 r g; 180 
~ ~ 
Q) Q) 

'" '" '" '" 0 'á 270 .<= 90 c. 

experiments 0 
0 SEASCAPE -+-

180 0 
0.5 1.0 1.5 2.0 "I L 0.5 1.0 1.5 2.0 0.5 1.0 1.5 2.0 

"/L 
0.5 1.0 1.5 2.0 

Figure 3: Heave and pitch motion response, DUT catamaran, oblique waves 

for f3 = 135 degrees. The calculations are performed 
using the double-body m-terms. The huil surface grid 
consisted of 20 panels lengthwise and 10 panels girth­
wise along one demi-huil. The steady trim and sinkage 
(significant at Fn = 0.75) are taken into account in the 
calculations. 

6 Conclusions 

AFT FORWARD 

Figure 2: Lines plan DUT catamaran 

It has been shown that the m-terms have a significant influence on the hydrodynamic coefficients. Using the 
double-body m-terms good correlations with experimental data were obtained. 

Using the proposed calculation procedure for oblique waves, good correlations between experiments and 
calculations were obtained for the heave and pitch motions of a catamaran vessel. 
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A WaterfaD Springing from Unsteady Flow over an Uneven Bottom 
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1. IntroductioD 

The goal of the research presented here is to investi­
gate the unsteady flow over an uneven bottom resulting in 
a waterfall at its terminus as shown in Figure I. This is a 
problem that has not received much attention either 
through theoretical investigation or through experimenta­
tion. Such a flow might arise from a stream with waves 
approaching the waterfall or even from an earthquake 
causing an uplift of the stream bottom near the waterfal!. 
This flow itself is clearly not of immediate practical sig­
nificance, especially for the naval architect or ocean engi­
neer, but it is related in a way to the flow in a plunging 
breaking wave as we shall describe later in this paper. The 
work described here is still in its formative stage and the 
results presented here are only for the steady flow over an 
uneven bottom. 

2. Model 

The model chosen for this study, the Green-Naghdi 
(GN) method of f1uid sheets, always yields a three­
dimensional, unsteady model for such f1ows. The GN ap­
proach is a continuum model in which the kinematic char­
acter of the flow is prescribed in the vertical direction. 
With this restriction, the equations for modeling the flow 
satisfy the boundary conditions exactly, satisfy conserva­
tion of mass and momenturn exactly and are Gallilean in­
variant. 1n the GN method surface tension and viscosity 
can be included without real penalty although such flows 
are limited to laminar f10ws (see, for instance, Kim and 
Webster, 1995). For the flow here, both surface tension 
and viscosity will be neglected. Different levels of GN 
theory depending on the degree of specified kinematic 
complexity in the flow. 

This approach is very different from the more classi­
cal approach in that the model for the flow (inviscid flow) 
is combined with the sirnplification (proscription of the 
vertical kinematic complexity) right from the outset. 1n 
the classical approach, the model of inviscid flow as a po-

z 

Figure 1. Scll:rnatic ofWaterfàll 

tential flow field is developed with an appeal to Kel­
vin' s theorem. Subsequently a simplification, usually 
perturbation scheme involving a systematic expansion 
of the field equations and boundary conditions, is in­
volved using a small parameter as a gauge for retaining 
or discarding terms. 

1n the end, each approach has its advantages and 
its biernishes. 1n the GN approach, the boundary con­
ditions and the conservation laws are satisfied exactly 
but the f1uid field is not exactly irrotational. 1n the 
classical approach, the f1uid field is irrotational but the 
boundary conditions and the conservation laws are only 
approximately satisfied (i.e. , satisfied only up to the 
order of the terms discarded in the expansions). An­
other way of looking at the difference is that the classi­
cal method is correct locally but approximate globally, 
and the GN method is the opposite. As with all mod­
eling problems, determination of which approximation 
scheme is the most appropriate for a given problem 
must be left to comparison with physical experiments. 
After all, both approaches ignore the vorticity due to 
viscosity that is certainly there. Some approximation 
schemes result in models with other biernishes. For 
instanee the Korteweg-DeVries (KdV) and super KdV 
models are not Gallilean invariant. 

3. Waterfall problem 

Consider the steady two-dimensional flow of an 
incompressible, inviscid f1uid under the action of grav­
ity over a cliff leading to a free overfall (as shown in 
Fig. 1). Three distinct regions of flow may be associ­
ated with this problem. The upstream region (region I) 
is characterized by a free top surface and an even bot­
tom. The middle region (Region ll) is characterized by 
a free top surf ace and an uneven bottom. For the study 
here we shall restrict the unevenness to be a uniform 
slope, although there is no limitation in the theory in 
this regard. 1n the downstream region (labeled as 1lI) 
both the top and bottom surf ace of the f1uid are free. 
Far upstream the f1uid is assumed to flow as a uniform 
stream, while downstream the f1uid falls freely under 
the action of gravity. Of particular interest in analyzing 
the problem is the prediction ofthe height ofthe whole 
flow region and the deterrnination of the downstream 
solution, i.e., the shape of the free surf aces and the ver­
tical thickness of the jet. 
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Green-Naghdi Theory Level-I 

Here we use Green-Naghdi theory level-I with the 
formulae and notations derived by J. Shields and W. Web­
ster (1988). We consider here only two-dimensional prob­
lems. The Level-I theory is summarized as follows: 

The velocity profile (u,v) is assumed to he oftbe form: 

u(x,z,t)= Uo (x,t) 

v(x, z, t) = Vo (x,t) + v) (x, t)ç. 

The kinematic boundary conditions are: 

Vo +v)a =a, +uoax; 

Vo +vlfJ = fJ, +uofJx-

(I) 

(2) 

where fJ = fJ(x, t) and a = a(x, I) represent the top and 
bottom surf aces respectively. 

The continuity equation is 

The momentum equations are as follows: 

UOI tPo +tPo Uo Uox =~(-Pox + P fJx - pax) 
p 

I . RR -UoltPl +tP)uouox =-(-Plx + Pf'f'x - paax) 
p 

VOItPO + tPouovox + tPovovl + 

V)/rPJ +rPJuov)x +rPJV)vl 

= ~(-pgtPo - p+ p) 
P 

VOlrPJ +rPJuovox +rPJvovl + 

V)/rPJ. + rPJ.uo vlx + rPJ. v) v) 

= ~(Po - pgrPJ - pf3 + pa) 
p 

(3) 

(4) 

where P and P are the pressure on the top and bottom 
surf aces respectively, and where 

tPo = fJ -a; 

tP) =!...(fJ2 _a 2); 
2 

tP2 =!...(f33 _a3); 
3 
p 

Pn = fpçndç. 
a 

(5) 

Since PI only exists in tbe second equation of (4), it 
is then only a dependent variabie and need not be solved 
simultaneously with the other variahles. 

Formulation ofthe problem 

A statement of the problem under consideration is 
given in section I and for this study we consider only 

steady flow. With reference to Figure 2, we choose the 
x-y co-ordinate axes as shown in Figure 2: Region I is 
the domain x < -a; Region IJ is the domain -a ~ x < 0 
and Region IIJ is the domain x ::: O. It follows that the 
pressure p at the top surf ace equals the atmospheric 
pressure Po in the whole region. The given quantities 
and unknowns are as follows: 

Region I (x < -a) _ ' {
p = Po a =O} 
p, fJ unknown, 

{
ft = Po, a(x) = Kx+Ka ,} 

Region II (-a :<; x :<; 0) _ 
p, fJ unknown 

Region III (x> 0) {p = Po, P = po} 
a, fJ unknown 

where K is the slope of the bottom in region IT. After 
Simplifying, we can obtain the governing equations for 
three regions: 

Region I: 

I
~Q2tPOX 2 _Q2 + gtP/ -2RltP/ + 2SItPo = 0 

l... = gtPo -a Q2 tPox _-'-Q2 tPOx 2 +-'-Q2 tPOxx 
p x tPJ 2 tPJ 2 tPo 

(6) 

where R), R2, RJ, SI and SJ are constants of integration, 
which can be determined by boundary conditions and 
matching conditions. Q is the total flow through any 
section. 

Boundary conditions 

It is assumed in the statement of problem that far 
upstream the fluid flows as a uniform stream. Then the 
far upstream boundary conditions are as follows: 

as x -?-ro (7) 

tPo --? Hl, tPox --? 0, Uo --? u), Po --? t pgH~ 
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where the constants Hl and UI denotes the depth and ve­
locity far upstream respectively. 

As for the far downstream boundary conditions, we 
follow Naghdi's assumption, i.e., far downstream the pres­
sure distribution (in the three-dimensional theory) is uni­
form throughout the thickness of the fluid sheet and is 
equal to the atmospheric pressure Po. This assumption 
leads to the following boundary conditions: 

as x ~-toe (8) 

tPo ~H4 ' tPox ~O, tPoxx ~O, Po ~O 

where the constant vertical thickness H 4 of the fluid sheet 
far downstream is to be determincd in the course of solu-

tion. 

Matching conditions 

In order to obtain a solution which holds throughout 
( --<Xl < X < -toe), the solutions in region I, II and m m~st be 
matched at x=-a and x=O. This matching is accomphshed 
by using the standard jump conditions associated with the 
integral balance laws of the theory of a directed fluid 
sheet. Assurning that the fluid flows smoothly at x=-a and 
leaves the edge' of the cliff smoothly at x=O, the 
appropriate two-dimensional form of the jump co~ditions 
for a fluid sheet of variabie initial depth may be wntten as: 

[UotPo] Ix=-a = 0; 

["]1 = - K; l'Yox :I=-Q 

and 

[UotPo ]Ix=o = 0; 

[lPox ] Ix=o = 0; 

[tPa]lx=_a = 0; 

[po ]Ix=-a = 0 

[tPa ]Ix=o = 0; 

[po]lx=o = 0 

where the notation fJ] stands for 

Results 

(9) 

Unfortunately, to date we have not been able to find 
experimentaI data for comparison with this devel~pment. 
Naghdi and Rubin (1981) using different (but eqUIvalent) 
form of the Green-Naghdi method analyzed the waterfall 
springing from the flow over a flat bottom. F or this case 
there are some experimental results from Rouse (1936). 
Figure 2 shows our calculated profile for this special case 
for Fr = 2.0, and Hl = 0.9201 meter. The shape and 
particularly the value ofH3 = 0.8889 meter (at x = 0) agree 
extremely weil with the experiments. 

Several cases with sloped bottoms have been calcu­
!ated. The upstrearn height Hl = I meter. Figure 3 shows 
the flow profil es of fluid sheet with different upstream 
Froude Number (Fr=1.25, 1.5, 2.5 and even 8.0) for a 
bottom slope K = 0.1. 

4. Future Research 

Progress is now being made on performing similar 
calculations using ON Level II theory where the kine­
matic model for the vertical variation in velocity 
involves an additional term in both the horizontal and 
vertical velocities. That is, for Level II, the kinematic 
approximation corresponding to (I) is 

U{x, z, /) = Uo (x,/) + UI (x,/ k 
v{x,z, /) = vo{x,/) + VI {x,/ )ç + V2{X, /)ç2 

(10) 

With this kinematic model it is possible to treat the 
flow over a weir (Figure 4). In particular, it is possible 
to model the jet strearning vertically from the gate of 
the weir. 

Relation to Plunging Breakers 

Consider the flow in a wave approaching a beach 
and experiencing the effects of shoaling. At any instant 
of its evolution, a stagnation streamline separates the 
flow downstream of the crest (i.e., towards the beach) 
from that upstream (towards the ocean). Before the 
wave breaks this strearnline terrninates at the crest. 
However, as the wave begins to break, this strearnline 
bends over and a jet is formed creating the plunging 
part of the breaker. The upstream flow including the 
jet is not unlike the unsteady flow over a weir as 
sketched in Figure 5. Use ofthe ON method to model 
this evolution would require treating the downstream 
(beachside) flow as a separate fluid sheet with appro­
priate matching conditions. Further, such a model 
would also require some treatment of the impact of the 
jet with the water in the downstream sheet. This proc­
ess is clearly non-conservative and would take some 
care to develop. 
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1 Introduction 
As part of the research project 'a scientific infrastructure for laboratory generated 
surface waves', we have been developing a computer code to simulate free surface 
water waves on a two dimensional bounded domain. It is weil known that if the water 
is assumed to be inviscid, incompressible and irrotational, the velo city field of the 
water can be characterized with a potential function. 

The set of equations describing the dynamic behaviour contains two time depen­
dent conditions at the free surface (dynamic and kinematic boundary conditions) and 
Laplace's equation for the potential in the interior of the water domain. At this mo­
ment we have assumed the other boundaries to be fixed and impermeable, but our 
research aims at including moving wave generators and beaches. 

When the equations are linearized, they can be solved in the frequency domain, 
but for some applications solutions of the original equations are necessary. In order 
to solve the nonlinear equations, the nonlinear time dependent free surface equations 
have to be integrated over time and at every time stage Laplace's equation has to be 
solved on the region bounded by the free surface and the fixed walis. 

Solving Laplace's equation is the most computer-time consuming part of the nu­
merical computations. For th is reason a boundary integral description of Laplace's 
equation is usually discretized (e.g. boundary element method), thus reducing the 
number of unknowns. However, computing the coefficient matrix and ~olving the full 
matrix associated with the BEM formulation are computational intensive procedures. 

171 

Instead of using a boundary element method , we have implemented a finite element 
method (triangular elements and linear base functions) to solve Laplace's equation. 
The use of a finite element method was initiated by the article 'A finite element method 
for fully nonlinear water waves ' by Xing Cai, et. al. (1996). In th is article a method 
based on a time-dependent mapping of the water domain to a fixed computational 
rectangle is proposed. Numerical calculations have shown however that discretizing 
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t.he domain directly and thus regridding the nodes at every time-stage gives more 
accurate results. 

Alt.hough the numbl'r of unknowns using FEM' is larger than using BEM, evaluation 
of the elements of the associated sparse matrix is relativcly fast. and because of the 
banded and symmetrie structure of the matrix an efficient Gauss-Elimination soh'er 
c:an be used. 

2 Contents of the presentation 

Wc will discuss the benefits and limitations of applying a finite element method t.o 
solve t.he nonlinear wa"e equations numerieally. The main advantages seem t.o be: 

• speed and memory usage: we have applied our code (on a pentium PC) to 
a wavegroup propagation problem th at could not be computed using a BEM 
without domain decomposition (on a Cray C98) 

• Aexibility: the finite element grid is eonstructed inside the domain, providing 
more control over the numerical accuraey near critical geometries . 

Results will be presented of comparisons in whieh we have applied the numerieal code 
t.o the following three problems that have relative simp Ie geometries: 

• Sloshing wave: compared with results of the si os hing wave problem in 'Compara­
tive study of fully non-linear wave simulation programs' initiated by Det Norske 
Veritas, 1994. Given the dimensions of the water tank (70m x 160m) and an 
initially steady surface profile, participants in the comparative study were asked 
to compute the surfaee elevation at t=9.2s at x=60m. For our computations we 
used a 70 x 160 grid, a 5 stage 4'th order RK method and a timestep of 6.t = O.I. 
The table below summarizes their results added with the result obtained by using 
our code. 

part. nr. resuls part nr. result 
1 -3.803 5 -3 .820 
2 -3.860 6 -3.803 
3 -3.815 7 -3.720 
4 -3.759 our result -3.798 

• Propagation of wavegroups: eompared with results in the PhD thesis 'Numerical 
simulation of nonlinear water waves using a panel method; domain decomposition 
and applications' by Paul de Haas, 1997. The figures on the next page show the 
initial surface of the wavegroup (propagating to the right), the result obtained 
by Paul de Haas at t = 180 and the result of our eomputations at t = 180 using 
a 2001 x 7 grid. The depth of the water is 12 meters and in both computations 
6.t = 0.3 



Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

ol----......."WIMII 

-1L-~~~~~~~~~~~~~~~~==~~~~. 
o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 

- Wavegroup: initial surface profile of t.he wavegroup 

i. ol---;--....---.---N.MMRI 
I:-

- Wavegroup: surface af ter 180 seconds computed by Paul de Haas using a panel 
method and domain decomposition (copied from his thesis) 

1.2,--------------------------, 

0.8 -j------------.iHh------------l 
0.4 .j-----------
O~~~~~--~~~~ 

-0.4 .j-----------" 
-0.8.j-------------'lJffL------------l 
-1.2.1--------------------------' 

o 500 1000 1500 2000 2500 3000 3500 4000 4500 5000 

- Wavegroup: surface after 180 seconds computed with our code (no domain 
decomposition and on a desktop PC) 

• Soliton splitting over a varying bottom: compared with results from the paper 
'BEM-numerics and KdV-model analysis for solitary wave split-up' by E. van 
Daalen, E. van Groesen and S. Pudjaprasetya in Computation Mechanics, vol 
19: 197-187 ,1997. The figures on the next page show the topography and the 
computed surface at t=8 and t=80 of a solitary wave propagating to the right 
and splitting into three solitons. For th is computation a uniform grid (2001 x 6) 
and a 5 stage 4'th order Runga-Kutta time integration with ó.t = 0.1 were used. 
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solitons 

3 ' Conclusion 

A FEM based numerical sol ver for the kind of problems as described above seems to 
be a good alternative for conventional boundary integral methods. Although more 
work has to be done to investigate accuracy, stability and applicability to a wider 
range of problems, results 50 far are encouraging. Future objectives arE' to implement 
higher order FEM base functions, incorporate moving boundaries, intr0duce realistic 
wave absorbers (as are being used in hydrodynamic laboratories) and to implement 
the code for three dimensional situations. 
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Pressure-impulse theory for water wave impact on a structure with trapped air. 

Introduction 

D.J.Wood and D.H. Peregrine 
School of Mathematics, University of Bristol, Bristol BS8 1TW, UK 
e-mail:deb.wood~bristol.ac.uk, D.H.Peregrine~bristol.ac.uk 

Research into wave impact on a vertical wall is of particular importance for the design of sea 
walls and breakwaters. A wave which is breaking or near breaking when it hits a structure can cause 
large peaks in pressure. These pressures though often of very short duration (lms in the laboratory, 
1O-50ms in prototype) , are sometimes substantial enough to shift or blow holes in a coastal structure. 
When a wave is breaking or near breaking when it hits a structure often a large amount of air becomes 
trapped. The amount of air which is trapped and the manner in which it is present has a significant 
effect on the pressures which occur. Bagnold (1939) made many observations of the impact pressures 
which occur when a wave hits a wall and noted the importance of any air pocket which may occur. 
In particular he noted that for nominally fixed wave conditions the pressures occurring vary from one 
wave to the next , but examination of the integral of pressure, with respect to time, over the short 
duration of impact (pressure-impulse) gives more stabie results. 

Air can be present in one of two forms: as a trapped air bubble or as dispersed air, or most 
likely as a combination of both. In particular Topliss (1994) looked at a theoretical model of the 
trapped air using an oscillating cylindrical air bubble. Peregrine (1994) gives a review of some of the 
methods used to model air entrainmentjtrapping during impact. Peregrine and Thais (1996) model 
sealing for entrained air in violent water wave impacts by using a 'filling flow' model (where a region is 
rapidly filled with liquid), following on from Peregrine and Kalliadasis (1996). This model has many 
similarities to the 'flip through' flow. Peregrine and Thais give an estimate of the reduction in pressure 
caused by the presence of the air. 

In this section we consider a large air bubble trapped at the wal! which pro duces oscillatory 
pressures. The impulse due to the first oscillation instead of bringing the water to rest, may bounce 
the water backwards. So the velocity of the part of the wave impacting may reverse in sign. Cooker 
and Peregrine (1990 b) looked at a pressure-impulse model for the 'flip through' conditions which 
corresponds to water mot ion normal to the wall ceasing on impact. If the compressed air causes the 
water to be pushed back, then the boundary conditions corresponding to a reversal of the component 
of velocity may be more appropriate. We call this effect 'bounce back'. 

Pressure-impulse for 'bounce back' 

We extend the Cooker and Peregrine (1990 a,b, 1992, 1995) model for impact of a wave on a vertical 
wall to allow for a trapped air bubble. We begin by assuming that the bounce back velocity is equal in 
magnitude, but opposite in sign to the ingoing velocity of the wave. Figure 1 shows pressure-impulse 
contour plots for the no 'bounce back' and 'bounce back' situations, where the bubble is supposed 
to be thin. The peak P is almost twice as big for the bounce back situation as for the no bounce 
back case. Pressure-impulse contours give a fair approximation to maximum pressure contours if a 
good estimate of impact duration is available. However in the case of bounce back, the time scale 
is dependent on the compression of the air, and hence is longer. Since bounce back gives a longer 
duration the estimated maximum pressures are generally smaller. If the duration is too long the 
pressure-impulse approximation becomes inappropriate. 

Experimental comparisons 

Experimental comparisons are full of complications. Firstly it is unclear over which period of time we 
should integrate the pressures to obtain the pressure-impulse. To begin with we have made comparisons 
with data from Hattori and Arami (1992 and private communication) using a very simple analysis 
procedure. A triangular distribution of pressure against time was chosen. Hence the pressure-impulse 
was calculated by multiplying the rise time (the time taken for the pressure to rise from zero to its 
first peak value) by the fust peak in pressure. Figure 2 shows a comparison of the pressure-impulse 



176 

(a) 

(b) 

<IJ 

g 0.6 
-0 
'-
o 
o 
u 

>-

0.2 

Abstracts: 13th International Workshop on Water Waves and Floating Bodies 

No bounce bock 

O.OL-~~~~ __ ~~~~~~~~~~ __ ~~~~~ __ ~ 
0.0 

0.8 

2 
g 0.6 
-0 
'­o 
o 
u 0 .4 

0.2 

0.5 1.0 1.5 2.0 
x coordinote 

Bounce bock 

O.OL-~~~~~~~~~~~~~-L~~ __ ~~~~ __ ~ 
0.0 0.5 1.0 1.5 2.0 

x coordinote 

Figure 1: (a) Pressure-impulse contours for wave impact on a wall with no bounce back. (b) Pressure­
impulse contours for wave impact on a wal! with bounce back. 
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down the wan obtained in these experiments and the pressure-impulse predicted by the Cooker and 
Peregrine 2D wan impact model and the 'bounce back' mode!. The bubble position is denoted by 
a dark line. The 'bounce back' and 'no bounce back' are over and under predictions in comparison 
with some of the experiment al data. The magnitude of the pressure-impulse is predicted reasonably 
weil, but the shape of the pressure-impulse distribution is not reflected in the theoretical values. Total 
impulse for the 'bounce back' , no bounce back and Hattori data are 1. 746, 1.078 and 1.742 respectively. 
The value of total impulse is predicted weil by using the 'bounce back' method, whereas the 'no bounce 
back' method under prediets. 
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Figure 2: Pressure-impulse along the left hand wan, for 'bounce back', 'no bounce back' and Hattori's 
experiments (1992). 

Fluther comparisons 

A relatively new method of experimentally obtaining a velocity profile for an impact is Particle Image 
Velocimetry (PIV). o umeraci , Bruce, Klammer and Easson (1995) and Oumeraci, Partenscky, Klam­
mer and Kortenhaus (1997) describe PIV measurements made at the University of Edinburgh. We 
use these experiments to make further comparisons. 

Two further improvements were carried out firstly in the numerical model and secondly in the 
analysis of the experimental data. As mentioned in the analysis of Hattori's experimental values, 
the 'bounce back' method pro duces values of pressure-impulse which are too high as we make an 
assumption that the bubble bounces back with the in going velocity. A more realistic approach is to 
consider the bubble bouncing back with a eosine velocity profile, i.e. that there is no 'bounce back' 
at the edges of the bubble and the maximum 'bounce back' is at the centre of the bubble. This is 
similar to considering the bubble as being spherical and just 'bouncing back' with a component of the 
velocity. This gives a slightly better prediction of the pressure-impulse. 

Secondly a more complex analysis of the experimental data was used in order to separate the 
relatively slowly varying part of the pressure from the impulsive part. The pressure-impulse was 
calculated by integrating from the start in the rise in force, to the first 'flat' part of the force graph af ter 
the peak, keeping within the time limit within which pressure-impulse theory is valid. A triangular (or 
trapezoidal) distribution of pressure was subtracted off the pressure-impulse so as to remove the effect 
of a background pressure. Figure 3 shows the comparison of the Edinburgh PIV data and the 'bounce 
back' and no 'bounce back' prediction methods. The distribution prediction is far from perfect but 
adequate. The 'bounce back' model also gives good predictions along the berm in front of the wal!. 

Conclusion 

The 'bounce back' model gives predictions of within 40% of the experimental pressure-impulse values. 
Currently there has been little theoretical work carried out to model this problem, so even these 
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Figure 3: Pressure-impulse on the wall, for impact of a plunging breaker trapping a large air pocket 

estimates are an improvement. The bounce back model also gives good predictions for pressure­
impulse along a berm in front of a vertical wal!. It is hoped to use new experimental data from the 
MAST 3 project (details below) to compare and improve the model of impact with air. 

Acknowledgements 

Support of the U.K. EPSRC, and the European Commission, Directorate General XII, Science, Re­
search and Development , contract number MAS3-CT95-0041, is gratefully acknowledged. 

References 
BAGNOLD, R.A. (1939). Interim report on wave pressure research. J. Inst. Civil Engrs 12, 201-226. 
COOKER, M.J . & PEREGRINE, D.R. (1990a). Violent water mot ion at breaking wave impact. Proc. 
22nd Internat. Conf. Coast. Engng., ASCE 164-176. 
COOKER, M.J. & PEREGRINE, D.R. (1990b). A model for breaking wave impact pressures. Proc. 
22nd Internat. Conf. Coast. Engng., ASCE 1473-1486. 
COOKER, M.J. & PEREGRINE, D.R. (1992). Wave impact pressure and its effect upon bodies lying 
on the sea bed. Coastal Engng. 18, 205-229. 
COOKER, M.J. & PEREGRINE, D.R. (1995). Pressure-impulse theory for liquid impact problems. 
J. Fluid Mech. 297, 193-214. 
RATTORI, M. & ARAMI, A. (1992). Impact breaking wave pressures on vertical walls. Proc. 23nd 
Internat. Conf. Coast. Engng. , ASCE, vol2, 1785-1798. 
OUMERACI, R., BRUCE, T ., KLAMMER, P., EASSON, W.J. (1995). Breaking wave kinematics 
and impact loading of caisson breakwaters. Proceedings Internat. Conference on Coastal and Port 
Engng. in Developing Countries (COPEDEC) , Rio de Janeiro , Brazil Vo!. 4, Part 3, 2394-2410. 
OUMERACI, R., PARTENSCKY, R.-W., KLAMMER, P., KORTENRAUS, A. (1997) . Entwicklung 
von Bemessungsgrundlagen fuer monolithische wellenbrecker. Abschlussbericht zum 
forschungsvorhaben, Braunschweig, Germany 49pp, 5 Annexes. Unpublished. In German. 
PEREGRINE, D.R. (1994) . Pressure on breakwaters: a forward look. Internat. Workshop on Wave 
Barriers in Deep Waters, Port and Rarbour Research Institute, Japan, ed. T . Takayama, 553-573. 
PEREGRINE, D.R. & KALLIADASIS, S. (1996). Filling flows, coastal erosion and cleaning fiows. J. 
Fluid Mech. 310, 365-374. 
PEREGRINE, D.R. & THAIS, L. (1996) . The effect of entrained air in violent water wave impacts. 
J. Fluid Mech. 325, 377-397. 
TOPLISS, M.E. (1994). Water wave impact on structures. Ph.D. dissertation, University of Bristo!. 



Abstracts: 13th International Workshop on Water Waves and Floating Bodies 179 

A Hybrid Boundary-Element Method for Non-Wall-Sided 
Bodies with or without Forward Speed 

Sheguang Zhang, Woei-Min Lin & Kenneth Weems 
Ship Technology Division, SAIC, Annapolis, MD 21401, U.S.A. 

Dick K.P. Yue 
Department of Ocean Engineering, Massachusetts Institute of Technology, USA 

1. Introduction 

This paper presents a 3-D time-domain boundary-element method using a combination 
of the transient Green's function and the Rankine source. The focus of this study is to solve 
free-surface ship hydrodynamics problems involving highly non-wall-sided ship geometries with or 
without forward speed. 

As practical ship designs have become more complex and computer capabilities have ad­
vanced, there has been a tremendous push in the development of 3-D time-domain methods for 
solving sea-keeping related problems. In the context of time-domain potential flow boundary­
element methods, the most comrnonly used approaches fall in two categories: (1) methods using 
the transient Green's function and (2) methods using the Rankine source. In the fust category 
(e.g. Lin, et al, 1994), the transient Green's function satisfies the linearized free-surface boundary 
condition and the far field radiation condition, so that the singularities need to be distributed on 
the wetted body surface only. For ships with highly non-wall-sided geometry, numerical difficulties 
may arise in the area where the intersection angles between the body surface and the free surface 
become smal!. This is mainly due to the highly oscillatory nature of the transient Green's func­
tion adjacent to the free surface. In the second category (e.g. Nakos, Kring & Sclavounos, 1993), 
the Rankine source is used as a kemel in the boundary integral equation. The Rankine source is 
fairly robust for modeling either wall-sided or non-wall-sided geometry. To satisfy the free-surface 
boundary condition, the Rankine source has to be distributed not only on the body surface but also 
on the free surface. In order to limit the size of the computation domain, the free surface region is 
typically truncated at several ship lengths away from the ship and an ad-hoc numerical damping 
zone has to be employed to absorb the wave energy. 

In view of the pros and cons of the two methods, a natural and optimal choice is to take 
full advantage of the two methods by using a combination of the transient Green's function and 
the Rankine source in formulating the approach. This hybrid method has recently been developed 
by the authors for motion and load computations of modern huil forms with highly non-wall-sided 
geometry. In this method, the fluid domain is divided, through a matching surface, into an inner 
domain and an outer domain. In the inner domain, the Rankine source is employed. In the outer 
domain, the transient Green's function is used. The transient Green's function satisfies both the 
linearized free-surface boundary conditions and radiation condition, implying that the matching 
surface can be placed fairly close to the body. 

Some developments based on this type of hybrid method have been made in recent years. 
Domrnermuth & Yue (1987) solved a nonlinear axisymrnetrical flow with a free surfacej Yeung & 
Cermelli (1993) calculated forced heaving motion of a 2-D submerg~d body with a free surface. 
Using similar approach but a different Green's function in the outer domain, Sierevogel, Hermans 
& Huijsmans (1996) solved the linear problem of a 3-D floating body with forward speed. The 
progress made in the present study includes development and validation of a body-nonliner hybrid 
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boundary-element method as weil as application of the ' method to highly non-wall-sided bodies 
with or without forward speed. 

2. Approach 

The fluid flow is described by the potential flow theory. As shown in Figure 1, the fluid 
domain is decomposed into an inner domain (I) and an outer domain (Il) . The inner domain is 
enclosed by the wetted body surface Sb, a part of the free surface Sf surrounding the body, and a 
matching surface Sm away from the body, while the outer domain is enclosed by Sm, the remaining 
free surface and an imaginary surface Soo at infinity. In the inner domain, the boundary integral 
equation in term." of the Rankine source is expressed as 

(1) 

where ~I is the disturbance velocity potential in domain I , a = 1/lf-q1, (p, ij) E SI = SbUSfUSm 
with f and ij denoting the field point and source point, respectively. The subscript n denotes the 
directional derivative with respect to the outward normal n on SI . In the outer domain, the 
boundary integral equation in terms of the transient Green's function is written as 

where ~ll is the disturbance velocity potential in domain Il. The memory function M(p, t) is 

M(p, t) l dr {hM (~ll atn - ~~I at) dS 

+ ~ r (~llat.,.-~llrat)VNdL} 
9 JrM 

(2) 

(3) 

where rM is the water line of the matching surface, VN is the outward normal velocity of rM 
relative to domain I, and aO and af are associated with the transient Green's function (see Lin & 
Vue (1990) for details). The matching surface Sm is treated as a control surface and moves with the 
body. On Sm, the matching conditions are imposed, requiring the disturbance velo city potentials in 
the inner and outer domains are continuous, so are their normal derivatives. This forms a coup led 
equation system for the velo city potential ~I on Sb, ~~ on Sf' and ~I and ~~ on Sm. 

On the body surface Sb, the nonlinear body-boundary condition is satisfied on the wetted 
body surface' under the undisturbed incident wave profile. On the free surface Sf in the inner 
domain, the linearized free-surface boundary conditions are satisfied on the incident wave surface. 
The resulting hyperbolic equations for the disturbance velo city potential and the disturbance free 
surface elevation are solved with fourth order Adams-Bashforth-Moulton formulas for time inte­
gration and the second order upwind finite difference for the gradient ca1culations. The sol ut ion is 
obtained at each time step in order to update the linearized free-surface boundary condition on Sf . 

3. Results 

To illustrate that the present method is suitable for non-wall-sided bodies, the ca1culation 
of a flared body undergoing forced large-amplitude heaving mot ion is carried out. The calculated 
hydrodynarnic force as shown in Fingure 2 agrees quite weil with the experimental result (Troesch & 
Wang, 1994) and a fully nonlinear ca1culation. This is a significant improvement over the method 
using the transient Green's function, which gives non-physical high-frequency oscillations in the 
hydrodynarnic force results for this non-wall-sided body. 
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Another example related to a non-wal1-sided body moving with forward speed is presented 
in Figure 3. In this figure, the motion of a modern Navy ship (CG47) with a large bow flare 
traveling in storm-sea condition is presented. It shows that the calculation using the present hybrid 
boundary-element method is very close to experimental measurements. 

Further validation of the method is underway concerning the calculation of large amplitude 
srup motions involving "bow-out-of-water" and water-entry phenomena. 
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Figure 1: The definitions of the two fluid domains and boundaries used in the hybrid boundary­
element method 
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Figure 2: The nondimensional hydrodynamic heaving force versus time for a forced-heaving flared 
body with f = O.6Hz and a = 2.1in. 
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Figure 3: Nodimensional heave and pitch motions of CG47 traveling at 10 knots in head sea and 

storm condition. 






