The usability-security trade-off
Exploring employees’ perceptions and preferences for technical security measures using
choice modelling

Kirsten Meeuwisse

September 2016

Abstract

Companies implement technical security measures to let their employees behave in a secure
manner. Employees however, can circumvent these measures. To solve this circumventing prob-
lem companies should know better what the preferences of their employees are. Employees’
preferences with regards to technical security measures are based on the trade-off between per-
ceived usability and security. With the help of choice modelling applied on a survey distributed
among employees, this research aims to give insight into this trade-off. This research reveals
that in general employees consider usability and security as equally important in their choices
for technical security measures.
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1 Introduction

Common practice for companies in protecting themselves from data breaches and cyberattacks is
the implementation of technical security measures. By these measures, the company tries to force
employees to behave in a secure manner. However, despite the forcing character of these measures
employees can circumvent them. For example, having strict password requirements forces the em-
ployee to choose a difficult password, but an employee can write this down severely decreasing the
security level of that measure.

Herley [1| performed research on the reason behind people circumventing security measures. He
proposed that people make a cost-benefit analysis of a technical security measure. Whereas benefits
can be considered as the perceived security level of that measure and the costs as the effort it takes
for employees to align with this measure. In other words costs can also be viewed as the usability of
this measure: the more effort required for the employee to use this technical security measure, the
less usable they will perceive this measure. The technical security measure with the greatest positive
outcome of this cost-benefit analysis will be the preferred technical security measure. Implementing
technical security measures that align with employees’preferences reduces the chance of employees
circumventing the measures.

Having the technical security measure implemented which is the preferred one of the employee
makes the chance of circumventing behaviour on this measure lower.



For companies it would be useful to get insights to their employees’ preferences and perceptions of
security and usability. In that way companies could adapt their technical security measures to the
preferences of their employees, which could decrease the number of circumventions. However, there
is little knowledge available about usability and security from the point of view of employees. This
research project seeks to address this knowledge gap. The research applies perception-based choice
modelling to usability and security of technical security measures. First, the perceived usability
and security levels of multiple technical security measures will be measured. Second, the trade-off
between perceived security and usability is made explicit by measuring the importance weights of
perceived usability and security when employees make choices on technical security measures.

In section 2, related work in the field of usability and security of technical security measures is dis-
cussed. A conceptual framework for technical security measures in a company is created in section
3. Section 4 of this paper explains how these aspects will be measured. Section 5 discusses the
design of the survey, which is used as a data collection method for this research. The results of the
survey are discussed in section 6. Section 7 concludes this paper with the key findings and discusses
implications of this study.

2 Related work

The relation between security and usability is an area that recently received attention in the in-
formation security research field. Despite the growing awareness that this relation is something to
consider, limited research has been conducted in this field. Schultz 2] already stated that “although
numerous authors have argued for the need to pay more attention to usability considerations in infor-
mation security, relatively few papers present research results on the relationship between usability
and information security.” The authors who have written about the topic claimed that security and
usability are two conflicting goals: improving one will negatively affect the other [3, 4, 5]. The as-
sumed relation in literature between usability and security is negatively correlated: if security goes
up, usability goes down and if usability goes up security goes down. Consider a computer without
password protection. It is clearly usable, but it is not secure. On the other hand, a computer on
which you have to authenticate yourself every five minutes by providing your password could be
very secure, but users are likely unwilling to use this computer [6].

In addition to research performed on the high-level relation between security and usability, a small
number of researchers conducted research from a more practical point of view: reviewing the us-
ability aspects of multiple technical security measures [6]. These studies, however, faced two major
limitations.

Firstly, the majority of these studies focuses on reviewing the usability aspect of technical security
measures instead of making the connection with the security level of these particular security mea-
sures. In these research, the influence of usability on the security level of the measure is missing
[7, 8, 9]. They did not empirically test whether a trade-off exists between both aspects. Is it in
fact the case that security and usability cannot be fulfilled at the same time, or could usability
and security smoothly go together in practice? New research could focus on the relation between
security and usability, rather than reviewing the factors separately [10, 2].



Secondly, the majority of the studies looked into the factual level of usability; the average time it
took to complete a task and the number of errors end-users make when using the technical security
measure [11, 7, 12]. However, how users perceive usability could be different than the factual mea-
sured usability by researchers. In the end, users are the one that have to use the technology and
not the researchers. Therefore, it would be interesting to determine the perceived level of usability
by the end-users instead of the factual level of usability. The same argumentation holds for factual
security. In the majority of the studies the security level of a technical security measure is defined
in the number of vulnerabilities or possible successful cyber attacks [13, 14]. Although these things
are not that easy to measure, they are the factual measurable metrics of security. However, when a
user makes the decision for circumventing a measure or not, they will instead base decisions on what
they perceive the security level to be and how they experience the usability level of that specific
measure.

The two mentioned drawbacks of previously conducted research in the field of usability and security,
support the relevance of this thesis research. On one hand, this thesis provide insights to how
employees perceive the usability and security of different technical security measures. On the other
hand, this thesis provides insight into the relation between both aspects by making the trade-off
explicit that employees make between the importance of perceived security and usability, when
choosing between technical security measures.

3 Conceptual framework

A company wanting to improve security has a broad range of options for security methods. Typically,
the security department would start with setting up a security strategy. A security strategy entails
the direction and focus of the desired security implementations of the company. If a company has a
chief information security officer (CISO), then the strategy is developed by the CISO together with
the business. Otherwise the security strategy is made by the security or risk department. With the
security strategy as starting point, a translation is then made into two types of practical implemen-
tations: the code-of-conduct and technical security measures. A code-of-conduct contains guidelines
on security behaviour, and are often developed by the CISO together with the HR department. An
example of such a guideline is ‘make sure you do not leave any confidential information unattended
on your desk’. A technical security measure, however, is implemented by the CISO together with
the office automation/workplace department. As the name implies, technical security measures are
technical measures implemented on the IT systems of the company. An example of such a technical
security measure is the installation of a spam filter on the mailbox, so that employees open fewer
infected e-mails. An important difference between the two is that codes-of-conduct serve as a guide
to employees, whereas technical security measures are forced onto employees. Figure 1 shows the
different security methods and their relevant actors in a company.

From all the three security methods (security strategy, code-of-conduct and technical security mea-
sures), this research focuses on the third. Employees are using technical security measures on a daily
basis and this is not the case for a security strategy or the code-of-conduct. Every time employees
use their computer they will be confronted with these technical security measures: they need to
authenticate themselves via a password for example. Since employees are regularly making use of



these technical security measures, the impact these technical security measures, have on the daily
work of employees is significant. The impact and the forcing character of technical security measures
make technical security measures an interesting topic to perform research on.

Cls0

2

Employee's
preferences

'y

G Decides 6

Technical
Security measure IT workplace

Figure 1: Conceptual framework of security methods in a company

Freedom of choice

Employees normally do not have the choice for which technical security measure to implement.
Why would it than be useful to get insight on the preferences of employees for technical security
measures? A reason is that this could give companies insights to how their employees would like
to see the information security organized. Another option besides ask employees about their pref-
erences for technical security measures, is to ask employees directly about their circumvention of
security measures. However, employees could give socially desirable answers on these questions, by
pretending as if they would never circumvent technical security measures. Therefore the choice is
made to focus on the preferences of employees for technical security measures, as a proxy for their
compliancy behaviour.

Technical security measures

No clear definition exists of what a technical security measure entails. The following definition
is created by the researcher that will be used in this research: a technical security measure is an
electronic security method that protects information on a computer. For this research two parts of
the definition are especially important. A security method is only considered a technical security
measure when it is an electronic security method. This condition keeps a security code-of-conduct
out of the scope. In addition, the security method should be applied on a computer. This removes
physical security, such as badges to get into the office, from the scope as well. Since this research



focuses on employees, the technical security measures can be delimited further to measures applied
inside a company. This choice is made in order to leave measures employees take at their computer
at home outside of the scope.

Literature is reviewed and insights from practice are gathered to see which technical security mea-
sures exist and which are suitable to use in this research. As a starting point security measure
classes are reviewed to get a broad overview of the technical security measures field. First, it is
decided which of these classes fit into the definition used for this research. Secondly, out of these
classes a selection is made on which classes this research will focus. Selection criteria used are: in-
teraction with users, suitability for choice modelling, contemporary relevance and comprehensibility
for employees. Thirdly, in every selected class, specific technical security measures are placed. Since
these technical security measures were still quite broad, specific implementations of these measures
were selected for the survey. This selection process resulted in the following list of technical security
measures (see table 1).

Table 1: Selected technical security measure implementations

Technical se- | Technical secu- | Implementation | Implementation | Implementation
curity measure | rity measure A B C
class
. Password length Password length | Minimal 8 charac- | Minimal 8 char-
Authentication o
no restriction ters acters, 1 upper-

case letter, 1 spe-
cial character and 1
numeric character

Password expiry | Never Once a year Once a quarter
frequency

Browsing security | Browsing restric- | Every browser is | Obligatory
tions allowed browser

Data loss File sharing inside | No restrictions Via corporate

prevention company shared drive

E-mail to some-
one outside the
company

No e-mail restric-
tions

Warning message
with e-mail

Pop-up  message
with e-mail which
contains confiden-
tial words

4 Methodology

To determine usability /security perceptions of employees and to determine the trade-off between
perceived security and usability that employees make, input from employees is collected through
a survey. In this survey employees were asked to rate the perceived usability and security level of
multiple technical security measures. Thereafter employees were asked to choose between combina-
tions of technical security measures. This section discusses the methodologies used in this research
to use the data from the survey to calculate perceptions and preferences of employees.



Methods

To analyse the answers of employees on perception related questions in the survey linear regression
analysis is used. With linear regression analysis the effect of technical security measures on perceived
usability and security is estimated (see line 1 in figure 2). Linear regression can only be applied
when the dependent variable(s) are of continuous level. However, the dependent variables in this
research are security and usability which are of categorical scale. Violating the assumption of not
having a continuous dependent variable, can give problems in relation to the assumed granularity of
the dependent variable. Carifio [15, 16] researched this granularity problem and showed empirical
evidence that a variable measured on a Likert scale can actually be treated as a variable measured
on an ordinal scale, suggesting that the assumption of usability and security as continues variables
would not give major implications in this study.

To analyse the answers of employees on the choice related questions of the survey choice modelling
is used. Choice modelling makes the decision process of people on a specific trade-off explicit [17].
In this research the choice for technical security measures is measured by estimating the trade-off
between perceived usability and security (see line 2 in figure 2).

. Attributes | Perceptions ! . Preferences |
i Techni_cal | 1 _;E - Usability | 2 ___i Choice :
| security ; | - Security i i |
| measures ! | ! i !

Figure 2: Overview of the research methods used in this paper

An analysis of the choice model (line 2 in figure 2) can only be done when a specific type of un-
derlying model is assumed. Generally known and used model in this case, is the Random Utility
Maximisation model (RUM) [17]. RUM has the assumption that people choose the option that gives
them the highest utility [18]. Applied on this research this means that employees will choose the
security measures that give them the highest utility. In addition to the RUM model there are a lot
of different models which assume choice behaviour based on other concepts than utility maximiza-
tion. One of these models is that is the Random Regret Minimisation Model (RRM) [19]. In the
RRM model is assumed that people choose the option that gives them the least regret. Applied on
this research this means that employees will choose the security measures that give them the least
regret. To see which of these models fits the data best, a yRRM model will be estimated [20]. In the
uRRM a p will be estimated which determines if the model behave as a RUM model or as a RRM
model. Since the uRRM is quite new, in most studies the yRRM model will be compared with the
RUM model since this is the conventional widely used model within choice modelling. Therefore,
also in this research both models will be compared: RUM and pRRM. This means that the choice
model (represented by line 2 in figure 2) is estimated twice. If the underlying choice behaviour of
employees is based on utility maximisation, the model fits of the RUM model and the ptRRM model
will be (almost) equal, since the yRRM model will behave as an RUM model. When the choice



behaviour is based on regret minimisation both models have another model fit, since the pRRM
model will behave as an RRM model.

Pilot study

Before the survey was spread a pilot study was conducted among a small number of respondents (31
respondents). This pilot study is used to evaluate the design of the survey; do people understand
the questions and do they have any suggestions for improvement? Moreover, the pilot study is used
to calculate prior parameter estimates. Priors are estimates of the expected weights of the variables
of the trade-off. These priors can be used to specify a more efficient design of the final survey.
A more efficient design leads to a smaller number of required respondents for the same reliability
(lower standard errors) or the same number of respondents leads to results with higher reliability
[21]. Priors can be retrieved from literature or by conducting a pilot survey. Since there is no
literature with priors applicable for this research, a pilot study is used to estimate these priors.

5 Survey design

In this research project, data is collected through a survey. The design of the survey should fulfil the
goals of the survey: 1) measuring perceptions of employees and (2) measuring choices of employees.
To be able to estimate a choice model, choices of respondents on different alternatives are required.
Gathering choices on different alternatives in a survey is done by presenting respondents with choice
sets containing multiple alternatives. For every choice set, the respondents are asked to choose the
alternative they prefer. Furthermore, every respondent is asked about their perception of the usabil-
ity and security level of these alternatives. Each alternative consists of every security measure from
table 1, but with different implementations from table 1 per technical security measure. The techni-
cal security measure password expiry frequency for example could vary as follows: package A has a
password expiry frequency of once a year, while package B has a password expiry frequency of never.

Between how many packages should the employee choose?

Employees have to choose between 3 different alternatives. Two different models will be tested in
this research, as explained in section 2: the RUM model and the yRRM model. The RUM model
requires at least two alternatives in a choice. The yRRM model requires at least 3 alternatives per
choice. In this survey each choice will contain 3 alternatives, so that both models can be estimated.

How many choice questions should be asked?

Every respondent has to answer 3 choice questions (choice sets). Effect coding is used for the rep-
resentation of the technical security measure implementations. For example the technical security
measure password expiry frequency is coded with two indicator variables PEFOY and PEFOQ), see
table 2. This is done in the same way for all the other technical security measures. In total 8
indicator variables are needed to represent 5 technical security measures.

The required number of choice sets for a survey with 3 alternatives per choice question is the number
of indicator variables plus one divided by two. This leads to a number of choice sets of 5 (rounding
up of (8+1)/2=4.5. To further reduce the number of choice sets per respondents, blocking is used.
This means that the choice sets are grouped in multiple blocks. Every respondent is only presented



Table 2: Effect coding of password expiry frequency

Attribute Attribute level | PEFOQ | PEFOY
Once a quarter 1 0
Password expiry frequency Once a year 0 1
Never -1 -1

with one of these blocks. Drawback of this blocking technique is that more respondents on the
survey are required, since not everybody will answer all the choice sets. For the final survey with 5
choice sets, two blocks of each 3 choice sets are used (since an amount of 5/2=2.5 choice sets is not
possible, the amount is rounded up to 3 per block). This results in a survey where every respondent
has to answer 3 choice questions.

Which combination of alternatives in each choice question?

The choice sets for this survey are created by specifying an efficient design, which seeks to minimize
the standard errors [22]. Creating an efficient design can be done with software called Ngene, based
on the priors of the parameters. The priors have been estimated with the results of the pilot study.
Together with the desired number of choice sets of 6 (every block gets 3 choice questions) Ngene
specified which attribute levels should be in which alternative and which alternatives should be
showed together in one choice question.

How to measure perceptions?

Employees are asked to rate their perceived usability and security for every package with technical
security measures used in the choice part of the survey. The security and usability levels are mea-
sured by the use of a 5-point scale: very user-unfriendly, user-unfriendly, neutral, user-friendly, very
user-friendly to measure usability and highly insecure, insecure, neutral, secure, and highly secure
to measure security.

Target audience

The target audience of the survey are employees in general. Since this research tries to reveal a
broad view on the perceptions and trade-off of employees, every type of employee was allowed to
participate in the survey. The only prerequisite was that an employee has to make use of a computer
at their work, since all the technical security measures named in the survey where measures applied
on a computer.

Final survey

Due to blocking the survey has two different versions. Both versions of the surveys are designed in
the survey tool Survey Monkey and every respondent is randomly assigned to one of the versions.
The survey has been spread in two large Dutch companies and in personal networks via social media.
Snowball sampling is used to reach a larger amount of people whereby people were asked to spread
the survey on their social media and they were asked for 3 other people to fill in the survey. This
all lead to a total number of 289 responses on the survey. However, 59 responses were partially
filled in. Only the data of the 230 employees who fully completed the survey are used in this research.



6 Results

6.1 Perception

Linear regression

The influence of the technical security measures on the perceived level of usability can be determined
by estimating the effect that every technical security measure implementation has on the perceived
usability and security. These effects can be found in table 3. These estimated effects indicate to
what extent the perceived usability /security levels of an alternative with multiple technical security
measures change when this specific implementation is in place. The results of table 3 can be sum-
marised as follows:

- The different types of browsing restrictions have the largest impact on the perceived usability level.
Which means that the decision for which implementation of browsing restrictions to use will result
in the highest change in the perceived usability level. A package with technical security measures
which contains an obligatory browser has a way lower perceived usability level than a package where
no browsing restrictions are in place. After browsing restrictions password expiry frequency and
e-mail restrictions also have a relatively high impact on the perceived usability. For password expiry
frequency the difference in perceived usability is large between a frequency of once a quarter and
never or once a year. For e-mail restrictions the difference between a pop-up message with e-mails
which contains confidential words is perceived as less usable than no e-mail restrictions. The differ-
ent implementations of file sharing and password length only result in a small difference in perceived
usability. Which means that for employees it does not really matter in terms of perceived usability
whether a password length with no minimum length or complexity requirements, a password length
with minimal 8 characters or a password length with minimal 8 characters, 1 uppercase letter, 1
special character and 1 numeric character is implemented. The same holds for whether files have to
be shared via a corporate drive or whether every application can be used to share files, the difference
between both in terms of perceived usability is very small.

- For perceived security, the decision for which implementation of password length to use will result
in the highest change. This is caused by the fact that a package with technical security measures
which contains a password length with minimal 8 characters, 1 uppercase letter, 1 special char-
acter and 1 numeric character has a much higher perceived security level than a package with a
password length with no minimum length or complexity requirements. After the importance of
password length on the perceived security comes the importance of password expiry frequency. The
difference between a frequency of once a quarter and never in terms of perceived security is large.
E-mail restrictions and file sharing are a bit less important for the perceived level of security. For
e-mail restrictions this difference in perceived security is caused by the fact that a pop-up message
with e-mails which contain confidential words is considered as more secure than no restrictions on
e-mail. For file sharing the difference is caused by the fact that employees consider file sharing via
a corporate shared drive as more secure than when it is allowed to use every type of application.
Important to mention is that the size of the impact of e-mail restrictions and file sharing is only
around 50% of the impact that password length has on the perceived security. Least important for
the perceived security are browsing restrictions. A package with technical security measures which
contains an obligatory browser will only have a small difference in perceived security than a package
which contains no browsing restrictions.

- For most of the technical security measures implementations the effect on the perceived level of
security is way larger (twice as large or more) than effect on the perceived level of usability. This



means that there is a larger difference of perceived level of security of the different implementations
of a technical security measure than on the perceived level of usability. For example, when employ-
ees have to use a corporate shared drive for file sharing or when they are free to use any application
they want to share their files differs in terms of usability not much, but in terms of security both
implementations show a bigger difference.

Table 3: Effects of the technical security measures on perceived usability and security

Technical se- | Implementation Effect on | t-value of | Effect on | t-value of
curity mea- perceived | effect on | perceived | effect on
sure usability perceived | security perceived
usability security

Regression constant 3.49 185.52 2.90 156.51

Minimal 8 characters, 1 up- | -0.05 -1.75 0.58 20.06
Password length| percase letter, 1 special char-

acter and 1 numeric character

Minimal 8 characters 0.06 1.91 0.02 0.73

Password length no restriction | -0.01 * -0.60 *
Password expiry Once a quarter -0.24 -8.89 0.42 15.92
frequency Once a year 0.12 4.43 0.02 0.83

Never 0.12 * -0.44 *
Browsing Obligatory browser -0.27 -13.28 0.04 1.83
restrictions Every browser is allowed 0.27 * -0.04 *

. Pop-up message with e-mail | -0.14 -4.88 0.21 7.42

E-mail . . .
restrictions which contains confidential

words

Warning message with e-mail | -0.06 -2.39 0.14 5.15

No e-mail restrictions 0.20 * -0.35 *
File sharing Via corporate shared drive -0.08 -3.76 0.27 13.40

No restrictions 0.08 * -0.27 *

R-square usability model = 0.16
R~square security model = 0.41

* For the effects which match with the estimated parameter value of the indicator variable, the t-value is given. The effects of the other technical
security measure implementations are not estimated, but derived from the estimated parameter values of the indicator variable(s) of the same
technical security measure. Therefore, for those it is not possible to show a t-value.

Correlation

To get a better understanding on how people perceive usability and security the relation between
both aspects can be determined. The correlation between perceived usability and perceived security
is calculated as -0.14. This negative correlation is a logical consequence of what most of the opposing
signs of the effects on perceived security and usability of the different technical measures in table
18 suggests: when the perceived usability level increases by the implementation of the technical
security measures the perceived security level decreases and the other way around. This means that
this research shows that the correlation in the sample data is indeed negative as literature suggested,
but the correlation is not strong (only -0.14).
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6.2 Choices

To get insight in the trade-off between perceived usability and security choicemodelling is used. As
section 4 explained two different choice models are tested in this research (the RUM model and
the puRRM model). Table 4 shows that the RUM model (-472.82) and the gRRM model (-472.82)
have an equal model fit. This is logical since the pRRM model can behave as a RUM model when
the estimated p by the uRRM model is very large (5 or larger). The estimated p of 323 is indeed
very large. This means that employees, who are choosing for an alternative with technical security
measures, do this based on the principle of utility maximization. The alternative with the highest
utility has the highest chance to get chosen by the employees.

Table 4: Model fits of RUM and yRRM

RUM | tRRM
0 log likelihood -758.04 | -758.04
Final log likelihood | -472.82 | -472.82

Rho square 0.38 0.38
Number of cases 690 690
7 323

To get a more detailed insight into the RUM model the betas in the RUM model will be dis-
cussed in detail, see table 5. Important to mention is that the model fits shown in table 4 are the
model fits of RUM model with only the linear components of perceived security and usability taken
into account. However, research reveals that a model with the incorporation of quadratic compo-
nents next to the linear components show to have a better model fit (-460.77). Therefore, for the
remaining part of the paper this latter model will be discussed. Table 5 shows that model with the
incorporation of quadratic components. The betas show the weights of the usability and security
components when employees are making choices. The table shows that usability is seen as slightly
more important than security. However, the 95% confidence intervals for both usability and secu-
rity reveal that this difference in weights actually cannot be seen as a difference since they mainly
overlap with each other. This is in line with the calculated t-ratio of 0.27 for the difference between
the betas of linear security and usability, where a |t-ratio| of minimal 1.96 is needed for speaking of
a significant difference between the betas (for a 5% significance level). What also can be seen from
table 5 is that the betas of the quadratic components are negative, which means that a unit increase
in perceived usability /security result in a less strong increase of utility per unit increase. So when
the perceived usability and security level of a technical security measure is low one level increase
in perceived usability or security has a strong effect on the total utility gained by this measure,
whereas when the perceived security or usability level of a technical security measure is high, one
level increase in perceived usability or security will have a less strong effect on the gained utility.
Also for the quadratic components of usability and security holds that the 95% confidence interval
reveals that both betas cannot be interpreted as different compared to each other (consistent with
the calculated t-ratio of 0.55 for the difference). Figure 3 is a visual representation of table 5. The
error bars show that the difference in contribution of security and usability to utility overlap with
each other, which means that the contribution perceived usability and security give to utility is equal.
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Table 5: The RUM model

Perceptions Beta | Std. error | t-value | Left side of | Right side of
95% confidence | 95% confidence
interval interval

Security (linear) 2.51 0.40 5.97 1.73 3.29
Usability (linear) 2.68 0.48 5.26 1.74 3.62
Security (quadratic) | -0.19 0.06 -2.94 | -0.31 -0.07
Usability (quadratic) | -0.24 0.07 -3.35 | -0.38 -0.10

Utility contribution of security and usability
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Figure 3: Visualization of the security and usability components in the utility function

Figure 3 is a generalised representation of the security-usability trade-off. However, the trade-off
could differ between different kinds of employees, since one employee could make his/her choices
based on different weights for perceived security and usability than another. To investigate this po-
tential difference, the interaction effects of the usability and security weights with multiple personal
characteristics are estimated. This interaction shows the increase or decrease of the importance of
perceived usability or security to be incorporated when an employee with a specific characteristic
makes a choice. Most of the researched characteristics are proven to be of insignificant influence.
The characteristic that did found to be of significant influence is ‘current employment in the
information /cyber security domain’. Employees who are working in the information/cyber security
domain consider perceived usability as more important than perceived security. For employees
not working in the information/cyber security domain, perceived security is more important than
perceived usability in their overall preference towards technical security measures. More research is
needed to give a better founded answer on the validity and reasons for this counter-intuitive effect.
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7 Conclusions

Research was conducted to gain insight into (1) the way employees perceive usability and security
and (2) what trade-off between perceived usability and security employees make. This study shows
the perceived usability and security of the technical security measures: password length, password
expiry frequency, browsing restrictions, e-mail restrictions and file sharing restrictions. Two techni-
cal security measures that have a large effect on either perceived security or perceived usability are:
browsing restrictions and password length. Browsing restrictions show to have a large effect on the
perceived usability, while having almost no effect on the perceived security. For password length
the effect is opposite. Password length shows to have a large effect on the perceived security, while
having almost no effect on the perceived usability. For most of the technical security measures holds
that when implementation of that measure leads to an increase in perceived security, it leads to a
decrease in security or the other way around.

The importance of the perceived usability and security is determined by the trade-off. Research
shows that employees make a trade-off between usability and security based on utility maximisa-
tion behaviour. This means that the technical security measures which give employees the highest
utility have the highest chance to be chosen. This highest utility is determined by the trade-off
between perceived usability and security. In general employees consider perceived usability and
security equally important. When the usability and security level of a technical security measure is
perceived as low, one level increase in usability or security has a strong effect on the total utility
gained by this measure, whereas when the security or usability level of a technical security measure
is perceived as high, one level increase in usability or security will have a less strong effect on the
gained utility.

The modelling approach used in this research warrants some discussion. A first remark is on the
hypothetical setting of the survey, where employees had the choice of which technical security
measures to implement at their work. This hypothetical choice has two major limitations. Firstly,
their choice behaviour may not correspond with their real behaviour. Employees could pretend to
be the perfect employee by choosing the alternative with a high level of security, whereas they would
actually prefer the other alternative with a high level of usability. Secondly, providing employees
with multiple alternatives gives the feeling that they have a choice. This could make them feel
better about an alternative than they would feel about the same alternative when it is imposed on
them by the company.

Second remark is about whether it was appropriate to compare the correlation between usability
and security assumed by literature with the correlation found in this research. In this research, the
security level of technical security measures is measured by how employees perceive security. This
may not correspond to the factual security level of the technical security measures. Although in
literature, it has not been explicitly mentioned that the assumed negative correlation is between
factual levels of security and usability, it could be the implicit focus point of these studies. Therefore,
the comparison of the correlation found between usability and security with the correlation assumed
in literature done in section 6.1 could be not fully correct.

Third remark is on the small scope of this research. Firstly, this research only focused on five
different technical security measures, out of the many options available to companies. Although
these fives are selected with care (see section 3), this brings limitations in the applicability of
this research results on other technical security measures. Secondly, these results are based on
the answers of a specific group of respondents. The researcher tried to reach a diverse group of
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respondents. However, it could also be argued that the sample has some bias, since the starting
point of reaching respondents was the network of the researcher herself. Therefore, it should be
stressed that the results of this study only holds in the specific type of environment used for this
research. Recommended is to perform further research, for example distributing the same survey
but with other technical security measures and among another group of respondents, to see if the
results of this study are similar in other environments.

Last remark concerns the assumed effect on the outcomes of this study on the circumventing
behaviour of employees. The trigger for this research were employees circumventing measures will
lower the security level of the company. It is assumed that employees will circumvent less if a
company implements the technical security measures of their preference. However, adapting to
employees preferences is not a 100% certainty that employees will circumvent less. Besides the fact
that it is good to know for a company what the preferences of their employees are, further research
is required to understand if employees are more likely to comply fully with their preferred technical
security measures, and the actual impact on the company’s information security level.
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