
 
 

Delft University of Technology

Inhomogeneous Neumann boundary conditions for MPM and GIMP

Remmerswaal, Guido; Vardon, Philip J.; Hicks, Michael A.

DOI
10.1016/j.compgeo.2024.106494
Publication date
2024
Document Version
Final published version
Published in
Computers and Geotechnics

Citation (APA)
Remmerswaal, G., Vardon, P. J., & Hicks, M. A. (2024). Inhomogeneous Neumann boundary conditions for
MPM and GIMP. Computers and Geotechnics, 173, Article 106494.
https://doi.org/10.1016/j.compgeo.2024.106494

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.1016/j.compgeo.2024.106494
https://doi.org/10.1016/j.compgeo.2024.106494


Green Open Access added to TU Delft Institutional Repository 

'You share, we take care!' - Taverne project  
 

https://www.openaccess.nl/en/you-share-we-take-care 

Otherwise as indicated in the copyright section: the publisher 
is the copyright holder of this work and the author uses the 
Dutch legislation to make this work public. 

 
 



Computers and Geotechnics 173 (2024) 106494

A
0

Contents lists available at ScienceDirect

Computers and Geotechnics

journal homepage: www.elsevier.com/locate/compgeo

Research paper

Inhomogeneous Neumann boundary conditions for MPM and GIMP
Guido Remmerswaal a,b, Philip J. Vardon a, Michael A. Hicks a,∗

a Faculty of Civil Engineering and Geosciences, Delft University of Technology, Delft, The Netherlands
b Energy and Underground Infrastructure, Geo-Unit, Deltares, Delft, The Netherlands
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A B S T R A C T

As the Material Point Method (MPM) uses both a mesh and a point discretisation scheme, the application
of boundary conditions is difficult, currently limiting the flexibility of the method. While many boundary
condition options have been used in the literature, the accuracy of Neumann boundary condition options has
not yet been studied. Four options have here been evaluated for 1D and 2D benchmarks, although none of
the options were found to be both accurate and generally applicable in MPM. However, for the generalised
interpolation material point method (GIMP), the application of surface tractions on support domain boundaries
or on a detected surface are valid options. Large differences between these two accurate options and the
application of tractions at surface material points, a method regularly used in the literature, have been
observed.
1. Introduction

Due to decades of development, the Finite Element Method (FEM)
has become an accurate and flexible tool. The flexibility of the mesh
to discretise arbitrary geometries and refine locations of interest, as
well as the large assortment of (accurate) boundary conditions and
constitutive models, have made the method applicable for a wide
variety of problems (Bathe, 2014). In other words, the method is gener-
ally applicable. However, despite the accuracy and flexibility of FEM,
and similar numerical models, they typically break down when large
deformations occur. Moreover, the use of small deformation methods
limits current practice to stability analysis, where the start of failure is
estimated, either using factors of safety or failure probabilities (Griffiths
and Lane, 1999; Hicks and Onisiphorou, 2005).

For many applications, modelling the process during and after
failure is vital, especially when performing risk analyses. For example,
the consequence of a landslide can only be estimated when the process
during failure is known. Therefore, several large deformation alterna-
tives for FEM have been developed. One group of alternatives are the
so-called Meshless Methods (MMs), which solve governing equations on
a set of points or particles (Belytschko et al., 1996). Due to the removal
of a fixed nodal connectivity associated with a finite element mesh,
mesh distortion is no longer a problem. MMs are promising, but the
methods are often computationally intensive. The methods generally
must reconstruct the point connectivity, i.e. which points influence
each other, by searching and linking nearby particles, and high-order
integration is usually required for accurate solutions (Nguyen et al.,

∗ Corresponding author.
E-mail address: m.a.hicks@tudelft.nl (M.A. Hicks).

2008; Bing et al., 2019). However, low-order integration schemes have
recently been developed for MMs (Hillman and Chen, 2016; Wei et al.,
2016, 2020).

The Material Point Method (MPM) on the other hand employs
an FEM background mesh in combination with a particle scheme.
Using an FEM mesh allows for a reuse of knowledge developed for
FEM. MPM, originally designed in an explicit form by Sulsky et al.
(1994), decouples the material from the mesh, by storing material
properties and state variables on material points (MPs), while solving
the governing equations on the background mesh. As with MMs, mesh
distortion is not an issue for MPM, since only the MPs move and the
background mesh can be reset after each computational step. MPM thus
enables engineers to model the entire failure process and compute the
consequence of failure, as shown in various examples (Sołowski and
Sloan, 2015; Yerro et al., 2016; Wang et al., 2016a; Xu et al., 2019;
González Acosta et al., 2021).

Recent developments in MPM have focused on solving stress oscil-
lations occurring when MPs move across element boundaries. Many
developments modify the procedure used to map properties to and
from the background grid, e.g., the Generalised Interpolation Mate-
rial Point method (GIMP) (Bardenhagen and Kober, 2004); Convected
Particle Domain Interpolation (CPDI and CPDI2) (Sadeghirad et al.,
2011, 2013); Dual Domain Material Point method (DDMP) (Zhang
et al., 2011); and B-Spline Material Point Method (BSMPM) (Tielen
et al., 2017; de Koster et al., 2021). The methods remove or reduce the
effect of discontinuous shape function gradients at element boundaries.
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266-352X/© 2024 Published by Elsevier Ltd.
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Nomenclature

Abbreviations

BC Boundary condition
BSMPM B-Spline Material Point Method
CPDI Convected Particle Domain Interpolation
DDMP Dual Domain Material Point
FEM Finite Element Method
GIMP Generalised Interpolation Material Point
MM Meshless method
MP Material point
MPM Material Point Method
PF Proximity Field
PFM Proximity Field Method

Latin symbols

𝒂 Acceleration
𝑎𝑗 Horizontal size of kernel function
𝒃 Body forces
𝐁 Shape function derivative matrix
𝑏𝑗 Vertical size of kernel function
𝑐0 Initial undrained shear strength
𝐶𝑗 Kernel function constant
𝑐𝑟 Residual undrained shear strength
𝐸1𝐷 One-dimensional force error
𝐸𝐹𝑥 Horizontal force error
𝐸𝐹𝑦 Vertical force error
𝑭 body Nodal body forces
𝑭 𝑐 Point loads
𝑭 ext Nodal external forces
𝑭 int Nodal internal forces
𝑭 point Nodal point loads
𝑭 traction Nodal traction forces
𝑭 𝑝 Point load of MP 𝑝
𝑭MP Nodal loads method 1
𝑭Nodes Nodal loads method 2
𝑭 Surface Nodal loads method 3
𝑭 Volume Nodal loads method 4 (MPM)
𝑭GIMP Nodal loads method 4 (GIMP)
ℎ Element size
𝐻𝑚𝑖𝑛 Minimum gap height
𝐻𝑡𝑜𝑡𝑎𝑙 Total height of segments
𝐼 Combined invisibility number
𝐼∗ Combined invisibility number without gaps
𝑖 Node
𝐽 Invisibility number for rectangles
𝐊 Stiffness matrix
𝐾 Invisibility number for extensions
𝐾𝑖,𝑗 Kernel function
𝑙𝑝 Support domain size
𝐌 Mass matrix
𝐍 Shape function matrix
𝑁𝑖 FEM shape function
∇𝑁𝑖 FEM shape function gradient
𝑛𝑒𝑙 Number of elements

GIMP, CPDI and CPDI2 assign a physical domain to each MP, and
compute the influence of the domain on each element it overlaps.
DDMP uses two background grids to reduce the cell crossing error
2

𝑛𝑚𝑝1D number of MPs per direction per element
𝑛𝑚𝑝 Number of MPs
𝑛𝑛 Number of nodes
𝑝 MP
𝒒 Traction
𝑞 Traction value
𝑆𝑖𝑝 GIMP shape function
∇𝑆𝑖𝑝 GIMP shape function gradient
𝐒𝑗 Shape matrix
𝑡 time
𝛥𝑡 timestep size
𝛥𝒖 Nodal incremental displacements
𝒖𝑖,𝑗 Local distance
𝑉 Volume
𝑊𝑚𝑖𝑛 Minimum gap width
𝒙 global coordinates
𝑥offset Distance of mesh boundary from surface 𝛤

Greek symbols

𝛤 Surface area
𝛤𝑚 Surface area of element 𝑚
𝛤𝑃 Surface area of MP 𝑝
𝛤𝑉 Surface area proportional to volume in

element 𝑚
𝜃 Surface angle
σ Cauchy stress
𝝉 Surface traction

and BSMPM employs a higher order shape function spanning multiple
elements. Moreover, since MPs move within elements, they often do not
coincide with the optimal locations for numerical integration and stress
recovery. This causes additional oscillations on top of those caused by
element crossing, and solutions have been developed to reduce these
oscillations (Zhang et al., 2011; González Acosta et al., 2020).

A remaining key challenge for MPM, which is gaining attention,
is the imposition of boundary conditions (BCs). Dirichlet BCs (fixed
primary variable) and Neumann BCs (normal derivative of the pri-
mary variable or force in a mechanical governing equation) are most
commonly used to solve the governing equations on the background
grid. However, since the material, and thus the material boundary, has
been decoupled from the grid, defining BCs at the material boundary
can be troublesome (Cortis et al., 2018). Compared to MMs, defining
BCs in MPM can be considered easier due to the presence of a back-
ground grid, because techniques designed for FEM may be applied.
For example, FEM BCs can be applied directly when a problem is
setup such that a boundary coincides with an edge of the background
grid, i.e. conforming BCs. However, in order to make MPM generally
applicable, non-conforming BCs, i.e. BCs decoupled from the grid, must
be developed.

While several strategies for non-conforming BCs have been used
during the development of MPM, of which a review is presented after
a further introduction of boundary conditions in MPM in Section 2.2,
the application of BCs is not yet fully understood. Therefore, the
accuracy of several Neumann BC methods for MPM and GIMP are
tested for a one and a two dimensional problem in Sections 3 and 4,
respectively. Sections 3 and 4 highlight the BC options which are more
or less consistent between the application of the Neumann BC and the
computation of the internal force, resulting in conclusions on which BC
application options can be employed. To use the most consistent and
therefore accurate methods in practice, algorithms must be developed

for general applicability. Therefore, the most consistent methods are
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Fig. 1. A material body discretised using (a) MPM with MPs on a background grid, and (b) GIMP with MPs and support domains on a background grid.
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xtended for general applicability (Section 5). The algorithms are then
pplied to a submerged slope failure case study (Section 6).

. Theoretical background of boundary conditions

In FEM, the governing equations can be discretised using standard
EM discretisation into nodes and elements (see for example Bathe
2014) for a derivation of the governing equations) and expressed in
atrix form (González Acosta et al., 2020):
𝑡𝒂 +𝐊𝑡𝛥𝒖 =

(

𝑭 body + 𝑭 traction + 𝑭 point − 𝑭 int
)𝑡+𝛥𝑡 (1)

here 𝐌 is the mass matrix, 𝒂 is the vector of nodal accelerations,
is the stiffness matrix, 𝛥𝒖 is the vector of nodal incremental dis-

lacements, and 𝑭 body, 𝑭 traction, 𝑭 point and 𝑭 int are the nodal body
orces, surface tractions, point loads and internal forces, respectively.
ote that concentrated point loads are non-physical and can cause
umerical issues, such as non-convergence, but they can be useful
or comparisons with analytical solutions. Usually, the external forces
re grouped together and the external and internal forces are then
ntegrated per element (see Wang et al. (2016b) for further details),
uch that

ext =
𝑛𝑒𝑙

A
𝑚=1

∫𝑉𝑚
𝐍T𝒃 d𝑉𝑚 +

𝑛𝑒𝑙

A
𝑚=1

∫𝛤𝑚
𝐍T𝝉 d𝛤𝑚 +

𝑛𝑛
∑

𝑖=1
𝑭 𝑐

𝑖 (2)

and

𝑭 int =
𝑛𝑒𝑙

A
𝑚=1

∫𝑉𝑚
𝐁Tσ𝑡+𝛥𝑡 d𝑉𝑚 (3)

where A𝑛𝑒𝑙
𝑚=1 is the element assembly over 𝑛𝑒𝑙 elements, 𝑛𝑛 is the total

number of nodes, 𝑭 ext are the external forces, 𝐍 is the shape function
atrix, 𝐁 is the shape function derivative matrix, 𝒃 are the body forces,
is the surface traction, 𝑭 𝑐

𝑖 is a point load at node 𝑖, σ𝑡+𝛥𝑡 is the stress
t the end of the timestep, 𝑉𝑚 is the volume of element 𝑚, and 𝛤𝑚 is
he surface of element 𝑚 belonging to 𝛤 . Note that a concentrated load
ay only be properly applied when a node is located at its position.
he integration in Eqs. (2) and (3) are evaluated numerically using
auss integration. Eq. (1) fulfils the external load conditions, but the
isplacement (Dirichlet) conditions must still be enforced (Bathe, 2014;
mith et al., 2014; Zienkiewicz et al., 2014).

.1. BCs in MPM

In MPM, a body is no longer discretised into elements and nodes,
ince MPs are used instead, see Fig. 1(a). Gauss integration over the
ody volume 𝑉 is replaced by a summation over the MPs. Therefore,
he body force and internal force become

body =
𝑛𝑚𝑝
∑

𝐍T
𝑝𝒃𝑉𝑝 (4)
3

𝑝=1 t
nd

int =
𝑛𝑚𝑝
∑

𝑝=1
𝐁T
𝑝σ

𝑡+𝛥𝑡𝑉𝑝 (5)

here 𝐍𝑝 and 𝐁𝑝 are the shape function and shape function derivative
atrices evaluated at MP 𝑝, 𝑉𝑝 is the volume of 𝑝, and 𝑛𝑚𝑝 is the total
umber of MPs. Eqs. (4) and (5) transfer information between the MP
nd background mesh discretisation via this integration.

In FEM, the edge of the elements closely resembles the domain edge
and the element nodes typically lie on the domain edge. Therefore,

oundary conditions can be easily included. In MPM, neither the MPs
or the background grid align directly with the domain boundary, see
ig. 1(a), and it is not immediately obvious where surface tractions
nd point loads should be applied, nor where displacement conditions
hould be enforced.

Moreover, several of the techniques used to address the aforemen-
ioned stress oscillations inherent in MPM alter the point and/or mesh
iscretisation. For example, in GIMP, an MP is no longer discretised as
single point, but is assigned a rectangular area instead, see Fig. 1(b),
ith a size defined as 2𝑙𝑝𝑥 × 2𝑙𝑝𝑦. The standard FEM shape functions
nd shape function gradients are replaced with functions that spread
he influence of an MP over multiple elements, thereby accounting for
he changed discretisation, see Fig. 2. While, in the initial position, the
ectangular support domains of the MPs do not overlap, as shown in
ig. 1(b), the support domains may overlap after movement of the MPs.
his change will impact the application of the boundary conditions.
ere, BCs in MPM and GIMP are studied, to investigate the effects of
ifferent discretisation approaches on the BCs.

A straightforward strategy is to apply BCs on ‘surface’ MPs, i.e. the
Ps closest to the material boundary. Dirichlet conditions can be

nforced on surface MPs by fixing the primary variables of MPs (Moor-
ann and Hamad, 2015; Wang et al., 2018). Neumann conditions
ay also be applied as point loads at surface MPs, by integrating the

oads to the background grid (Chen et al., 2002; Hu and Chen, 2003;
artinelli et al., 2017; Fern et al., 2019). Thin membranes have also

een tracked using ‘surface’ MPs (York et al., 1999), and methods
ave been proposed to compute boundary normal vectors (York, 1997;
orres and Brackbill, 2000). However, since MPs are, by definition, not
t the material boundary, the exact location of the boundary is not
odelled and therefore this is likely to cause significant inaccuracies

nd discretisation dependency of the solution. Moreover, for large
istortions (which MPM is designed for), the surface MPs may change
ver time and must therefore be identified, which is a non-trivial task.

Since the governing equations are solved at the nodes, another
olution could be to enforce the BCs directly at ‘surface’ nodes, i.e. those
odes which separate active from inactive elements. This presented rea-
onable results for a rainfall boundary condition in explicit MPM (Mar-
inelli et al., 2021), even though the BC did not coincide exactly with
he material boundary. The results can be further improved when the
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Fig. 2. (a) GIMP shape function (𝑆𝑖𝑝) and regular FE shape function (𝑁𝑖) of node 𝑖, and (b) GIMP shape function gradient (∇𝑆𝑖𝑝) and regular FE shape function gradient (∇𝑁𝑖)
for node 𝑖 (Bardenhagen and Kober, 2004; González Acosta et al., 2020).
boundary is forced to be at the nodes; boundaries with an irregular
shape can be applied on nodes of an irregular grid (Wang et al.,
2005; Tjung et al., 2020; Tjung, 2020), while a moving mesh can be
employed for BCs with known displacements (Beuth, 2012; Phuong
et al., 2016; Fern et al., 2019; Martinelli and Galavi, 2021; Wang et al.,
2021). However, while these methods show good results for a subset
of problems, the solutions are not generally applicable. Moreover,
standard stress oscillation reduction techniques often require structured
grids, and versions for unstructured grids require new developments (de
Koster et al., 2021).

MPM boundary conditions may benefit from developments in MMs,
which do not benefit from an FEM mesh. In MMs, FEM techniques,
such as Lagrange multipliers, the penalty method and Nitsche’s method
can still be employed with adjustments (Fernández-Méndez and Huerta,
2004). Moreover, new techniques have been developed, for example
boundary FEM grids have been coupled to meshless points (Huerta and
Fernández-Méndez, 2000; Mast et al., 2011), ghost points have been
used to enforce BCs or to track the boundary (Colagrossi and Landrini,
2003; Federico et al., 2012; Mao et al., 2016), and truncation properties
of shape functions near the boundary have been used to apply confining
stresses (Zhao et al., 2019b).

Recent studies have looked at applying BCs within FEM elements
instead of on element boundaries. Dirichlet BCs can be included into
the system of equations of nodes surrounding the material boundary
using the implicit boundary method (IBM) (Kumar et al., 2008; Cortis
et al., 2018; Bing et al., 2019). In IBM, the displacement constraints
are enforced using so-called Dirichlet functions. These functions en-
force the constraint over a narrow band along the boundary, with the
constraint only indirectly affecting the rest of the FEM mesh via the
system of equations. While in IBM the BCs are included in the equa-
tions of elements surrounding the boundary, in the Shifted Boundary
Method (SBM) the BCs are mapped onto the elements enclosed by
the boundary (Main and Scovazzi, 2018; Liu and Sun, 2019). In SBM
all elements intersecting or outside the boundary are removed from
the mesh, and a surrogate boundary is then created at the bound-
ary of the remaining mesh. A distance function is employed to map
from the real to the surrogate boundary, such that the BC can be
included using Nitche’s method. Similar to IBM and SBM, Neumann
BCs can be integrated to surrounding nodes using Gauss integration
along the boundary (Remmerswaal, 2017; Bing et al., 2019) or mapped
to the surrogate boundary (Main and Scovazzi, 2018). These FEM-like
methods require the location of the surface, which must be prede-
fined by the user or can be detected based on the MP location and
properties (Remmerswaal, 2017).

Besides Dirichlet and Neumann BCs, inflow and outflow BCs, i.e. in-
troduction and removal of material, respectively, can be required
within MPM. These flux-based conditions are especially useful to reduce
the computational cost in (pore-)fluid mechanics. For example, to
model a steady flow through a boundary in space, a velocity (Dirichlet)
condition must be enforced at the boundary. However, the MPs would
flow away from the boundary, leaving the elements on which the
condition is enforced empty, preventing the steady flow through the
4

Fig. 3. Example of surface traction 𝑞 applied on the surface of a material 𝛤 (red
dotted line). The material is discretised into MPs (circles) with their respective support
domains (black dashed lines) located within a background mesh (grey solid lines).

boundary. Therefore, new material (points) must be introduced through
the boundary (Zhao et al., 2019a). Additional elements may be used to
introduce the new MPs, and the Dirichlet BC should also be enforced
on the new MPs to create a steady flow. To prevent a build up of MPs
at the end of the computational domain, an outflow condition can be
used, i.e. MPs may be removed when they enter specific elements (Zhao
et al., 2019a). To ensure a specific solution, a Neumann condition can
be enforced at the outflow elements, and in this case it is usually easy
to ensure that these boundaries can conform to the background grid
edge.

2.2. Neumann boundary condition methods in MPM

Four possible methods to apply Neumann BCs on an MP discreti-
sation are outlined below and investigated in Sections 3 and 4. The
methods are explored using the example configuration in Fig. 3. In
this example, the MPs are evenly spaced and translated horizontally
with respect to the background grid. For simplicity, the MPs and the
boundary 𝛤 are aligned with the grid in the vertical direction, but this
is not necessary. 𝛤 (as indicated by the red dotted line in Fig. 3) is
neither located at the edge of a grid cell nor at an MP. MP domains
are also shown via the black dashed lines, but these are only defined
in methods with particle domains such as GIMP.

2.2.1. Equivalent point loads applied on surface MPs
To apply loads on surface MPs, as shown in Fig. 4(a), 𝛤 is split

into segments 𝛤𝑝 associated with the closest surface MP. 𝒒 is integrated
along 𝛤𝑝 into an equivalent point load which acts at MP 𝑝,

𝑭 𝑝 = ∫𝛤𝑝
𝒒 d𝛤𝑝 (6)

and the point loads are integrated to the nodes using shape functions
(similar to Eq. (2)) by summing over all boundary MPs:

𝑭MP ∶=
∑

𝑝
𝐍T
𝑝𝑭 𝑝 (7)

where 𝑭MP are the nodal external loads obtained from the point loads
applied at the boundary MPs. This method is convenient for externally
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pplied loads which move with the material, as once defined 𝑭 𝑝 does
ot need to be recalculated — this can even be done in a pre-processing
tage. It is seen that, in contrast to FEM, all nodes of the element
ontaining the BC have external forces associated with the BC, shown
s 𝐹𝑖 to 𝐹𝑙 in Fig. 4(a).

.2.2. Boundary moved to the surface nodes
With the second method, the boundary condition is applied on the

oundary 𝛤𝑚 separating the active elements from the inactive elements,
ee Fig. 4(b). In MPM, an element is active when it contains at least one
P. In GIMP, an element is active when it overlaps with a part of the

upport domain of at least one MP. The surface traction part of Eq. (2)
s used to integrate the traction to the surface nodes:

Nodes ∶= ∫𝛤𝑚
𝐍T𝒒 d𝛤𝑚 (8)

here 𝑭Nodes are the external nodal loads computed from the surface
odes. This method is the most similar to FEM, but also moves the
oundary away from its intended location unless the material boundary
ligns with the mesh. It is straightforward to apply if the load is fixed
n space and not dependent on the movement of the material in the
omain, but it requires a substantial housekeeping algorithm to identify
he correct location to apply the boundary condition if it moves with
he material.

.2.3. Boundary condition applied exactly
The third method (see Fig. 4(c)) integrates 𝒒 directly from 𝛤 .

tandard FEM integration can be used within elements as well, such
hat

Surface ∶= ∫𝛤
𝐍T𝒒 d𝛤 (9)

here 𝑭 Surface is the external nodal load integrated directly from 𝛤 .
his integration becomes more complicated in realistic scenarios where
he shape of 𝛤 may be complex. In these cases, B-splines or Composite
ezier Curves may be used to represent 𝛤 , and Gauss integration along
can be used to evaluate Eq. (9), see Remmerswaal (2017) and Bing

t al. (2019) for further details. This method (as in the first method)
esults in nodal forces on all of the nodes in the element, and requires
he identification of the exact boundary location. For the case when 𝛤
s parallel to the GIMP domain orientation, this method is equivalent
5

o applying loads on the GIMP support domain. 𝑥
2.2.4. Boundary condition moved proportionally to volume of MPs in
background grid elements

The fourth method (Fig. 4(d)) evaluates the volume of the material
points within each cell. A boundary surface 𝛤𝑉 is placed in partially
filled cells, such that the volume enclosed by the surface is equal to the
volume of MPs in each cell. For example, the surface is placed in the
middle of the surface element in Fig. 4(d), since the element has only
two MPs within it (50% of the original four). 𝒒 is then integrated along
𝛤𝑉 to obtain 𝑭 Volume, i.e. the external nodal loads computed from 𝛤𝑉 :

𝑭 Volume ∶= ∫𝛤𝑉
𝐍T𝒒 d𝛤𝑉 (10)

his method is difficult to practically implement for arrangements
here the MPs are not well aligned with the background grid. In GIMP,

he volume of MPs is distributed according to the support domain of the
Ps. Therefore, 𝛤𝑉 coincides with the boundary of the support domain

nd, for clarity, the name 𝑭 Volume is changed to 𝑭GIMP. In other words,
GIMP is the nodal force when a traction is applied to the boundary of

he support domain of GIMP, and is equivalent to 𝑭 Surface when 𝛤 is
arallel to the GIMP domain orientation.

. Application in one dimension

A simple benchmark is presented to demonstrate the performance
nd characteristics of the different BC application methods, and to indi-
ate the inconsistencies of the BC methods with respect to the internal
orce calculation. A mismatch between 𝑭 ext and 𝑭 int will cause spurious
ccelerations, and can therefore cause (additional) stress oscillations
hich have been characteristic of many MPM implementations. A 1D
roblem is solved using a 2D plane strain discretisation and background
rid. An elastic bar, presented in Fig. 5, is fixed at one end and loaded
ith a surface traction 𝑞 = 1 kPa at the other end. The bar has a

Poisson’s ratio of 0. The MPs are distributed equally within the bar,
with a distance of 0.5 m between adjacent points. The start of the
background grid is placed at a distance 𝑥offset from the surface 𝛤 , and
consists of 1 m square elements. The MPs are fixed in place, i.e. no
displacements are computed. The initial horizontal stress in all MPs
is initialised as 𝑞, such that the bar is in equilibrium. Therefore, for

consistent solution, 𝑭 int and 𝑭 ext should be equal at each node for
very position of the bar in the background grid, i.e. for all values of

offset.
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Fig. 5. (a) A 3 m by 1 m bar fixed at one end and compressed from the other end by a surface traction 𝑞; (b) the bar discretised into MPs (dots), representing a square support
omain (dashed lines), and the domain discretised as a background grid constructed from 1 m square elements (solid grey lines), in which the start of the grid is located at a
istance 𝑥offset from the surface 𝛤 .
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Fig. 6. Internal force for standard MPM compared with external force computed by
four methods for (a) node 1, (b) node 2, and (c) node 3 of Fig. 5.

Fig. 6 presents 𝑭 int and 𝑭 ext at the first three nodes, calculated
using standard MPM, for various distances 𝑥offset. Due to the constant
6

shape function gradients within an element (and the constant stress),
𝑭 int remains constant until MPs cross element boundaries, after which
a jumps occurs. All methods show a qualitatively similar behaviour,
i.e. as the boundary moves away from a node 𝑭 ext decreases, whereas
𝑭 ext increases as the boundary moves closer to a node. This behaviour
is similar to the behaviour of 𝑭 int, and therefore explains the qualitative
uccess of boundary conditions in past MPM research.

However, by looking at the results in more detail some differences
re observed. 𝑭MP is inconsistent with 𝑭 int for most 𝑥offset, since too
uch load is transferred to the inner nodes. In other words, load is

pplied inside the material instead of on the material surface. 𝑭Nodes
is consistent when the boundary element contains 4 MPs, but overes-
timates 𝑭 ext compared to 𝑭 int on the surface nodes after MPs cross
element boundaries. 𝑭Nodes may present consistent results for small
deformation problems, which are often used during code development.
𝑭 Surface matches 𝑭 int when 𝛤 coincides with the background grid or

hen 𝛤 lies exactly in the middle of the boundary element. However,
Surface and 𝑭MP change linearly with 𝑥offset, while 𝑭 int remains con-

tant due to the shape function gradients. Finally, 𝑭 Volume is consistent
ith 𝑭 int. The position of the surface in this method is dependent
n the volume/number of MPs in the outermost active element, and
umps to a new position whenever MPs leave this element. The surface
orresponds with the end of the material point discretisation, and
herefore distributes 𝑭 ext in the same manner as the internal load,
hereby avoiding stress oscillations.

Note that Neumann boundary conditions are only theoretically
orrect when applied on the exact material surface (i.e. using 𝑭 Surface).
owever, the discretisation of MPM causes an incorrect internal force
alculation near the boundary, and 𝑭 Volume is therefore a more con-
istent BC method for MPM. By increasing the number of material
oints, or by increasing the number of background grid elements, the
ifference between 𝑭 Volume and 𝑭 Surface will decrease.

Fig. 7 repeats the analysis using GIMP instead of MPM. 𝑭 int has
hanged due to the GIMP shape function gradients (see Fig. 2), which
nfluence multiple elements and ‘distribute’ the MP stresses according
o their support domain. Similar to 𝑭 Volume for MPM, 𝑭GIMP computes
n 𝑭 ext consistent with 𝑭 int. Moreover, due to the simple problem
eometry, the boundary of the support domain of GIMP coincides
ith 𝛤 such that 𝑭GIMP = 𝑭 Surface. 𝑭Nodes is less consistent in GIMP

ompared to MPM, since the internal force changes linearly with 𝑥offset,
hile 𝑭MP is more consistent due to the linear change. Note that

tandard MPM shape functions are used to integrate or transfer loads to
he nodes. This agrees with the concept of GIMP, since the GIMP shape
unction for a surface should be created from a ‘support domain’ with
ero width, which returns the standard FEM shape functions.

Figs. 8 and 9 show the effect of the discretisation on the error in
he internal force. This error is computed by integrating the absolute
ifference between the internal and external forces over the offset
offset, and dividing by the surface traction integrated over 𝑥offset, i.e.

1D =
∫ |𝐹int − 𝐹ext|d𝑥offset

∫ 𝑞 d𝑥offset
(11)

The integration is performed over 𝑥offset in the range 0 to 1 m, i.e. the
largest element size. The error with respect to element size is computed
using 2 MPs per Cartesian direction per element, while the error with
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𝐸

Fig. 7. Internal force for GIMP compared with external force computed by four
methods for (a) node 1, (b) node 2, and (c) node 3 of Fig. 5. (Note the change from
𝐹Volume to 𝐹GIMP in the legend).

respect to number of MPs is computed using an element size of 1.0 m.
As shown by Figs. 8(a) and 9(a), the error does not decrease with a
decreasing element size. This is caused by the fact that, although the
error at each node decreases, the increase in the number of nodes
compensates the total error. Figs. 8(b) and 9(b) show a decrease in
error with an increase in the number of MPs for 𝑭MP (with both MPM
and GIMP) and 𝑭 Surface (with MPM). With a larger number of MPs
these methods are more consistent with the internal force calculation.
𝑭 Volume (with MPM), 𝑭GIMP (with GIMP) and 𝑭 Surface (with GIMP)
give no error between the internal and external force calculation for
any discretisation, as was expected based on previous results. 𝑭Nodes
decreases in accuracy (with MPM) for a higher number of material
points, as nodes far from the material are activated for longer with more
material points. Due to the assigned domain of the MPs in GIMP, the
7

activated nodes no longer depend on the number of material points,
and the error in 𝑭Nodes is therefore constant (and high).

This analysis indicates the importance of developing a (Neumann)
BC method which agrees with the discretisation of the material and
the adopted shape functions, i.e. the BC method should be consistent
with the internal force calculation, which may differ depending on the
formulation variant being used. Moreover, it shows another advantage
of GIMP compared to MPM, since the material surface coincides with
the optimal position for BCs in one dimension. Therefore, GIMP is
adopted for the remainder of this paper.

4. Application in two dimensions

A bar with an inclined surface (angle 𝜃) is used to analyse the effect
of a surface unaligned with the background grid, see Fig. 10(a). A
traction 𝒒 is applied normal to the bar’s surfaces, i.e. normal to the
inclined, horizontal and vertical surfaces. The bar is discretised using
MPs with a 0.5 m square support domain, which are aligned with the
background grid in the vertical direction, and located in the horizontal
direction such that the support domains align with the sloped surface
(see Fig. 10(b)). The slope cuts the middle of the left edge of the support
domains as shown in Fig. 10(b), for all angles 𝜃. The background grid
is offset by a distance 𝑥offset from the tip of the bar, and consists of 1 m
square elements.

The analytical solution for the internal stress at all positions in the
bar is 𝑞 in both the vertical and horizontal directions, i.e. the bar is
in equilibrium with the applied external force. Once again, the initial
stresses are set to this equilibrium condition. The calculated internal
forces at the boundary nodes are compared with the external forces
computed using the methods proposed in the previous sections, and
should be equal for a consistent BC method. The normalised differences
in the horizontal and vertical forces, 𝐸𝐹𝑥 and 𝐸𝐹𝑦 , respectively, are
defined as

𝐸𝐹𝑥 =

∑

𝑖 |𝐹
ext
𝑥,𝑖 − 𝐹 int

𝑥,𝑖 |

3𝑞
(12)

𝐹𝑦 =

∑

𝑖 |𝐹
ext
𝑦,𝑖 − 𝐹 int

𝑦,𝑖 |

3𝑞 tan(𝜃)
(13)

where 𝐹 ext
𝑗,𝑖 and 𝐹 int

𝑗,𝑖 are the external and internal forces, respectively,
of node 𝑖 in direction 𝑗. 𝐸𝐹𝑥 and 𝐸𝐹𝑦 express the difference between
𝑭 ext and 𝑭 int summed over all nodes, decomposed in the horizontal
and vertical directions. 𝐸𝐹𝑥 and 𝐸𝐹𝑦 are normalised with respect to
the theoretical external force acting along the sloped surface in the
horizontal and vertical directions, respectively. Due to the geometry of
the problem, the theoretical horizontal external force is independent of
the slope angle, whereas the theoretical vertical external force depends
on the slope angle. The denominators normalise the differences for the
slope angle.

The computed differences with the four methods for tan(𝜃) = 0.5,
i.e. the slope shown in Fig. 10(b), are shown in Fig. 11. The figure
presents the normalised differences 𝐸𝐹𝑥 and 𝐸𝐹𝑦 for different offsets
(𝑥offset) of the grid. To clarify, 𝑭 Surface is computed using the sloped
surface of the actual bar, while 𝑭GIMP is computed by the boundary of
the GIMP domains constructed from vertical and horizontal segments
(see Fig. 10(b)). For clarity, Figs. 11 and 12 are limited between 0 m
< 𝑥offset < 1 m, i.e. one grid cell, since 𝐸𝐹𝑥 and 𝐸𝐹𝑦 are periodic with
respect to the offset of the grid with a period of one grid cell. This
period is independent of the slope angle.

Similar to the 1D case, 𝑭Nodes presents the largest inconsistencies
(oscillating around a normalised total difference of 100%), due to the
fact that loads are applied at large distances from the domain (in
some locations) for all values of 𝑥offset. Whereas 𝑭Nodes applies loads
too far outside of the material, 𝑭MP instead applies loads too far into
the material. However, the differences for 𝑭MP are smaller than the
differences for 𝑭 and more or less constant: i.e. differences of
Nodes
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Fig. 8. Dependency of the error in the external force calculation, for standard MPM with four methods, on (a) the element size and (b) the number of material points per cell in
each direction.
Fig. 9. Dependency of the error in the external force calculation, for GIMP with four methods, on (a) the element size and (b) the number of material points per cell in each
direction.
Fig. 10. (a) A bar with a surface inclined at an angle 𝜃, compressed from all sides by a surface traction 𝑞. (b) The bar is discretised into MPs (grey filled circles) with a square
upport domain (dashed lines), and a background grid (solid lines) constructed from 1 m square elements which is offset by a distance 𝑥offset with respect to the tip of the bar.
he surfaces used to compute 𝑭 Surface and 𝑭 GIMP are indicated by the solid red line and dotted blue line, respectively.
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pproximately 50% in the 𝑥- and 𝑦-directions. The two methods which
emonstrated an exact application of the BC in one dimension, 𝑭 Surface
nd 𝑭GIMP, also perform well in two dimensions. 𝑭 Surface has an average
nconsistency of 2.1% and 1.3% in the 𝑥- and 𝑦-directions respectively,
hile 𝑭GIMP has zero error, i.e. is consistent.

Fig. 12 further investigates the difference between 𝑭 Surface and
GIMP, for several slope angles 𝜃. 𝑭GIMP is seen to be an error free

olution for all slope angles, while for 𝑭 Surface the error grows with
larger slope angle (it would then decrease with further increase in

lope angle above 45◦), yet remains reasonably low. The larger errors
8

re caused by a growing difference between the actual surface and
he discretisation of GIMP. Moreover, when the slope angle is close to
5◦, the surface is more often partially located in inactive elements,
educing the applied total load and increasing the error. Note that, even
hough the error of 𝑭 Surface grows with the slope angle (up to 𝜃 = 45◦),
he error is still significantly smaller than for 𝑭MP and 𝑭Nodes.

The effect of element and material point discretisations have been
investigated in 2D. Minor differences have been observed compared to
the 1D discretisation case, but the conclusions are consistent. Separate
figures are therefore not presented here. Increasing the number of
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Fig. 11. Normalised difference between 𝑭 ext and 𝑭 int for an inclined bar with tan(𝜃) = 0.5 with different boundary condition methods, (a) 𝐸𝐹𝑥, (b) 𝐸𝐹𝑦.
Fig. 12. Normalised difference between 𝑭 ext and 𝑭 int for an inclined bar with various slope angles using 𝑭 Surface and 𝑭 GIMP, (a) 𝐸𝐹𝑥, (b) 𝐸𝐹𝑦.
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aterial points improves the computation of 𝑭MP, while the error
emains approximately constant for the other methods. The error is zero
or 𝑭GIMP as was also observed in Figs. 11 and 12.

. Boundary detection

Sections 3 and 4 show that, in GIMP, 𝑭 Surface and 𝑭GIMP are (almost)
onsistent with the internal force. Sections 3 and 4 involved a fixed
eometry, where the material surface could be pre-defined. However,
n an analysis where MPs move with respect to the background grid,
nd also with respect to each other, the material surface should be
etected automatically. Algorithms are therefore needed to construct
he boundary required for the consistent methods, i.e. boundary detec-
ion methods for 𝑭 Surface and 𝑭GIMP. Remmerswaal (2017) investigated
arious approaches to construct the material surface for 𝑭 Surface in
PM, and showed that the Proximity Field Method (PFM), which

onstructs linear segments within grid cells based on the level set
ethod, performed well. A brief explanation of PFM is provided. In

ddition, this paper expands a contour algorithm for iso-rectangles to
onstruct the surface for 𝑭GIMP (Prusinkiewicz and Raghavan, 1985).

.1. Proximity field method

The Proximity Field Method (PFM) (Remmerswaal, 2017) is based
n the level set method, where the boundary location is defined as
he (zero) level set of an auxiliary field (Sethian, 1996), and can be
sed to compute 𝑭 Surface. Epanechnikov kernel functions are used to
9

ompute the proximity, i.e. the distance, to nearby MPs. In other words,
he kernel function represents the influence domain of the MP. A local
oordinate system is used for the kernel function (see Fig. 13), i.e.

𝑖,𝑗 = 𝐶𝑗 (1 − 𝒖T
𝑖,𝑗𝒖𝑖,𝑗 ) (14)

where 𝐾𝑖,𝑗 is the kernel function of MP 𝑗 evaluated at point 𝑖, 𝒖𝑖,𝑗 is a
distance in local coordinates and 𝐶𝑗 is a constant used to control the
magnitude of the kernel function. The local distance is computed as

𝒖𝑖,𝑗 = 𝐒−1𝑗 (𝒙𝑖 − 𝒙𝑗 ) (15)

where 𝒙𝑖 and 𝒙𝑗 are the global coordinates of point 𝑖 and MP 𝑗, and 𝐒𝑗
is the shape matrix given by

𝐒𝑗 =
[

𝑎𝑗 0
0 𝑏𝑗

]

(16)

in which 𝑎𝑗 and 𝑏𝑗 define the size of the kernel function.
The constant 𝐶𝑗 has here been defined as

𝐶𝑗 =
2

𝜋 det(𝑆𝑗 )
(17)

This ensures that the volume under each kernel function is equal to
1, i.e. each MP distributes the same total influence independent of its
size. A 𝐶𝑗 correlated with MP mass can be used when large differences
in MP mass occur within the domain.

Fig. 14(a) shows how the proximity field (PF) is constructed (for
a 1D example) by summing up the kernel functions of all MPs. The
PF is computed at the nodes and the boundary points are found by
comparing the PF with a user specified threshold (see Fig. 14(b)). In 1
dimension, the boundary points denote the 2 ends of each 1D domain
as illustrated for the 2 1D domains in Fig. 14(b), and connection of

the points is therefore not required. In 2 dimensions, the complete
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Fig. 13. Conversion of a global elliptical kernel baseline to a local circular kernel baseline around MP 𝑗. A point for the computation of the kernel function is indicatively shown
n the global and local coordinate systems.
Fig. 14. (a) 1D example of constructing a PF using kernel functions; (b) 1D example of boundary detection by comparing the PF with a threshold.
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Fig. 15. Computation of boundary points from a proximity field in two dimensions.
Proximity field values displayed at the nodes. Boundary constructed by connecting the
boundary points with linear segments.

boundary is created by connecting the points using Composite Bézier
Curves or B-splines as shown in Fig. 15. Here linear segments are used.
The surface is then used to compute 𝑭 Surface (see Section 2.2).

5.2. Contour algorithm for iso-rectangles

The boundary can also be constructed by merging all the GIMP
support domains, such that 𝑭GIMP can be computed. This merging is
similar to finding the contour of a set of iso-rectangles (Prusinkiewicz
and Raghavan, 1985), i.e. domains aligned in two directions (the
vertical and horizontal directions). For example, 5 domains are shown
in Fig. 16(a), although, in practice, any number of domains can be
merged.

Prusinkiewicz and Raghavan (1985) designed an algorithm to find
the contour of a set of iso-rectangles, by converting the rectangles
from Cartesian space (Fig. 16(a)) to a so-called slab space representing
only the topology (Fig. 16(b)). In slab space, edges with the same
horizontal or vertical coordinate are separated. For example, in Fig. 16
the bottom edge of rectangle 3 and the top edge of rectangle 4 have the
10
same vertical Cartesian coordinate, but they have a separate slab-space
position. Lines with the same coordinate are separated such that left
edges precede right edges and bottom edges precede top edges. Two
edges with the same coordinate which are on the same side of their rect-
angles, for example the bottom edges of rectangles 2 and 5 in Fig. 16,
are separated according to the lowest MP number. Prusinkiewicz and
Raghavan (1985) used the slab space to find the horizontal and vertical
edges belonging to the contour. These edges in slab space also result in
the correct contour in real space, as shown in Fig. 16.

Due to the movement of MPs, and their support domains, small gaps
between domains can appear. As the support domains represent large
continuous sections of material, instead of individual material particles,
the small gaps between the support domains do not represent the be-
haviour of the material accurately. If external loads are applied within
a small gap, the gap can grow larger causing unrealistic behaviour. It
is therefore preferred to fill any gaps in the boundary that are smaller
than a minimum gap width, i.e. gaps with a width or height smaller
than a specified minimum width (𝑊𝑚𝑖𝑛) or height (𝐻𝑚𝑖𝑛), respectively.

hen a gap is larger than this specified minimum width it is assumed
o be a gap occurring in the material.

In order to fill the small gaps, the algorithm presented by
rusinkiewicz and Raghavan (1985) is here extended. Specifically, the
orizontal edges of the rectangles are extended to the left and right by
𝑚𝑖𝑛, see Fig. 17. Then, for each slab 𝑖 the horizontal edges belonging

o the contour are determined. Each slab 𝑖 of the slab space is divided
nto segments (numbered from bottom to top) by the horizontal edges
ntersecting 𝑖. For example, slabs 10 and 11 of Fig. 17(b) are divided
nto eleven segments as shown in Fig. 18. Prusinkiewicz and Raghavan
1985) counted the number of rectangles overlapping each segment
sing a so-called invisibility number. Here multiple invisibility numbers
re used (see Fig. 18(a)). Invisibility number 𝐽 is an integer which

counts how many rectangles overlap a specific segment, and can be
used to determine if a segment is inside any rectangles (𝐽 > 0) or
outside all rectangles (𝐽 = 0). 𝐽 is computed for segment 𝑘 in slab 𝑖
based on the previous segment 𝑘−1 in slab 𝑖 and the edge 𝑚 separating
he segments 𝑘 and 𝑘 − 1:

(𝑘) =

⎧

⎪

⎪

⎨

⎪

⎪

0 if 𝑘 = 0,
𝐽 (𝑘 − 1) + 1 if 𝑚 is a real bottom edge
𝐽 (𝑘 − 1) − 1 if 𝑚 is a real top edge

(18)
⎩

𝐽 (𝑘 − 1) otherwise.



Computers and Geotechnics 173 (2024) 106494

11

G. Remmerswaal et al.

Fig. 16. Conversion from real space (a) to slab space (b) for a set of 5 rectangles according to the algorithm designed by Prusinkiewicz and Raghavan (1985). The contour is
marked by the solid line and the internal edges are marked by the dashed lines. The slab space solves the ambiguity for the connection of rectangles 3 and 4, and the red right
angle corners mark this connection.

Fig. 17. Conversion from real space (a) to slab space (b) for a set of 5 rectangles according to new gap removal algorithm. Grey horizontal dashed-dotted lines mark the extended
horizontal edges due to the minimum width (𝑊𝑚𝑖𝑛). The contour is marked by the solid line and the internal edges are marked by the dashed lines, and the cross hatching
highlights the removed gap.

Fig. 18. (a) Computation of the 3 invisibility numbers (𝐼 , 𝐽 and 𝐾) together with the associated edges for slabs 10 and 11 of Fig. 17(b) (𝐼∗ indicates the invisibility number
after vertical gap removal). (b) The required connection between the contour edges found in slabs 10 and 11.
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Fig. 19. Submerged slope example problem (dimensions shown in metres).
Fig. 20. Vertical external nodal loads (kN) coloured on the background grid at location B, computed using (a) point loads applied at MPs, (b) loads applied on a PFM surface,
and (c) loads applied on a surface constructed from GIMP domains. Point loads, PFM surface and GIMP support domain surface are indicatively shown in red.
Similarly, invisibility number 𝐾 counts the number of left extensions
of rectangles overlapping a segment 𝑘, and is computed using a similar
procedure as 𝐽 :

𝐾(𝑘) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0 if 𝑘 = 0,
𝐾(𝑘 − 1) + 1 if 𝑚 is a left extension of a bottom edge
𝐾(𝑘 − 1) − 1 if 𝑚 is a left extension of a top edge
𝐾(𝑘 − 1) otherwise.

(19)

𝐽 and 𝐾 are combined to form the invisibility number 𝐼 :

𝐼(𝑘) =

⎧

⎪

⎨

⎪

⎩

1 if 𝐽 (𝐾) > 0,
1 if 𝐾(𝐾) > 0 and 𝑘 was inside the contour in slab 𝑙 − 1,
0 otherwise.

(20)

A segment 𝑘 is inside the contour if 𝐼(𝑘) = 1 and outside when 𝐼(𝑘) = 0.
In other words, by combining 𝐽 and 𝐾, 𝐼 ensures that all rectangles are
included in the final contour and horizontal gaps have been removed.
To remove small vertical gaps the total height (𝐻𝑡𝑜𝑡𝑎𝑙) of consecutive
segments with 𝐼 = 0 is computed. 𝐼∗ is increased to 1 in the segments
where 𝐻𝑡𝑜𝑡𝑎𝑙 <= 𝐻𝑚𝑖𝑛.

The horizontal edges belonging to the final contour are those edges
which separate segments with 𝐼∗ = 0 from segments with 𝐼∗ = 1. The
vertical edges of the contour can be determined by comparing the hor-
izontal edges of the contour from two consecutive slabs (Prusinkiewicz
and Raghavan, 1985), see Fig. 18(b). The final contour is output as
a sequence of contour edges. The coordinates of the contour polygon
can be back-calculated from this sequence and the MP properties. More
details on connecting relevant edges, the output and the space/time
efficiency of the algorithm can be found in Prusinkiewicz and Raghavan
(1985).
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6. Submerged slope failure example

The applicability of the boundary detection methods for the most
consistent Neumann BC techniques are evaluated for a submerged
slope failure problem. The problem involves a two dimensional sub-
merged clay slope, shown in Fig. 19, which is unstable under its own
weight. The material has a unit weight of 20 kN/m3, and the elastic
deformation is governed by a Young’s modulus of 1000 kPa and a
Poisson’s ratio of 0.45. The numerical model uses a Von-Mises softening
model (Wang et al., 2016a). The initial undrained shear strength (𝑐0)
is 5.4 kPa at the ground surface and increases linearly with depth by
3.0 kPa every meter (giving a maximum of 54 kPa at the base of the
domain immediately under the slope crest). The residual undrained
shear strength (𝑐𝑟) is equal to 0.5 𝑐0, and the softening modulus is equal
to −10 kPa. The background grid uses 0.5 m square elements, while
the slope is discretised using MPs with rectangular support domains of
varying sizes. The sizes vary such that (1) roughly 4 MPs are placed
within each filled element, and (2) the slope is represented accurately,
meaning that sloped surfaces cut the GIMP support domains in a similar
manner to Fig. 10(b). The simulation uses implicit time integration, as
originally presented by Charlton et al. (2017), with a timestep size of
0.01 s.

The hydrostatic pressures acting on the slope are converted to nodal
loads computed using either equivalent point loads at the surface MPs,
traction applied on a PFM surface, or traction applied on a GIMP do-
main surface. In other words, the most consistent methods for GIMP are
compared against the application of loads at surface MPs, a technique
often used in the literature. The point loads are presented as vectors
in Figs. 20–22, while the PFM surface and GIMP domain surface are
plotted as solid lines.

The initial stresses are computed with a quasi-static load step, in
which the MPs are fixed in place. Oscillations in initial stress, caused
by the different external load methods, appear only locally at the
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Fig. 21. Mean total stresses at the MPs (kPa) at location A (a–c) and location B (d–f), computed using (a, d) point loads applied at MPs, (b, e) loads applied on a PFM surface,
and (c, f) loads applied on a surface constructed from GIMP domains. Point loads, PFM surface and GIMP support domain surface are indicatively shown.
surface. As these differences are difficult to observe, locations A and
B, as shown in Fig. 19, are investigated in detail. Fig. 20 shows the
vertical external forces computed with the three techniques at location
B. The point loads cause higher nodal external forces inside the material
(see Fig. 20(a)) compared to the other two methods. This results in
lower mean stresses, as shown in Fig. 21, for the surface MPs, and, to
compensate, higher stresses for the second layer of MPs compared to
the other techniques. Similar stress errors are observed at the surface
at location A (see Fig. 21(a)). Loading the PFM surface (Figs. 21(b)
and 21(e)) reduces the mean stress error compared to the point loads,
but still causes non-smooth stresses at the sloping faces, as was also
observed in Section 4. Moreover, oscillations occur at the flat surface
in Fig. 21(e) as the detected surface is a bit too close to the MPs. Finally,
loading the GIMP support domain surface gives accurate (and smooth)
initial stresses (see Figs. 21(c) and 21(f)).

The deviatoric stresses, investigated at the same locations, are less
clearly affected by the placement of the loads (Fig. 22). This might be
due to the mean stress nature of a hydrostatic pressure condition. Small
deviations can only be observed along the gentle slope (Figs. 22(a) and
22(b)), while deviatoric stress errors appear negligible for the 45 degree
slope (Figs. 22(d) and 22(e)). Similar to the mean stress, loading the
GIMP support domain surfaces leads to no observable deviatoric stress
errors (Figs. 22(c)-22(f)).

In Fig. 23 the failure process is shown as computed by the three
methods. Softening can be observed along the failure surface for all
three methods. The failure develops much faster when point loads
are used compared to the other two approaches, i.e. the different
BC methods can lead to differences in the failure process. Moreover,
the surface MPs at which the point loads are applied can be pushed
downwards (Fig. 23(b)), and, as the list of surface MPs remains fixed,
the point loads can be pushed into the material. A gap in the soil
appears, as seen at 4.5 s (Fig. 23(c)), and leads to a simulation crash.

The other two techniques present similar results, both during the
simulation (Figs. 23(d), 23(e), 23(g) and 23(h)) and at the end of the
simulation (Figs. 23(f) and 23(i)). The results are similar because the
constitutive model is based on deviatoric stress, and the differences
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in deviatoric stress are small (as shown in Fig. 22). However, minor
differences can be observed. For example, the failure after 7.0 s is
developed slightly further when the PFM surface is used compared to
when the GIMP domains are used. Moreover, if mean stress dependent
constitutive models would be used, larger differences are expected.
Note that the results described here are mainly dependent on the
location of the boundary condition and not on the method used to
determine its location. In other words, should other methods than those
presented in Section 5 be used to construct the boundary or the contour
of GIMP support domains, similar results would be expected given that
the change in boundary location is small.

7. Conclusion

The application of traction (Neumann, or external load) boundary
conditions should show consistency between the calculation of internal
and external forces in order to provide accurate simulation results. In
several of the possible methods examined here, and methods commonly
presented in the literature, this is shown not to occur. In theory,
Neumann boundary conditions should be applied on the exact mate-
rial surface. However, in practice due to the MPM discretisation, the
internal force may not be consistent with the application of a Neumann
boundary condition on the exact material surface. These inconsistencies
can lead to an incorrect (surface) stress distribution and influence the
outcome of simulations. In the original MPM, the volume of material
considered to be within a grid cell directly relates to the number of MPs
within that grid cell, and, as such, the internal force jumps in value
when MPs leave the element. Therefore, the BC application should also
have this feature, although it is difficult to practically implement for
arrangements where the material points are not well aligned with the
background grid. Improving the discretisation, for example by using
more material points or a different integration scheme such as GIMP,
will reduce the difference between the consistent and exact boundary
conditions. In GIMP, due to the MPs having their own domain, the
material gradually leaves the grid cell as the MPs move, and the
BC application should follow this behaviour. Therefore, a consistent



Computers and Geotechnics 173 (2024) 106494G. Remmerswaal et al.
Fig. 22. Deviatoric stresses at the MPs (kPa) at location A (a-c) and location B (d-f), computed using (a, d) point loads applied at MPs, (b, e) loads applied on the PFM surface,
and (c, f) loads applied on the surface constructed from GIMP domains. Point loads, PFM surface and GIMP support domain surface are indicatively shown.
Fig. 23. Displacement of MPs with external loads computed using: (a–c) point loads at MPs, (d–f) loads applied on PFM surface, and (g–i) loads applied on GIMP domain surface.
MPs coloured according to the deviatoric stress (kPa). PFM and GIMP domain surfaces plotted in black.
method involves applying loads on the material point support domain.
The difference between this consistent method and applying loads on
the exact material surface is small in GIMP. Note that the boundary
condition scheme or aspects of it are likely to be useful in other MPM
variants and meshless methods. For such methods, the boundary con-
dition schemes should be similarly developed to follow the behaviour
of the internal force discretisation.

Two (almost) consistent Neumann BC methods have been developed
for GIMP, together with the required boundary detection methods.
14
These techniques are generally applicable and significantly improve
the calculated stresses of material points close to the surface, and have
been shown to improve the failure process of a submerged slope. This
removes one cause of stress oscillations regularly observed in MPM-
type methods. Note that the computational efficiency of the boundary
detection methods was not investigated in detail and optimisations
could be developed. Also, the methods have here been developed for
2D problems, but there do not seem to be any barriers to extending the
approach to 3D problems.
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