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Adaptive Composite Online Optimization:
Predictions in Static and
Dynamic Environments

Pedro Zattoni Scroccaro

Abstract—In the past few years, online convex optimiza-
tion (OCO) has received notable attention in the control
literature thanks to its flexible real-time nature and powerful
performance guarantees. In this article, we propose new
step-size rules and OCO algorithms that simultaneously
exploit gradient predictions, function predictions and dy-
namics, features particularly pertinent to control applica-
tions. The proposed algorithms enjoy static and dynamic
regret bounds in terms of the dynamics of the reference
action sequence, gradient prediction error, and function
prediction error, which are generalizations of known reg-
ularity measures from the literature. We present results
for both convex and strongly convex costs. We validate
the performance of the proposed algorithms in a trajectory
tracking case study, as well as portfolio optimization using
real-world datasets.

Index Terms—Composite costs, dynamic environments,
online convex optimization (OCO), predictions, real-time
control.

[. INTRODUCTION

HE standard framework of online convex optimization

(OCO) can be described as a game between a Player and
Nature, played over 1" rounds. Let A be the Player’s action
space. Suppose that X C A is a convex set representing the set
of possible actions of the Player. Moreover, let 7 denote a set of
convex functions available to Nature. At each round ¢, the Player
chooses an action z; € X. After the Player commits with an
action, Nature reveals a convex cost f; : X — R, where f; € F.
The Player suffers the loss f;(x;). The goal of the Player is to
perform as well as possible against the costs chosen by Nature.
(See [1], [2], and [3] for in-depth studies of fundamental theories
of OCO and its many applications.)
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A common metric to evaluate the performance of the Player
is the so-called static regret defined as

T T
Reg? = th(xt) - r;g)x(lth(a") (1)
t=1 t=1

Intuitively, this metric quantifies how well the Player performs
against the best fixed action computed in hindsight. Based on
this notion of regret, OCO algorithms are designed such that
the resulting action sequence {z;}7_, guarantees a sub-linear
regret w.r.t. T, i.e., limp o (Reg?/T) = 0. In other words,
such OCO strategies perform (on average) as well as the best
fixed action in hindsight. A standard algorithm to choose x; is
called online mirror descent (OMD) algorithm

Typq = arg arg)rfl {n(V fe(ze), x) + Bp(x,z.)}  (OMD)
where 7); denotes the step-size and B}, is the Bregman divergence
functional [2]. By choosing 7, appropriately, Algorithm OMD
guarantees Regi < O(VT) [4] or Regs < O(log(T)) [51,
based on the regularity of the cost set /. Moreover, Abernethy
et al. [6] showed that these regret rates are in fact optimal by the
minimax formulation of OCO problems.

However, there are many OCO problems in which the Player
and Nature do not exactly follow the rules of the sequential
game mentioned above. In this article, we focus on the case
of OCO with predictions. In these scenarios, we assume access
to predictions about the costs of the problem being studied,
and we use OCO algorithms combined with these predictions
in order to achieve improved regret guarantees. For instance,
if our OCO problem is related to estimating the evolution of
dynamical parameters of a system, predictions could come from
a dynamical model we have of the system (see Section IV). This
approach is inspired by the classical control theory literature,
in which dynamical and/or predictive models of the system
being controlled are almost always assumed to exist. Moreover,
there has been recent interest from both the online learning
and controls communities in combining OCO techniques to
control problems, e.g., [7], [8], [9], [10]. Also, most of the
results presented in this work apply to problems with composite
costs with nonsmooth components (e.g., || - [1). These results
open up even more possibilities of connections with control
applications, for instance, ¢; optimization for sparse networked
feedback control [11], [12]. Therefore, we hope that this work
lays a theoretical foundation and also inspires new works in the
intersection of OCO and control theory.

Next, we formally define important notions that will be used
throughout the article.
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A. Gradient Predictions

The minimax regret bounds for OCO algorithms are derived
assuming a worst-case (i.e., fully adversarial) cost sequence
{f:}L_,. The cost sequence is however not completely adver-
sarial in many practical OCO problems [13]. In such problems,
the Player can (partially) predict the unseen cost f; at round ¢,
before deciding its action z;.! It is hence natural to expect that
one can possibly exploit the predictability of an OCO problem
to achieve tighter regret bounds.

A generic notion of the predictability of Nature’s moves can
be stated as follows [13]. At the outset of each round ¢ € [T,
the Player has access to the value of a function

M, Xt x Frlx -t 5 p,

where Z denotes some information space provided to the Player
via an exogenous source and P is the space to which each
predictable entity belongs. In particular, a certain class of OCO
problems with predictability is the class of OCO problems with
gradient predictions. Observe that here P C A*, where A* is the
dual space of the action space .A. To exploit gradient predictions
in OCO problems, Rakhlin and Sridharan [13] proposed the
optimistic mirror descent (OptMD) algorithm

@y = argmint {n, (M, @) + B (@, yr-1)}
. (OptMD)
Ye = argfl}lelil eV fe(2e), y) + Br(y, yi-1)}
where {M;}] | is a generic gradient prediction sequence.’
Rakhlin and Sridharan [14] further provided an adaptive step-
size rule for Algorithm OptMD such that Reg?; < O(1 +

vV Dr), where

T
Dr =" [V fi(z:) — M2 (2)

t=1

When the Player has access to V f;(+) before choosing x;, we
say that the Player has access to perfect gradient predictions. In
this scenario, Ho-Nguyen and Kiling-Karzan [15] showed that
by setting My := V fi(y¢—1), ¢ < 1/ and when F represents
B-smooth functions, Algorithm OptMD guarantees Regj. <
o(1).

B. Problem With D

In the following, we argue that regret bounds given in terms of
D1 are not suitable for exploiting gradient predictions, mainly
because x; is not available at the beginning of round ¢ (see
Algorithm OptMD). In some works that prove regret bounds in
terms of D (e.g., [14], [16]), it is argued that for “predictable
sequences,’ external knowledge of the gradient sequence can
be used to achieve tighter regret bounds. For example, Jad-
babaie et al. [16] stated that: “...one can get a tighter bound
for regret once the learner advances a sequence of conjectures
{M,}!_, well-aligned with the gradients.” However, consider
the following scenario: at the beginning of round ¢, the Player
has access to a prediction of Vf,(-), namely V f;(-). Now,
based on those regret bounds given in terms of D7, how one
would choose M; when using Algorithm OptMD? Naturally,
we want to choose M; so that Dr is as small as possible

I'This assumption deviates from the standard OCO protocol, where Nature
reveals f; only after the Player chooses .
2Notice that Algorithm OptMD reduces to Algorithm OMD when M; = 0.

(recall that Dy = Z?:l |V fi(z¢) — My||?). However, since x;
is not available at the beginning of round ¢, we cannot set
M, =V ft(xt). Thus, from these regret bounds, it is not clear
how one should choose M; in order to exploit this type of gra-
dient prediction. Moreover, Ho-Nguyen and Kiling-Karzan [15]
showed that when perfect gradient predictions are available (that
is, Vf;(-) = Vf.(-)), constant static regret is achievable. Still,
this constant regret result is not recovered by the regret bound
Regi < O(1 + /Dr) given in [14], even when perfect gradi-
ent predictions are available. In fact, since smoothness of the cost
is not assumed in [14], if it was possible to choose M, such that
Dr =0 (i.e., such that Reg;. < O(1)), this would contradict
the lower bound for first-order optimization methods [17], [18,
Remark 1]. Therefore, we conclude that in order to effectively
exploit gradient predictions, a different approach must be used.

C. Dynamic Environments and Regularity Measures

In the regret notion (1), the Player’s cumulative loss competes
against the loss of the best fixed action in hindsight. There are, on
the other hand, many OCO problems where the best fixed action
is not accessible or does not exist [19]. Thus, in those cases, the
use of the regret (1) is not convenient anymore. The term OCO
problems in dynamic environments is used in the literature for
such problems [20].

To generalize the standard regret notion in order to tackle
these scenarios, Zinkevich [21] proposed to compare the Player’s
performance against a general dynamical reference sequence
{us}E; € XT. The resulting metric is called the dynamic re-
gret, defined as

T T
Reg? 1:th($t)—2ft(ut)~ 3)
=1

t=1

Unfortunately, it is impossible to achieve a sublinear dynamic
regret for an arbitrarily chosen {u;}7_, [22]. Thus, in order
to achieve meaningful dynamic regret bounds, it is common to
place extra regularity assumptions on the costs and/or the refer-
ence sequence. For example, Hall and Willett [23] considered the
bounded variability of the reference sequence in terms of C'y- :=
Zf,T:1 ||ut41 — uel|. For convex costs, the authors showed that
Algorithm OMD guarantees Reg® < O(vT(1 + C7)). The
authors further considered that the Player has access to dy-
namical models ®; : X — X of the reference sequence, that
is, models that approximate the true dynamical models @}, i.e.,
us1 = P (uy). They employ @ (a4 ) instead of a in Algorithm
OMD and prove Reg% < O(v/T(1 + C%.)), where

T
Cr = s — @p(wr)|- “)

t=1

When @, approximates the true dynamics well enough, we
may have C/. < Cp, which in turn implies tighter dynamic
regret bounds. Subsequently, Jadbabaie et al. [16] studied dy-
namical environments to account for the cases with gradi-
ent predictions. The authors showed that Algorithm OptMD
guarantees Reg? < O(y/1 + Dr(1 + Cr)) in such cases. Fi-
nally, using an expert-based algorithm called Ader, Zhang
et al. [24] showed that it guarantees the optimal bound Reg% <

O(J/T + ).
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Another important regularity measure popular in the literature
is the temporal variability of the cost sequence

T
Vi = ; ma | fi(x) = fer ()] 5)
In the setting of stochastic optimization with noisy gradi-
ents, Besbes et al. [19] showed that a restarted gradient de-
scent algorithm incurs dynamic regret bounded by O(T2/3(1 +
v)'/3), where v is an upper bound of Vy known in ad-
vance, and Jadbabaie et al. [16] provided an algorithm,
which guarantees a dynamic regret bound of O(/Dr + 1+
min{/(Dr + 1)Cr, (D + 1)'/3T/3V1/31) 3 for the spe-
cific case when the regret is defined w.r.t. the reference sequence

up = arg mingey f+(x), also known as restricted dynamic re-
gret [25].

D. Composite Cost, Implicit Updates, and
Function Predictions

A cost function f; is called composite if it can be decom-
posed as fi(-) = s¢(-) + 7¢(+). For example, Duchi et al. [26]
considered the case when r(-) = r(-) for all ¢, and proposes the
composite objective mirror descent (COMID) algorithm

Ti41 = arg gg/{} {ne(Vse(xt), ) +ner(x) + Brlw, )}
(COMID)

where differently from OMD, the fixed part () is not linearized.
This can be advantageous when, for example, r(-) = || - ||;. In
this case, using COMID would lead to sparse updates, whereas
OMD would not [26]. In the offline optimization literature (i.e.,
f+(+) = f(-) for all t), algorithms that partially linearize the cost
function are called proximal gradient methods [27], [28]. These
algorithms are usually used when s is smooth, but r is not. Then,
by linearizing only the smooth component of f, a proximal
gradient method can lead to convergence rates that match the
one of OMD for smooth costs (e.g., O(1/T) rate instead of

O(1/v/T)). Intuitively, when smoothness is necessary to prove a
convergence rate for some first-order algorithms, one can usually
deal with nonsmooth components by not linearizing them in the
proximal updates.

Somewhat related to proximal gradient methods are the so-
called implicit updates, also known as implicit online mirror
descent (IOMD) [29], [30], [31]

Tpp1 = arg glelz{} {nefe(x) + Br(z, 24)} (IOMD)
Kulis and Bartlett [30] proved regret bounds for IOMD that
match the ones from OMD. McMahan [32] and Song et al. [33]
quantified the advantage of implicit updates through non-
negative, data-dependent quantities. Recently, Campolongo and
Orabona [31] showed that an adaptive version of IOMD guar-
antees O(min{Vr, v/T}). Moreover, in dynamic environments,
Campolongo and Orabona [25] showed that a version of [OMD
guarantees O(min{Vp, /T(1+ 7)}), where 7 is a known up-
per bound of C'r. When 7 is not known, a similar bound
O(min{Vr, \/T(1 + Cr)}) can be achieved by combining im-
plicitupdates with experts and strongly adaptive algorithms [25].

When a linearized version of the cost f; is used in our OCO
strategy, e.g., OMD algorithm, it is natural to expect that we

3The O notation hides poly-logarithmic terms.

only need gradient predictions to exploit information of unseen
costs, asitis done in the OptMD algorithm. However, when using
strategies that partially linearize the cost f; (or do not linearize it
at all), one should not hope that gradient predictions of the cost
can be effectively used. Therefore, in order to exploit predic-
tive information about cost functions, we will require gradient
predictions of its linearized component and function predictions
of its nonlinearized component. For example, for the composite
cost fi(x) = si(x) + (), if we decide to linearize s, () and
not linearize r¢(z), we will require gradient predictions of s;
and function predictions of r;, denoted as 7.

E. Problem Description and Related Works

In this article, we consider OCO problems with compos-
ite costs of the form f;(-) = s¢(-) + r¢(-), in both static and
dynamic environments. Recall that Ho-Nguyen and Kiling-
Karzan [15] observed that perfect gradient predictability in
the form of M; = V f;(y;—1) implies that Algorithm OptMD
guarantees constant static regret. Motivated by this observation
and the discussion presented in Section I-B, we extend this idea
to the case of an “imperfect” gradient predictability. To do so,
we introduce the gradient prediction error measure

t
D= [IVsr(yr1) = Var(y- )| ©6)

T=1

where {y,_1}._, are points generated by an online algorithm.
Notice that we changed the notation from M; to V§,(y,_1).
We do it so that the connection between the gradient of s; and
the gradient predictions is clearer. Also, notice that this measure
refers to gradient predictions only for the s; component of f;.
Thus, we also introduce the function prediction error

V)= Z re (@) = 77 (20) + 77 (yr) — 7 (yr)| @)

where {z,}!_, and {y,}._, are points generated by an on-
line algorithm. When s; = 0, V//. can be interpreted as a gen-
eralization of Vp for the case when function predictions are
available. Namely, when function predictions are not available,
by setting 7, = r,_1, we get V. < 2V. Moreover, in dynamic
environments, we further suppose that the Player has access to
a (possibly approximate) dynamical model ®; of the reference
sequence {u; };_. This is a useful assumption, which has been
used in practical applications of OCO algorithms [10], [34]. We
are now set to state the problem considered in this article.

Problem: Design and analyze OCO algorithms such that the
corresponding regret bounds exploit

1) (possibly imperfect) gradient and/or function predictions
of the components of the cost sequence {f;}7_,

2) (possibly approximate) dynamical models @, of the ref-
erence sequence {1 }i_;.

Other than the works already mentioned in Section I, sev-
eral studies in the literature propose algorithms that take ad-
vantage of the predictability of the cost sequence. Several
works exploit predictions in OCO problems with switching
costs. In this scenario, at round ¢, the Player suffers the loss
fi(xp, e 1) = er(ay) + y||wy — 24-1|, where ¢; is a convex
function and ~v||z; — 21| is the switching cost. In order to
exploit predictions in these problems, it is usually necessary to
have a window of future cost predictions [35], [36], [37], [38],
[39]. Another application where predictions have been used is

Authorized licensed use limited to: TU Delft Library. Downloaded on May 09,2023 at 11:48:43 UTC from IEEE Xplore. Restrictions apply.
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the so-called online control problem. For this class of problems,
due to the dynamics of the system, the cost f; may depend on the
whole history of previous actions, and a window of predictions
is again necessary [40], [41], [42]. Thus, since in this work, the
cost at time ¢ only depends on x; and we only use predictions
about the very next cost, results on OCO with switching costs and
online control are not directly comparable to this paper’s results.
Dekel et al. [43] studied online linear optimization. The authors
supposed that at the outset of each round, the Player has access
to a vector (or hint) that is correlated with the cost to be incurred
to the Player. If all hints are sufficiently good and the action
set possesses certain geometrical properties, the authors showed
Reg7 < O(log(T)). Recently, Bhaskara et al. [44] extended
this result to the case when not all hints are correlated with
the true cost vector. In dynamic environments, Lesage—Landry
et al. [45] showed that tighter dynamic regret bounds can be
achieved by only using predictions that meet certain conditions.
Ravier et al. [46] employed gradient predictions in order to
obtain possibly tighter dynamic regret bounds. However, the
proposed approach yields regret bounds that lack worst-case
guarantees. Chang and Shahrampour [47] proposed an online
optimistic Newton method that exploits gradient and hessian
predictions and prove dynamic regret bounds for this algorithm.

F. Contributions and Organization

A summary of the main results is now given as follows:

1) Static regret for convex costs: In static environments,
we propose a novel algorithm that uses step-sizes that
adapt to the quality of gradient and function predictions,
guaranteeing Reg$ < O(1 + /Dl + min{Vy,) VT?})
for convex costs (see Theorem 2.5). This result gener-
alizes the best-case Reg’. < O(1) [15] and worst-case
Reg; < O(V/T) [21] regret rates.

2) Static regret for strongly convex costs: When the costs are
strongly convex and we have access to the r, components,
we propose an adaptive step-size 7; which improves the
regret to Regj < O(1 +log(1 + D7.)) (see Theorem
2.9). This result generalizes the best-case Reg7 < O(1)
[15] and worst-case Reg? < O(log(T') [48] regret rates.

3) Dynamic regret for convex costs: For dynamic
environments, we introduce a new variant of Algorithm
OptMD that simultaneously exploits gradient predictions,
function predictions, and the dynamics of the reference
sequence. We show that it guarantees regret Reg% <

0 ((1 + Ch) (14 /Dy +min{Vr, /(1 + c;)T}))

for convex costs (see Theorem 2.15).

4) Dynamic regret for implicit updates: Using fully implicit
updates (i.e., when s; = 0), we show that the proposed
algorithm guarantees the dynamic regret bound Reg% <
O(min{Vp,” /(1 +7)T}), where 7 is a known upper
bound to C’ (see Theorem 2.17). This result generalizes
the dynamic regret bounds of [25], for the case of function
predictions.

5) Dynamic regret for fully adaptive step-size: Finally, when
we have access to the r, component of the costs, we
propose a step-size 1, which adapts to gradient predic-
tions and C on the fly. The resulting algorithm guaran-
tees Regf < O(/(0r + D}.)(1 + C7.)), where 07 is a

parameter used to control the size of the step-size (see
Theorem 2.18).

For the ease of the readers, in an arXiv version of this article,
we also present tables positioning the above contributions within
the existing OCO literature reviewed earlier, with a particular
focus on the predictions and composite features in the context
of static regret bounds [49, Appendix A]. The rest of this article is
organized as follows. The main results are provided in Section II.
To improve the flow of this article, we moved the proofs of our
main results to Section III. Numerical experiments are presented
in Section IV.

[I. MAIN RESULTS

A. Mathematical Preliminaries

Let the action set X' C R™. We denote by || - || the dual norm
of || - ||. Also, we define [T] := {1,2,...,T}.

Definition 2.1 (Bregman Divergence): Let h: X — R be
a differentiable convex function. The Bregman divergence of
x,y € X, w.rt. the function h is By (z,y) := h(z) — h(y) —

(Vh(y),z —y).
Definition 2.2 («-Strong convexity): A function f: X —
R is a-strongly convex w.rt. a norm || - || if f(z)— f(y) <

(Vf(x),z —y) — $lle —y|* forall z,y € X.

Definition 2.3 (3-Smoothness): A function f : X — R is (-
smooth w.r.t. a norm || - || if it is differentiable and ||V f(z) —
Vil < Bllz —yl, forall z,y € X.

Next, we collect several assumptions, which we will employ
in the results to follow.

Assumption 2.4 (Regularity Assumptions): Let Abe aBanach
space equipped with the norm || - ||. Suppose that

1) The set X is a convex subset of A.

2) The map h : A — R is differentiable and 1-strongly con-
vex on X.

3) Each member of the cost sequence {s; }7_; is convex and
B-smooth. Each member of the cost sequence {r;}_; is
convex.

4) By(z,y) < R?forall x,y € X, where R > 0.

5) For all ¢ € [T], the gradient prediction V3§, satisfies
|Vsi(z) — Vi (x)]], <o < ocoforany z € X.

6) For all ¢ € [T, the function prediction 7 is convex and
|re(x) — 7(z)] < oo forany z € X.

In particular, the last two points of Assumption 2.4 simply
state that the gradient and function predictions cannot be arbitrar-
ily bad, which would naturally prevent the use of such predictive
information. Next, we provide static and dynamic regret bounds
that exploit gradient/function predictability and/or dynamical
models of the reference sequence.

B. Static Environments

Our first result concerns convex costs in static environments.
In order to exploit predictive information of composite costs of
the form

fi() = se() + 1)

we propose the optimistic composite mirror descent (OptCMD)
algorithm

Ty = argmin {ne(V3e(yi-1), ) +mere(x) + Br(z,yi-1)}

Yyp = arg Iyrél/{} {e(Vse(ze),y) +nere(y) + Br(y, ye-1)}
(OptCMD)

Authorized licensed use limited to: TU Delft Library. Downloaded on May 09,2023 at 11:48:43 UTC from IEEE Xplore. Restrictions apply.
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where V3, is a gradient prediction of V§; and 7 is the function
prediction of 7. Notice that unlike algorithms COMID and
IOMD, Algorithm OptCMD makes use of an auxiliary vari-
able y;. However, x; is still the decision variable of all OCO
algorithms discussed in this article. Algorithm OptCMD can
be interpreted as an extension of OptMD for composite costs
with smooth and nonsmooth components. As hinted in Section
I-B, one needs smooth functions to properly exploit gradient
predictions of costs. Therefore, the intuition behind Algorithm
OptCMD is similar to the one from proximal gradient algo-
rithms: we handle nonsmooth components by not linearizing
them in the proximal updates, while linearizing the smooth
ones. This leads to using function predictions of the nonsmooth
component 1, instead of gradient predictions.

Theorem 2.5 (Static regret: convex costs): Suppose that As-
sumption 2.4 holds. Using the adaptive step-size

1
= 9 57
forall ¢ > 1, Algorithm OptCMD guarantees

1
2

m= (482 + (VL) + D)

Reg} < O (1 + /Dy min { Vi, ﬁ}) ®

Remark 2.6 (Intuition on adaptive step-size 1;): In Theorem
2.5, for simplicity, consider the case when 7¢(z) = 0 Va € X,

i.e., Vi, = 0. For this scenario, we want to guarantee O(v/T)
regret in the worst-case, and in order to do so, it is known we
need 7; = O(1/+/t). On the other hand, with perfect gradient
predictions (i.e., D’T = 0), we want to guarantee O(1) regret,
and in order to do so, we need 1 < O(1/8) [15]. Now, if
we want to guarantee a regret bound that generalizes these
two extreme cases, it is natural that our step size should also
generalize 1, = O(1/+/t) and n; < O(1/p3), which is precisely
the behavior of the 7, we designed. Similar intuitions can be
derived from the other scenarios and results presented in this
article.

The result of Theorem 2.5 is also related to [50, Th. 3],
where the authors prove regret bounds for the so-called Compos-
ite Adaptive Optimistic Follow-the-Regularized-Leader (CAO-
FTRL) algorithm. The key differences between these results are:
the CAO-FTRL algorithm uses FTRL update steps, which can
be computationally more expensive than the mirror descent steps
of Algorithm OptCMD; the CAO-FTRL algorithm assumes
knowledge of r; at the beginning of round ¢, thus, is less general
than Algorithm OptCMD; and finally, the regret bound of [50,
Th. 3] is presented in terms of Dp. Here, we re-emphasize that
our regret bounds depend on D’T instead of D7, which solves
the issues raised in Section I-B. Key points to achieve this result
are our proposed adaptive step-size (see remark above), and the
extra assumption that the costs are S-smooth. In particular, since
smooth costs have Lipschitz continuous gradients, we are able to
control the difference between, possibly approximate, gradient
predictions.

Next, we discuss how the bound of Theorem 2.5 generalizes
several regret bounds from the literature.

Remark 2.7 (Generality of regret bound): First, letus consider
the case when r; is known at the beginning of round ¢, i.e.,
Vi = 0. In this case, f; is S-smooth convex, and Algorithm
OptCMD reduces to Algorithm OptMD. In this scenario, when
perfect predictions are available, setting V§; = Vs, implies that
D!, = 0, and the regret inequality (8) reduces to Reg < O(1),
recovering the result of Ho-Nguyen and Kiling-Karzan [15]. On

the other hand, in view of Assumption 2.4, the regret inequality
(8) also recovers the minimax static regret Regs < O(v/T)
in the worst case, that is, even if the gradient predictions are
completely uncorrelated with the true gradients and we end up
with D/, = O(T). Next, consider the case when Vs, is known at
the beginning of round ¢, i.e., D/, = 0. Inthis case, f is a general

convex function and (8) reduces to O(1 + min{Vy, VT}).
Again, when perfect predictions are available we recover the
optimal constant regret bound, by simply setting 7; = r;. This
bound generalizes the O(1 + min{Vz,v/T}) bound of Cam-
polongo and Orabona [31], which is known to be optimal [31,
Th. 6.3]. In this case, if our function predictions are good, V7.
may be small and we guarantee small regret. On the other
hand, we still guarantee the standard O(v/T) regret in the
worst-case.

Next, we state a static regret result for strongly convex costs.
This stronger assumption on the costs allows us to achieve tighter
bounds. For this result, we need the following assumption.

Assumption 2.8 (Extra regularity assumptions): Suppose that
the action space A is an Euclidean space equipped with the
two-norm | - ||z and i(x) = 3||z||3. Moreover, suppose we have
access to perfect function prediction of r;. That is, we are able
to set 7, = r; for all ¢.

Notice that under Assumption 2.8, the Bregman divergence
B (x,y) = %||z — y||3. Concerning the perfect prediction of ry,
this is the case, for example, when this term corresponds to a
fixed known regularizer, e.g., :(z) = ||z||, or naturally when
ri(xz) = 0 for all £.

Theorem 2.9 (Static regret: strongly convex costs): Suppose
that assumptions 2.4 and 2.8 hold and that the costs {s;}7_; are
a-strongly convex. Using the adaptive step-size

1 a ., \1
m = 25 N = (25+ ﬁth)

for all ¢ > 1, Algorithm OptCMD with 7; = r; guarantees
Regy < O (1 +log(1 + D7)). ©)

Remark 2.10 (Generality of bound for strongly convex costs):
Employing a similar line of argument as in Remark 2.7, we state
two observations. With perfect gradient predictions, inequality
(9) becomes Reg7 < O(1), again recovering the result of Ho-
Nguyen and Kiling-Karzan [15]. Moreover, the optimal regret
bound Reg;. < O(log(T)) is also recovered in the worst-case.

C. Dynamic Environments

As previously mentioned, when working in dynamic environ-
ments, we would like to exploit gradient predictions, function
predictions, and knowledge of reference sequence dynamics.
Thus, in this scenario, we propose the Optimistic Dynamic
Composite Mirror Descent (OptDCMD) algorithm

Ty = argiréi)r(l (V3 (ye—1), ) + m7e(x) + Br(x, ye-1)}
Y = argl'ng{%;l {ne(Vse(ze), y) +mre(y) + Br(y, ye-1)}

yr = P4(31).
(OptDCMD)

This algorithm can be viewed as a combination of Algorithm
OptCMD and the DMD algorithm of Hall and Willett [23]. To
the best of our knowledge, no result in the literature has presented
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a regret analysis of an algorithm that combines gradient predic-
tions, function predictions, and knowledge about the dynamics
of the reference sequence. In what follows, we assume that the
Player has access to dynamical models ®; of {u;}7_,. Let us
further make the following assumptions.

Assumption 2.11 (Lipschitz-likeness of By,): Forall z,y, z €
X, there exist a scalar v > 0 such that the Bregman divergence
satisfies the Lipschitz-like condition Bp(x,z) — Bi(y, z) <
Yz = yll.

Remark 2.12 (Mildness of Assumption 2.11): It follows that
Assumption 2.11 holds when the mapping A is Lipschitz on X
[16], which is a mild assumption once X is usually a compact
set. Some examples are h(z) = 1|3 (i.e., the euclidean case),
or the “KL divergence case” [18].

Assumption 2.13 (Non-expansiveness of ®,): For all z,y €
X and B, the mapping ®; is nonexpansive, that is,
Bu(®4(x), ®:(y)) — Br(z,y) < 0.

Remark 2.14 (Necessity of Assumption 2.13): Observe that
Assumption 2.13 is a restriction on the class of dynamical
models ®;. The reason behind this assumption is to control the
impact of a possibly unreliable prediction (made by the use of
®,), as the online game progresses [20], [34].

In the results that follow, by abuse of notation, we use V/ :=
Zi:l [re(z7) = Pr(r) + 77(Fr) — 72 (0]

Theorem 2.15 (Dynamic regret: convex costs): Suppose that
assumptions 2.4, 2.11, and 2.13 hold. Define the adaptive step-
size

1
2

1
m= 25’ = (452 + (‘/75/71)2 + Dé—l)

for all t > 1. Then, Algorithm (OptDCMD) guarantees
Reg} <O ((1 +Ch) (1 +1/Dhy
-+ min {VT,/ (1+ C})T})) .

Remark 2.16 (Comparison with literature): Let us consider
the case when r; is known at the beginning of round ¢, i.e.,
Vi = 0. Observe that when @, approximates the true dy-
namics of the comparator sequence {u;}._;, we may have
C’. < Cr. Moreover, we also recover C/, = Cp if we choose
®, as the identity map. Therefore, compared to the bound
Regl < O((Cr + 1)y/Dr + 1) of Jadbabaie et al. [16], our
result improves it in the sense that it is given in terms of
C’. and D/, instead of Cp and Dy (recall the discussion
of Section I-B). Moreover, recall that we have ||[Vs:(yt—1) —
Vé¢(yi—1)|« < o by Assumption 2.4. Hence, it follows that
O(y/1+ Dio(1+ C%)) = O(VT(1 + C%)) in the worst-case,
and we recover the bound of Hall and Willett [23]. However,
Zhang et al. [24] proposed an algorithm called Ader, which
achieves the optimal bound Reg% < O(/T(1 + C},)). Thus,
in the worst-case, our regret bound does not recover the opti-
mal one. Comparing (10) with the O(min{Vr,\/T(1+7)})
dynamic regret bound of Campolongo and Orabona [25], where
7 is a known upper bound of C'7, we see that (10) has worst
dependence of C”.. This is mainly due to the fact that, in order
to exploit gradient prediction, we need to have 7, < 1/(23).
Since in [25] a fully implicit algorithm is used (see Algorithm
IOMD), the step size can depend linearly on 7, in other words,
it can be as large as necessary.

(10)

In the next theorem, we show that if the component s; = 0,
thatis, f; = r;, we achieve a bound that generalizes [25, Th. 5.1]
using function predictions, i.e., using V7. instead of V. Notice
that in this case, the updates of Algorithm OptDCMD are fully
implicit updates, just like in Algorithm IOMD.

Theorem 2.17 (Dynamic regret: implicit updates): Suppose
that assumptions 2.4, 2.11, and 2.13 hold. Furthermore, let s; =
0 for all ¢, and 7 be an upper bound of C7.. Define the adaptive
step-size

-
Vig
for all ¢ > 1. Then, Algorithm (OptDCMD) guarantees

=

Regl < O (min {VT,' 1+ T)T}) . (11)

As mentioned in Remark 2.16, the Ader algorithm of Zhang
et al. [24] guarantees the optimal worst-case dynamic regret
bound of Regé < O(y/T(1 + C7.)), without prior knowledge
of C/. or an upper bound on it. In order to achieve this bound,
an expert-tracking algorithm based on online gradient descent
(OGD) updates is used. In our final result, we show that by
using a step-size that adapts to 7, a similar regret bound can be
achieved while also exploiting gradient predictions.

Theorem 2.18 (Dynamic regret: fully adaptive step-size):
Suppose that assumptions 2.4, 2.11, and 2.13 hold. Furthermore,
assume have access to r;, thus, we can choose 7; = r;. Set the
adaptive step-size to 1y = 12 = 1/(20) and

Cl 11
M=\~
Dy 4 +0:

fort > 2, where 6; is chosen such thatn; < 7,1 < ﬁ and 0; >
;1 for all ¢. In this scenario, Algorithm OptDCMD guarantees

Regl < O (\/(oT + D)1+ C’T)) RGP

Remark 2.19 (Comments on 0;): From the definition of the
step-size used in Theorem 2.18, we notice that the more the ref-
erence sequence {u; }£_; varies (i.e., the bigger C} is), the larger
1¢ should be. Intuitively, we need larger step-sizes to “track” a
reference sequence that changes a lot. On the other hand, in
order to exploit gradient prediction, we also need n; < 1/(203).
Thus, 6, can be interpreted as a trade-off parameter, which must
be big enough so that n; < 1/(2/3), but also not too big so that
the algorithm is not able to “track” {u; }Z_,. Also notice that, in
the case of perfect gradient predictions (i.e. D/, = 0), the regret

bound of Theorem 2.18 becomes Regd < O(1 + C%.), since
in this scenario we need 6, = O(1 + C}) in order to guarantee
that ; < 1/(28). This dynamic regret bound is similar to the
one presented in [22], where the authors do not use any kind
of gradient predictions, but assume strongly convex costs and a
specific reference sequence defined as u; = arg mingcy f¢(x).

In Theorem 2.18, notice that feedback about |u; —
®; 1 (us—1)]| after round ¢ is necessary to implement the pro-
posed step-size n;. Although this information may not be avail-
able in the most general case of arbitrary costs f; and reference
sequence u, it is reasonable to assume this type of feedback in
many applications. For example, in the case, where the reference
sequence is a fixed point (and the dynamic regret reduces to
static regret), the feedback assumption trivially holds since in
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this case ||us —us—1]| = 0. Another example is the case of
quadratic costs (see experimental results in [22] and [34]), which
is ubiquitous in control applications. In this case, the gradient
feedback V f; constrains the information about wu;, thus, our
step-sizes can be implemented. Finally, another common case is
when u; = arg mingecy f:(). When the cost f; is revealed after
round %, its optimizer can be computed, and again our step-sizes
7, can be implemented, although it may be computationally
expensive to do so.

Differently from the approach proposed in Theorem 2.18,
algorithms based on the doubling-trick or experts have been
proposed as a way to adapt to C’. without knowing it in ad-
vance [16], [24], [25]. We leave it as an open question whether
or not these tools can be used to prove tighter dynamic regret
bounds when using gradient and/or function predictions. More-
over, our regret bounds can serve as the basis for the design and
analyses of algorithms that learn gradient/function predictors
and minimize regret simultaneously. For instance, in order to
learn good predictors, it may be necessary to explore the action
space by playing actions perturbed by some noise. This strategy
may lead to regret bounds that depend on the prediction error (i.e,
D’ and/or V) and terms that depend on the perturbation noise.
Studying the trade-off between exploration (playing perturbed
action to learn good predictors and minimize D7, and/or V) and
exploitation (playing actions with low noise) is an interesting
future work direction.

[Il. TECHNICAL PROOFS

A. Auxiliary Lemmas

The following lemma is a straightforward generalization of
the standard mirror descent inequality and is stated without
proof.

Lemma 3.1: Suppose that & is a closed convex set. Let ¢ :
X — R be a convex function and n > 0. Define

u = arg Irg/_rvl {ne(x) + Bu(z,v)}.

It follows that, for all z € X and g(u) € dp(u)
77<9(U)7U - Z> < Bh(za U) - Bh(za U) - Bh(uav)'

The next lemma relates the proximal gradient updates (e.g.,
as in Algorithm OptCMD) with the gradients of the linearized
components.

Lemma 3.2: Suppose that X" is a closed convex setin a Banach
space S equipped with a norm || - ||. Let h be 1-strongly convex
wrt || -||. Let wy,we € S*, v € X, r: X - R is a convex
function and 7 > 0. Define

. 1
uy 1= arg min {(wl, x1) 4+ r(z) + th(xl,v)}
1

1
ug 1= arg min {(wQ,x2> +r(z2) + EBh(ZL’Q, v)} .

xo€X

Then, it holds that ||u; — us|| < nljwy — wal|«.
Proof: From the optimality of vy and us [51, Th. 3.1.24], we
have

(w1 + g(uy),us —ur) > (Vh(uy) — Vh(v),u1 — ug) and

n(—wz — g(u2),ug — u1) > (Vh(v) — Vh(uz),ur — uz)

where g(u) € Or(u) Vu € X. Adding these two inequalities up,
we get

(13)

n(wr — wa + g(u1) — g(uz), uz — u1)
— Vh(uz),u; — us).

Since h is 1-strongly convex, it follows that:

(Vh(ul) - Vh(uz),ul - UQ> Z Hul — UQ||2. (14)

Combining (13) and (14), using the Cauchy—Schwarz inequality
and the monotonicity of the subgradient (g(u;) — g(uz),us —
u1) < 0, we have [|[u; — ua||? < nljw; — wa|«||uz — uy||. Asa
result, the claim follows.

The next lemma s useful for upper bounding quantities arising
from the use of adaptive step-sizes in OCO algorithms.

Lemma3.3: Let{a;}1_,,{br} 11}, {cr}F_,, be nonnegative
sequences, with b;y1 > b, and ¢iy1 > ¢;. Then, for T > 1

T b -

¢
E Qpy | —————— < 2 bT(cT—i—E at>.
SN et T a \/ =1

Proof: The proof is by induction. For 7' = 1, one can show
analytically that the inequality holds. Suppose that the inequality
holds for some 7" — 1 > 2. Thus, it follows that:

o
— CtJer 10k
T—1
at
Py Ct"‘Zk 1ak CT+Zk 10k
T-1 br
2 bT1<CT 1+ )+aT _—
\/ Z or + Y hoy Gk

T b
< 2\/bT (CT —GT+Zt:1 at) + ar m
=1

ar

br (2 A—ar+ \/Z)
where A := cp + 23:1 a;. As a function of ap > 0, one can
show that the R.H.S of the previous inequality is maximized
when ar = 0. Thus, \/br(2/A — ar + “—\/%) < 24/br A. This
concludes the proof. |

The next lemma is useful for upper bounding quantities
arising from the use of adaptive step-sizes in OCO algorithms,
especially when the costs are strongly convex.

Lemma 3.4: Given two positive reals a and b, it holds that

1 1 bt
Z_ )< e
(i a) <o)

Proof: Let us first recall the identity log(§) < & — 1, for any
€>0.Set& =a'/b 1. Notice that

bt a™t a_l 1 1

Thus, the claim is an immediate consequence of the above
relation. | |

IN
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B. Main Proofs < e[| Vse(@e) = Ve (ye-1) |12
Next, we continue with the proofs of our main results. 1 1 ) 1 §
1) Proof of Theorem 2.5: Define z*:=argming,cy + < - ) lxe — yel|® — =—Il®t — ye-1l|
Angyq 4ny 2n;

S°[_, fi(x). From the definition of f,
fe(@e) — fe(@") = se(@e) + re(we) — se(2”) — re(z”)

= si(xy) — se(a®) + re(xy) — 7(xy)
+ (@) = 1e(ye) +7e(ye) — ()

<A+ (Vsg(ay), mp — x¥)
+(Ge(e), me — ) + (9e(ye), ye — 2°)

= Ap + (Vse(@e) = V3u(yi-1), T — yr)
+(V3e(yt—1) + Ge(we), 20 — i)
+(Vse(@e) + ge(ye), ye — 27)

where ¢:(y) € Ore(ye), Gi(xe) € OFi(xy), Ay i=1(my) —
7i(zy) + 7(y) — ri(y) and the inequality follows from the
convexity of s, r; and 7;. Using Lemma 3.1, we get

ft(SCt) *ft(I*)

<AL+ (Vse(xy) — V3 (Y1), T — ye)

1
+ Py (Br(x", ys-1) — Bu(x", yt)
t
—Bn(zt,y1-1) — Bn(ye, 1))
<A H (I Vsi(we) = VEi(ye—1) [« llze — yell
1
+ 7{7 (Bh(x*vytfl) - Bh(x*,yt)
t
—Bh(l’nyt—l) - Bh<ytaxt))
=A+ By + Cy
where we define
Ay = || Vse(xe) = V3 (ye—1)lllle — yel|
1
277t — By (ys, x¢) — n*Bh(JUtvyt 1)
Bt = 7’7 (Bh(ﬂﬁ*,ytq) - Bh(x*7yt)) 9
t

1
Ct = At — ZBh(yt,It).
t

We will proceed by upper bounding Zle A; and Zthl B,
separately.
(Upper bounding ZtT:1 Ay): Starting from the fact that

—Bp(z,y) < —3lz — y||* and that ab < pa® + % for any p >
0, we have
A = | Vse(@e) = V8e(ye—1) ||« lze — el
1
- Tmb’h(ytyxﬁ - EBh(xtayt 1)
< Vse(ze) = V3e(ye—1)lllze — yell
1 2 1 2
meyt oy | Tmllwt Yl

1
< 21| Vse(xe) — Vs (e-1)|12 — = v — ye1|)?

2,
. R? R?
+ 2041 (| Vst (ye—1) — V3 (ye—1)|17 + o
1 R? R2
< (242 - DT _ a7
B ( P 277t> e = geal”+ 20141 2
+ 2041 | Ve (ge-1) — Vi (ye—1) |12
. R? R2
S 2l Vo) = Vi)l + 21 20
(15)

where used the facts that Mg 18 nomncreasmg, Assumptlon 24

and the fact that n; < B which implies 23%1;,1 — % <0.

Next, we will bound the two terms of (15) separately. Summing
the first termover ¢t = 1,...,7T, we get

T
2> mera || Vsi(yi1) — Vi(ye |12
t=1

Vst (ye— 1)—
Vs 4 (
< 4\/452 + (VJ)? + Dl < 4V + 4,/45% + DI,

where the inequalities follow from the definition of D}, Lemma

3.3 and va + b < \/a + +/b. Summing the second and third
terms of (15) overt = 1, ..., T and telescoping the sum, we get

R® & ( 11 ) R’

2 =\ N M 20744
Putting these bounds together, we arrive at

R2
+44/4p82 + DI,
21741
R? , 5 ;

=4+ 5 ) (Ve + 482+ Dy ).

(Upper bounding Z?:l B;): Rearranging and telescoping the
sum, we have

V§t(yt,1)||f
1D,

T
:22
t=1

T
ZAt < 4Vy +

(16)

ZBt < Z o5 y1) — Br(a®,yt))
< —B ,Yo) + By (z*,
m (2", Y0) Z (mH t> n(@", ye)
2
<F (17)
nr
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where we used Assumption 2.4. Putting (16) and (17) together,
we arrive at

B

Reg? < (Ay+ By + Cy)

1
R2 , 5 - R2
(4+> (VT+1/4ﬁ + DY +o
d 1
+) (At - mBh(ytaxt))
t=1
3R?
(4 + 2) <V} +1/48% + D’T>

~
I

L 1
A — —B 18
+ ; < ¢ 5 h(ytaxt)) (18)
< (5+ 3R2> <V’ +./482 + D! > (19)
> 2 T T

where we used the definition of 774; and the fact that V:’p =
S>7_, |A| by definition. Similar to [31, Th. 6.2], we will pro-
ceed to bound the regret in a second way, which in turn will
imply the regret is upper bounded by the minimum of (19) and
the second bound. In particular, we will focus on the following
part of (18)

() - e

=1

S

t=1 t=1

yt7 It

SN
Z HH% —yell* = chr

t

where Ap == 327 (1A — llze — v¢]|*) and ¢ := 5 + 332

Thus

4C77t

2

3R
Reg’ < cAr + (4 + 4> \/482% + D).

Next, we will proceed to prove an upper bound to A%, which
will naturally imply an upper bound to cAr. To do so, we will
first prove an upper bound to the term |A¢| — e — e |2

(20)

4C'flt
(Upper bounding |A| — 4cm |lw: — y¢]|?): From the defini-

tion of A; and convexity of r; and 7;, we have that

Ap < (gt(2)

- gt(yt)a Tt — yt>

2
. T —
< VARl ) ~ gl + 22y
Cllt
and
Ay < lge(we) — Gelye) |l llve — el

2

- . o, Nzt — el 2

< enellge(ze) — Ge(ye)[l5 + iy, (22)

for any g,(z;) € dry(x;) and §;(y;) € O (y.), where we used
the facts that L2t 1@7;;\\2 >0 and ab < pa® + % for any p > 0.

Similarly, we also have that

2
~ Ty —
~ A < VERgw) — anle)l + 120 a3y
C’l?t
2
“ Ty —
—AtScntllgt(yt)—gt(wt)IlfJf‘H t4 . 24
CTlt

Combining (21), (22), (23), and (24), we get that

o 2
Iz = yell® oy {VeRrG, enGt}  25)

A, —
A Ten,

where Gy := max{llg; (x) — ge(ye) |+, lge () — Ge (o)1}

(Upper bounding 1%): Notice that

12
My — gy = A = e wl {\/iRGt,cnth} .
deny
(26)
Defining A2 := 0, we have that

[M]=

=30 (- a2)

o+
Il

1

I
] =

(G =2 +20 = A1) 2o )

o~
Il
-

Ms

(2R*G} + 2enih—1GY)

o~
Il

1

where the last inequality follows from (26). Next, notice that by

definition
t—1
(N

\/4/32 ,+ ( IAkI) D;

Thus, we have that

*””’523,5”) By=i
=S A

MAt—1=

T T
7 <> (2R’G} +2¢G7) = (2R* +20) Y G
t=1 t=1

Taking the square root and substituting it into (20), we get the
second regret bound

[T
Reg’ < cV2R? + 2¢ Ztﬂ G?
3R?
2 /
+ (5+4 ),/45 + Dl

Finally, combining (19) and (27), arrive at

Reg} < min { (5 + > Vi, eV/2R? + 2¢ Gz}
3R?
(5+ 4> \/45?% + DI,

~0 (1+ D’T+min{v;,\/:?}) .

27
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2) Proof of Theorem 2.9: In order to prove Theorem 2.9,
first we will prove a version of this theorem for general Breg-
man divergences and a general notion of strong convexity (see
Lemma 3.8). This result is achieved by exploiting a certain
technical assumption (see Assumption 3.6). Then, we will show
that for the euclidean case (i.e., By(z,y) = 5|z — y|3), this
technical assumption always holds and Theorem 2.9 follows.

Definition 3.5 («a-Strong convexity w.r.t. Bp): A function
f: X = R is a-strongly convex w.rt. By, if f(z) — f(y) <
(Vf(x),x —y) — aBp(y,x), forall z,y € X.

Assumption 3.6 (Technical assumption): For 1 / n>a>0,
there exists a constant A > 0 such that A8y, (z,y) — Bh(y, z) —

aBp(z,z) <0, forall z,y,z € X.

Before stating the general version of Theorem 2.9, we make
a short remark on Assumption 3.6.

Remark 3.7 (Mildness of Assumption 3.6): Notice that 1, «,
and By, (z, y) are all non-negative. Thus, for a general choice of
h, one should expect to be able to choose a small enough X to
ensure that the inequality in Assumption 3.6 holds. In particular,
when By, (z,y) = 3|/ — y||3, we will show that Assumption 3.6
holds for A = /2

Lemma 3.8 (Strongly convex case with general divergence):
Suppose that Assumptions 2.4 and 3.6 hold and that the costs
{fi}L_, are a-strongly convex w.r.t. By. Using the adaptive
step-size

20
for all t > 1, Algorithm OptCMD with 7, = 7, guarantees
Reg} < O (1+1log(1+ D).

1 A -t
=z M= ((72D21 + 25)

Proof: Let x* := argmingcy 23;1 fi(z). Since s; is a-
strongly convex w.r.t. B, we have

se(x) — se(x™) < (Vse(xy), mp — a¥) — abBp(z", xy).
Thus
fe(we) = fe(a®) = se@e) + re(w) — se(2”) —re(a”)
= si(xy) — s (z") + () — reay)
+ (@) —re(ye) +re(ye) — re(2)
<(Vsi(w1), 0 — 2%) — aBp(z”, 2¢) + (ge(w0), ¢ — Y1)
+ (9t (ye), ye — %)
= (Vsi(ws) — V3:(ye-1), o0 — ye)
+ (Vse(@e) + 9e(ye), ye — 27)
+ (V5:(ys-1) + ge (), 24

where g;(y:) € Ori(ye), gi(xy) € Ory(xy) and the inequality
follows from the convexity of s; and r,. Using Lemma 3.1, we
get

- yt> - th(x*, $t)

ft(lft) - ft(x*)
<(Vsy(xg) —

1
+ — (Bp(z*
Ut(h(x

Vét(yt—l)y Ty — yt> - th($*7 JUt)

»ytfl) - Bh(‘r*uyt)

—Bn(wt,y:-1) — Bu(ys, 1))

<A+ By

where we define

1
A = 77* (Bh(x*aytfl) - Bh(x*vyt) - Bh(ytaxt))
t
—aBp(x*, zy)
. 1
B, = Hvst(ft) - Vst(yH)H*llxt - yt” - U*Bh(xt,ytfl)
t

With the above notations at hand, it follows that:

Dy Ay,
We proceed by bounding Z;T:l Ay and ZtT: 1 Bu separately.
(Upper bounding Zthl A;): Observe that

Sa-y L

t=1

T

Regy = > (fula) -

t=1

(28)

Bh( ,yt71) - Bh(x*vyt))

-3 (nlt@h(ym ) + th@‘"@“t))

t=1

378 (m,yo +Z<1)Bh( “Yt)
—Z< By (y, x1) + aBy (a7, m).

Assumption 2.4 and 1; = 1mp1y that 2 (2 vo) < 93R2,
From the definition of 77t, we have that
1 1 A
— — = | Vse(ye—1) — Vi (ye—1)|2. 29a
Mt T o2 Vst (ye-1) t(ye-1) | (29a)
Hence, we obtain
— — =) Bua",y
g <77t+1 t) a 2
(Ve (1) = Ve(ye 1))
_ )\Z t\Yt—1 - t\Yt—1)||% Bh(x*ayt)
t=1 g
< z Bala” ) %)

where the inequality follows from the fifth item in Assumption
2.4. In light of the upper bounds derived in (29), we then infer
that

ZAt < 2ﬂR2 + Z ()»Bh 7yt

1 *

—;Bh(yt,xt) —aB(x 7-1'15)) <28R*  (30)
t

where the second inequality follows from Assumption 3.6.

(Upper bounding Z'le Bt): Invoking Lemma 3.2, we con-
clude that

lye — ¢l| < mellVse(we) — V3(ye-1) |l
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and as a result o2 20 1 1
1 = 5 + = log —log | —
By <mil|Vsi(we) — Var(yr1)|2 — =B (e, ye1). s n
. Ur B o2 N 252 ( m )
Notice that 3 Y —
2
By <2n¢||Vsi(xe) — Vise(ye—1) |2 which immediately yields
1 T
+ 20| Vse(ye1) = Vae(ye1)II7 = —Bn (e, ye1) a® 207
2 2 " 2 X_:BtSE+Tlog 1+25 D7 ) (32)
<207z — yeall” + 2mlIVse(ye-1) — Vae(ye—1) I3 .
1 (Regret upper bound): In light of (30) and (32), we get
— — B (s, yr-1)- 2 902 A
us Reg%SZﬁR2+UB+Zlog< 2502 ’).
g
where we made use of the identity ||a — b||? < 2||a — _ )
l|? +2|le — b||2 and the 5 smoothness of s;,. Using Lemma The lemma immediately follows. ) 2.
—By(x,y) < L[|z — y|?, we arrive at Finally, for the euclidean case (i.e., By (z,y) = 3/lz — yl3)

and choosing A = «/2, we have

1
&g(mﬁ)mtm4w
2n;

+ 20| Vst (y—1) — Ve (ye—1)]|2-

From the definition of 7;, we have that 2, 3? — 2—71% <0Vt > 1,
and summing B; overt = 1,...,T yields

1
)\Bh(x*ayt) - TTBh(yta CL’t) - th(x*7xt)
t

o 1 a,
= ZHI* —yill5 — Tntllyt — x5 — 5|Ix — 4|

o 1
< Gl =l = gl w3 <o

where the second inequality follows from ||a — b||? < 2||a —
c||? + 2||c — b||? and the third inequality follows from 7, ' >

T T
> Bi<2Y il Vsi(yir) — Vailye )2
t=1 t=1

T B > «a. Thus, we have shown that Assumption 3.6 holds for all
<2 Z N1 | Vst (Y1) — Ve(ye-1)|? t, and Theorem 2.9 follows from Lemma 3.8. [ |
t=1 3) Proof of Theorem 2.15: Let u; € X. Following similar
T steps to the ones from the proof of Theorem 2.5, one can show
+2 Z(m - 77t+1)||vst(yt71) - Vét(ytfl)lli that fy(w¢) — foltse) < A¢ + By + Gy, where we define
t=1 Ap = | Vse(e) = Va(ye-1) [ llze — Gell
By virtue of the fifth item in Assumption 2.4, it follows that: 1 1
— TmBh(gjt,xt) — th(fL‘tayt—l)
Z — D)1 Vse(ye-1) = V3e(ye-1) |12 ]
t=1 By = — (Bu(us, ye—1) — Br(ue, i), Cp = Ay
T ) Up
Z — 1) =0 (m — rar) < 0P = o 15
Py 25 2 m h(yt717t)
Based on the above analyses, it is straightforward to see that Moreover, still following steps similar to the proof of Theorem

2.5, we can show that

T 9 T
g
By < — 42 neralVsi(y1) = Vai(ye)IZ. GD 2
tz:;t B ;t+1 t\Yt-1 t\Yt-1 ZAt_<4+R)<VTI"+ /4B2+D/T)- (33)

Notice that by the definition 7;, we have

) , o2 1 1 (Upper bounding thl By): Adding :I:iBh(qu,yt) and
[Vse(ye-1) = Vi (ye1) 2 = 5N (Ut—H - 77t) :t%Bh(CI)t(ut),yt) to B; and summing the result over t =
and as a result T we get
o2 2 T
ZBt <Z + 27 Nes ( L 1) , ZBt—Z (Br(ut,yt—1) — Bp(ues1,ye) + B (ues1, yt)
pa— Ne+1 M =11
Using Lemma 3.4 to upper bound the RHS of the inequality =B (Pe(ut), yt) + Br(Pe(ue), Po(e)) —Bn(ut, §t))

above, we have that where we made use of y; = ®;(7;). By Assumption 2.11, it

T 2 9,2~ —1 holds that for some positive real ~y
ZBt<U—+L21og e+
= B 2 B (i1, ye) = Br(Pe(ue), ye) < vllurrr — Polu)]]-

t=1

!
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By Assumption 2.13, it further holds that 3R? ,
+ 4+T+vCT \/4582% + Dl.. (38)
By (®+(ut), ¢(gt)) — Br(ue, §) < 0.

By virtue of the last two inequalities, we arrive at

SLED IR

+[lugrr —

(Br(we, ye—1) — Br(ues1, ye)

Py (ur)]]) - (34)

Next, observe that

Z

Bh utvyt 1) Bh(UtJrlvyt))

T
1 1 1
< *mBh(Uhyo)‘i‘ E (‘

7 -
= \Tlt  Tt-1

2 T 2
§R+R2Z<11>§R
t=2

Uil Mt Nt—1 nr

) B (ug, ye-1)

where we made use Assumption 2.4. Considering inequality
(34), one can conclude based on the above arguments that

T AN
5080 < 30 (Ll - w])
t=1 eI\

< — + — Z e = @) = LR yqcy)
(35)

where the second inequality follows from 7, > 7,,. Putting
(33) and (35) together, we arrive at:

T
Reg% S Z (At + Bt + Ct)
t=1

R2
< <4+ 2) (V} +4/452 +D’T>

T
1
+(R* + VCT + >, (At - mBh(yt»xtO

t=1
3R? -
< (4+ 5 +70’T> (V% +4/482 +DT>
T 1
+ ; (At - mBh(yt,wt))
3R? -
< (5 + N + 70’T> (V% +./482 + DT> 37)

where we used the definition of 7741 and the fact that
Vi =T, |At\ Define c¢:=5+ # +~C% and Ap =
Zthl(|At| 4cm lz¢ — v¢]|?). By following the same steps of
the last part of the proof of Theorem 2.5, one can show

T
Regy < cV/2R? +2¢1/y G7

(36)

Finally, combining (37) and (38), arrive at

Reg? < min

2 T
x {(5 + % + wc}) Vi, eV/2R? + 2q/zH G,%}
3R? , -
+ 4+ = +1C7 ) \J48° + Dr,

=0 <(1 +Cp) <1 + 1/ D} 4+ min {V}, 1+ C’T)TD) :
This concludes the proof. |

C. Proof of Theorem 2.17

Similarly to the beginning of the proof of Theorem 2.15, one
can show that f;(x;) — fi(uy) < By + Cy, where we define
1

By = — (Bh(utyytfl)
Tt

— Bh(ut, :ljt)) and

1 .
Cyi= Ay — 7Bh(ytaxt)~
Ui

Next, continuing following the proof of Theorem 2.15, we have
that

R?
ZBt < —+ Z —Hum By () < — (32 +77).
) nr

Thus, we have that

T
Regy < Z (B + Cy)
t=1

| /\

T
R2 +77' + Z (At - *Bh yt7$t)>

" t—1

R? ~ 1
<T ++ 1) Vi—> =By, x).

t=1 It

IN

Again following the steps of the proof of Theorem 2.15, we can
alternatively bound the regret by

/=T
Reg} < ¢V 2R? 4 27¢ Zt—l G? <O(/(1+71)T)

where ¢ = R; + ~ 4 1. Combining the two regret bounds, we
have

Reg} <O (min {Vf, (1+ T)T}) .
This concludes the proof. ]

1) Proof of Theorem 2.18: We start the proof by following
similar steps to the ones taken in the proof of Theorem 2.9. By
doing so, we arrive at

T

Reg} = > (f(n)

t=1

(39)

T T
~ i) S At B
t=1 t=1
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where

At = HVst(zt) - V§t(yt71)”*HIt - gt”

1 1
— —Bn(y,xt) — —Bp(xe, yi
e h(yt t) e h( ty Yt 1)

1 -
By = ;(Bh(utyyt—l) — B (ut, §t))-
t
(Upper bounding ZtT:1 Ay): We proceed by bounding

Zthl A, in the sequel. Recall that by definition, 1, < 1/(25)
for all ¢. Thus, by following similar steps as taken in the proof
of Theorem 2.5, we get

T
R2
Z Ap < 2
=1 nr

Recall the definition of 7;. Invoking lemma Lemma 3.3, we
arrive at

T
+ 2Zm+1\|VSt(yt71) — V(1) |2
+1 =1

T 2

ZAt < 2R

t=1 r+1

+4y/(0r + Dp)(1+Cp). (40)

(Upper bounding Z;‘F:l B,): Following similar steps as taken
in the proof of Theorem 2.15, we can bound:

T T
R2
ZBt S — + l||ut+1 — @t(ut)H
=1 oo
Define Auy := ||urr1 — ®i(uy)| and notice that
T T
1 1 1
Z lAUt = < - + ) Auy
= 1 \t M1 Tt
11 d
= — = Auy + Au
’y; (7716 77t+1> ' 'y; Nt+1 !
2 T
m 1 M+t

where for the last inequality, we assumed without loss of gen-
erality that Au; < R%. Following these same steps again, and
using the fact that n; = 7, we get

T

279R2 1
Z 7*”utﬂ — Oy (uy)]| < i + ’yz — Auy.
= M =1 t+2

Recall the definition of 7, in Theorem 2.18. Invoking Lemma
3.3, we get

T

1
vy @HWH — Oy ()|

t=1

< 294/ (Ors2 + Dipyy ) (1 + Cp).

Back to our upper bound on A;, we now have

T
2vR? R?
> B < T 2y (014 + Dy )(1+ Ch).
t=1 n i

(41)

(Regret upper bound): Considering equations (39), (40), and
(41), it holds that

202 R2 3R?
+ —
m 2nr

+ (44 29)y/(Or 42 + Dipyy ) (1+ Ch).

Reg% <

This concludes the proof. |

IV. NUMERICAL EXPERIMENTS

A. Tracking Dynamical Parameters

In this section, we employ a strategy based on Algorithm Opt-
DCMD in a parameter tracking problem. The scenario presented
in this section is based on the numerical experiment of [34]. De-
note the parameters to be tracked by u; € R*. These parameters
have dynamics described by the linear model u;+1 = Auy + vy.
Similarly to [34], we emphasize that our online learning results
hold even when the noise is adversarial with an unknown struc-
ture. For this experiment, we use

101 0 0

o1 01 o0 (2 B >0

A=1lo 0 1 oa| ™ ”“{—1 if 5 < 0
00 0 1

where v; is Gaussian noise with a random covariance matrix,
and the inequalities in the definition of v; are component-wise.
The cost at time ¢ is defined as fy(2;) = 3 lz; — ue[|3 + [|z¢]1,
where s;(z¢) := $||lzy — w3, 7e(2e) == ||lz¢||s and z; is the
output of our tracking algorithm. We assume the Player has
access to ®;(x) = Az, which is an approximate model of the
dynamics of u;.

To choose its action sequence {x;}7_,, the Player employs a
variation of Algorithm OptDCMD with h(z) = | z||3 (i.., the
euclidean setup), with the difference that in the update rule of
Ui, we use a constant step-size 7; = 1. This change was inspired
by [22], and the fact that 3|z, — u||3 is smooth and strongly
convex. For the update rule of x,, we use the step-size defined
in Theorem 2.15 (notice that since the nonsmooth component of
the cost f; is fixed, V/ = 0 for all ¢). We consider the following
gradient prediction models:

1) Perfect: a perfect model V3 (y;—1) := Vsi(yr-1)-
2) Noisy: a noisy model V§;(y;—1) := Vs (yi—1) + wy.
3) Noisy+Bias: a noisy prediction model plus a bias term
Vi (yi-1) = Vse(yr-1) +we — L.
4) Previous: a prediction model that uses the previous cost
gradient V§;(y1—1) := Vsi_1(yi-1)-
5) Random: a random prediction model V§;(y;—1) := wy.
where w; ~ N(0,0.51). As abenchmark, we use the dynamic
mirror descent (DMD) algorithm of Hall and Willett [23] with
a constant step-size 7 = 1 and a dynamic version of Algorithm
OptMD, which also uses the dynamical model ®; to update the
vy, variable. We refer to this algorithm as dynamic OptMD.

Denote the regrets of Algorithm OptDCMD, the DMD
algorithm and the dynamic OptMD by Regf(OptDCMD),
Regf(DMD) and Regf(d-OptMD), respectively. The experi-
ments are repeated 100 times, and for each experiment, a new
trajectory {u; }7_, was generated. The shaded areas correspond
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Regret difference between the DMD algorithm, the dynamic version of Algorithm OptMD and Algorithm OptDCMD, for different gradient

prediction models. (a) OptDCMD versus DMD. (b) OptDCMD versus dynamic OptMD.

to one standard deviation for Fig. 1(a) and 0.1 times one stan-
dard deviation for Fig. 1(b). Fig. 1(a) depicts the difference
Regf(OptDCMD)—Regf(DMD). One can observe that all the
models that use some kind of information about future gradients
(perfect, noisy, noisy+bias) were able to perform better than
the benchmark. This shows that indeed Algorithm OptDCMD
was able to exploit predictive information about the problem.
Moreover, model previous and random also perform better than
the benchmark on average, showing the robustness of our algo-
rithm against inaccurate gradient predictions. Fig. 1(a) depicts
the difference Regf(OptDCMD)-Regf(d-OptMD). As can be
seen, Algorithm OptDCMD performs better than the benchmark
for all predictions models, illustrating the advantage of the com-
posite updates Algorithm OptDCMD compared with Algorithm
OptMD.

B. Portfolio Selection

In this section, we apply the result of Theorem 2.5 in a port-
folio selection problem. Suppose that an investor (or the Player)
has n assets in a Market (or Nature). Let the Player’s action  be
a probability distribution over n assets. The action set A’ is thus
Api={reR":z(i) >0,) ", x(i) = 1}. Let the return of
an asset at round ¢ be the ratio of the value of the asset between
rounds ¢t and ¢ + 1. Atround ¢, Nature chooses a strictly positive
return vector 7; € RZ; such that each entry of r; corresponds
to the return of an asset. The Player’s wealth ratio between
rounds ¢ and ¢ + 1 is (ry,z;). Let the Player’s gain at round
t be log({ry, x;)). In a game of T rounds, the goal of the Player
is to maximize Zthl log({r;, x.)) or, equivalently, to minimize
Z?:l —log((r¢, ). Hence, we have f;(x) = —log((r,z))
and Vfi(z) = —r¢/(ry, z), for all x € X.* Notice that in this
scenario, there is no nonsmooth component in the cost f;, and
Algorithm OptCMD reduces to Algorithm OptMD.

We assume that the Player has prediction models of the
return vector r;, denoted by 7;. Thus, in light of the approaches
proposed in this article, we define

Tt

_ 42
Fooyn) *42)

Vft(yt—l) =

4See [1] for a more detailed description of this problem.

In what follows, we show how the Player can employ Algorithm
OptMD to decide its action sequence {z;}7_; considering the
static regret (1). Since the costs are convex, the Player uses the
step-size rule of Theorem 2.5 in Algorithm OptMD (with V; =
0). We assume the return of each asset at each time ¢ is bounded
as min < 7 < max (component-wise). By assuming 7, = 0.5
and . = 1.5, we can set the smoothness parameter 3 = 9.
Since A,, is the n-dimensional simplex, we let h(z) be the
negative entropy function » " ; x(i)log(z(i)). Observe that h
is 1-strongly convex w.r.t. || - ||1 [52]. We consider the following
prediction models for the returns vector:
1) MA(k): a Moving Average prediction model model 7, :=
% Zf:l Tt—i-
2) Previous: a model that uses the previous return vector as
its prediction 7y := ry_1.
3) Noisy: a noisy, unbiased predictor model of the true
returns vector 7y := 14 + v, where vy ~ A(0,0.3).
4) Random: a random predictor, where the entries of 7; are
chosen uniformly between 7y, and 7pax.
5) Recursivels(k): for each stock, we have a prediction model
of the form 7, = wiri_1 + wari_o + -+ + wWEri—p +
w41, Where the weights w1, . .., wg41 are updated on-
line, using a recursive least squares algorithm.
However, instead of using the output of these models directly
in (42), we will use #*; = g(7¢). The function g(r) is defined as

Tmax 17 >1
g(r) =<1 ifr=1
Tmin 1f7r <1

and is applied component-wise for vector inputs. The interpre-
tation behind passing the predictions 7, through g is that, instead
of using the exact predictions given by our models, we use 7
only as an indication if a given stock is predicted to increase or
decrease its value in the next round.

To simulate a stock market, we use six real-world datasets:
NYSE(O), NYSE(N), DJIA, TSE, SP500, and MSCI. A detailed
description of these datasets can be found in [53]. Let the
number of assets of each dataset be /NV. As a benchmark of each
experiment, we employ the Constant Uniform Portfolio (CUP)
strategy, that is, a Player that chooses x; = [1/N, ..., 1/N], for
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Fig. 2. Algorithm OptMD applied to the portfolio selection problem. (a) NYSE(N). (b) NYSE(O). (c) DJIA. (d) MSCI. (e) SP500. (f) TSE.

all ¢ € [T]. For the datasets considered in this experiment, the
CUP strategy performed better than the Algorithm OMD, for
any n, > Oand zp = [1/N,...,1/N].

Denote the regrets of Algorithm OptMD and CUP strate-
gies by Reg?.(OptMD) and Reg’-.(CUP), respectively. Fig. 2
depicts the difference Reg;(OptMD)—Reg;(CUP) for each
considered dataset. The experiment was repeated 10 times and
the shaded areas correspond to one standard deviation. As
expected, for all datasets, the noisy model achieved the best
performance, since it uses information of 7, in the prediction 7.
More interestingly, we notice that for all datasets except DJIA,
the recursiveLS(6) prediction model performed better than all
other models. Moreover, this model also performed better than
the CUP benchmark strategy. In other words, at time ¢, we were
able to generate and exploit the predictive information about the
return of each stock, using only information available up to time
t — 1. Another interesting conclusion we can draw from Fig. 2
is that, in general, using either the previous return or a simple
moving average as predictions lead to poor performance for the
algorithm. Finally, when using the random models (i.e., gradient
predictions uncorrelated with the true gradients), Algorithm
OptMD performed generally similarly to the CUP benchmark
strategy. This indicates that our approach can also be robust to
bad gradient predictions (see Remark 2.7).

REFERENCES

[1]1 E. Hazan, “Introduction to online convex optimization,” Foundations
Trends Optim., vol. 2, no. 3—4, pp. 157-325, 2016.

N. Cesa-Bianchi and G. Lugosi, Prediction, Learning, and Games. Cam-
bridge, U.K.: Cambridge Univ. Press, 2006.

S. Shalev-Shwartz et al., “Online learning and online convex optimization,”
Foundations Trends®in Mach. Learn., vol. 4, no. 2, pp. 107-194, 2012.
S. Bubeck, “Lecture Notes: Introduction to online optimization,” Prince-
ton, NJ, USA: Princeton University - Department of Operations Research
and Financial Engineering, 2011. [Online]. Available: http://sbubeck.com/
BubeckLectureNotes.pdf

[2]
(3]
(4]

[5] S. Shalev-Shwartz and Y. Singer, “Logarithmic regret algorithms
for strongly convex repeated games,” The Hebrew University, 2007.
[Online]. Available: http:/luthuli.cs.uiuc.edu/~daf/courses/optimization/
Papers/10.1.1.116.9046.pdf }. Last visited on 2023/01/20

J. Abernethy, P. Bartlett, A. Rakhlin, and A. Tewari, “Optimal strategies
and minimax lower bounds for online convex games,” in Proc. Conf. Learn.
Theory, 2008, pp. 415-423.

N. Agarwal, B. Bullins, E. Hazan, S. Kakade, and K. Singh, “Online control
with adversarial disturbances,” in Proc. 36th Int. Conf. Mach. Learn., 2019,
pp. 111-119.

N. Agarwal, E. Hazan, and K. Singh, “Logarithmic regret for online
control,” Adv. Neural Inf. Process. Syst., 2019.

E. Hazan, S. Kakade, and K. Singh, “The nonstochastic control problem,”
in Proc. 31st Int. Conf. Algorithmic Learn. Theory, 2020, pp. 408—421.
N. Wagener, C.-A. Cheng, J. Sacks, and B. Boots, “An online learning
approach to model predictive control,” Proc. Robotics, Sci. Syst., 2019.
M. Nagahara, D. E. Quevedo, and J. /Ostergaard, “Sparse packetized
predictive control for networked control over erasure channels,” IEEE
Trans. Autom. Control, vol. 59, no. 7, pp. 1899-1905, Jul. 2014.

M. Nagahara, D. E. Quevedo, and D. NeZi¢, “Maximum hands-off control:
A paradigm of control effort minimization,” IEEE Trans. Autom. Control,
vol. 61, no. 3, pp. 735-747, Mar. 2016.

A. Rakhlin and K. Sridharan, “Online learning with predictable se-
quences,” in Proc. Conf. Learn. Theory, 2013, pp. 993-1019.

S. Rakhlin and K. Sridharan, “Optimization, learning, and games with
predictable sequences,” in Proc. Adv. Neural Inf. Process. Syst., 2013,
pp- 3066-3074.

N. Ho-Nguyen and F. Kiling-Karzan, “Exploiting problem structure in
optimization under uncertainty via online convex optimization,” Math.
Program., vol. 177, no. 1-2, pp. 113-147, 2019.

A. Jadbabaie, A. Rakhlin, S. Shahrampour, and K. Sridharan, “Online
optimization: Competing with dynamic comparators,” in Proc. 18th Int.
Conf. Artif. Intell. Statist., 2015, pp. 398-406.

Y. Nesterov, Introductory Lectures on Convex Optimization: A Basic
Course. Berlin, Germany: Springer, 2004.

T. Yang, M. Mahdavi, R. Jin, and S. Zhu, “Regret bounded by gradual
variation for online convex optimization,” Mach. Learn., vol. 95, no. 2,
pp. 183-223,2014.

0. Besbes, Y. Gur, and A. Zeevi, “Non-stationary stochastic optimization,”
Operations Res., vol. 63, no. 5, pp. 1227-1244, 2015.

E.C.Hall and R. M. Willett, “Online convex optimization in dynamic envi-
ronments,” IEEE J. Sel. Topics Signal Process., vol. 9, no. 4, pp. 647-662,
Jun. 2015.

(6]

(71

(8]
(91
[10]

[11]

[12]

[13]

[14]

[15]

[16]

[17]

[18]

[19]

[20]

Authorized licensed use limited to: TU Delft Library. Downloaded on May 09,2023 at 11:48:43 UTC from IEEE Xplore. Restrictions apply.


http://sbubeck.com/BubeckLectureNotes.pdf
http://sbubeck.com/BubeckLectureNotes.pdf
http://luthuli.cs.uiuc.edu/~daf/courses/optimization/Papers/10.1.1.116.9046.pdfprotect LY1	extbraceright . ignorespaces Last ignorespaces visited ignorespaces on ignorespaces 2023/01/20
http://luthuli.cs.uiuc.edu/~daf/courses/optimization/Papers/10.1.1.116.9046.pdfprotect LY1	extbraceright . ignorespaces Last ignorespaces visited ignorespaces on ignorespaces 2023/01/20

SCROCCARQO et al.: ADAPTIVE COMPOSITE ONLINE OPTIMIZATION

2921

[21]

[22]

[23]

[24]

[25]
[26]
[27]
(28]
[29]
[30]
(31]
(32]
[33]

[34]

[35]

[36]

[37]

(38]

[39]

[40]

[41]

[42]

[43]
[44]
[45]

[46]

[47]

(48]

M. Zinkevich, “Online convex programming and generalized infinitesimal
gradient ascent,” in Proc. 20th Int. Conf. Mach. Learn., 2003, pp. 928-936.
A. Mokhtari, S. Shahrampour, A. Jadbabaie, and A. Ribeiro, “Online
optimization in dynamic environments: Improved regret rates for strongly
convex problems,” in Proc. IEEE 55th Conf. Decis. Control, 2016,
pp. 7195-7201.

E. Hall and R. Willett, “Dynamical models and tracking regret in online
convex programming,” in Proc. 30th Int. Conf. Mach. Learn., 2013,
pp. 579-587.

L. Zhang, S. Lu, and Z.-H. Zhou, “Adaptive online learning in dynamic
environments,” in Proc. Adv. Neural Inf. Process. Syst., 2018, pp. 1323—
1333.

N. Campolongo and F. Orabona, “A closer look at temporal variability in
dynamic online learning,” 2021, arXiv:2102.07666.

J. C. Duchi, S. Shalev-Shwartz, Y. Singer, and A. Tewari, “Composite
Objective Mirror Descent.,” in Colt, vol. 10. Citeseer, 2010, pp. 14-26.
N. Parikh and S. Boyd, “Proximal algorithms,” Foundations Trends Optim.,
vol. 1, no. 3, pp. 127-239, 2014.

A. Beck, First-Order Methods in Optimization. Philadelphia, PA, USA:
SIAM, 2017.

J. Kivinen and M. K. Warmuth, “Exponentiated gradient versus gradient
descent for linear predictors,” Inf. Comput., vol. 132, no. 1, pp. 1-63, 1997.
B. Kulis and P. L. Bartlett, “Implicit online learning,” in Proc. 27th Int.
Conf. Mach. Learn., 2010, pp. 575-582.

N. Campolongo and F. Orabona, “Temporal variability in implicit online
learning,” Adv. Neural Inf. Process. Syst., vol. 33, pp. 12377-12387, 2020.
H. B. McMahan, “A unified view of regularized dual averaging and mirror
descent with implicit updates,” 2010, arXiv:1009.3240.

C. Song, J. Liu, H. Liu, Y. Jiang, and T. Zhang, “Fully implicit online
learning,” 2018, arXiv:1809.09350.

S. Shahrampour and A. Jadbabaie, “Distributed online optimization in
dynamic environments using mirror descent,” IEEE Trans. Autom. Control,
vol. 63, no. 3, pp. 714-725, Mar. 2018.

N. Chen, A. Agarwal, A. Wierman, S. Barman, and L. L. Andrew, “Online
convex optimization using predictions,” in Proc. ACM SIGMETRICS Int.
Conf. Meas. Model. Comput. Syst., 2015, pp. 191-204.

N. Chen, J. Comden, Z. Liu, A. Gandhi, and A. Wierman, “Using predic-
tions in online optimization: Looking forward with an eye on the past,”
ACM SIGMETRICS Perform. Eval. Rev., New York, NY, USA: ACM,
vol. 44, no. 1, pp. 193-206, 2016.

Y. Lin, G. Goel, and A. Wierman, “Online optimization with predictions
and non-convex losses,” in Proc. ACM Meas. Anal. Comput. Syst., New
York, NY, USA: ACM, vol. 4, no. 1, pp. 1-32, 2020.

Y. Li and N. Li, “Leveraging predictions in smoothed online convex
optimization via gradient-based algorithms,” Adv. Neural Inf. Process.
Syst., vol. 33, pp. 14520-14531, 2020.

Y. Li, G. Qu, and N. Li, “Online optimization with predictions and
switching costs: Fast algorithms and the fundamental limit,” IEEE Trans.
Autom. Control, vol. 66, no. 10, pp. 4761-4768, Oct. 2021.

Y. Li, X. Chen, and N. Li, “Online optimal control with linear dynamics
and predictions: Algorithms and regret analysis,” Adv. Neural Inf. Process.
Syst., vol. 32, 2019. [Online]. Available: https://proceedings.neurips.cc/
paper/2019/hash/6d1e481bdcf159961818823e652a7725- Abstract.html
C. Yu, G. Shi, S.-J. Chung, Y. Yue, and A. Wierman, “The power of
predictions in online control,” Adv. Neural Inf. Process. Syst., vol. 33,
pp. 1994-2004, 2020.

T. Li et al., “Robustness and consistency in linear quadratic control with
untrusted predictions,” Proc. ACM Meas. Anal. Comput. Syst., vol. 6,no. 1,
pp. 1-35,2022.

0. Dekel, A. Flajolet, N. Haghtalab, and P. Jaillet, “Online learning with
a hint,” in Proc. Adv. Neural Inf. Process. Syst., 2017, pp. 5299-5308.

A. Bhaskara, A. Cutkosky, R. Kumar, and M. Purohit, “Online learning
with imperfect hints,” in Proc. Int. Conf. Mach. Learn., 2020, pp. 822-831.
A. Lesage-Landry, I. Shames, and J. A. Taylor, “Predictive online convex
optimization,” Automatica, vol. 113, 2020, Art. no. 108771.

R.J.Ravier, A. R. Calderbank, and V. Tarokh, “Prediction in online convex
optimization for parametrizable objective functions,” in Proc. IEEE 58th
Conf. Decis. Control, 2019, pp. 2455-2460.

T.-J. Chang and S. Shahrampour, “‘On online optimization: Dynamic regret
analysis of strongly convex and smooth problems,” in Proc. AAAI Conf.
Artif. Intell., vol. 35, no. 8, 2021, pp. 6966—6973.

E. Hazan, A. Agarwal, and S. Kale, “Logarithmic regret algorithms for
online convex optimization,” Mach. Learn., vol. 69, no. 2, pp. 169-192,
2007.

[49] P. Zattoni Scroccaro, A. S. Kolarijani, and P. Mohajerin Esfahani, “Adap-
tive composite online optimization: Predictions in static and dynamic
environments,” 2022, arXiv:2205.00446.

M. Mohri and S. Yang, “Accelerating online convex optimization via
adaptive prediction,” Artif. Intell. Statist., pp. 848-856, 2016.

Y. Nesterov, Lectures on Convex Optimization, vol. 137. Springer: Berlin,
Germany, 2018.

S. Bubeck, Convex Optimization: Algorithms and Complexity, Ser. Foun-
dations and Trends in Machine Learning. Norwell, MA, USA: Now
Publishers, 2015.

B.Li, S. C. Hoi, D. Sahoo, and Z.-Y. Liu, “Moving average reversion strat-
egy for on-line portfolio selection,” Artif. Intell., vol. 222, pp. 104—-123,
2015.

[50]
[51]

[52]

(53]

Pedro Zattoni Scroccaro received the B.Eng
degree in control and automation from the Fed-
eral University of Technology - Parana, Curitiba,
Brazil, in 2017, and the M.Sc. degree in systems
and control from the Delft University of Technol-
ogy, Delft, The Netherlands, in 2020.

He is currently a Ph.D. Researcher with
the Delft University of Technology, Delft, The
Netherlands. His current research interests in-
clude online convex optimization, inverse opti-
mization, and optimization algorithms, with ap-
plications to control and transportation systems.

Arman Sharifi Kolarijani received the M.Sc.
degree in applied mechanics from the Sharif
University of Technology, Tehran, Iran, in 2011,
and the M.Sc. and Ph.D. degrees in systems
and control from the Delft University of Technol-
ogy, Delft, The Netherlands, in 2014 and 2019,
respectively.

He is currently a Postdoctoral Researcher
with the Delft University of Technology. From
2008 to 2012, he was an Associate Researcher
with Actuators Lab, Khaj-e-Nasir University of
Technology, Tehran, Iran, working on the design and construction of
rehabilitation device for lower limbs. His current research interests in-
clude optimization algorithms, optimal control, and symbolic verification
of networked control systems.

Peyman Mohajerin Esfahani received the
B.Sc. and M.Sc. degrees in electrical engineer-
ing from Sharif University of Technology, Tehran,
Iran, in 2005 and 2007, respectively, and the
Ph.D. degree in control from ETH Zurich, Zurich,
Switzerland, in 2014. He joined TU Delft in
October 2016 as an Assistant Professor. He
is currently an Associate Professor with the
Delft Center for Systems and Control and a
co-Director of the Delft-Al Energy Lab. Prior to
joining TU Delft, he held several research ap-
pointments at EPFL, ETH Zurich, and MIT between 2014 and 2016. His
research interests include theoretical and practical aspects of decision-
making problems in uncertain and dynamic environments, with applica-
tions to control and security of large-scale and distributed systems.

He is an Associate Editor of Operations Research, Transactions on
Automatic Control, and Open Journal of Mathematical Optimization. He
was one of the three finalists for the Young Researcher Prize in Contin-
uous Optimization awarded by the Mathematical Optimization Society
in 2016, and a recipient of the 2016 George S. Axelby Outstanding
Paper Award from the IEEE Control Systems Society. He received the
ERC Starting Grant and the INFORMS Frederick W. Lanchester Prize in
2020. He is the recipient of the 2022 European Control Award.

b

Authorized licensed use limited to: TU Delft Library. Downloaded on May 09,2023 at 11:48:43 UTC from IEEE Xplore. Restrictions apply.


https://proceedings.neurips.cc/paper/2019/hash/6d1e481bdcf159961818823e652a7725-Abstract.html
https://proceedings.neurips.cc/paper/2019/hash/6d1e481bdcf159961818823e652a7725-Abstract.html


<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (sRGB IEC61966-2.1)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Warning
  /CompatibilityLevel 1.4
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJobTicket false
  /DefaultRenderingIntent /Default
  /DetectBlends true
  /DetectCurves 0.0000
  /ColorConversionStrategy /sRGB
  /DoThumbnails true
  /EmbedAllFonts true
  /EmbedOpenType false
  /ParseICCProfilesInComments true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 1048576
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 0
  /ParseDSCComments false
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveDICMYKValues true
  /PreserveEPSInfo false
  /PreserveFlatness true
  /PreserveHalftoneInfo true
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts true
  /TransferFunctionInfo /Remove
  /UCRandBGInfo /Preserve
  /UsePrologue false
  /ColorSettingsFile ()
  /AlwaysEmbed [ true
    /Algerian
    /Arial-Black
    /Arial-BlackItalic
    /Arial-BoldItalicMT
    /Arial-BoldMT
    /Arial-ItalicMT
    /ArialMT
    /ArialNarrow
    /ArialNarrow-Bold
    /ArialNarrow-BoldItalic
    /ArialNarrow-Italic
    /ArialUnicodeMS
    /BaskOldFace
    /Batang
    /Bauhaus93
    /BellMT
    /BellMTBold
    /BellMTItalic
    /BerlinSansFB-Bold
    /BerlinSansFBDemi-Bold
    /BerlinSansFB-Reg
    /BernardMT-Condensed
    /BodoniMTPosterCompressed
    /BookAntiqua
    /BookAntiqua-Bold
    /BookAntiqua-BoldItalic
    /BookAntiqua-Italic
    /BookmanOldStyle
    /BookmanOldStyle-Bold
    /BookmanOldStyle-BoldItalic
    /BookmanOldStyle-Italic
    /BookshelfSymbolSeven
    /BritannicBold
    /Broadway
    /BrushScriptMT
    /CalifornianFB-Bold
    /CalifornianFB-Italic
    /CalifornianFB-Reg
    /Centaur
    /Century
    /CenturyGothic
    /CenturyGothic-Bold
    /CenturyGothic-BoldItalic
    /CenturyGothic-Italic
    /CenturySchoolbook
    /CenturySchoolbook-Bold
    /CenturySchoolbook-BoldItalic
    /CenturySchoolbook-Italic
    /Chiller-Regular
    /ColonnaMT
    /ComicSansMS
    /ComicSansMS-Bold
    /CooperBlack
    /CourierNewPS-BoldItalicMT
    /CourierNewPS-BoldMT
    /CourierNewPS-ItalicMT
    /CourierNewPSMT
    /EstrangeloEdessa
    /FootlightMTLight
    /FreestyleScript-Regular
    /Garamond
    /Garamond-Bold
    /Garamond-Italic
    /Georgia
    /Georgia-Bold
    /Georgia-BoldItalic
    /Georgia-Italic
    /Haettenschweiler
    /HarlowSolid
    /Harrington
    /HighTowerText-Italic
    /HighTowerText-Reg
    /Impact
    /InformalRoman-Regular
    /Jokerman-Regular
    /JuiceITC-Regular
    /KristenITC-Regular
    /KuenstlerScript-Black
    /KuenstlerScript-Medium
    /KuenstlerScript-TwoBold
    /KunstlerScript
    /LatinWide
    /LetterGothicMT
    /LetterGothicMT-Bold
    /LetterGothicMT-BoldOblique
    /LetterGothicMT-Oblique
    /LucidaBright
    /LucidaBright-Demi
    /LucidaBright-DemiItalic
    /LucidaBright-Italic
    /LucidaCalligraphy-Italic
    /LucidaConsole
    /LucidaFax
    /LucidaFax-Demi
    /LucidaFax-DemiItalic
    /LucidaFax-Italic
    /LucidaHandwriting-Italic
    /LucidaSansUnicode
    /Magneto-Bold
    /MaturaMTScriptCapitals
    /MediciScriptLTStd
    /MicrosoftSansSerif
    /Mistral
    /Modern-Regular
    /MonotypeCorsiva
    /MS-Mincho
    /MSReferenceSansSerif
    /MSReferenceSpecialty
    /NiagaraEngraved-Reg
    /NiagaraSolid-Reg
    /NuptialScript
    /OldEnglishTextMT
    /Onyx
    /PalatinoLinotype-Bold
    /PalatinoLinotype-BoldItalic
    /PalatinoLinotype-Italic
    /PalatinoLinotype-Roman
    /Parchment-Regular
    /Playbill
    /PMingLiU
    /PoorRichard-Regular
    /Ravie
    /ShowcardGothic-Reg
    /SimSun
    /SnapITC-Regular
    /Stencil
    /SymbolMT
    /Tahoma
    /Tahoma-Bold
    /TempusSansITC
    /TimesNewRomanMT-ExtraBold
    /TimesNewRomanMTStd
    /TimesNewRomanMTStd-Bold
    /TimesNewRomanMTStd-BoldCond
    /TimesNewRomanMTStd-BoldIt
    /TimesNewRomanMTStd-Cond
    /TimesNewRomanMTStd-CondIt
    /TimesNewRomanMTStd-Italic
    /TimesNewRomanPS-BoldItalicMT
    /TimesNewRomanPS-BoldMT
    /TimesNewRomanPS-ItalicMT
    /TimesNewRomanPSMT
    /Times-Roman
    /Trebuchet-BoldItalic
    /TrebuchetMS
    /TrebuchetMS-Bold
    /TrebuchetMS-Italic
    /Verdana
    /Verdana-Bold
    /Verdana-BoldItalic
    /Verdana-Italic
    /VinerHandITC
    /Vivaldii
    /VladimirScript
    /Webdings
    /Wingdings2
    /Wingdings3
    /Wingdings-Regular
    /ZapfChanceryStd-Demi
    /ZWAdobeF
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /CropColorImages true
  /ColorImageMinResolution 150
  /ColorImageMinResolutionPolicy /OK
  /DownsampleColorImages false
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 900
  /ColorImageDepth -1
  /ColorImageMinDownsampleDepth 1
  /ColorImageDownsampleThreshold 1.00111
  /EncodeColorImages true
  /ColorImageFilter /DCTEncode
  /AutoFilterColorImages true
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /ColorImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasGrayImages false
  /CropGrayImages true
  /GrayImageMinResolution 150
  /GrayImageMinResolutionPolicy /OK
  /DownsampleGrayImages false
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 1200
  /GrayImageDepth -1
  /GrayImageMinDownsampleDepth 2
  /GrayImageDownsampleThreshold 1.00083
  /EncodeGrayImages true
  /GrayImageFilter /DCTEncode
  /AutoFilterGrayImages true
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.76
    /HSamples [2 1 1 2] /VSamples [2 1 1 2]
  >>
  /GrayImageDict <<
    /QFactor 0.40
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 15
  >>
  /AntiAliasMonoImages false
  /CropMonoImages true
  /MonoImageMinResolution 1200
  /MonoImageMinResolutionPolicy /OK
  /DownsampleMonoImages false
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 1600
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.00063
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /CheckCompliance [
    /None
  ]
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputConditionIdentifier ()
  /PDFXOutputCondition ()
  /PDFXRegistryName ()
  /PDFXTrapped /False

  /CreateJDFFile false
  /Description <<
    /CHS <FEFF4f7f75288fd94e9b8bbe5b9a521b5efa7684002000410064006f006200650020005000440046002065876863900275284e8e55464e1a65876863768467e5770b548c62535370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c676562535f00521b5efa768400200050004400460020658768633002>
    /CHT <FEFF4f7f752890194e9b8a2d7f6e5efa7acb7684002000410064006f006200650020005000440046002065874ef69069752865bc666e901a554652d965874ef6768467e5770b548c52175370300260a853ef4ee54f7f75280020004100630072006f0062006100740020548c002000410064006f00620065002000520065006100640065007200200035002e003000204ee553ca66f49ad87248672c4f86958b555f5df25efa7acb76840020005000440046002065874ef63002>
    /DAN <FEFF004200720075006700200069006e0064007300740069006c006c0069006e006700650072006e0065002000740069006c0020006100740020006f007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400650072002c0020006400650072002000650067006e006500720020007300690067002000740069006c00200064006500740061006c006a006500720065007400200073006b00e60072006d007600690073006e0069006e00670020006f00670020007500640073006b007200690076006e0069006e006700200061006600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020004400650020006f007000720065007400740065006400650020005000440046002d0064006f006b0075006d0065006e0074006500720020006b0061006e002000e50062006e00650073002000690020004100630072006f00620061007400200065006c006c006500720020004100630072006f006200610074002000520065006100640065007200200035002e00300020006f00670020006e0079006500720065002e>
    /DEU <FEFF00560065007200770065006e00640065006e0020005300690065002000640069006500730065002000450069006e007300740065006c006c0075006e00670065006e0020007a0075006d002000450072007300740065006c006c0065006e00200076006f006e002000410064006f006200650020005000440046002d0044006f006b0075006d0065006e00740065006e002c00200075006d002000650069006e00650020007a0075007600650072006c00e40073007300690067006500200041006e007a006500690067006500200075006e00640020004100750073006700610062006500200076006f006e00200047006500730063006800e40066007400730064006f006b0075006d0065006e00740065006e0020007a0075002000650072007a00690065006c0065006e002e00200044006900650020005000440046002d0044006f006b0075006d0065006e007400650020006b00f6006e006e0065006e0020006d006900740020004100630072006f00620061007400200075006e0064002000520065006100640065007200200035002e003000200075006e00640020006800f600680065007200200067006500f600660066006e00650074002000770065007200640065006e002e>
    /ESP <FEFF005500740069006c0069006300650020006500730074006100200063006f006e0066006900670075007200610063006900f3006e0020007000610072006100200063007200650061007200200064006f00630075006d0065006e0074006f0073002000640065002000410064006f00620065002000500044004600200061006400650063007500610064006f007300200070006100720061002000760069007300750061006c0069007a00610063006900f3006e0020006500200069006d0070007200650073006900f3006e00200064006500200063006f006e006600690061006e007a006100200064006500200064006f00630075006d0065006e0074006f007300200063006f006d00650072006300690061006c00650073002e002000530065002000700075006500640065006e00200061006200720069007200200064006f00630075006d0065006e0074006f00730020005000440046002000630072006500610064006f007300200063006f006e0020004100630072006f006200610074002c002000410064006f00620065002000520065006100640065007200200035002e003000200079002000760065007200730069006f006e0065007300200070006f00730074006500720069006f007200650073002e>
    /FRA <FEFF005500740069006c006900730065007a00200063006500730020006f007000740069006f006e00730020006100660069006e00200064006500200063007200e900650072002000640065007300200064006f00630075006d0065006e00740073002000410064006f006200650020005000440046002000700072006f00660065007300730069006f006e006e0065006c007300200066006900610062006c0065007300200070006f007500720020006c0061002000760069007300750061006c00690073006100740069006f006e0020006500740020006c00270069006d007000720065007300730069006f006e002e0020004c0065007300200064006f00630075006d0065006e00740073002000500044004600200063007200e900e90073002000700065007500760065006e0074002000ea0074007200650020006f007500760065007200740073002000640061006e00730020004100630072006f006200610074002c002000610069006e00730069002000710075002700410064006f00620065002000520065006100640065007200200035002e0030002000650074002000760065007200730069006f006e007300200075006c007400e90072006900650075007200650073002e>
    /ITA (Utilizzare queste impostazioni per creare documenti Adobe PDF adatti per visualizzare e stampare documenti aziendali in modo affidabile. I documenti PDF creati possono essere aperti con Acrobat e Adobe Reader 5.0 e versioni successive.)
    /JPN <FEFF30d330b830cd30b9658766f8306e8868793a304a3088307353705237306b90693057305f002000410064006f0062006500200050004400460020658766f8306e4f5c6210306b4f7f75283057307e305930023053306e8a2d5b9a30674f5c62103055308c305f0020005000440046002030d530a130a430eb306f3001004100630072006f0062006100740020304a30883073002000410064006f00620065002000520065006100640065007200200035002e003000204ee5964d3067958b304f30533068304c3067304d307e305930023053306e8a2d5b9a3067306f30d530a930f330c8306e57cb30818fbc307f3092884c3044307e30593002>
    /KOR <FEFFc7740020c124c815c7440020c0acc6a9d558c5ec0020be44c988b2c8c2a40020bb38c11cb97c0020c548c815c801c73cb85c0020bcf4ace00020c778c1c4d558b2940020b3700020ac00c7a50020c801d569d55c002000410064006f0062006500200050004400460020bb38c11cb97c0020c791c131d569b2c8b2e4002e0020c774b807ac8c0020c791c131b41c00200050004400460020bb38c11cb2940020004100630072006f0062006100740020bc0f002000410064006f00620065002000520065006100640065007200200035002e00300020c774c0c1c5d0c11c0020c5f40020c2180020c788c2b5b2c8b2e4002e>
    /NLD (Gebruik deze instellingen om Adobe PDF-documenten te maken waarmee zakelijke documenten betrouwbaar kunnen worden weergegeven en afgedrukt. De gemaakte PDF-documenten kunnen worden geopend met Acrobat en Adobe Reader 5.0 en hoger.)
    /NOR <FEFF004200720075006b00200064006900730073006500200069006e006e007300740069006c006c0069006e00670065006e0065002000740069006c002000e50020006f0070007000720065007400740065002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e00740065007200200073006f006d002000650072002000650067006e0065007400200066006f00720020007000e5006c006900740065006c006900670020007600690073006e0069006e00670020006f00670020007500740073006b007200690066007400200061007600200066006f0072007200650074006e0069006e006700730064006f006b0075006d0065006e007400650072002e0020005000440046002d0064006f006b0075006d0065006e00740065006e00650020006b0061006e002000e50070006e00650073002000690020004100630072006f00620061007400200065006c006c00650072002000410064006f00620065002000520065006100640065007200200035002e003000200065006c006c00650072002e>
    /PTB <FEFF005500740069006c0069007a006500200065007300730061007300200063006f006e00660069006700750072006100e700f50065007300200064006500200066006f0072006d00610020006100200063007200690061007200200064006f00630075006d0065006e0074006f0073002000410064006f00620065002000500044004600200061006400650071007500610064006f00730020007000610072006100200061002000760069007300750061006c0069007a006100e700e3006f002000650020006100200069006d0070007200650073007300e3006f00200063006f006e0066006900e1007600650069007300200064006500200064006f00630075006d0065006e0074006f007300200063006f006d0065007200630069006100690073002e0020004f007300200064006f00630075006d0065006e0074006f00730020005000440046002000630072006900610064006f007300200070006f00640065006d0020007300650072002000610062006500720074006f007300200063006f006d0020006f0020004100630072006f006200610074002000650020006f002000410064006f00620065002000520065006100640065007200200035002e0030002000650020007600650072007300f50065007300200070006f00730074006500720069006f007200650073002e>
    /SUO <FEFF004b00e40079007400e40020006e00e40069007400e4002000610073006500740075006b007300690061002c0020006b0075006e0020006c0075006f0074002000410064006f0062006500200050004400460020002d0064006f006b0075006d0065006e007400740065006a0061002c0020006a006f0074006b006100200073006f0070006900760061007400200079007200690074007900730061007300690061006b00690072006a006f006a0065006e0020006c0075006f00740065007400740061007600610061006e0020006e00e400790074007400e4006d0069007300650065006e0020006a0061002000740075006c006f007300740061006d0069007300650065006e002e0020004c0075006f0064007500740020005000440046002d0064006f006b0075006d0065006e00740069007400200076006f0069006400610061006e0020006100760061007400610020004100630072006f0062006100740069006c006c00610020006a0061002000410064006f00620065002000520065006100640065007200200035002e0030003a006c006c00610020006a006100200075007500640065006d006d0069006c006c0061002e>
    /SVE <FEFF0041006e007600e4006e00640020006400650020006800e4007200200069006e0073007400e4006c006c006e0069006e006700610072006e00610020006f006d002000640075002000760069006c006c00200073006b006100700061002000410064006f006200650020005000440046002d0064006f006b0075006d0065006e007400200073006f006d00200070006100730073006100720020006600f60072002000740069006c006c006600f60072006c00690074006c006900670020007600690073006e0069006e00670020006f006300680020007500740073006b007200690066007400650072002000610076002000610066006600e4007200730064006f006b0075006d0065006e0074002e002000200053006b006100700061006400650020005000440046002d0064006f006b0075006d0065006e00740020006b0061006e002000f600700070006e00610073002000690020004100630072006f0062006100740020006f00630068002000410064006f00620065002000520065006100640065007200200035002e00300020006f00630068002000730065006e006100720065002e>
    /ENU (Use these settings to create PDFs that match the "Suggested"  settings for PDF Specification 4.0)
  >>
>> setdistillerparams
<<
  /HWResolution [600 600]
  /PageSize [612.000 792.000]
>> setpagedevice


