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Abstract

The selection of a Fine Attitude Control Actuator (FACA) is a systems engineering decision for small
satellites in Low Earth Orbit (LEO), directly impacting mission success by affecting pointing accuracy,
stability, and image quality. This thesis addresses the lack of a standardised rationale for selecting one
actuator over another, and a quantitative selection methodology, by developing a model-based frame-
work to determine the most suitable FACA for nadir-pointing small satellites (20-300 kg) performing
sub-meter spatial-resolution Earth observation.

A 4-DOF modular simulation is developed to model orbital dynamics, dominant disturbance torques
present at altitudes of 200 to 500 km (atmospheric, gravity-gradient, residual-dipole, and solar-radiation-
pressure), and closed-loop PID attitude control. This tool enabled quantitative trade-off analysis between
Momentum Wheel (MW) and Reaction Wheel (RW) assemblies, evaluating their pointing accuracy and
precision under identical mass and volume constraints.

The results demonstrate that for the defined mission scope, an RW assembly is the most suitable actuator,
consistently achieving superior pointing performance. Under perfect sensing conditions, RW systems can
achieve sub-meter precision, outperforming MW systems by an order of magnitude for the same mass
allocation. While MW systems exhibited lower susceptibility to sensor noise, their best-case precision
remained around 2 meters, at the expense of significantly higher pointing-accuracy error (approximately
200 m). The primary trade-off is quantified as the required torque authority, which depends on orbital
altitude and satellite cross-section, versus the total mass of the actuator assembly.

The main contribution of this work is a generalised and validated framework for quantitatively predicting
closed-loop attitude performance from high-level mission parameters, providing a practical tool for rapid
preliminary actuator sizing and selection during early-phase mission design studies.

Keywords: Attitude Determination and Control System (ADCS), Fine Pointing, Fine Attitude Con-
trol Actuator, Reaction Wheels, Momentum Bias, Momentum Wheels, PID attitude control, Disturbance
Torques, Small Satellites, Low Farth Orbit (LEO), Trade-off Analysis.



J.R. van der Ploeg

Preface

This master’s thesis, titled Performance Trade-Offs of Fine Attitude Control Actuators for Small Earth
Observation Satellites in Low Earth Orbit, concludes the Master of Science programme in Space Engi-
neering as part of the Aerospace Engineering faculty at Delft University of Technology. The research
presented herein was conducted in partial fulfilment of the requirements for the degree of Master of Sci-
ence.

The work was carried out at the Space Engineering faculty under the supervision of Dr. Ir. Jasper
Bouwmeester. The project spanned from June 2023 to December 2025.

This academic journey coincided with a period of grief due to personal loss, demanding immense for-
titude. Yet, it concluded with the immense joy of welcoming my son, Theo. This contrast shaped my
perspective, making the completion of this work a milestone I am deeply proud of.

In that daylight, I want to express my sincere gratitude to my supervisor for his guidance, insightful
feedback, and support throughout this research endeavour. His expertise and willingness to discuss the
project’s conceptual challenges were greatly appreciated.

I also extend my thanks to my family, friends, and colleagues for their encouragement and understanding
during this intensive period.

Johannes Rijpke van der Ploeg
Leiden, January 2026

% . ..
TUDelft & Page ii



Contents J.R. van der Ploeg
Contents

[Abstractl i

[Prefacel ii

[List of Tablesl vii

|List of Figures| xi

[Nomenclature] xii

|IPart 1I: Foundation & Problem Setup) 1

1 Introduction| 1

[1.1 Background information| . . . . . .. ... 1

1.2 esearch objectives|. . . . . . . . . . L e 1

[[:37 Main and sub-research questions] . . . . . . . . . v v i 2

[1.4  Methodologyl . . . . . . . e 3

I1.5  Report structure| . . . . . . . . 4

12 Scope and definitions| 6

2.1__Fine Attitude Control Actuators] . . . . . . . . . . . . . ... 6

[2.1.1  Attitude Determination And Control System| . . . . . . ... .. ... ... .. .. 7

2.1.2 Momentum Wheell . . . . . .. ... 7

2.1.3  Reaction Wheell. . . . . . . . . . 8

[2.1.4  Control Moment Gyroscope| . . . . . . . . . . . . 10

[2.1.5  Rudimentary trade-off| . . . . . . . . . ... L Lo 12

2.2 Earth’s shape and altitude definition| . . . . . . . .. . .. ... oo 14

2.3 Satellite sizes and shape| . . . . . . ... Lo 15

2.4 Wavelengths|. . . . . . . e 15

|2.4.1 Atmospheric window] . . . . .. ..o o 16

2.4.2 anchromatic Imaging| . . . . . . . . . . . . ... e 16

2.5 Ground Sampling Distance| . . . . . . . . . L 17

[2.5.1 Tmager system| . . . . . . . . L 18

[2.5.2 Native spatial resolution| . . . . . ... .. ... ... . Lo 18

|2.5.3 Detector PIXEL SIZING] « . . o v v v v e e e e e e 19

5.4 Native spatial resolution for current Satellites] . . . . . . v v v v v v v i 21

2.6 Sway and Swath width|. . . . . ... 23

.6.1 WAY] « « v e e e e e e e e e e e e e e e e e e e e e e e e e 23

262 Swath Widthl . . . . . . . .. o 24

|Part II: Core Theory & Modelling| 25

[3__Orbital dynamics| 25

BI Reference frames . . . . . . . o o ot 25

3.1.1 Earth-centred inertial reference frame (ECI)|. . . . . . ... ... ... ... .... 25

3.1.2  Earth-Centred Earth Fixed reference frame (ECEF)| . . . .. ... ... ... ... 25

3.1.3 North-East-Down reference frame (NED)[ . . . .. .. ... ... ... ... ... 26

3.1.4 Local Vertical Local Horizontal reference frame (LVLH)[ . . . . .. ... ... ... 27

3.1.5 Body-fixed reference frame (BFRF)| . . . . ... ... ... ... ... .. ... . 28

3.2 Transformation between reference framesl . . . . .. ... ... ... ... ..o ... 28

[3.2.1 Direction cosine matrix for the BCT framel . . . . . ... ... ..o 0000 29

[3.2.2 Transformation from ECI to ECEF. . . . .. ... ... ... ... ... ...... 29

[3.2.3  Transformation from ECI to NED[ . . . ... ... ... ... ... ... ..... 29

(3.2.4 Transformation from orbital reference frame to KCII . . . . ... ... ... .. .. 29

(3.2.5 Transformation from LVLH frame to KCIl . . . . ... ... . ... ... .. .. 30

[3.2.6 Transformation from BFRF to ECIl. . . . . . . . ... .. .. ... ... ...... 30

3.3 Equations of motion| . . . . . . ..o 31

2

TUDelft & Page iii



Contents J.R. van der Ploeg

[3.4 Disturbance torque| . . . . . . ... 31
3.5 Attitude propagation|. . . . . . . . L L e 32
3.6 _Initial conditions] . . . . . . . ... e 32
[3.6.1 Initial angular velocity| . . . . . . . . . ..o 33
[3.6.2 Initial angular momentum|. . . . . . . ... ..o oL Lo 33

B.7 _Orbital Modell. . . . . . . . . 33
S3.7.1  Assumptions| . . ... Lo 34

3.7.2 odelling] . . . . . . L 34
B.7.3 Verificationl . . . . . . . . .. e 36
4__External disturbances| 38
4.1 Atmospheric drag|. . . . . . . . . e e e 39
[4.1.1 Total density calculation|. . . . . . .. .. ... o oo 40
[4.1.2  Dynamic pressure estimation| . . . . . . . . .. ... L L oo 42
4.1.3 Cp estimation] . . . . . . . . . . . e 43
[4.1.4 Atmospheric centre estimation| . . . . . . . .. ... ... L. 44
E2AThedo Pressure . . . . o . oo i e 45
4.3 Gravity gradient| . . . . . . .. L 46
[4.3.1 The distance to the gravitational field| . . . . . ... .. ... .. ... . 46
[4.3.2  Earth’s gravitational perturbations| . . . . . . . . .. .. o000 47
4.3.3  Inertia tensor due to mass distribution onboard the satellitef . . . . . . .. ... .. 47

4.4 Outgassing] . . . . . . . . . .. 47
A5 Planetary Radiation PTeSSUTE| . . . . . . . o v vt i e e e e e e e 48
4.6 Residual Dipole| . . . . . . . o o o 48
[4.6.1 Residual dipole moment| . . . . . . .. ... oo oo 48
[4.6.2  Earth’s magnetic field| . . . .. ... ... ... o oo 49

A7 Radio Frequency] . . . . . . o v it 49
A8 Solar Radiation PTessurel. . . . . . o v o v vt e e 50
[4.8.1 Reflectivity properties| . . . . . . . . . L 50
[4.8.2  Centre of pressure] . . . . . . . . . .o e 52
4.8.3 Reference value estimate]. . . . . . . . . ... 52

4.9 Thermal Pressurel. . . . . . . . . . e 52
[4.9.1  Thermal radiation pressure torque| . . . . . . . . . . .. oo 52
[49.2 FEstimation of satellite’s heat fluxl . . . . . . . ... ... ... ... . 53
6_Environmental modell 56
5.1 Atmospheric torque implementation| . . . . . ... ... .. 0 L oL 56
[b.1.1  Assumptions| . . . . . . . ..o e e 56
[5.1.2  Modelling| . . . . . . . . . e 56
B1.3 Verfication| . . . . . . . . .o 59

b.2  Gravity gradient torque implementation| . . . . . . . . .. ... L. 62
[0.2.1 Assumptions| . . . . . . ... e 62
[5.2.2  Modelling| . . . . . . . 63
[5.2.3 Verificationl . . . . . . . . .. e 63

9.3 Residual Dipole Torque Implementation| . . . . . . . . ... .. ... .. ... .. ... 65
b.3.1 Assumptions| . . . ... 66

Mod O o e e e e 66

B33 VerTfcationl . . . « o o v v v e e e e e e 67

5.4 Solar radiation pressure torque implementation| . . . . . . ... ... 68
[0.4.1 Assumptions| . . . . . ..o e e e 69
[6.4.2 Modelling . . . . . ... 69
BA3  VerTHCAtionl - - « « « « v v oot e e e 70

5.5 _An overview of the dominant disturbances . . . . . . .. ... ... o000 72

z o .
TUDelft & Page iv



Contents J.R. van der Ploeg

|Part 111: Satellite Design & Control| 74
6 Satellite Design and Control 74
6.1 Satellite configuration| . . . . . . . ..o 74
6.1.1 Assumptions| . . . . . . .. 74

6.1.2 odelling| . . . . . . L 74
6.1.5 Geometry Model VEriication] . . . . . . v v v vt vt e e e e 75
6.1.4 TInertia Tensor Calculation Verificationl . . . . . . . . . .. .. ... ... ... ... 75

6.2 FACA sizing]. . . . . . . . o e e 76
6.2.1 Assumptions| . . . . ... L 76
6.2.2 Mass moment of inertial . . . . . . ... 77
[6.2.3 Design space] . . . . . . . .. 78
[6.2.4  Angular momentum and torque requirements| . . . . . .. ..o oL L 79
[6.2.5  Reaction wheel sizing optimisation| . . . . . .. ... ... oL oo 79
[6.2.6  Verification reaction wheels . . . . . . . . .. ... o 79
6.2.7  Momentum wheel sizing| . . . . . ... ... ..o o oo 81
6:2.8 Simulation output variables| . . . . . . . . .. ... 82
[6.2.9  Mass budget FACA assemblyl . . . . . . .. . .. ... ... ... ... . ..., 83

6.3 Actuator torque and control | . . . . .. ... L 83
6.3.1 Sensed attitudel . . . . . . . ... 84
6.3.2 P(I)D controller] . . . . . . . ... 86
6.3.3 Feed-forward controll . . . . . . .. . ... 86
[6.3.4 Tuning the PID controller gains|. . . . . .. ... ... ... ... ... ....... 87
6.3.5 Actuator constraintsl . . . . . . .. .. 87

6.4 Example controlled satellite employing a momentum wheel| . . . . .. ... ... ... .. 88
[6.4.1 Unstable satellite with a PD-controlled MWI. . . . . . . ... ... .. ... .... 89
6.4.2 Unstable satellite with a PID-controlled MW . . . . ... ... ... .. ... ... 89
6.4.3 Precession and Nutation of an unstable satellite with a PID-controlled MW] . 90

|6.5 Example P(I)D controlled satellite employing a set of reaction wheels| . . . .. ... ... 90
6.5.1 RW example P(I)D excluding noise]. . . . . . . .. ... ... ... 91

6.5.2 RW example P(I)D including noise| . . . . . .. .. .. ... .. L L. 92
|[Part IV: Analysis & Results| 94

[7__Tradespace exploration Setup| 94
[7T Generating samples|. . . . . . o o v v v i i 94

7.2

Sample filtering] . . . . . . . L oL 95

7.3

Discussion validity samples| . . . . . . . oL Lo 96

[7.4  Reduce number of samples|. . . . . . ... ... Lo oo oo 98
[7.4.1 Tnfluence of inclination

I8 Data Processing Methodology| 105
8.1 Data Preparation| . . . . . . . . . . .o 105
B.2 Transient Effect Removall . . . . . . . . . . . . . 106
8.3 Frequency Domain Analysis and Filteringl . . . . . .. ... ... ... 000000 107

8.3.1 Fast Fourier Transform Computation|. . . . . . . . . . . ... ... ... ...... 107

9 _Results and Discussion| 111
9.1 Closed-Loop Attitude Control Simulation Methodology|. . . . . ... ... ... ... ... 112
[072 Acceptance thresholds| . . . . . . . . . . . 112
9.3 Pertect sensing of a PID controlled satellite| . . . . . ... ... ... ... ... . ..... 114
9.4 Impertect sensing of a PID controlled satellite] . . . . . . . ... ... ... ... .. ... . 116

[9.5  Perfect versus imperfect sensing|. . . . . . . .. ... 118

9.6

adespace exploration conclusions| . . . . . . . ... Lo 120




Contents J.R. van der Ploeg

[Part V: Final Conclusions| 121
[10 Conclusions and Recommendations| 121
10.1 Main Conclusionsl. . . . . . . . . . . e 121
[10.2 Scientific Contributionl . . . . . . . . . . . . . .. 122
[10.3 Reflection on Research Scope and Limitations| . . . . . ... ... ... ... .. ...... 122
10. ecommendations for industry applications| . . . . . . ... o000 122
110.5 Recommendations for Future Researchl . . . . . . . . . . . . . .. .. ... ... ...... 123
[References I
APP d VIII
IA_Simulation datal VIII
|A.1 Satellite orbital and Geometric Properties| . . . . . . . .. ... o oo 0oL X
1A.2 Satellite force vector locations|. . . . . . . . . . . ... oL X
A3 FACA Design parameters| . . . . . . . . . . . L e XI

z o .
TUDelft & Page vi



List of Figures J.R. van der Ploeg

List of Tables

1 TANGO-Nitro instrument requirements relevant to the optical design. Source: ||13||] o 22
2 External Disturbances . . . . . . . . .. L 39
13 Drag coefficient and Projected surface area verification. The resultant Atmospheric drag |
force F'y 1s parallel to the tree stream velocity V,.; but opposite in direction. For this data, |

a flying altitude of 300 km was selected with a density p = 1.9401 - 10~ kg/m?.| . . . . . 61

[d  Astrofein Reaction Wheel Specifications [5] . . . . ... ... ... ... ... ... .. 80

[5 MATLAB model Reaction Wheel Specifications. Inputs are depicted with ‘I’ and outputs |

| WILD 071, o o o 80
16 Design Parameters for MW Series Momentum Bias Wheels| . . . . . . ... ... .. ... 82

|7 Comparison of Reaction Wheel and Momentum Bias Wheel rotating at 5000 RPM| . . . . 82

18 Satellite Design Parameters and Ranges| . . . . . . . . . ... ... ... ... ... ... 95
[ Comparative performance summary of RW and MW controlled satellites under perfect |

| sensing conditions.] . . . . . . . .. ..o e e e e e e e 115
110 Comparative performance summary of RW and MW controlled satellites under imperfect |

[ (noisy) sensing conditions.| . . . . . ... L Lo 117

List of Figures

I Report flowchart| . . . . . . . . L 4
12 The NADIR is the direction pointing directly below the satellite, orthogonal to the Earth’s |
surface. OI-NADIR 1s defined as the angle between the sensing direction and the vertical |
(NADIR) direction.|. . . . . . . . . o e 6
13 ADCS subsystems - IFine Attitude Control Actuators are working through momentum |

| exchange and are highlighted under ADCS/Actuators/Momentum Exchange| . . ... .. 7

4 Typical momentum wheels with (a) mechanical bearings and (b) magnetic bearings|. . . . 8

I?) A typical layout of a reaction wheel. Source ||88|[| ....................... 9

16 Reaction wheel pairs examples| . . . ... ... ... ... ..o 0 0oL 10

[7 Example Control Moment Gyroscope. SOUICe [57]]. « « v v v v v v v 11

8 A Variety of Simple and Advanced Plant Configurations. Source [57| . . . . . . . ... .. 11

9  Torque diagrams with governing equations for (a) reaction wheels and (b) single-gimbal |

[ control moment gyroscope. Source: [106]. . . . . . . . ... Lo 13

[{L0  Schematic representation of a satellite. Lay-out: solar array (left), S/C bus (middle), solar |

| array (right).| . . . . . . 15
|11 The atmospheric window/atmospheric electromagnetic transparency or opacity: a specific
range of electromagnetic waves that can pass through the Earth’s atmosphere. These

ranges are determined by the composition of gases in the atmosphere [24].. . . . . . . .. 16

|12 Multispectral image (left) vs. pan-sharpened image (right). The red boxes are areas |

[ highlighted in [Figure 131 SOUrce: [971. - - « -« « v o oo eoe e e e e e 17

|13 Zoomed-in image taken from |[Figure 12| Multispectral image (left) vs. pan-sharpened |

| image (right).] . . . . . . . 17

14 Outline Ground Sample Distance. Source: ||40||] ........................ 18

15 Point Spread Function of a clear aberration-free aperture. Source: [98]| . . . . . .. . ... 19

16  Point Spread Function for an imaging system with diffraction. Source:H]-Iml] ........ 20

[I7 Tlumination decay with number of bounces for different reflectivities| . . . . . . . . . . .. 21

18  Ground sampling against mass. Source: [44f[. . . . . . . ... o oo 23

19  TIllustration of Swath Width definition (AVNIR-2 observation capabilities). Source |7][. . . 23

20 The ECEF coordinates (XYZ) are shown in relation to the latitude and longitude. Source: |

| L8]l . . 26

[21 A graphical representation of the NED reference frame at a position on the Karth. The |

[ (XYZ) denote the ECEF reference frame. Source: [2] . . . ... ... ... ... .. ... . 27

[22 A graphical representation of the LVLH reference frame w.r.t. the Earth. The ijk denote |

[ the unit axis. Source: |[109]| . . . . . . . .. 27

23 Illustration of the Earth-centred inertial reference frame with I, J, K, the Earth-fixed |

reference frame with le, Je, Ke, the structure reference frame with is, js, ks, and |

the body-axis reference frame with i, j, k. Source: ||21|]] ................. 28

4 Delft .
TUDelft & Page vii



List of Figures J.R. van der Ploeg

[24  Keplerian orbit elements. The satellite (S/C) follows the orbital path in the direction of
the ascending node. The current position of the S/C is a function of the parameters shown.

Source: ||90M ............................................ 35
D5 Five polar orbits. The satellite (S/C) follows the orbital path in the direction of the |
| ascending node.| . . . . .. 35

[26  Tllustration of orbits for (a) i = 0, (b) ¢ = 45, and (c) ¢ = 90 degrees. The blue circular

‘ line depicts the instantaneous projected orbit for a non-rotating Earth, the dashed red line

[ represents the satellite’s path traced due to the rotating Earth, and the arrows indicate

| the axis systems in use. Subscripts 'ECI’, "ECEF’, "LVLH’ and ’b’ denote the axis systems.| 36
[27  Tlustration of orbital positions and velocities for (a) 7 = 0, (b) i = 45, and (c) i = 90 |

| degrees. |. . . . . o 37
[28  Environmental torques on an Karth satellite[ . . . . . ... ... ... ... ... ...... 38
EZQ Values of the density model between 200 and 500 km in heightf . . . ... ... ... ... 40

[0 A slice at 200km on_a world-wide grid for various atmospheric_constituents, including
helium (He), oxygen (O), nitrogen (N2), oxygen (02), argon (Ar), hydrogen (H), nitrogen
(N), and anomalous Oxygen (O). The yellow ball represents the sun’s footprint on Earth.

Source: Scivision [85].f . . ..o 41
[31  Atmospheric density versus altitude at (a) 0-1000 km and (b) low-Earth orbit regime of |
L 200-600 km.f . . ..o 42

[32  Atmospheric Density variations (a) with Latitude for various altitudes and (b). -90 Degrees
latitude depicts the South Pole, and +90 degrees the North Pole. The reference value is

set at the equator (latitude = 0 degrees).| . . . . .. ... ... ... ... ... ... 42

[33 The Iift C, and drag Cp coefficients for a Hat plate in frec molecular flow at hypersonic |

| speeds. Source: [storch2002Atmospheric|. . . . . ... ... o oL 44
134 Values of the density model between 200 and 500 km in heightf . . . . . .. ... ... .. 44

135 Annually Averaged Reflected Fluxes Over the Regions Indicated. T'he top-of-atmosphere
reflected flux (W /m2) and the contributions to this flux by scattering from the atmosphere
and reflection from the surface are given. The standard deviation of the deseasonalized

flux is also given. Source: |92 . . . . . . . ..o 46

36 Illustration of the magnetic torque on a current loop. Source: |43|[ . . ... ... ... .. 49

37  Recoll force COMPONENES| . . . .« v v v v v v e e e e e e e e e 51
88 Diffuse emission of a Lambertian surfacel . . . . . . . . . ... oo 0oL 53

39  Satellite thermal equilibrium of the control volume considered.| . . . . .. .. .. ... .. 54

40 Visualisation of (a) the normals to the satellite’s geometry and (b) the satellite geometry |

| relative to the incoming velocity vector.| . . . . . . . . . . . ... ... ... L. 57
41 The incidence angles of the satellite’s bus g and solar panels | . . . . . . ... ... 57

42 Atmospheric centre of pressure location r., indicated by the red dot. Here, 7., is scaled |

| by a factor of 10 for visualisation.|. . . . . . . . . .. oo 58
43 Atmospheric torque decomposition in the body axes reference tframe: Y-axis torque is the |

| only torque present due to no change in orientation relative to the V.. vector,| . .. . .. 59

44 Atmospheric torque decomposition in the body axes reference frame: torques present in the |
| X-and Y-axis. The centre of pressure coincides with the Z-axis, rendering the Z-component |

L 20100 - o o e e e 59
45 Drag Coefficient CD model comparison: mean free path model with different ¢, and oy |
L versus simple model| . . . . ..o 60
46 Projected area determination for various Orientations. . . . . . . . v v v v v v v vt 60

47 Visualisation of (a) GOCE satellite artist impression (source: [105]) and (b) GOCE satellite |

| MATLAB representation.| . . . . . . . . . . . . e 61
48 Visualisation of (a) the nano satellite geometry and (b) the MATLAB implementation| . . 62

49  Gravity gradient torque for a spherically symmetric satellite (a sphere or a perfect cube) |

for one circular orbit presented in the body axes reference frame.| . . . . . . . .. ... .. 64

[0 Gravity gradient torque for an axis-symmetric satellite (e.g. a solid cylinder whereby
I, = I,, # I..) for one circular orbit presented in the body axes reference frame. For this
example, the cylinder is oriented 30 degrees in positive pitch direction (about the Yp-axis).| 64
~ BT Right Ascension of the Ascending Node  (RAAN) and the inclination 4. Furthermore,
the reference ’starting point’ that coincides with Earth’s surface is the Vernal Equinox.
Source: [65]] . . . . ... 65

4 Delft e
TUDelft & Page viii



List of Figures J.R. van der Ploeg

B2

Gravity Gradient torques: (a) AilanSat-1 in the ECI frame and (b) Matlab implementation |

of [Equation 105] translated to the ECI frame) . . ... ... ..o 65

L
[53

Magnetic-field components: Total Intensity (F), Horizontal Intensity (H), Vertical Intensity

(Z), North-South Intensity (X), East-West Intensity (Y), Inclination (I), Declination (D).

Source: ||37||] ............................................ 66

G

Residual dipole torques for two orbits (with ¢ = 97.6 and 2 = —118): (a) AilanSat-1 in |

the ECI frame and (b) Matlab implementation of [Equation 73| translated to the ECI frame) 67

-

Residual dipole torques in the body reference frame for two orbits (with ¢ = 97.6 and |

() = —118) for two residual dipole vectors (a) RD, (b) RD,|. . . . ... ... ... .... 68

T

Residual dipole torques in the body reference frame for two orbits (with ¢ = 0 and ) = 0)

for two residual dipole vectors (a) RD, (b) RD,. The Earth’s magnetic field is modelled

by the igrfmagm function (coloured) and a simple dipole by [Equation 75| (black)] . . . . . 68

BT

Eclipse model explained: (a) presents the vectors relevant for determining whether the

S/C is eclipsed and (b) demonstrates that for a non-sun-synchronous orbit, the S/C will

be eclipsed for part of the orbit.|. . . . . . . . . . . . ... oL 70
[58  Satellite of size Xp, Y5, Zp = 3, 1,0.1] m to emphasize the differences in solar radiation |
L pressure torque for each axis.| . . . . .. ... Lo 70
[59  Sun-synchronous orbit whereby the Sun is located on the positive Ygcs axis: (a) orbital |
| path, and (b) the solar radiation pressure torque.| . . . . . . . . ... ... L. 71
|60 Equatorial orbit whereby the Sun is located on the positive Ygcy axis: (a) orbital path, |
| and (b) the solar radiation pressure torque.| . . . . . ... ... L. 71
[61  Disturbance torques for a LVLH-aligned example satellite at 200 £m altitude, . . . . . . . 73
62 Disturbance torques for a LV LH-aligned example satellite at 400 km altitude] . . . . . . . 73

63 Visual comparison between (a) the AlainSat-1 satellite configuration and (b) Matlab model

presenting the Satellite’s bus in yellow [0.3 m,0.1 m,0.1 m| with two solar arrays attached in

blue. Both present the body axis system Xy, Y3, Z; using the red, green, and blue arrows,

| respectively. . . . . L L L e e 75
64  Schematic representation of the generic reaction wheel flywheel dimensions: cross-sectional |

| view (left) and frontal view (right).|. . . . . . . . .. ... oo L oo 7
65 Schematic representation of flywheel dimensions. X denotes the axis of rotation.| . . . . . 78
66 Schematic representation of flywheel design space within the satellite’s bus. The maximum |

| allowable volume 1s V' =a X b x ¢, whereby the satellite bus dimensions constrain a,b,d . 78
67 The percentage that the FACA assembly mass occupies relative to the total satellite mass

versus altitude. The upper trend is depicted with a solid line (dark red), a power trendline

is shown in the long-dashed line (green), and the lower linear trend is presented with a

-dashed Tineinred] . . . . . . . . . . L 83
68 Attitude measurement noise for various pull rates|. . . . . ..o 0oL 85
69 X, Y, and Z Noise for a 200 Hz Pull Rate] . . . . .. ... ... ... ... ... ..... 85
[70" Disturbed (cyclically and accumulatively) satellite employing a PD-controlled MW in the |
pitch axis (Yg)| - - - - o o o o o 89
I_Wl Disturbed (cyclically and accumulatively) Satellite employing a PID-controlled MW in the |
pitch axis (YB)| - - -« « oo 90
LF2 Zoomed in version of [Figure 71| about ¢ = [1259,1361]s to indicate precession and nutation.| 90
73 Disturbed (cyclically and accumulatively) Satellite employing an orthogonal set of PD- |
| controlled RWil . . . .« . o o L o 91
{74 Disturbed (cyclically and accumulatively) Satellite employing an orthogonal set of PID- |
| controlled RWs| . . . . . . o o o o 92
{75  Disturbed (cyclically and accumulatively) satellite employing an orthogonal set of PD- |
L controlled RWs whereby sensed noise is active] . . . . . .. . ... ... ... L. 92
[76 Disturbed (cyclically and accumulatively) satellite employing an orthogonal set of PID- |
| controlled RWs whereby sensed noise is active| . . . . . . . ... ... ... ... ..... 93
[77  Simulation setup flowchart: Create Sample Set| . . . . .. .. ... ... 0L 94
78 Scatter plots illustrating the distribution of sampled orbital parameters for the satellite
mission simulation. RAAN vs inclination (left), inclination vs altitude (centre), and RAAN
vs altitude (right).| . . . . . . .o 97
_WQ The plots present the simulation distribution between solar panel mass vs bus mass (left), |
| total mass vs bus volume (centre), and total mass vs instrument aperture (right).|. . . . . 97




List of Figures J.R. van der Ploeg

180

Scatter plots illustrating the distribution of imager performance for the satellite mission

simulation. Ground sample distance vs altitude (left), Ground sample distance vs total

mass (Middle), and Ground sample distance vs aperture (right).| . . . ... ... ... .. 98

RI

Simulation setup flowchart: Reduce Number of Samples| . . . . . ... ... ... ... .. 98

R2

Overview of the undisturbed simulation results: total torque vs inclination for various |

satellite geometries. This figure presents a comparative analysis of the magnitude of the

maximum disturbance torque about each body axis for one orbit as a function of orbital

inclination. Subfigure (a) illustrates the distribution of maximum torques experienced, and

subfigure (b) illustrates the distribution of average torques experienced; a linear curve fit

1s used to enhance readability.|. . . . . . ..o Lo oo 99

R3

Overview of the undisturbed simulation results. This figure presents a comparative analysis |

of the magnitude of the maximum disturbance torque experienced about each body axis

in one orbit versus the orbital inclination across various scenarios. Subfigures (a)-(d)

illustrate the distribution of maximum torque experienced for various satellite geometries

and a linear curve fit to enhance readability.|. . . . . ... ..o o000 100

RI

Overview of the undisturbed simulation results. This figure presents a comparative analysis |

of the average disturbance torque about each body axis during one orbit, as a function of

orbital inclination, across various scenarios. Subfigures (a)-(d) illustrate the distribution

of average torque experienced for various satellite geometries; a linear curve fit is added to

enhance readability.| . . . . .. Lo 101

’5

Overview of the undisturbed simulation results. This figure presents a comparative anal- |

ysis of the maximum disturbance torque experienced about each body axis during one

orbit, versus the orbital RAAN, across various scenarios. Subfigures (a)-(d) illustrate the

distribution of maximum torque experienced for various satellite geometries and a linear

curve fit to enhance readability| . . . . . . . ... oo 102

6

Overview of the undisturbed simulation results. This figure presents a comparative analysis |

of the average disturbance torque experienced about each body axis in one orbit versus the

orbital inclination across various scenarios. Subfigures (a)-(d) illustrate the distribution of

average torque experienced for various satellite geometries; a linear curve fit is added to

enhance readability.| . . . . . . . o 103

R7

Scatter plots illustrating the distribution of the filtered samples for the satellite mission |

simulation. The scatter plots are described from left to right, top: RAAN vs inclination, |

inclination vs altitude, and RAAN vs altitude; middle: solar panel mass vs bus mass, total

mass vs bus volume, and total mass vs aperture; bottom: GoD vs altitude, GoD vs tota,

mass, and GOD VS aPETTUTE] . . .« v v v v v e o e e 104

38
39

Simulation setup flowchart: Data Processing|. . . . . . .. .. ... ... ... ... 105
Example of the angular rate (PQR) error of an MW stabilized satellite|. . . . . . . .. .. 105

90

Example of the attitude error of a MW stabilized satellite. The attitude signal on the left |

and the attitude error on the right.| . . . . . . . ... ... ... ... o L. 106

o1

Example of filtered signals for the the attitude error (left) and the PQR error (right) of an |

[

Attitude frequency components of an MW stabilised satellite: FE'T of the attitude signals |

(left), drift component (middle), oscillations (right).| . . . . . . ... ... ... ... ... 108

03

iFFT of the pitch signals: drift component with edge effect (left-top), without edge-effect

(right-top), and oscillations with edge effect (left-bottom), without edge-effect (right-

bottom).[. . . . . . 109

[04 Tradespace exploration setup Howchart, . . . . . . . . . . v o v it i 111

195 Graphical interpretation of acceptance thresholds: oscillations with a maximum amplitude |

| of 1 km (threshold 1) and drift with a maximum amplitude of 10 km (threshold 2).. . . . 113
96 Illustration of satellite pointing errors in along-track and across-track directions. It details

[ the contribution of pitch to along-track pointing error, roll to across-track pointing error,

and yaw to angular error, all relative to the NADIR reference. The overall pointing error |

[07 Performance diagrams illustrating (a) acceptance regions based on oscillation and drift

1s depicted as the deviation from the ideal pointing direction.| . . . . . . .. ... ... .. 113

thresholds, and (b) a classification of superior performance (MW, MW drift, MW oscilla-

tions, RW).[ . . . . o 114
[98 MW versus RW performance indication of accepted satellites: 27 out of 128 (21%) MW |
[ and 86 out of 128 (67%) RW satellites are accepted.| . . . . . . .. ... ... ... .... 115




List of Figures J.R. van der Ploeg

[99  Perfect sensing, MW versus RW performance indication per quadrant (a) whether either
solution is accepted and (b) whereby both solutions fall in the acceptance region. Absolute

values are used because of the logarithmic axes.|. . . . . . . ... .. .. ... ... .... 116
1100 Impertect sensing, MW versus RW performance indication of accepted satellites: 28 out of |
[ 128 (22%) MW and 76 out of 128 (59%) RW satellites are accepted] . . . . . . . . . ... 117

{101 Imperfect sensing, MW versus RW performance indication per quadrant (a) whether either
solution is accepted and (b) whereby both solutions fall in the acceptance region. Absolute

values are used because of the logarithmic axes.|. . . . . . . .. .. ... ... ... ... 118

1102 Pertect and Imperfect sensing, MW versus RW performance indication ot accepted satellites.[119
103 _RW performance degradation: imperfect versus perfect sensing. . . . . . . . . . . . . . .. 119
104 Satellite orbital and geometric Properties per simulation [m, deg, deg, m, m, m, m?>, m, |
m, m, m°, kg, kg, kal.| . . ... IX

[L05 Satellite force vector locations with respect to a neutral centre of mass per simulation. Lhe |

| units are expressed in meters unless stated otherwise.|. . . . . . . . ... .. ... ... .. X
1106 Momentum Wheel Design parameters.| . . . . . . . . . .. .. oL XI
1107 Reaction Wheel Assembly Design parameters.|. . . . . .. .. ... ... .. ... XII
2 .
TUDelft & Page xi




Nomenclature

Nomenclature

Acronyms

ADCS Attitude Determination and Control System
CMGs Control Moment Gyroscopes

COM Center of Mass

DCMs Direction Cosine Matrices

ECEF Earth-Centered Earth Fixed

ECI  Earth-centered inertial

EUV  Extreme Ultraviolet

FACA Fine Attitude Control Actuator

FOV  Field of View

GOCE Gravity field and steady-state Ocean Circulation Explorer
GSD  Ground Sampling Distance

LEO Low Earth Orbit

LVLH Local Vertical Local Horizontal

MARG Magnetic, Angular Rate, and Gravity
MWs Momentum Wheels

NED North-East-Down

NIR  Near-Infrared

NOAA National Oceanic and Atmospheric Administration
ODE Ordinary Differential Equation

PFM Proto-Flight Model

PQR Angular rates

PSF  Point Spread Function

RAAN Right Ascension of the Ascending Node
RD Residual Dipole

RDT Residual Dipole Torque

RF Radio-Frequency

RWs  Reaction Wheels

S/C  Spacecraft

SQP  Sequential Quadratic Programming
SRP  Solar Radiation Pressure

std Standard deviation

TIR  Thermal Infrared

J.R. van der Ploeg

2 .
TUDelft &y

Page xii



Nomenclature

TPMC
Greek

(07

B

Wy

v

Test-Particle Monte Carlo

Angle of attack, absorption coefficient, contact angle

Incidence angle
Gimbal angular velocity
Emissivity

Efficiency

Specific heat ratio, optical coefficient of diffuse reflectivity

Wavelength
Gravitational parameter, molecular weight

Frequency

Right Ascension of the Ascending Node (RAAN)

Argument of the periapsis, rotational velocity
Wheel speed

Roll angle

Yaw angle

Density

Stefan-Boltzmann constant, standard deviation
Torque

True anomaly, Angle of incidence, Pitch angle

True anomaly

Subscripts and Superscripts

J.R. van der Ploeg

[rad]
[rad]
[rad/s]

[deg]

[deg], [rad/s]
[rad/s]

[rad]

[rad]
[kg/m?)
(W/m?EK*]

0 Initial value

a Absorption

adt Aerodynamic Torque

b Body-fixed frame

bb Blackbody

c Cross-coupling, cage

cg Center of gravity

D Diagonal

d Diffuse, diameter

Earth Earth

eff Effective

fw Flywheel

ggt Gravity Gradient Torque
'?U Delft &y Page xiii



Nomenclature

J.R. van der Ploeg

H Horizontal

i Initial, inner, i-th wheel

max  Maximum

min  Minimum

MW  Momentum wheel

o) Outer

perfect Perfect sensing

RD Residual Dipole

RW  Reaction Wheel

S Specular

safe  Safe value

SRP  Solar Radiation Pressure

tot Total

tp Thermal pressure

A% Vertical

w Wheel

Variables

A Area [m?]
Ap Geomagnetic Ap index

CD Drag coefficient

CF Force Coeflicient

D Aperture diameter, Pitch circle diameter [m]
d Pixel size, Diameter of roller elements [m]
Doffset Steiner Term [kg - m?]
E Energy [J]
e Eccentricity

es Unit vector pointing from the spacecraft to the Sun

ev Unit vector directed towards the velocity vector

F Force [N]
f Focal length [m]
F10  Solar radio flux at ten centimeters

FB Direction Cosine Matrix, body frame

Frad Radial force [N]
H Angular Momentum [kg - m?/s]
'i:;U Delft & Page xiv



Nomenclature J.R. van der Ploeg
h Altitude, height [m]
b’ Geocentric Altitude [m]
Htotal Total angular momentum [kg - m?/s]
I Moment of Inertia (kg - m?]
Ibb  Black-body radiation [(W/m?]
Tinitial Initial [(W/m?]
J2 Second zonal harmonic coefficient

K Gain

kf Fraction coefficient

kn Knudsen number

L Characteristic length [m]
Lb Satellite body length [m]
M Mean anomaly

m Mass [kg]
Ma Applied Moment [Nm]
N Number of reflections, Number of rolling elements

n Mean motion

P Pressure [Pa]
Q Quality factor, Heat Flux [W]
q Quaternion

R Geocentric distance [m]
r Radjial distance [m]
RCP  Center of Pressure

RD  Dipole strength [Am?]
REarth Earth’s radius [m]
Rinitial Initial radius [m]
Ro Geocentric radius, Outer Radius [m]
S Surface area [m?]
SR Spatial Resolution [m]
T Temperature, Period K], [s]
t Time, Thickness [s], [m]
tw Wall thickness [m]
\Y% Velocity [m/s]
Vm  Macroscopic velocity [m/s]
Vt Molecular thermal velocity [m/s]
W Power, Width [W], [m]
X Ground resolution element [m]
z Zenith angle

'i:;U Delft & Page xv



1 Introduction J.R. van der Ploeg

1 Introduction

This chapter establishes the motivation for this research project, providing background information in
section on the challenges of selecting a fine attitude control actuator (FACA) for small satellites in
Low Earth orbit (LEO). The complexities arising from significant aerodynamic disturbances and the lack
of a standardised selection process are highlighted. The research objectives are then defined in section
[[:2] along with specific research questions that guide the investigation in section [[:3] A brief overview
of the methodology is given in section Finally, in section [1.5] an overview of the thesis structure is
presented, outlining the organisation of the subsequent chapters.

1.1 Background information

The design and operation of small satellites in Low Earth Orbit (LEO) have gained traction due to their
potential to provide valuable services to humanity [41], thanks to the performance benefits of flying at
lower altitudes, such as improved resolution and lower launch mass [19]. These small satellites serve a di-
verse range of purposes, including Earth observation, scientific research, communication, and technology
demonstration. To succeed, they all share a common need: precise and stable orientation in space [30].
Achieving this precise attitude control is vital for mission success, as it influences a satellite’s ability to
capture data, communicate effectively, and maintain operational efficiency. Designing a proper Attitude
Determination and Control System (ADCS) encompasses a detailed study on the combination of algo-
rithms and sensors together with actuator-based control [29], especially when pointing accuracies with
sub-arcsec to milli-arcsec levels are desired [10].

Although actuators on flying satellites are well documented, the trade-offs among them and the satellite
design space are often not published. Thus, the rationale is not always traceable, allowing for speculation.
It is therefore important to examine options and identify factors that affect actuator selection.

Selecting suitable actuators for a LEO satellite is a complex and time-consuming process. It is not im-
mediately clear which actuator best serves the mission, given the numerous influencing factors |[12]. At
altitudes of 230-650 km, aerodynamic disturbances add complexity, causing unwanted torque that control
torques generated by the actuators must compensate for.

In this research, control torque and angular-momentum counter-disturbances are studied using Fine At-
titude Control Actuators (FACAs). However, any rotational mechanism generates micro-vibrations that
worsen jitter performance and require power [108]. This often necessitates a systems engineering ap-
proach, and the rationale for selecting a specific actuator may be limited and in need of improvement.

Choosing FACAs directly affects a satellite’s ability to orient and stabilise itself [93], thereby influencing
attitude stability, pointing accuracy, and image quality due to unwanted micro-vibrations. Common
FACAs include Reaction Wheels, Momentum Bias Wheels, and Control Moment Gyroscopes (CMGs),
each with distinct advantages and disadvantages. Exploring selection criteria and the performance of
FACAs is particularly interesting for small satellites (20-300 kg). For nanosatellites (less than 10 kg, up
to 10 x 10 x 11.35 cm), the FACA choice is driven by the design space; larger satellites (300+ kg) are
less constrained and thus less interesting to examine.

1.2 Research objectives

This thesis aims to provide a comprehensive understanding of the decision-making surrounding the choice
of fine attitude control actuators for small satellites of 20 — 300 kg in Low Earth Orbit (LEO) at altitudes
of 200 — 650 km, where aerodynamic forces can have a significant effect on the orbital and attitude
dynamics [19]. It aims to enhance and streamline the decision-making process for selecting actuators,
bridging the gap between the system’s engineering approaches and academic research on a particular
design. The objective of this thesis is twofold:

e Identifying the key trade-off arguments for choosing fine attitude control actuators to achieve sta-
bility performance (pointing accuracy, pointing precision). To accomplish this, the balance between
orbital selection (altitude and inclination) and spacecraft size is investigated under certain design
constraints.

%
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e To identify the factors driving the pointing and stability performance of these actuators and ex-
plore potential solutions for their improvement. To achieve this, the dominant design aspects that
influence the performance of fine attitude control actuators are discussed, too.

Ultimately, the knowledge gained from this research may enable a more informed choice when selecting
a fine attitude control actuator in a premature state.
1.3 Main and sub-research questions

In this section, two main research questions are presented, each accompanied by four sub-questions. A
motivation for their relevance is provided for each sub-question.

A. What are the key performance trade-offs for selecting a fine attitude control
actuator for a nadir-pointing small satellite in Low Earth Orbit?

The selection of fine attitude control actuators is a critical decision in the design and operation of small
satellites in Low Earth Orbit. Attitude control is essential for satellite stability, proper orientation,
and effective mission execution [11]. However, selecting the appropriate type of fine attitude control
actuator entails trade-offs, as each has distinct advantages and disadvantages. The rationale for this
research question is the need to understand these trade-offs. Comparing FACAs based on the equivalent
mass and design-space budgets of the underlying components will provide insights into the performance
differences they impose. Assessing nadir-pointing performance ensures that the satellite is aligned with the
local-vertical-local-horizontal (LVLH) reference frame, thereby automatically capturing the forward- and
zenith-pointing performance as well. Moreover, nadir-pointing requires an operational profile dominated
by fine stabilisation rather than agile manoeuvring, allowing the trade-off analysis to focus on precision-
based performance metrics. In addition, this constraint enables comparison of the measured attitude
with the LVLH reference frame, thereby simplifying modelling and simulation. By exploring trade-off
arguments, this research aims to improve the selection of FACAs given a pointing accuracy and precision
of small satellites. To address the first primary research question in more detail, the following sub-research
questions have been formulated:

(A.1) What are the mission trade-off arguments to select a fine attitude control actuator?
Different missions have varying objectives and constraints. Specific mission objectives may affect the
selection of suitable attitude-control actuators. Understanding how these factors influence actuator
selection ensures that the chosen FACA aligns with the mission’s goals.

(A.2) What are the minimum satellite bus dimensions needed to house a diffraction-limited
imager for sub-meter resolution to limit the trade-space?
This sub-question addresses a systems engineering challenge in a high-resolution Earth observation
mission: the trade-off between desired performance and practical feasibility. The drive for sub-meter
resolution necessitates a feasible combination of imager aperture size, orbital altitude, and detector
technology, thereby determining the minimum satellite bus dimensions. Hence, it transforms a
mission goal into a viable minimum physical design per scenario.

(A.3) What are the quantitative models for the dominant external disturbance torques act-

ing on a satellite in LEO, and how can a modular simulation be developed and verified
to generate these torques?
The selection and sizing of attitude control actuators are systems engineering decisions that are
fundamentally constrained by the external disturbance environment. An accurate quantification
of these disturbance torques is therefore a prerequisite for all subsequent design choices. A mod-
ular simulation enables a performance evaluation across the mission envelope and various satellite
configurations.

(A.4) For representative small satellite designs, how do these disturbance torques vary with

key orbital parameters (altitude, inclination, RAAN) and satellite geometry and atti-
tude?
For a representative satellite configuration, a parametric analysis can evaluate torque variations as
functions of orbital parameters, satellite geometry, and attitude. Establishing these relationships
helps define worst-case scenarios and determine the operational boundaries that drive actuator
sizing.

%
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B. For a sub-meter spatial-resolution nadir-pointing Earth observation mission, which
fine attitude control actuator is the most suitable candidate when evaluated against
pointing error?

This research question examines the factors influencing the pointing and stability performance of the
fine attitude control actuators selected for a typical LEO Earth observation mission. Factors affecting
stability should be considered to determine whether and how to improve performance further. To create
a fair performance trade-off, the following sub-questions are posed:

(B.1)

(B.2)

(B.3)

(B.4)

1.4

How can a parametric model be developed to determine the size and mass of the
FACAs as a function of the maximum required counter-torque derived from the worst-
case disturbance analysis?

To transition from a theoretical torque requirement to a practical hardware selection, a quantitative
model is essential. This sub-question establishes a direct relationship between the disturbance
torque and the actuator mass, a factor that drives satellite feasibility.

How can the trade-space of various orbits and designs be reduced to a manageable set
of key driving parameters?

The number of variables influencing actuator performance could be a lot. This analysis identifies
parameter variability, thereby reducing the trade space to a manageable set. This enables efficient,
focused simulation and analysis while avoiding unnecessary computational effort.

How does the performance of each actuator type compare when evaluated in a closed-
loop simulation against pointing accuracy and precision for a disturbance-rejection
scenario?

This sub-question validates actuator performance in a closed-loop simulation by assessing pointing
error under realistic disturbance conditions. This provides empirical evidence for the trade-off
analysis.

How can the quantitative results from the simulations be synthesised into a robust,
generalizable selection methodology to recommend the optimal actuator for the stated
mission?

The ultimate goal is a defensible and generalizable design decision for the stated mission. This sub-
question synthesises the performance data into an overview. This ensures the final recommendation
is transparent and adaptable to similar mission profiles.

Methodology

The methodology for this research aims to address the research objectives by facilitating the selection of
suitable fine-control actuators for small LEO satellites to achieve stable nadir pointing. The systematic
approach involves the following steps, which are interlinked to the sub-research questions (A.1-B.4):

1.

Identification of candidate satellites and actuators (A.1-A.3, B.1): The first step is to
identify the range of satellites and orbits, and fine attitude control actuators suitable for sub-meter
spatial resolution imaging, while keeping the size and mass of the satellite minimal. It is established
using textbook methods and a literature review. FACA sizing is performed using an optimising
design methodology.

e Define the Trade-Space: Based on a literature review of small EO satellites, a representative
baseline satellite will be defined (mass, dimensions, geometry properties). Key parameters to
vary will include imager sizing, orbital altitude, inclination, and satellite geometry (squared
versus elongated).

e Quantify Disturbance Torques: The simulations will run at multiple points in the trade space
to identify the worst-case disturbance torque magnitudes and profiles.

e Develop automatic FACA sizing: Data sheets from an actuator manufacturer will be analysed
to compare and verify the developed FACA sizing methodology (as a function of maximum
torque, angular momentum capacity, and design space).

5
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2. A modular 4-DOF hybrid simulation (A.3): The satellite must be propagated through a
Keplerian orbit to be able to analyse the attitude stability performance (pointing accuracy and
precision). MATLAB is used to program and run simulations.

e Orbital Dynamics: Numerical propagation in a circular Keplerian orbit, whereby the orbital
position is solely orbit parameter and time-dependent, and is therefore considered 1-DOF.
The attitude must be determined more accurately by solving the 3-DOF Euler equations,
accounting for the dominant disturbances.

e Disturbance Torque Models: realistic environmental models for the dominant torques will be
implemented as a function of orbital position and attitude.

e Actuator Models: Low-fidelity models for momentum and reaction wheels will be developed
to capture their operational envelopes.

e Controller: A PID controller will be implemented for closed-loop attitude control.

3. Case study verification (A.2, A.3, B.1): The fidelity of each model is evaluated by comparing
the intermediate output results to existing case studies documented in research papers as a bench-
mark. This will provide practical insights into how the generated overview can support the final
decision-making.

4. Tradespace exploration (A.4, B.2-B.4): The theoretical pointing and stability performance will
have to be estimated quantitatively for numerous satellites in various orbits that reflect real-world
design possibilities. These estimations rely on the simulation framework developed and verified in
steps 1-3. Again, MATLAB is employed to set up, run, and extract the (final) results.

e (Closed-Loop Performance Evaluation: For the identified scenarios, the performance of MW-
and RW-controlled satellites will be evaluated in closed-loop simulations. Key metrics include
pointing accuracy and precision.

e Trade-Space Analysis: A Trade-Space analysis addressing (sensor noise versus perfect sensing
{2}, MW- versus RW-controlled {2}, trade-space {128}: 2 x 2 x 128 = 512) simulations that
account for variations in satellite geometry, inertia, orbital and disturbance parameters will
be conducted to evaluate the preferred actuator selection.

1.5 Report structure

This report comprises five parts, ranging from foundations and problem setup to analysis, results, and

conclusions, and is presented in

IV. Analy-
II. Core Theory sis & Res\i’lts
I. Foundation & & Modelling III. Satellite De- V. Final
Problem Setup e Orbital D n’xmics@ sign & Control o Tradespace ex- Conclusions
o Introduction [ > o Extornal Dis. > > ploration Setup[f] >
e Scope and turbances [l o Satellite Design e Data Processing o Conclusions and
Dcfinitions e Environmen- and Control B I\;Iel;}el;(;ll(:lsog:;d@ Recommendations [[0]
tal Model Discussion

Figure 1: Report flowchart

The structure is detailed below:

I Foundation & Problem Setup:
This part establishes the groundwork for the research. Chapter [1] introduces the background,
objectis, and methodology. Chapter[d provides definitions and outlines the scope, anatomises Fine
Attitude Control Actuators (FACAs), and details the key concepts of Earth observation parameters
and satellite design considerations that underpin the research.

II Core Theory & Modelling:
This is the theoretical backbone of the research. Chapter[3 derives the orbital dynamics, refer-
ence frames, and equations of motion governing satellite attitude. Chapter[4] reviews the external
disturbance torques acting on a satellite in LEO. Chapter [3 then details the implementation and
verification of the environmental models for atmospheric drag, gravity-gradient, magnetic, and
solar-radiation-pressure torques.
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II1

I\Y

Satellite Design & Control:

This addresses the application of the developed models. Chapter[f] defines a representative satellite
configuration and details the methodology for sizing the MW and RW assemblies based on the
derived disturbance torques. It also introduces the attitude PID control laws used to command
these actuators.

Analysis & Results: This presents the simulation work of this thesis from which the conclusions
are drawn. Chapter[7explains how the Tradespace exploration is set up, including how samples are
generated and filtered. Chapter[§describes the data-processing methods used to obtain performance
metrics from the simulation results. Finally, Chapter[d presents and discusses the simulation results,
comparing actuator performance with both perfect and imperfect sensing.

Final Conclusions: This part synthesises the research findings. Chapter[I(] summarises the main
findings, reflects on the scientific contributions and limitations, and provides recommendations for
both industry and future academic research.

Finally, the appendix contains the complete sets of simulation input data and actuator design parameters
that support the analysis within the main body of this report.
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2 Scope and definitions

To provide an understanding of the involvement of fine attitude control actuators in satellite imaging,
this chapter outlines the key areas explored. First, the momentum actuators for controlling the satel-
lite’s orientation, which are referred to as Fine Attitude Control Actuators (FACAs), are presented in
Next, the foundational definitions of Earth’s shape and altitude are given in section 2.2 From
there, the assumed satellite size and shape are discussed in 23] the wavelengths of interest in [2:4] the
resulting ground sampling distance in[2.5] and the definitions of sway and swath width are outlined in [2.6]

Specifically, this chapter answers the following research questions:

(A.1) What are the mission trade-off arguments to select a fine attitude control actuator?
This question is answered in section [2.1] by evaluating the mission’s objectives against the function-
ality of the FACA.

(A.2) What are the minimum satellite bus dimensions needed to house a diffraction-limited imager for
sub-meter resolution to limit the trade-space?
This question is answered in sections by defining the scope of the study. In particular, these
sections limit the scope to momentum exchange fine attitude control actuators onboard
small mini satellites of 20 to 300 kg. For smaller S/C, volumetric constraints drive the choice
of FACAs; larger satellites can accommodate any actuator more easily. Secondly, to further reduce
the scope, only optical Earth observation satellites flying at altitudes between 200 and 600
kilometres are considered. At these altitudes, disturbances vary with time due to space weather
phenomena, which must be accounted for. In the study, the imager is intended to point in the
NADIR direction as depicted in

Astronomical Horizon
<

y

\ Off-Nadir
V¥ Nadir

Figure 2: The NADIR is the direction pointing directly below the satellite, orthogonal to the Earth’s
surface. Off-NADIR is defined as the angle between the sensing direction and the vertical (NADIR)
direction.

2.1 Fine Attitude Control Actuators

This study focuses on the subsystem Actuators within the Attitude Determination and Control System
(ADCS), as discussed in section Multiple actuators work together to control the satellite’s orbit
and attitude. Actuators that actively control attitude along one or more axes are of particular interest
for Earth observation missions, as they play a significant role in the pointing and stability performance
of the satellite’s imager. Moreover, the type of actuation must be continuous and smooth. Therefore,
this study is concerned with momentum actuators and will be referred to as Fine Attitude Control
Actuators (or FACAs).

Momentum wheels (MWSs), Reaction wheels (RWs), and control moment gyroscopes (CMGs) are actua-
tors used for fine attitude control and satellite stabilisation. Each of these systems operates on different
principles and offers advantages. The working principles and advantages are elicited in section [2.1.2] for
MWs (momentum bias), in for RWs (momentum exchange), and in for CMGs (momentum
directing).

5
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2 Scope and definitions J.R. van der Ploeg

The broad choice between FACAs, ‘MWs’, ‘RWs’, and ‘CMGs’ is explored in section [2.1.5] and depends
on mission requirements, satellite size, and available power. It compares FACAs for two higher-level
objectives: stability and agility. To limit the scope of this research, missions that require stability are
selected, thereby limiting the research to MWs and RWs.

2.1.1 Attitude Determination And Control System

An Attitude Determination And Control System (ADCS) typically consists of multiple subsystems as
indicated in sensors, actuators, controller and interface.

e Sensors: The ADCS Sensors system comprises absolute sensors for continuous monitoring of the
satellite’s attitude relative to an external frame of reference, as well as relative sensors to track
changes in attitude relative to the previous state, like an Inertial Measurement Unit. The sensors
are out of the scope of this research. The sensed error can be implemented as described in section

631

e Actuators: The primary function of the actuators is to orient the satellite to the desired attitude
by performing rotations around at least one of three axes: Yaw, Pitch, and Roll. The actuators are
strategically positioned to exert control over the corresponding axes.

e Controller and interface: The ADCS Controller uses data retrieved from the sensors to determine
the current attitude of the satellite. The algorithm embedded in the controller calculates the target
attitude and subsequently computes the necessary rotations required for each axis. The ADCS
Interface is the hardware component responsible for transmitting signals received from the sensors
to the controller. Additionally, it manages the distribution of power to the actuators.

ADCS

T — 1

Controller
Actuators and Interface
T 1 r T . T 1 r T T

Inertial M t Elect P i P " it Input bus ( e.g.
(e.g. Inertial 5 Electro- omentum ectro- ropulsive Radiation Tocessing unl sensor data signal Power
Optical (e.g. " Exchange magnetic Actuators (e.g. (e.g. attitude sor B o
Measurement Magnetic (e.g. N " pressure (e.g. &
¢ star tracker, Devices (e.g. Torquers (e.g. chemical, | algorthms and )
Unit: magneto- N solar sails or Output bus (e.g. signal (e.g. power
sun sensor) MW, RW, magne- electric, or cold fault !
paddies) (e.g. command routing) management)

gyroscopes, meter) "
acelorometer) cMG) torquers) gas thrusters) detection) aoneration)

Figure 3: ADCS subsystems - Fine Attitude Control Actuators are working through momentum exchange
and are highlighted under ADCS/Actuators/Momentum Exchange

2.1.2 Momentum Wheel

Momentum wheels are a primary type of angular momentum exchange device used for satellite attitude
control . They consist of a spinning flywheel whose angular speed is adjusted to control satellite
attitude. Momentum bias wheels are specifically designed to maintain a constant angular momentum,
providing inherent stability along one or more axes . The bias refers to a constant, non-zero angular
momentum that helps stabilise the satellite with minimal control inputs. This inherent stability rejects
disturbances and maintains the desired orientation. External torques are counteracted by transferring
angular momentum from the wheel to the satellite, maintaining a stable reference orientation. This bias
can then be augmented with other attitude control devices.

Advantages:

e Momentum wheels exhibit a straightforward design.

e These devices enable continuous attitude stabilisation along the axis with imposed momentum bias.
Limitations:

e Momentum wheels are susceptible to saturation, necessitating the implementation of momentum
management strategies.

2
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e Momentum dumping, often using thrusters or magnetorquers, is necessary to remove accumulated
momentum [60].

Topology

Momentum wheels possess a topology similar to that of reaction wheels. Their primary components
include a flywheel assembly (rotor), a motor (comprising stator, coils, and magnets), bearings, control
electronics such as position sensors, and mounting brackets. Two representative examples are illustrated

in [Figure 4

Stator

Metal casing
Bearing urit

Motor Position:
Toils  Magnets  Sensors

(a) Conventional momentum wheel assembly: a (b) Drawing of the magnetic-bearing momentum
flywheel driven by an electric motor. Source: [82] wheel. Source [83]

Figure 4: Typical momentum wheels with (a) mechanical bearings and (b) magnetic bearings

Modelling
The dynamic behaviour of a momentum bias wheel is modelled using the principle of angular momentum
conservation, which yields the following equation of motion:

de ee.
et o, 8

In this context, 7.+ denotes the total external torque acting on the momentum wheel.
Hyheet = Lwheel * Wwheel (2)

Hheer Tepresents the angular momentum stored in the flywheel, I pee; is the moment of inertia of the
rotor, and wypee is the angular velocity of the rotor.

A change in the wheel speed, denoted as Awypeel, generates a reaction torque Tyeaction that is applied to
the satellite:

Treaction — _Iwheel . Atheel (3)

2.1.3 Reaction Wheel

Reaction wheels (RWs) are devices used for precise satellite attitude control [87]. By controlling the ro-
tational speed of one or more wheels, the satellite can generate torques in orthogonal directions, allowing
for attitude adjustments [31]. Due to the accumulation of disturbance torques, the reaction wheels will
saturate after a certain period, and the momentum must be unloaded from the reaction wheels to use
them again for attitude control [42]. RWs are therefore often accompanied by actuators that can unload
the momentum [1], such as magnetorquers.

Advantage:

e Attitude control in multiple axes.

e Can be used for stability and agile applications.
Limitations:

e Over time, reaction wheels can accumulate momentum and reach their operational limits. This
phenomenon is known as wheel saturation.
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e Because of cross-coupling due to gyroscopic stiffness, the control algorithm requires feed-up and

feedback.

e When reverting rotational direction, zero-crossing causes additional complexity.

Topology
The key components and topology of reaction wheels are listed below and are depicted in

1.

Flywheel - The flywheel (rotor) is made of material like aluminium, steel, or bronze. The wheel
is precisely balanced to minimise vibrations.

. Motor and Bearings - The flywheel is driven by an electric motor (stator). Precision bearings

are used to minimise friction.

Encoder and Encoder Mount - Control electronics are used to regulate the motor’s speed and
direction. These electronics receive commands from the satellite’s control system to adjust the
wheel’s rotational speed, generating the desired torque for attitude control.

. Mounting bracket - Reaction wheels are mounted inside the satellite with their rotational axes

oriented in specific directions.

. Sensor Feedback - Reaction wheels are equipped with sensors to provide feedback to the control

electronics to achieve the desired rate of rotation.

. Power Supply - Reaction wheels are powered by the satellite’s electrical system. They require a

stable power supply to maintain the desired wheel speeds and generate the necessary torque.

FLYWHEEL

EMCODER
MO T

ENCODER |

}

Figure 5: A typical layout of a reaction wheel. Source

Reaction wheels (RWs) are generally assembled to enable control over the satellite’s roll, pitch, and
yaw axes. When three wheels are employed, each is oriented along a specific axis to facilitate attitude
adjustments. To enhance reliability, a fourth reaction wheel may be added for redundancy, allowing the
satellite to maintain control even if one wheel fails. These wheels come in various sizes and configurations.
For example, NASA’s Kepler satellite used three reaction wheels, two of which are shown in
In smaller satellites such as CubeSats, it is common to group three or four reaction wheels together, as

depicted in

2
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(a) Reaction wheel assembly on Kepler satellite. (b) Cubesat RWs Control System Satbus 4RWO.

Source: [36] Source: [20]

Figure 6: Reaction wheel pairs examples

Modelling

The dynamic modelling of reaction wheels follows the same principles as control moment gyroscopes
(CMGs) without their gimbals, utilising the equations of rotational motion. The governing equations are
obtained by replacing the subscript 'gyro’ with 'reactionwheel’ in Equations [4}{6]

2.1.4 Control Moment Gyroscope

Control Moment Gyros (CMGs) are attitude control actuators that generate torque by changing the
orientation of a spinning rotor, see [Figure 8 CMGs offer higher torque capabilities compared to reaction
wheels, making them suitable for agile satellites requiring rapid re-orientation . CMGs consist of
a spinning rotor suspended in a gimbal assembly. When the satellite needs to change its orientation,
it adjusts the orientation of the CMG gimbals. This causes a change in the direction of the gyroscopic
torque, which results in a change in the satellite’s attitude.

Advantages:
e CMGs provide very high torque for attitude control and can rapidly adjust satellite orientation.
e Suitable for agile applications.

Limitations:

e CMGs employ gimbals and various motors. This adds to the complexity and can be expensive to
develop.

Topology
The structure of a CMG typically consists of several key components as depicted in
Below, the corresponding items are described:

1. Gyroscope Rotor - At the core of a CMG is the gyroscope rotor, which is a spinning wheel or
disk. The rotor is mounted on a set of gimbals, allowing it to move in multiple axes.

2. Gimbal Assembly - The gimbal assembly is a mechanical structure that holds the gyroscope rotor
and allows it to pivot or tilt in different directions. It usually consists of two or three gimbals, each
oriented perpendicular to the others. These gimbals are often referred to as pitch, yaw, and roll
axes.

3. Motor and Bearings - To spin the gyroscope rotor, a high-speed motor is used. The rotor is
mounted on precision bearings to minimise friction.

4. Torque Motors - CMGs are equipped with torque motors that can tilt the gimbals and thus
change the orientation of the spinning rotor. By adjusting the speed and direction of these motors,
the CMG generates torque in a specific direction.

2
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5. Sensor and Control Electronics - Sensors provide feedback on the desired orientation. Control
electronics process this feedback and compute the necessary adjustments to control the CMG’s

J.R. van der Ploeg

Figure 7: Example Control Moment Gyroscope. Source

operation.

6. Power and Communication Interfaces - CMGs are powered by the satellite’s electrical system

and are controlled through onboard computer systems.

Modelling

The equations of motion for CMGs involve the principles of angular momentum and torque.

are used to generate torques to control the orientation of a satellite by adjusting the orientation of the

spinning rotor. A CMG can be modelled as a plant, as shown in [Figure 8

Configuration

Reaction / Gyroscopic

Reaction / Gyroscopic

Brakes are applied on all
axes except rotor to mini-
mize system order

Brakes applied at second and
fourth axes - see reverse page

For Q >> @,
o 2
;= ﬂw;Jz/Jeq

Brake applied at third axis

]
Applicable to small motions in
0, & 0,, arbitrarily large motions
in®,and 9, 0, =Q (nom. value)

Simple Rigid Body Reaction Wheel Gyroscopic Torquer positioner (Special case) positioner (General Case)
. For small 0, and symetric COR <Ny Sy
) Jo,=-T mass properties: O = Jz} ( sz T sz U
Equations v ot . 2y a2 () 5 =10 .0.F
of Motion Jo =T o, =0, +| T d ;= (o, J/*+(TiH(J] o _FQo I . @ =[f6,0, )0
Yo FATT))0:0)8:) Jeg VAV SV +[8(0.)|T
ki
where J is the jth diagonal 0'33 __ 1 T
f 2, p
element of J; and S+, where: i=1234
‘{q:J,I*Jf*Jf*J; & — EQao, _]k::12233

Other notation as given at left

Explicit expressions provided in sys-
tem documentation

Figure 8: A Variety of Simple and Advanced Plant Configurations. Source

The primary principle behind CMG operation is the conservation of angular momentum. The total
angular momentum of a closed system remains constant unless acted upon by an external torque. Math-
ematically, this can be expressed as:

(4)

Where Hyiq1 is the total angular momentum of the satellite system, Hyyro is the angular momentum of
the CMG rotor, and Hgqteriite 1S the angular momentum of the satellite (including the CMG). The change

Hiotal = Hgyro + Hqteltite = constant
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in angular momentum of the CMG rotor is related to the torque applied to it, according to

t2
AHgyro = /t1 Tomadt (5)

In which AH gy, is the change in angular momentum of the CMG rotor and 7¢as@ is the torque generated
by the CMG. The torque is proportional to the rate of change of its rotor’s angular momentum. This is
expressed in

TCMG = Igyro . O:}gyro (6)

Where 14y, is the moment of inertia of the CMG rotor, and wgyr, is the rate of change of angular velocity
of the CMG rotor.

2.1.5 Rudimentary trade-off

This section presents a preliminary comparison of momentum wheels (MWs), reaction wheels (RWs), and
control moment gyroscopes (CMGs) with respect to two primary mission requirements: stable pointing
and agility. Due to the complexity of a CMG, this research focuses on MWs and RWs for stable pointing
to maintain a defined scope.

Stable applications

For missions that require long-term attitude stability and minimal disturbance rather than rapid manoeu-
vring, MWs and RWs are preferred. MWs provide inherent single-axis stability by generating a constant
angular momentum, which acts as gyroscopic stiffness and resists external torques that could alter the
satellite’s orientation. Increased momentum enhances resistance to disturbances, making MWs suitable
for missions such as Earth observation or communication satellites that require fixed pointing. RWs can
provide multi-axis control, but are less efficient for bias stability due to higher power consumption at
the same size. Instead, RWs are primarily used to counteract disturbance torques through momentum
exchange.

CMGs are not considered for stable applications because they are fundamentally more complex than
RWs or MWs. Le., it contains a (high-speed) rotor mounted on one or more gimbals. This introduces
additional moving parts (gimbals, bearings, motors, sensors), increasing mechanical complexity and the
number of potential failure points. Also, it requires more sophisticated algorithms to manage singularities;
avoiding or manoeuvring through these singularities adds unnecessary complexity to the attitude control
system for a nadir-pointing mission. Moreover, the gimbals are inherently less stiff than suspending RWs
or MWs, potentially increasing micro-vibrations that degrade image quality.

In Earth observation missions, both pointing accuracy and imaging performance are critical. Deter-
mining the optimal fine attitude control actuator (FACA) depends on specific operational and mission
constraints. Often, a combination of FACAs and other systems, such as magnetorquers, is employed to
achieve the required attitude control and stability. The trade-off between MWs and RWs is quantitatively
assessed through simulations, which are discussed in detail in Chapter [9]

Further research could examine the possibility of developing hybrid control strategies that integrate the
advantages of both MWs and RWs. For example, an MW can provide baseline stability, while RWs
can be used for infrequent, minor corrections to counteract accumulated disturbances or perform small
attitude adjustments. Advanced control algorithms are required to coordinate these actuators efficiently,
minimising power consumption and maximising system performance.

Agile applications

For satellites that require rapid re-orientation, RWs and CMGs are suitable actuator options. RW as-
semblies and multi-gimbal CMGs can provide full three-axis control. In contrast, the single-axis control
and inherent stability of MWs limit their effectiveness in agile manoeuvres, so they are not considered
for these applications.

Votel and Sinclair published a paper titled Comparison of control moment gyros and reaction wheels for
small earth-observing satellites |106]. They compared the performance of RWs to that of CMGs for agile
Earth observation applications. Hereby, a slew rate (the speed at which a satellite can change its pointing

%
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direction) of 3.0 deg/s and slew acceleration of 1.5 deg/s? were the agility requirements to point and
repoint to the area of interest.

Some key trade-off findings were:

1. CMGs excel at providing significantly higher torque than RWs for a given momentum capacity,
while RWs can be considered to increase the acceleration in the short run better.

2. CMGs can produce significantly more torque at a fraction of the power required by RWs, but RWs
are more power-efficient for lower performance demand.

3. For a small satellite with a low moment of inertia, RWs can perform better in comparison to CMGs.
This is only when the CMG does not use its torque generation potential.

4. RWs outperform CMGs in terms of angular momentum capacity per unit volume and mass.

5. CMGs are more complex than RWs, both mechanically and algorithmically (due to singularity
issues).

6. Earth-observing satellites with a mass exceeding 30 kg should prioritise CMGs, as their torque
efficiency enables them to meet demanding acceleration requirements while minimising power con-
sumption.

The underlying principles of these actuators are illustrated in Figure [0 In this figure, the resultant
torque vector is denoted by 7', the flywheel momentum vector by h, and for the CMG, the gimbal
angular velocity by 5. A reaction wheel generates torque by accelerating or decelerating the flywheel. In
contrast, a CMG produces torque by reorienting the flywheel, which changes the direction of the angular
acceleration vector. This reorientation, achieved by actuating the gimbal, is more efficient and allows a
small gimbal motor to generate significant torque.

h h

T

T:h:_Tsc T=0xh=-T,
(a) Reaction wheel. (b) Control moment gyroscope.

Figure 9: Torque diagrams with governing equations for (a) reaction wheels and (b) single-gimbal control
moment gyroscope. Source: [106]

Selection procedure:
The first step is to choose (a,b,c) the overall purpose of the FACA: Stabilise, (re-)orient, and fast ma-
noeuvring. Below, the mission objectives are stated, and the FACA of choice is presented too:

a. Stabilise, (re-)orient, and fast manoeuvring (CMG): by leveraging high torque, multi-axis CMGs
can perform fast manoeuvres.

b. Stabilise and (re-)orient (RW, CMG): when the purpose is to actively control multiple axes, a set
of RWs or multi-axis CMGs can fulfil the job. Typically, RWs can store more angular momentum
and are mechanically simpler, requiring simpler control algorithms. CMGs are the most potent and
power-efficient option for equal torque output. Both have their disadvantages; RWs can saturate
more easily, while CMGs can encounter gimbal lock.

c. Stabilise (MW, RW): When stabilising the satellite in a fixed orientation with respect to Earth or
the Earth’s surface, both MW- and RW-, and CMG-controlled satellites can fulfil this task, though
through different operating principles. If the sole purpose is to stabilise the satellite, a CMG is too
complex and is therefore deemed unnecessary for further assessment.

3
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In this thesis, stabilisation is the main objective. Therefore, the second step is to determine the distur-
bance torques as functions of time and orbital position to size either the MWs or RWs. For that, the
interaction between the environment and the satellite must be modelled.

The third step is to check for available design space in the satellite volume budget. For equal mass, the
sizing of the MW or RWs must be within the available design volume. If a design volume is available and
is solely constrained by the satellite bus outer dimensions, both satellite types can be simulated.

The fourth step is to simulate and compare pointing performance, then select the best-performing one.

2.2 Earth’s shape and altitude definition

In this study, altitude is defined to ensure that the spatial location (XY Z) remains independent of Earth’s
shape. Specifically, altitude is defined as the geocentric distance from the Earth’s surface. This approach
assumes a spherical Earth for orbit definition.

When a more accurate representation of Earth’s ellipsoidal shape and topographic variations is required
(e.g., for sharp imaging), the geocentric altitude, geocentric radius, and geodetic altitude must be used.
Thus, although for imaging the closest distance between the satellite and Earth’s surface is the funda-
mental distance (the geodetic altitude), this distance is not considered in this study. For completeness,
these definitions are included though.

Geocentric distance

The geocentric distance R represents the straight-line distance from any specific point of interest to the
Earth’s centre and is calculated using [Equation 7] This measure extends beyond points lying on the
reference surface, unlike the geocentric radius, Ry.

R=+vX24+Y2422 (7)

This definition, which does not account for the precise shape of Earth’s ellipsoid, is used to define both
the altitude h and Earth’s radius Rgq,¢n as shown in [Equation §

R = REarth +h (8)

In an indication of disturbance torques are presented. From the figure, it is observed that the
Atmospheric disturbance is reduced to about the same level as the solar radiation torque at an altitude
h =600 km. At lower altitudes, the density increases rapidly (see in section , causing the
Atmospheric torque to exceed the gravity gradient torque by about two orders of magnitude at h = 200
km. When disturbances are too significant, the satellite must counter orbital decay; otherwise, its lifetime
is shortened considerably. For that reason, orbital altitudes of a range of 200 < h < 600 km are chosen
as appropriate to investigate.

Geocentric altitude

The geocentric altitude A’ is defined as the difference between the geocentric distance R and the geocentric
radius Ry and is given by It represents the height of a point above the reference ellipsoid
along a line passing through the Earth’s centre.

W =R- Ry (9)

Geocentric radius

The geocentric radius is the distance from the Earth’s centre to a point on its reference ellipsoid, an
idealised mathematical model of the Earth’s shape [62]. This reference ellipsoid closely approximates
the Earth’s actual shape, accounting for its equatorial bulge and polar flattening. Consequently, the
geocentric radius is slightly larger at the equator (due to the semi-major axis) compared to the poles
(due to the semi-minor axis).

Geodetic altitude
The geodetic altitude, on the other hand, is measured as the distance between a point on or above the
Earth’s surface and the closest point on the geoid. Thus, it also accounts for the Earth’s actual physical
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shape, including topographic features such as mountains and valleys. The geoid is a model of the global
mean sea level, influenced by the Earth’s gravity and rotation.

2.3 Satellite sizes and shape

The satellite shape of interest is illustrated in [Figure 10} The satellite must carry a large-diameter imager
to capture images at the highest possible ground resolution. Since it needs to be powered, solar arrays
must be installed. To prevent asymmetric disturbances, the satellite will be built symmetrically. Hence,
two solar arrays are present. The exact location of the satellite’s hardware will be varied mathematically
by shifting the centre of gravity location, rather than being designed.

\ 4

Ly

Figure 10: Schematic representation of a satellite. Lay-out: solar array (left), S/C bus (middle), solar
array (right).

Satellite shape

Although many satellite shape configurations are thinkable, for this study the satellite consists of three
components: the satellite bus, which houses the FACAs and the imager payload, and two solar arrays.
The measurements used in later analysis are documented in Appendix

Satellite dimensions

In various measurements are depicted: the solar arrays (blue rectangles) have a Length x
Width x Thickness of L, x W, x t,, and the satellite’s bus (yellow square in the middle) measures
L, x Hy x Wy. The measurements are taken in meters. The physical quantities for those measurements
depend on the size of the satellite’s imager needed (grey object inside the S/C bus) and how well the
satellite can cope with the disturbances present.

In section [2.5.2]it is concluded that a native spatial resolution of 0.55 meter is achievable with an aperture
size of 0.42m using equations [14] and [15| with wavelengths appropriate to generate panchromatic images
(0.47 < X\ <0.83) at an altitude of 400 km. This indicates the dimensions needed to achieve the objective
of sub-meter spatial resolution.

Depending on the mission requirements, such as mission duration, the satellite could fly at lower or higher
altitudes, which impacts its pointing stability and precision. This, in turn, would affect the size of the
FACA needed to keep the satellite operable at the desired performance.

2.4 Wavelengths

Exploring optical remote sensing involves delving into the electromagnetic spectrum. Two types of Earth
observation imagery are classified: passive and active. Passive sensing refers to detecting electromagnetic
emissions from the Earth’s surface and atmosphere, see section [2:4.1] These emissions include thermal
radiation from vegetation in the infrared spectrum and sunlight reflected off the Earth’s surface in the
visible spectrum. Active sensing consists of a transmitter that emits a specific electromagnetic signal
and a sensor that detects the interaction of this signal with the Earth’s surface. In this work, passive
sensing is included, and active sensing is excluded. Within passive sensing, various spectral imaging
options are available. This research considers panchromatic imaging because it allows for sub-meter
spatial resolution and is discussed in section [2.4.2
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2.4.1 Atmospheric window

When considering the atmospheric window, presented in passive imagery systems can observe
Earth’s surface in the visible spectrum (0.39 to 0.70 pm), portions of the infrared spectrum (0.70 to 14
pnm), and the radio wave range (1 cm to 11 m).

Most of the

infrared spectrum Radio waves observable
absorbed by from Earth.
atmospheric

gases (best

observed

from space).

Long-wavelength
radio waves
blocked.

Visible light
observable
from Earth,
with some
atmospheric
distortion.

Gamma rays, X-rays and ultraviolet
light blocked by the upper atmosphere
(best observed from space).

Atmospheric
opacity

0.1 nm 1nm 10 nm 100 nm 1um 10 ym 100 um 1mm lcm 10 cm im

Wavelength

Figure 11: The atmospheric window/atmospheric electromagnetic transparency or opacity: a specific
range of electromagnetic waves that can pass through the Earth’s atmosphere. These ranges are deter-
mined by the composition of gases in the atmosphere .

For this research, radio waves are excluded, thereby reducing the optical remote sensing scope to wave-
lengths A ranging from the visible spectrum at 380 nanometers to the near-infrared (NIR) and extending
to the thermal infrared (TIR) at 14 microns. However, the detectable limits are defined by the sensitivity
spectrum of silicon, which ranges from 380 to 1100 nm :

380nm < A < 11000nm (10)

In this range, various imagers are possible: Panchromatic, Multi-spectral, Pan-sharpened, and Hyper-
spectral : Panchromatic images comprise a wide range of wavelengths, typically covering wavelengths
between 0.47 and 0.83 pm, allowing for sub-meter resolutions. Multispectral images can be composed
of several narrow bands centred around different wavelengths (e.g., blue, green, and red wavelengths to
compose the natural colours). Measurements can also be taken outside the visible bands (e.g., infrared,
ultraviolet, microwave), allowing for the detection of features such as vegetation, soil moisture content,
and fires. Pan-sharpened processes merge the panchromatic images with those taken with multi-spectral
imagers, allowing for improved spectral and spatial resolution images, and are done numerically. Hyper-
spectral imagers take the concept of multispectral imagers to a more refined level. They aim to capture
a nearly continuous spectrum for each pixel, allowing for the identification and quantification of surface
materials, inferring biological and chemical processes.

2.4.2 Panchromatic imaging

To reduce the range further and achieve a meaningful trade-off between FACAs, panchromatic wave-
lengths are considered. With data collected from panchromatic imagers, multispectral images can be
sharpened significantly. An example is depicted in The benefits of pansharpening become
very clear when zooming in, for example, on a part of the roundabout.

0.47pum < A < 0.83um (11)
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Figure 12: Multispectral image (left) vs. pan-sharpened image (right). The red boxes are areas high-

lighted in [Figure 13| Source: [97]

In the multispectral image, one can distinguish the road from the trees and the buildings. A
trained algorithm might be able to identify more objects. However, when examining the pan-sharpened
image, in addition to the already identifiable objects, individual cars can be recognised, and the distance
between them can be measured, among other things.

Figure 13: Zoomed-in image taken from [Figure 12} Multispectral image (left) vs. pan-sharpened image
(right).

2.5 Ground Sampling Distance

Ground Sampling Distance (GSD) is a key parameter in earth observation missions, particularly in re-
mote sensing and satellite imaging, see GSD quantifies the minimum ground feature size that can
be resolved in an image acquired by a satellite or satellite sensor. The value of GSD is determined by the
native spatial resolution, as detailed in section The dimensions of individual detector pixels must
be selected to ensure that relevant features are captured, as discussed in section 2.5.3

There is an inverse relationship between GSD and spatial resolution: lower GSD values correspond
to finer detail and higher resolution, whereas higher GSD values correspond to lower spatial resolu-
tion. Techniques such as interpolation and resampling, including learning-based, frequency-based, and
probabilistic-based methods, can enhance the apparent GSD during data processing. However, these
methods do not improve the native spatial resolution of the images . Consequently, native spatial
resolution serves as the primary driver for the feasible designs in this research. The range of current
GSDs is examined in section 2.5.41
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2.5.1 Imager system

In optical systems that use a detector array with dimensions N, x N,, each pixel functions as the
fundamental sensing element, as illustrated in [Figure 141 The size of each pixel determines the resolution
element in the image. The optical system, situated below the detector, comprises lenses and apertures
that focus incoming light onto the detector array. The F-number F/# affects both the light-gathering
capability and the depth of field, which in turn influence image quality. The field of view (FOV) defines
the observable area, while the instantaneous field of view (IFOV) specifies the size of a single pixel
as projected onto the ground. Ground sampling distance (GSD) represents the area on the ground
corresponding to one pixel and is typically expressed in meters per pixel [m/pizel].

Detector
Array

Optics

Ground

NN

AN W\ A\ W \ M\ T\ M\ \ W N W

B N \ O\ P\ \ R\
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Figure 14: Outline Ground Sample Distance. Source: \\

2.5.2 Native spatial resolution

Although spatial resolution by itself does not define the performance of the imager’s sensor , it gives
a good indication of how small a discernible object can be. The spatial resolution of an optical system
is determined by its point spread function (PSF). The PSF characterises the system’s response to a
point source of light and directly influences the ability to resolve fine details. A two-dimensional PSF is
presented in [Figure 15| and can be looked at as the cross-sectional view of a three-dimensional PSF. The
green line represents the light intensity resulting from radial interference (constructive and destructive).
The majority of the incoming light is bounded by the focused area of the ‘airy disc’, where the first
maxima occurs. The intensity becomes smaller for the subsequent outbound rings.
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Figure 15: Point Spread Function of a clear aberration-free aperture. Source: [98]

The approximate diameter of this diffraction-limited spot, Dj,0t, can be expressed by [Equation 12] The
value of 2.44 corresponds to the airy disc width as depicted with ‘AIRY DISC’ in [Figure 15]

I
D
In which X is the wavelength of light, f is the focal length of the optical system, and D is the diameter
of the aperture. The angle between the maximum and the first minimum of the airy pattern, €, is known

as the diffraction limit, as given by

Dipor = 244 X - (12)

A
inf =1.22— 13
sin D (13)

The resolution of the imager is fundamentally determined by the detector characteristics, aberrations
introduced by the optics, and jitter of the sensor line of sight [34]. When aberrations are disregarded,
the maximum resolution of a sensor is determined by the diffraction it causes in the incoming radiation.
The angle between two point sources of equal intensity that the optical system can resolve is known as
the diffraction limit. At this limit, the angular resolution 6, is described by the Rayleigh criterion in
This situation occurs when two airy discs are spaced half an airy disc apart and defines
the minimum resolvable detail in an optical system. presents the Rayleigh criterion for an
optical system with a circular aperture, which is considered for this research. It shows that the larger
the diameter of the aperture D (e.g., the lens or mirror in the optical system), the smaller the resolvable
angular resolution 6, [rad] becomes.
U !
X 02 (14)
2f  2h D

Herein, d’ is the width of the airy disc, f is the focal length, X’ is the ground resolution element, and h
is the altitude, as illustrated in The (native) spatial resolution SR at NADIR is proportional
to the flying height h and the tangent of 0,., as is described by

0, ~ tan(6,)

A
SR =h-tanf, = h - tan (1.22D) (15)

2.5.3 Detector pixel sizing

To determine the pixel size of the detector, only perfect optics are considered. Additionally, the signal-
to-noise ratio required to extract relevant information from the detectors is outside the scope of this
research. This research is only concerned with the physical implementation of a detector array onboard
the NADIR pointing satellite. The parameters involved are: the quality factor, magnification, pixel size

3
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and number of reflections.

With the information described in section the spatial resolution on the ground, or ground resolution
element X', at NADIR can be determined for a satellite at altitude h by rearranging [Equation 14| into

A

!
X'=244% - h (16)
It is schematically presented in It illustrates the relationship between key parameters influ-
encing the resolution of an optical imaging system in remote sensing. The PSF is shown on the left side
of the detector array. The width of the airy disc is depicted by d’. The optics are represented by a single
(limiting) aperture and lens with focal length f. Finally, the ground resolution element X’ is shown on
the right.
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Figure 16: Point Spread Function for an imaging system with diffraction. Source: [110)]

Quality factor
The Quality Factor (Q) is defined as the ratio between pixel size d and the diameter of the airy disc d’
per

d X
C=r=x
The value of Q typically ranges from 0.5 to 2 [110]. For this research, @ = 1/1.3 =~ 0.77, as then the
pixels are 30% smaller than the airy disc, meaning that the optical system is limited by diffraction in
optics.

(17)

Magnification
The term magnification refers to the factor by which an object or image is enlarged or reduced in an

optical system, and is given by

d d f
magnification = — = — = = 18
& X X h (18)
Herein, the first term, %, represents the ratio of the image or projection size d on the sensor to the ground

d/
» X7
(ground feature size), and, lastly, the third term, % is the ratio of the focal length of the optical system
f to the altitude h.

pixel size X. The second term is the ratio of the airy disc projection d’ to the ground resolution X’

Pixel size

The pixel size d is expressed by combining equations [I4] with [I7] and [I8] and is given by

g dX 244\ f
X D

—dQ = Q (19)
An example calculation for a satellite of size 0.42 x 0.42 x 0.42 m3, whereby the aperture D = 0.42 and
smallest panchromatic wavelength A = 0.47 pwm is presented in It is shown that the pixel
size is linearly proportional to the focal length.

C244Mf . 2.44-047-1076 . f

d D 0.42

0.77=86-10""f (20)
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Detector arrays used for GSD in the range of meters to sub-meter typically have a frame size of 1280 x 720
up to 3840 x 2160 pixels [35]. Employing a detector of size 1 to 2.5 cm result in pixel sizes in the range
of 2.5 — 35 wm, which is a realistic assumed value considering that arrays with pixel sizes of 4.6 and 5.7
wm are reported in an article titled The essential contribution of CMOS imaging technologies to Earth
Observation applications |46] in 2021. To fall within such a range, a large focal length must be achieved
(larger than the size of the satellite). These focal lengths can be achieved using mirrors. When mirrors
are used, light is reflected and focused onto the surface across the reflection angle. For the example in
f must be in the range of 2.9 — 40.7 meters, which is equivalent to 7 to 97 number of
reflections to make the pixel sizes fall in the typical range.

Number of reflections

illustrates the decay of illumination as a function of the number of reflections (bounces) for
different mirror reflectivities. Each curve represents the fraction of initial illumination remaining after
successive bounces, with reflectivity values R ranging from R = 0.8 to R = 0.99. The plot demonstrates
that higher reflectivity surfaces retain a larger proportion of the incident light over multiple bounces,
exhibiting a more gradual decrease by a factor of 1/N. Conversely, lower reflectivity surfaces result in
diminished signal strength after only a few reflections. This indicates that when multiple bounces are
necessary to achieve a large focal length f in a small form factor, the reflectivity of the mirror coating
becomes important.
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Figure 17: Illumination decay with number of bounces for different reflectivities

The figure emphasises that, for a given number of bounces, the cumulative loss becomes significant for
lower-reflectivity coatings. In contrast, near-perfect reflectors maintain illumination levels at nearly unity
even after multiple reflections. Surface coatings (silver) with 95% reflectivity (R = 0.95) for wavelengths
above A = 0.47um is possible [84]. Since this research only considers aberration-free mirrors, 10 reflections
would still leave 60% of the light available for detection. When coatings with R = 0.9 are considered,
only five reflections yield similar illumination results. To prevent overly optimistic simulations, seven
reflections are permitted.

2.5.4 Native spatial resolution for current satellites

The following typical satellite sizes (on the order of magnitude) are considered. To capture the full
range of ADCS requirements, both (soon to be) flying satellite/imagers combinations are considered, as
well as stand-alone (theoretical) diffraction-limited telescopes flying at a similar altitude that could be
conceptually feasible:

1. 12U, 20kg, scheduled launch: The smallest size satellite considered is the Twin Anthropogenic
Greenhouse Gas Observers (TANGO) mission that consists of two 12U CubeSats that are scheduled
to launch in 2024. The size of these satellites is representative of their class |70]. In the particular
case of TANGO, the imagers have a field of view (FoV) of 30 x 30 square kilometres with a spatial
resolution of 300 x 300 square meters at an altitude of 500km [13|, and will operate in the visible

%
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spectral range, of 405nm —490nm. The imagers are built on the existing instrument heritage of the
TROPOspheric Monitoring Instrument (TROPOMI) instrument [102], which was carried on the
Sentinel-5 Precursor mission. Thus, the onboard imager is considered state-of-the-art and therefore
relevant to defining the lower boundary of the scope. The TANGO-Nitro instrument requirements

are listed in [Table 11

Table 1: TANGO-Nitro instrument requirements relevant to the optical design. Source: [13]

Parameter Unit Value
Altitude km 500
Swath km 30
ACT GSD at NADIR km 0.3
ALT GSD at NADIR km 0.3
Minimum wavelength nm 405
Maximum wavelength nm 490
Spectral resolution nm 0.6
Spectral oversampling - 2.3
Science sample etendue mma2sr 3.0E-4
Instrument volume U 8

. 12U, 20kg, conceptually feasible: The volumetric shape of a 12U satellite is typically con-

figured 30 x 20 x 20 cubic centimetres. Considering a diffraction-limited telescope, a maximum
physical aperture size (D) of 30¢m is thinkable without having to resort to foldable structures.
The smallest resolvable angular resolution (#) at wavelengths (A) of 400nm would be 1.63-10~%rad
or 0.335arcsec. This translates to a theoretical spatial resolution of 0.4 — 0.8m at an altitude of
250 — 500km respectively at NADIR.

When comparing the claimed optical performance of the TANGO satellites to the theoretically
achievable, the performance differs by two orders of magnitude, namely hundreds of meters versus
meters (or even sub-meter) in spatial resolution. Still, it is theoretically possible and will be used
as a lower-bound case study to pose the most stringent requirements for the ADCS.

. Small mini satellite, < 300kg, Planned to be launched: Part of the results of the ESA’s

InCubed program, H. Law et all. published a survey on cutting-edge imaging sensors that reduce
instrument size and cost, enabling sub-50cm imaging for small satellites [44] at a flying altitude of
500km. Tt details a sub-50cm instrument Proto-Flight Model (PFM) and its advantages, and shows
how the trend in ground sampling distance (GSD) versus satellite mass is breached. In
the SSTL-Mini Precision satellite that houses the PFM is highlighted at a mass of 280kg with a
GSD of 0.3m, enabled by equipping half-pixel offset sensors. The native spatial resolution, however,
is 0.6m with an aperture size of 0.42m.
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Figure 18: Ground sampling against mass. Source: \|

4. Small mini satellite, < 300kg, conceptually feasible: Based on a 340kg Coronagraph satellite,
as part of the Proba-3 Platforms , that has a volume of 1.1 x 1.8 x 1.7 cubic metres, a diffraction
limited telescope with an aperture of 1.0m would be possible. By the native spatial
resolution could be as low as 0.24m at wavelengths of A = 400nm at an altitude of 500km, which
is a factor of three better than similar-sized (flying) satellites.

To define stability requirements that affect the choice of fine attitude control actuator, it is concluded
that a native spatial resolution range at NADIR should be:

SR <1.0m (21)

Herein, the lower bound is defined by a 300 kg small mini satellite and the upper bound by the 20 kg
12U satellite. For the extreme scenarios, a lower bound of 0.24 m and 0.8 m should be considered for
the 300 kg and 20 kg satellites, respectively. Note that for satellites smaller than 100kg the GSD is
approximately 1.0 m as is seen in

2.6 Sway and Swath width

In Earth observation missions, the terms sway and swath width describe aspects of a satellite’s observation
or imaging capabilities. An illustration of the definitions is given in [Figure 19] The Pointing Coverage of
the AVNIR-2 instrument (REF) was 88 degrees or +44 degrees of sway. The swath width at NADIR for
the particular mission was 70km.

Pointing Coverage
+44 degree

Sub-&ellite track
p————— 1.500kn —

Figure 19: Illustration of Swath Width definition (AVNIR-2 observation capabilities). Source |\

2.6.1 Sway

Sway refers to the side-to-side or horizontal movement of a satellite or satellite while it is in orbit. It is
a form of attitude or orbit control that allows the satellite to shift its position within a specific range.
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Sway control can be used to adjust the satellite’s viewing angle or to compensate for variations in its
orbit. This movement can be used to optimise the satellite’s imaging or observation capabilities. Sway
control is significant in Earth observation missions where the satellite needs to capture images or data
over a specific area of interest. By controlling sway, the satellite can position its sensors or instruments
more accurately to capture the desired information.

To make a valid comparison between FACAs, controlled sway is not considered. In more detail,
this research aims to compare the performance of reaction wheels with that of momentum bias wheels.
When momentum bias is built using a momentum bias wheel, it naturally prohibits achieving comparable
performance in sway to that of a set of RWs (the trade-off between stability versus agility, see section
2.1.5)).

2.6.2 Swath Width

Swath width, also known as ground swath width or swath coverage, is the width of the area on Earth’s
surface that a remote sensing instrument or sensor on a satellite can image or observe. Swath width is
a key parameter in Earth observation, as it determines the coverage area of each image or observation.
A wider swath width means that the satellite can capture a larger area with each pass over the Earth.
In Earth observation missions, a larger swath width can be advantageous for various purposes, such as
mapping, disaster monitoring, and environmental studies. It allows for quicker coverage of large regions
and can be essential for time-sensitive applications such as disaster response at the expense of resolution.

While a wider swath enables rapid coverage, a smaller swath width also offers advantages, particularly
when combined with higher spatial resolution (see section . Smaller swaths permit the use of sensors
with larger focal lengths and more precise optics, since the system does not need to cover extensive surface
areas. This leads to a finer GSD, facilitating detailed analysis of small features. Additionally, a smaller
swath results in a narrower field of view (FOV), as illustrated in The swath width can be
approximated as the product of the number of pixels (N,) in one dimension and the native spatial
resolution SR (GSD per pixel) in that dimension. For detectors referred to in section with an
SR ~ 1 meter, the swat width would be about 3.000 to 4.000 meters or 3 — 4 km.
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3 Orbital dynamics

This chapter establishes the orbital dynamics framework for satellite attitude determination and control,
enabling modelling of the satellite’s interactions with its environment in subsequent chapters and ulti-
mately allowing for FACA performance comparisons. It therefore builds the mathematical framework in
support of the research question:

(B.3) How does the performance of each actuator type compare when evaluated in a closed-loop simulation
against pointing accuracy and precision for a disturbance-rejection scenario?
To be able to model and create the simulation (models), a mathematical framework must be devel-
oped first. More specifically, the reference frames for defining satellite position and orientation are
presented in Next, the coordinate transformations between these frames are then detailed in
followed by equations of motion [3.3] and an overview of disturbance torques Next, the atti-
tude propagation is addressed in [3.5 and the initial conditions for the angular velocity and angular
momentum are set in [3.6} Finally, section |3.7| presents the orbital model, its adopted assumptions,
and the mathematical formulation, followed by the verification of the orbit-propagation method
used in later analyses.

3.1 Reference frames

The reference frames are: Earth-Centred Inertial Earth-Centred Earth-Fixed North-East-
Down [3.1.3] Local Vertical Local Horizontal and the body-fixed reference frame These
frames provide a basis for describing the position, velocity, and orientation of a satellite, both relative to
the Earth and relative to itself. The ECI frame is chosen as the default reference frame for the simulations
in this study. All intermediate steps are first related to the ECI frame.

3.1.1 Earth-centred inertial reference frame (ECI)

The Earth-centred inertial (ECI) coordinate system is a fundamental, right-handed, orthogonal, Carte-
sian spatial inertial reference frame, denoted as F;. The term ‘inertial’ signifies that this frame is non-
accelerating and non-rotating relative to the fixed stars. It is not fixed to the rotating Earth, making
it suitable for representing the positions and velocities of objects in space relative to the Earth’s centre
of mass over extended periods. The coordinates X7, Y7, and Z; are measured from the planet’s centre
of mass, with the axes fixed relative to the stars rather than the Earth’s surface, as illustrated in

The Z;-axis is precisely aligned north along the Earth’s mean spin-axis, extending through the geographic
poles. While the Earth’s actual spin axis experiences slight variations due to nutation and precession, the
Z-axis represents the average orientation of the Earth’s spin axis. The Xj-axis lies within the Earth’s
equatorial plane and points towards the vernal equinox, which is the location where the ecliptic (the plane
of Earth’s orbit around the Sun) intersects the equator. The vernal equinox serves as a fixed reference
point in space. The Yj-axis completes the right-handed coordinate system, ensuring that the frame is
orthogonal and well-defined.

3.1.2 Earth-Centred Earth Fixed reference frame (ECEF)

The Earth-centred Earth Fixed (ECEF) reference frame, F¢, also called the geocentric coordinate sys-
tem, is a Cartesian spatial reference framework that rotates with the Earth. Unlike the ECI frame, the
ECEF frame is fixed to the Earth’s surface. The coordinates X, Y, and Z are measured from the planet’s
centre of mass, as shown in
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Figure 20: The ECEF coordinates (XYZ) are shown in relation to the latitude and longitude. Source:
|18}

Typically, the X-axis of the ECEF frame extends from the Earth’s centre of mass through the point where
the Prime Meridian (0° longitude) intersects the Equator (0° latitude). The Y-axis is orthogonal to the
X-axis and lies within the equatorial plane, pointing towards 90° East longitude. The Z-axis aligns with
the Earth’s rotational axis, pointing towards the North Pole.

For this study, however, the ECEF reference is spawned at the location of the ECI reference frame.
It rotates along the positive Z axis by the rotational speed of the Earth Qgyn from the start of the

simulation. Earth’s rotation rate is given by [Equation 22| [62].

15.04106717866910 [deg/h]  m[rad]
3600 [s/h] 180 [deg]

QEarth = = 7292115 - 10~ [rad/s] (22)

3.1.3 North-East-Down reference frame (NED)

The North-East-Down (NED) reference frame, denoted as Fy, is a non-inertial local coordinate system.
This means that it is not an inertial frame, as it is subject to accelerations due to the Earth’s rotation.
The NED frame is a Cartesian coordinate system defined relative to a specific point on the Earth’s
surface. The orientation of the NED frame is defined as follows, as seen in This frame is used
for describing the Earth’s magnetic field, as described in section Since the NED frame is locally
level, it simplifies the calculations for the torques arising from interaction with Earth’s magnetic field.

e North (N): The positive X-axis points towards the geographic North Pole, aligning with the local
meridian.

e East (E): The positive Y-axis points towards the geographic East, perpendicular to the North axis
and tangent to the local parallel of latitude.

e Down (D): The positive Z-axis points directly downward, towards the centre of the Earth, along
the local vertical.
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Figure 21: A graphical representation of the NED reference frame at a position on the Earth. The (XYZ)
denote the ECEF reference frame. Source: [2]

3.1.4 Local Vertical Local Horizontal reference frame (LVLH)

The Local Vertical Local Horizontal (LVLH) reference frame, also known as the Orbital Frame or the
Radial-Tangential-Normal frame, is a coordinate system used to describe the motion and orientation
of a satellite in orbit around the Earth. It is a dynamic coordinate system, as its orientation changes
continuously as the satellite orbits. The LVLH frame is centred on the satellite and is defined as follows:

e X-axis (Radial): Points from the Earth’s centre of mass directly towards the satellite. This direction
is referred to as the radial or the local vertical direction.

e Y-axis (Along-Track): Lies in the orbital plane and is perpendicular to the X-axis. It points in the
direction of the satellite’s instantaneous velocity vector, indicating the satellite’s motion along its
orbit. This is the along-track or tangential direction.

e Z-axis (Orbit Normal): Is perpendicular to both the X and Y axes, completing the right-handed
coordinate system. It points in the direction of the orbit’s angular momentum vector, which is
normal to the orbital plane. This is the orbit normal direction.

The LVLH frame is used for attitude control because it provides a natural frame of reference for describing
the satellite’s orientation relative to the Earth. For this study, the attitude control system is designed
to maintain orientation with the LVLH frame, such that the imager points towards NADIR. The LVLH

reference frame is illustrated in

. Fe = Earth-centered
Fr=Hill's Inertial Frame
Frame

!

‘ S J
y@ Fe = Body

~ Frame

Figure 22: A graphical representation of the LVLH reference frame w.r.t. the Earth. The ijk denote the

unit axis. Source: [109]
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3.1.5 Body-fixed reference frame (BFRF)

The body-fixed reference frame, Fy, is a Cartesian spatial reference frame that is rigidly attached to
the satellite. It is used to represent the positions, orientations, and motions of components and systems
relative to the satellite itself. The coordinates XY Z are measured from the centre of mass, denoted as
cg, with the axes Xp, Yg, Zp fixed relative to the physical structure and orientation, as shown as ZJ, k
in The origin of this frame is located at the satellite’s centre of gravity. The axes are aligned
with the principal axes of the satellite’s inertia.

P
Body Frame

Inertial Frame

Greenwich
longitude =0
Jatitude =0

Vernal f/x
Equinox |

Direction

fe Earth Frame
Figure 23: Illustration of the Earth-centred inertial reference frame with I, J, K, the Earth-fixed
reference frame with e, Je, Ke, the structure reference frame with is, js, ks, and the body-axis
reference frame with i, j, k. Source: [21]

The body axis reference frame is used to determine and describe the disturbance torques acting on the
satellite and for implementing attitude control strategies. It allows analysing how external forces and
torques affect the satellite’s orientation, and to design control systems that maintain the desired attitude.
Furthermore, the satellite’s inertia tensor is also expressed in the body frame.

3.2 Transformation between reference frames

This section describes the transformation matrices, which are direction cosine matrices (DCMs), used in
this research: DCM Earth-centred inertial (ECI) from ECI to Earth-centred Earth-fixed Fe
from ECI to North-East-Down (NED) Ty m Orbital to ECI Tro from Local Vertical
Local Horizontal (LVLH) to ECI F, and from Body-fixed (BFRF) to ECI Fjg

The three column vectors (v1, v, v3) in each DCM are orthogonal to each other. This means that the
matrixes ([v1,v2,v3]) are orthonormal, which causes the inverse of the matrix to be the transpose of the
matrix T1_21 = T1,, and that the multiplication of the matrix by its inverse or transpose gives the identity
matrix (Th - Tjy' = Tha - THI).

Taking the inverse of the matrix changes the rotation direction from forward transformation to backwards
transformation. Combining this property with the DCMs provided allows for expressing all knowns in
the same coordinate system.

All transformation matrices can be expressed using Euler angles. These matrices are based on three
individual rotation matrices, Ry(¢), Ry(6), and R,(¢), and are defined in The rotation
order must be consistent throughout the study, as a changed order can yield different outcomes. For this
study, the XY Z direction is chosen such that X; = T12 X, with T12 = R, (¢)Ry(0)R.(1)).

1 0 0 cos(d) 0 —sin(h) cos(vp) sin(¢p) 0O (23)
Ry(¢) = [0 cos(d) sin(d)| Ry(0)=| 0 1 0 | R.(¢)=|=sin(¢) cos(¢) 0
0 —sin(¢p) cos(@) sin() 0 cos(9) 0 0 1

3
TUDelft & Page 28



3 Orbital dynamics J.R. van der Ploeg

3.2.1 Direction cosine matrix for the ECI frame

Since the Earth-centred inertial reference frame (see section [3.1.1)) is the leading reference frame in the
simulation, it is defined by the identity matrix F; and is presented in

17 o] [o 1,0,0
Fr = [[Xeci], Yeerl, [Zeer]] = | |0] |1} |0] | = ]0,1,0 (24)
of (0O 1 0,0,1

) b

3.2.2 Transformation from ECI to ECEF

The transformation from Earth-Centred Inertial frame, F; (refer to(3.1.1]), to the Earth-Centred Earth-
Fixed frame, F (discussed in |3.1.2)), is given by [Equation 25| This transformation is used to plot the
ground path traced by the satellite as the Earth rotates.

cos(Q-t) sin(2-t) 0
Fo=Tor(Qu,t)Fr =R,(-t) = |—sin(Q2-t) cos(2-t) 0 (25)
0 0 1

where Ty is the transformation matrix, €2; is the Earth’s angular velocity, and ¢ is the time elapsed.

3.2.3 Transformation from ECI to NED

The transformation from the Earth-Centred Inertial frame (see [3.1.1)) to the North-East-Down (NED)
frame (reviewed in [3.1.3) is computed using the transformation matrix Txy. This transforms a vector
from the ECI frame to the NED frame.

—8in(Pyar) c08(Nior)  —Sin(P@yar) sin(Aon)  cos(Pyar)
Tni = Ro(m/2)Ry(—Pirat) Rz(Aion) = —sin(Ajon) cos(Ajon) 0 (26)
—co8(Pyat) cos(Ajon)  — cos(P@yqt) sin(Njor)  — sin(P@q¢)

This transformation matrix Ty is constructed using the latitude ®;,; and longitude )\;,, calculated from
the ECI position vector r_eci.

The longitude measures angular position east or west of the X gy axis. It is calculated using the atan?2

MATLAB function [99]. The longitude is expressed in [Equation 27
Aon = atan2(yecr, Tecr) (27)

The latitude ®;,; is the angular position measured from the equator. It measures the angles north or
south of the equator, with the equator being at zero degrees. The latitude is expressed in

Dy = atan?2 (ZEClv \[(ZIJQECI + x%cz)) (28)

3.2.4 Transformation from orbital reference frame to ECI

The orbital reference frame is a spherical coordinate reference frame, which is illustrated in
Describing the orbital position and velocity in the ECI reference frame (see , recr and Vger,
requires three sequential rotations: rotation around the Z-axis by the argument of periapsis w, rotation
around the X-axis by the inclination ¢, and rotation around the Z-axis by the right ascension of the

ascending node (RAAN) Q. The order is described by

Tio = RZ(Q)R:E (i)Rz (w)
cos(Q) COS(( w) —sin(2) cos(i) sin(w) — cos(N) sin(w) — sin(2) cos(7) cos(w)  sin() sin(7)

= [sin(92) cos(w) + cos(2) cos(4) sin(w) — sin(2) sin(w) + cos(€2) cos(i) cos(w) cos() sin(4)
sin(7) sin(w) sin(%) cos(w) cos(7)
(29)
The position vector in the ECI frame rgcy is calculated by
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p cos(v)
1+e cos(v)

rect = T10 * Pitial = Rz(Q) Rz (1) R.(w) - % (30)

The velocity vector in the ECI frame Vgc; is calculated by

—sin(v)
Vet = Tro - Viniial = Re(Q) Ry(1) R () \/g e + cos(v) (31)
0

Herein, Pijtia1 is the initial position in the orbital plane, Viytiar is the initial velocity in the orbital plane,
u = 398600.435436 x 10° [m?/s?] is the Earth’s gravitational constant, p is the semi-latus rectum, given
by p = a(1 — €?), where a is the semi-major axis and e is the eccentricity, and v is the true anomaly.

3.2.5 Transformation from LVLH frame to ECI

The transformation from the Local Vertical Local Horizontal frame (presented in to the Earth-
Centred Inertial frame (refer to is determined by the orbital position rgcr and velocity Vgeor of
the satellite. The DCM that transforms a vector from the LVLH frame to the ECI frame is determined.
The X-axis of the LVLH frame is aligned with the velocity vector in the ECI frame and normalised, see

Vecr
Vel

The Z-axis of the LVLH frame points towards the Earth (NADIR direction) and is calculated by normal-
ising and inverting the position vector in the ECI frame rgcy, and is given by [Equation 33

Xy = (32)

_ TECI
Irectll

Zivig = (33)

The Y-axis of the LVLH frame completes the right-handed coordinate system and is calculated as the
cross product of Zyoqy and Xpoay, and then normalised:

Zrviag X Xpvim

Yivig = (34)

W Zovia x Xoviwl

The DCM from the LVLH frame to the ECI frame is composed of those vectors according to
Fr = [[Xcvenl, Yoven), [Zovienl] (35)

3.2.6 Transformation from BFRF to ECI

The orientation of the body-fixed reference frame Fpg (discussed in [3.1.5) with respect to the ECI frame
Fr (see3.1.1)) is given by the direction cosine matrix (DCM) Fp. This DCM can be obtained from a set
of Euler angles, ¢, 6, and 1, representing rotations around the X, Y, and Z axes, respectively, and is

given in

XEecr XB XB
Yecr | = Fp | Y | = Re(0)Ry(0)R.(V) | YB (36)
Zecr Zp ZB

Herein, the attitude in the ECI frame, attitudegcy, is expressed in Euler angles (¢, 0, and ), and
are a summation of the satellite attitude when spawned, attitudeinit(to), plus the change in attitude

Aattitude(t), see [Equation 37} The rotation matrices used are derived from [Equation 23

attitudegcr(t) = attitudein;t (to) + Aattitude(t) (37)

The change in attitude over time is due to the roll, pitch, and yaw rates (w or PQR) as the satellite
propagates through the orbit.
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3.3 Equations of motion

In the presence of disturbances, the satellite will experience linear and angular accelerations according
to Newton’s second law of motion. The linear accelerations are negligible for the mission’s outcome, as
their effects are considered insignificant for analysing angular disturbances. The angular accelerations,
however, cannot be neglected as they impact the satellite’s attitude.

Any torque acting on the satellite causes a change in the attitude, and is described by Euler’s equation
for rigid bodies [113| through [Equation 38| This equation of motion describes the satellite’s attitude
dynamics in time:

[~cb+w><([«w):2'r (38)

Herein, I is the moment of inertia of the satellite, w is the rate of change of angular velocity of the
satellite, w is the angular velocity of the satellite, (I - w) is the total angular momentum of the satellite
(upon spawning, see and > 7 represents the sum of the disturbance torques plus the counter
torque generated by the FACAs onboard the satellite. Expanded, in scalar form, it can be presented as

dwy

wa% =Ty — (IZZ — Iyy)(JJyUJZ
d

Iyy% =Ty — (Imm - Izz)wzwm (39)
dw,

IZZW =Ty — (Iyy — L,;m)wxwy

It should be noted that the greater the magnitude of the satellite’s inertia I is, the larger the resistance
against angular acceleration. Also, the larger the angular momentum about an axis, the greater the
gyroscopic stiffness. Both contribute positively to countering disturbances.

3.4 Disturbance torque

The equations of motion discussed in section [3.3] require the disturbance torques to be modelled as an
input, causing them to play a role in the dynamics of a satellite. Two groups of disturbance torques are
differentiated: external disturbances and internal disturbances.

External torque

Depending on their nature, cyclic or secular, their effect may be larger or smaller for the pointing pre-
cision and accuracy, as well as contributing to jitter. Cyclic torque refers to a periodic or oscillatory
torque that is applied to a satellite. It arises from external factors such as gravitational perturbations,
magnetic field variations, or other cyclic disturbances. Secular torque refers to a long-term or gradual
torque that acts on a satellite. It is often associated with non-cyclic, secular changes in external forces,
such as atmospheric drag, radiation pressure, or mass distribution asymmetries in the satellite. Secular
torque causes a slow and continuous change in the satellite’s attitude over an extended period. Unlike
cyclic torque, which induces periodic motion, secular torque contributes to a persistent drift or trend in
the satellite’s orientation.

Compensation for cyclic torques requires (rapid) spool up and spool down of the FACAs used. Their
net effect over a period is approximately zero. It is not precisely zero due to the coupling effect between
the axes, as shown in which causes the effective disturbance to change (slightly) due to
continuously changing orientation. The stored angular momentum is designed to be large enough that
the cyclic motion remains within the pointing specification with active control during an orbit, if possible.

Secular torques are more difficult to compensate for by solely employing FACAs, because they accumulate
over time. This means that the FACA used will saturate over time. For that reason, periodic torquing
or ‘offloading’ for this accumulation must be done during (a fraction) of the orbit(s). This offloading is
not modelled in this research. The FACAs employed will be initialised in a steady state and simulated
for a defined number of orbits.
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Chapter [4] elicits nine external disturbances. Out of these, atmospheric, gravity gradient, magnetic field
and solar radiation pressure are taken into consideration for their significance, and are presented in chap-

ter Bl

Internal torque

A distinction is made between desired and undesired internal torques. Desired internal torques are
present to control the satellite’s attitude or its equipment positively. Undesired internal torque can be
listed as disturbances, such as vibrations stemming from actuators or instruments, or imperfect control.
This thesis considers only the effect of employing FACAs on the satellite’s attitude in terms of vibration
sources, and is presented in chapter 77.

3.5 Attitude propagation

The satellite’s attitude (orientation) is represented by a quaternion (¢ = [w,z,y, z]). Quaternions are
used to prevent gimbal lock during the propagation. The following steps outline the quaternion-based
attitude propagation.

First, the derivative of the quaternion ¢ is computed using the quatmultiply function in MATLAB [54].
The derivative is expanded in

O w—wg T —wy y—w;-2)
. ) _ O 24wy w—wy 2+w,-y)
G =0.5- quatmultiply(q, wguaet) = 0.5 (0-y+ws 24w, w—w, ) (40)
0-z—wg - y4+wy -z+w, w)
Where ¢ is the current quaternion, and wgyuat = [0,w] = [0, ws, wy, w.], whereby w is the angular velocity
vector expressed in the body frame.
Next, the quaternion is updated using Euler integration, as shown in [Equation 41
Qrrat = @ + @Al (41)

where g:1a¢ is the quaternion at time t + At, ¢; is the quaternion at time ¢, ¢; is the quaternion deriva-
tive at time ¢, and At is the time step. Since FEuler integration is a first-order numerical method that
approximates the solution to the differential equation, a sufficiently small time step At must be selected.

Lastly, to prevent numerical drift of the quaternion, the quaternion is normalised after each integration

step, according to

-4
llqll

where ||g|| is the Euclidean norm (||g|| = v/w?, 22,2, 22) of the quaternion q.

q (42)

3.6 Initial conditions

Euler’s equation, in section describes the angular motion given as a set of variables.
Upon spawning, the following components must be known:

1. Inertia tensor for the entire satellite (including the FACAs). For convenience, it is assumed that
the FACASs’s inertia tensor is part of the larger total inertia tensor I;,q;- The latter is determined

by equations till presented in [6.1.4]

2. The angular velocity expressed in the body-fixed reference frame. This is given by [Equation 47]in
B.6.1

3. For the undisturbed scenario, the angular momentum is constant, and is determined via

in[3.6.2

4. The initial torque 7 is assumed zero. This is to start the simulation from a steady state condition,
whereby the angular momentum vector is aligned with the orbital normal.
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3.6.1 Initial angular velocity

The instantaneous angular rate of the satellite within its orbital trajectory is dependent on the position
and velocity of the Keplerian orbit. The angular rate in the body-fixed reference frame (BFRF) is deter-
mined by transforming the orbital angular velocity vector from the Earth-Centred Inertial (ECI) frame
to the satellite’s body frame.

First, the angular momentum vector in the ECI frame Hgcy is computed by taking the cross product of
the satellite’s position vector, 7.;, and the velocity vector, V,.;, both expressed in the ECI frame, and is

given by
Hpcr = Teei X Veei (43)
By normalising the angular momentum vector, the orbital normal unit vector 7 is found in

Hger
[[HEcill

In which the magnitude of the angular momentum vector, ||[Hgcrl||, represents the specific angular mo-
mentum of the orbit. To account for the varying orbital rate due to the elliptical nature of the orbit, the
instantaneous angular rate wyqpi is calculated in

n =

(44)

oy — [HECI]
orbit ||7"eci||2

The angular velocity vector in the ECI frame, wgcr, is then defined as the product of the instantaneous

angular rate and the orbital normal vector by

(45)

WECI = Worbit * 1L (46)
Finally, the angular velocity vector is transformed from the ECI frame to the BFRF via premultiplying
with the transpose of Fp (the transformation matrix from the BFRF to the ECI frame, see [3.2.6)), and
is given by

WB = Fj - wier (47)

The resulting wp,,,, vector represents the initial angular rates in the BFRF (PQR). This vector serves
as the basis for the attitude propagation simulations discussed in sections

3.6.2 Initial angular momentum

For the angular momentum vector decomposed along the body reference frame axes (see , the
angular momentum Hp is expressed in

Hp = Iipwy + Iyywy + 1w, (48)

When spawning the NADIR pointing satellite aligned with the orbital plane, the initial angular velocity
about the Xp axis (roll ¢), wy, is zero; this is also the case for the Zp axis (yaw ), w, = 0. At this
instance, the satellite only has an angular momentum about the Yz axis (pitch 0), Hy = I,w,, whereby
Wy = Worbit (given by . That means that the initial angular momentum Hp,_, can be
expressed as Hp,,,, = [0; Hy;0]. This choice of initial conditions prevents cross-products in the equations
of motion, at the initial time because the components of the angular velocity vector that
are multiplied together in the cross-terms are zero (the terms like (I, — I..)wyw, are zero). This creates
a decoupled starting point for analysing the satellite’s stability and response to disturbances. Similarly,
aligning the FACAs with the body axis also prevents those nonlinearities from occurring.

3.7 Orbital Model

This section provides an overview of the orbital model used to simulate the satellite’s position and or-
bital velocity. It outlines Keplerian propagation, coordinate-system transformations, and the underlying
mathematical framework. Moreover, it describes the verification process used to ensure the accuracy and
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reliability of the orbital model.

Typically, orbital positions, velocities, and orientations are modelled using Newton’s second law of motion
for both translational and rotational motion. This requires simultaneous integration to determine the
satellite’s orbital velocity and position, as well as its angular rates and orientation. Since these param-
eters are all related, one would solve such a system of differential equations using solvers like ODE45 or
ODE113. Such solvers are relatively expensive to evaluate compared with simple Euler integration, but
are designed to allow variable time steps. Also, to isolate the impact of reaction wheels versus momentum
wheels on image performance, the orbital model assumes that disturbances do not affect the satellite’s
translational motion. This allows for the decoupling of translational and rotational dynamics. As a
secondary effect, this reduces computational costs. Therefore, the translational motion is determined by
axes transformations and Keplerian propagation, whereas the rotational dynamics are captured using the
ODE45 solver.

3.7.1 Assumptions
The following assumptions apply to the orbital model:

1. The Earth is modelled as a perfect sphere with a gravitational parameter GM. This allows latitude
to be defined as a function of geocentric rather than geodetic latitude.

2. Only the Earth’s gravitational force is considered (two-body problem), resulting in a pure Keplerian
orbit.

3. Perturbations are not included for modelling the orbital position and velocity. This means that
the orbital path is fixed with respect to the inertial reference frame. This means that the orbital
position and velocity depend solely on time.

4. In reality, Earth’s rotation vector is subject to changes in orientation and magnitude due to luniso-
lar gravitational torques and geodynamical processes, causing polar motion [86]. The effects are
negligible when considering a single orbit. Thus, in the simulation, it is assumed that the rotation
vector is aligned with the axis from the South Pole to the North Pole.

3.7.2 Modelling

The orbital model defines the satellite’s position and velocity throughout the Keplerian orbit around
Earth. It is built upon the initial parameters defined within the initialParameters() function. This
function specifies the satellite’s initial Keplerian orbital elements [39], orientation, and angular rates.

Parameter Definition

The initial orbital configuration is defined through the initialParameters() function. This func-
tion specifies the shape and orientation of a Keplerian orbit using various parameters: Semimajor axis
(orbitalElements.semimajoraxis, a), Eccentricity (orbitalElements.eccentricity, e), Inclination
(orbitalElements.inclination, i), Right ascension of the ascending node (orbitalElements.raan,
Q), Argument of periapsis (orbitalElements.argumentofperiapsis, w), and the True anomaly
(orbitalElements.trueanomaly, ). A visual depiction of such an orbit is presented in

%
TUDelft & Page 34



3 Orbital dynamics J.R. van der Ploeg
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Figure 24: Keplerian orbit elements. The satellite (S/C) follows the orbital path in the direction of the
ascending node. The current position of the S/C is a function of the parameters shown. Source: [90]

The interpretation of a Keplerian orbit around a rotating Earth requires defining various axis systems.
For starters, the orbit is defined in Spherical coordinates around any inertial reference frame. For conve-
nience, this is translated into Cartesian coordinates defined in the Earth-Centred-Inertial (ECI) reference
frame.

Next, Earth rotates with a rotational rate about its rotation axis, which, for simplicity’s sake, coincides
with the poles. This causes the position relative to the ground to change over time. For that reason,
the Earth-Centred-Earth-Fixed (ECEF) reference frame is defined. This frame rotates along with the
Earth, causing the apparent path traced by the S/C to diverge away from the initial orbital path. To
amplify this effect, the path traced for five polar orbits is presented in In the figure, the S/C
is spawned to the left of South America, where the Xgopgp axis coincides with the red dashed line. The
satellite is then propagated along the Keplerian path in the direction of the North pole. As can be seen,
the path does not return to the spawning point but revolves around the poles with a continuous offset,
which is a direct consequence of the Earth’s rotational rate. The instantaneous location at each point
in time will later be used to determine the disturbances acting on the S/C, which, in turn, will cause
angular accelerations.

Satellite Orbit

%108
Zecer

zZ(m)

Yecer

4
X (m)

Figure 25: Five polar orbits. The satellite (S/C) follows the orbital path in the direction of the ascending
node.
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The model can assume any Keplerian orbit given the parameters previously described. A visual represen-

tation is given in [Figure 26| wherein the inclination angle i (see [Figure 24) is varied from (a) 0 degrees,

via (b) 45, to (c) 90 degrees. This allows for selecting orbits of choice. Now, the performance of reaction
wheels and momentum bias wheel can be compared in a series of orbits rather than a fixed one.

Sateite Orbit

Satolite Orit

..............

z(m)

° X (m)

(a) S/C equatorial orbit (b) S/C 45 degrees inclination (c) S/C polar orbit

Figure 26: Illustration of orbits for (a) ¢ = 0, (b) ¢ = 45, and (c) ¢ = 90 degrees. The blue circular
line depicts the instantaneous projected orbit for a non-rotating Earth, the dashed red line represents
the satellite’s path traced due to the rotating Earth, and the arrows indicate the axis systems in use.
Subscripts "ECT’, "TECEF’, 'LVLH’ and 'b’ denote the axis systems.

3.7.3 Verification

The verification process ensures that the calculated orbital position and velocity are realistic and usable
by comparing the results from the orbital model against expected values.

The keplerianToCartesian function calculates the position and velocity vectors in the ECI frame based
on the updated orbital elements at each time step. The position and velocity are updated through the
simulation loop, using the following equations:

Mean motion calculation:

GM
Update the mean anomaly:
M= mod (My+n-t,2n) (50)

Calculate the Eccentric Anomaly E, using an iterative solver. Calculate the true anomaly from E:

vV e-sin (£
V2.tan<(\/11f+e~cos((§))> (51)

Wherein, n is the mean motion, GM is the Earth’s gravitational parameter, a is the semimajor axis, M
is the mean anomaly, Mj is the initial mean anomaly, F is the eccentric anomaly, e is the eccentricity,
and v is the true anomaly.

For the orbits shown in the orbital position and velocities are calculated and presented in
It should be noted that the orbital position and velocities are expressed in the ECI reference
frame. In the solid green line depicts the Y-position. As expected, as the orbit is initiated
to move in the Eastern direction, the Y-position follows a sinusoidal curve (sin), and the X-position has
a 90-degree offset (cos). Similarly, for ¢ = 45 degrees, the Z- and Y-coordinates are overlaying while the
X-position remains unaltered, see Finally, for the polar orbit in the figure is
identical to with the exception that the Z- and Y-axes have swapped position (for i = 0, the
orbit takes place in the XY-plane, and for ¢ = 90, in the XZ-plane).
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Figure 27: Tllustration of orbital positions and velocities for (a) i = 0, (b) ¢ = 45, and (c) ¢ = 90 degrees.

To verify the quantities, the initial velocities are compared to the manual calculation for orbital speed

displayed in

V2 =GM (2 — 1) (52)

r a

Wherein V is the orbital velocity of the satellite, G the gravitational constant (6.67430 x 10~1m3 /kg-s?),
M is the mass of Earth (5.972 x 10?* kg), and r is the distance between the centre of Earth and the
satellite (radius of the orbit). In the case of simulated circular orbits, the semi-major axis a is equal to
the radius of the orbit » = Rggrtn + h. Herein, h = 300 km is the flying height for the selected orbits.

The orbital composed velocity V' = | /V;2 + V2 + V2 should be V' = 7725 m/s according to [Equation 53

GM 3.986004418 - 1014
V= = = 7725 53
\/REarth +h \/6378136 + 300 - 103 [m/s] (53)

From the data extracted to create [Figure 27} the velocities indeed amount to Vi—q = v/02 + 77252 + 02 =
7725 m/s, which is in line with reported low Earth orbital speeds of about 7.8 [km/s] reported by the

European Space agency .

Similarly, at an altitude of 300 [km] the orbital period is expected to be approximately 90 minutes, or
5400 [s]. The orbital model shows that it will take 5431 seconds. Thus, with that, the orbital model is
verified.
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4 External disturbances

This chapter presents an overview of the external disturbances examined, focusing on their absolute
values and variations over an orbit.

(A.3) What are the quantitative models for the dominant external disturbance torques acting on a satellite
in LEO, and how can a modular simulation be developed and verified to generate these torques?
This chapter assesses the significance of common external disturbances in terms of magnitude and
variations across orbits. The dominant disturbances will be incorporated in the environmental
model presented in chapter [5}

Ramnath presented the relative influence of the external torques in a figure, copied here in
At an altitude of 200 to 300 km, the dominant disturbance is the atmospheric (or Atmospheric) torque.
Then, gravity gradient torque is the second dominant, followed by geomagnetic torque. Fourthly, solar
pressure torque could play a substantial role. Micro-meteorite impacts are assumed to be negligible
because the torque is orders of magnitude smaller.

2
M o r r
dyne cm 10 } \
1 i — ks h(km)

Torques
Aerodynamic M, Magnetic M" h = Orbit Height in km
Gravity M g Solar Radiation M A

Micrometeorite Impact M -

Figure 28: Environmental torques on an Earth satellite. Source: \\

To explore the external disturbances in greater detail, nine disturbances are examined: Atmospheric
drag Albedo Pressure Gravity gradient Outgassing [£.4] Planetary Radiation Pressure
Residual Dipole [£.6] Radio Frequency [£.7] Solar Radiation Pressure [£.8] and Thermal Pressure [£.9]

summarises those external disturbance sources (each subsection corresponds to the enumeration
in the table under column one ‘ Type’), their characteristics, and the rationale for including or neglecting
each in the disturbance model. Next, their significance in this research (i.e. to include or exclude the
disturbance for simulation) is investigated in their corresponding subsections. The table indicates the
type of disturbance, its source and characteristic, and whether the disturbance is considered relevant for
simulation. The table highlights four disturbances that are relevant to simulate: Atmospheric drag,
gravity gradient, residual dipole, and solar radiation pressure. This finding is consistent with
the dominant environmental torques acting on satellites orbiting the Earth described by Ramnath .
These four disturbances are implemented in the Environmental model in MATLAB, see chapter
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Table 2: External Disturbances

J.R. van der Ploeg

S

in the struc-
ture

Type Source Characteristic Included and rational
1. Atmo- Planetary Altitude and position relative to the Sun influence drag and lift Yes. Atmospheric disturbance
spheric atmosphere on the satellite. This is due to the variations in atmospheric torque is a significant factor.
drag density and composition. The dynamic pressure can exceed
80uPa, which is 16 times larger
than the solar radiation pressure.
2. Albedo Sun reflec- The solar flux for Earth averages 0.29 [92|. Albedo varies with No, the albedo pressure is only about
Pressure tion from the satellite’s latitude, longitude, season, and the specific sur- 7.3% compared to the Solar radiation
the Earth. face properties. The force direction is determined by the rela- pressure. The variations across an or-
tive angle of the Sun. bit are about 15%, which in absolute

terms is very small.

3. Gravity Inertia and If the satellite includes off-diagonal inertia terms, it generates Yes. Earth’s J2 affects the satel-
gradient distance a body-fixed torque for a planet-pointing satellite. Diagonal lite’s orientation, influencing the
from the terms result in a gravity-gradient modal frequency. Gravity- pointing stability.

planet gradient-stabilised satellite utilises a specific momentum distri-
bution to maintain stable oscillation. In the dynamical model,
gravity gradient functions as a pure stiffness term and cannot
provide damping, which must come from another source.
4. Out- Moisture Outgassing, the emission of gases from materials due to heating No. Typically, outgassing is only a
gassing embedded |71], can introduce forces and torques on a satellite [56]. concern at early stages of a satellite’s

life.

5. Planetary

The temper-

The black-body radiation of the planet, which amounts to

No, the intensity of planetary radia-

Radiation ature of the roughly 255 W for Earth, exerts radiation pressure at infrared tion is much lower than that of Solar
Pressure planet wavelengths. The optical properties at infrared wavelengths Radiation Pressure because Earth’s
must be considered when planetary radiation is included. emitted radiation is in the infrared
spectrum, and is reduced due to atmo-
spheric absorption. In LEO, the ra-
diation from Earth to the satellite is
roughly 16% of the Sun’s.
6. Resid- Residual This torque arises from the interaction between an external Yes. Slight misalignment between
ual Dipole dipole on magnetic field and internal dipoles created by current loops. the centre of mass and the mag-
the satellite Magnetic torquers that employ a torque rod inherently have netic centre causes the residual
some residual dipole. Systems containing magnetic materials dipole to have a cyclical effect.
can also retain a residual dipole.
7. Radio Transmit Radiation pressure can be calculated by dividing the transmit- No. For small-sized satellites, the RF
Frequency antennas tance wattage by the speed of light. Satellites equipped with torque is a factor of 50 smaller com-
large offset transmitting antennas can exert considerable accu- pared to the SRP.
mulating torques on the satellite.
8. Solar Solar radia- The Sun exerts forces on satellite. If a satellite is asymmetric, Yes. The solar radiation pres-
Radiation tion the offset between its centre of mass and centre of pressure can sure can reach about 5uPa, which
Pressure result in a torque. The solar flux at Earth’s orbit is 1368W and is substantial given the projected
. varies inversely with the square of the distance from the Sun. area of the satellite.
9.  Thermal Radiators Heat radiates diffusely from all radiators, generating a force No. The satellite of interest is chosen
Pressure proportional to the heat flux. The satellite’s temperature is to irradiate homogeneously and omni-

not uniform, and heat-generating components may possess ra-
diators.

directionally. Thus, the thermal pres-
sure is zero.

4.1 Atmospheric drag

The atmosphere is present during LEO flight. Therefore, atmospheric drag plays a significant role when
modelling disturbances. The atmospheric torque T 4 can be computed with Its implemen-
tation for the environmental model in MATLAB is presented in section

1
Ty =(rep —rey) Xey- CDipVQS'

(54)

1
in which —pV? is the dynamic pressure exerted on the satellite, S is the frontal surface area, ey the

unit vector which is directed towards the velocity vector, r., is the centre of pressure vector in the body
reference frame, and r., is the centre of gravity vector in body coordinates. For CubeSats, the centre of
pressure typically coincides with the centre of symmetry.

According to Space Academy [91], above an altitude of 180 km, relying on a mean reference model for
air density is inadequate. At these higher altitudes, ambient space weather conditions are highly variable
over time, particularly due to solar Extreme Ultraviolet (EUV) radiation (covering wavelengths of 10-120
nm) and geomagnetic activity, which significantly influence atmospheric conditions.

The proposed model uses the solar radio flux at ten centimetres (Fig) as a proxy for solar EUV output,
and the geomagnetic A, index [22] to gauge geomagnetic activity. This model is well-suited for studying
orbital decay and predicting satellite lifetimes in altitudes ranging from 180 to 500 km. The following
equations can determine the atmospheric density in this altitude range:

T =900 + 2.5(Fy — 70) + 1.54,
[ =27 — 0.012(h — 200)

T
H=-—
1

p=6-10"exp (-

(55)

(h — 175)
—g )
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Herein, the pseudo parameters T', p, and H do not necessarily agree with the actual temperature in
Kelvin, molecular weight, and scale height at the altitude of interest. The density p, however, can be
regarded as the model output, see

MODEL ATMOSPHERIC DENSITY VS HEIGHT
B0 T

HEIGHT - km
=
=
=

[}
=2
=
LA B At B At B A A At A At M B A A B M B

A=

ool fer L L b i
4 10 -1 12 13

LOG,,(DENSITY - ky m?)

Figure 29: Values of the density model between 200 and 500 km in height for the case of minimal
(F1p = 70) and maximal (Fyo = 300) solar extreme ultraviolet and soft X-ray output. Source: Space
Academy [91]

4.1.1 Total density calculation

To accurately simulate drag forces, the density can be calculated using the MATLAB implementation
of the NRLMSISE-00 model [52], which provides a mathematical representation of the 2001 United
States Naval Research Laboratory Mass Spectrometer and Incoherent Scatter Radar Exosphere [77].
NRLMSISE-00 is an empirical, global reference atmospheric model of the Earth from ground to space.
It models the temperatures and densities of the atmosphere’s components. A primary use of this model
is to aid predictions of satellite orbital decay due to atmospheric drag [76].

The total mass density is derived from the combined contributions of various atmospheric constituents,
including helium (He), oxygen (O), nitrogen (N2), oxygen (02), argon (Ar), hydrogen (H), and nitrogen
(N). This density is variable and depends on altitude, reflecting local fluctuations influenced by longitude,
latitude, and temporal factors.

Scivision [85] built animations that showcase those fluctuations. A snapshot in time is presented in
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Figure 30: A slice at 200km on a world-wide grid for various atmospheric constituents, including helium
(He), oxygen (O), nitrogen (N2), oxygen (02), argon (Ar), hydrogen (H), nitrogen (N), and anomalous
Oxygen (O). The yellow ball represents the sun’s footprint on Earth. Source: Scivision .

The relation between total mass density p and altitude, from sea level to 1000 km, is illustrated in
The red box in this figure highlights the altitude range of interest, which is further detailed
in [Figure 310 The graphs depict the total mass density at 0,0 longitude and latitude on January 1, 2010.
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Figure 31: Atmospheric density versus altitude at (a) 0-1000 km and (b) low-Earth orbit regime of
200-600 km.

It should be noted that because of variations in density with altitude and across longitudes and latitudes,
Atmospheric drag is not constant throughout an orbit. To signify the magnitude of variation, half a
Polar orbit is chosen. shows that the most significant differences occur at the South Pole,
and increase with altitude. To explore how the variability changes with altitude, depicts
three extremes. First, the density at the North Pole (Latitude = 90 degrees) is compared to that at
the equator (Latitude = 0 degrees); the maximum difference occurs at approximately 500 km, where the
atmosphere is about 16% thinner. Secondly, as the orbital altitude increases, the change in atmospheric
density between the South Pole (latitude = -90 degrees) and the equator becomes more pronounced,
increasing monotonically with altitude and reaching more than double the density observed at 500 km,
and over 150% at 600 km. When comparing the density differences between the North and South Pole,
differences of close to 200% are observed at 600 km altitude. In short, the atmosnrlmsise00 function
shall determine the total density at the point of interest during the simulation to account for those effects.
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Figure 32: Atmospheric Density variations (a) with Latitude for various altitudes and (b). -90 Degrees
latitude depicts the South Pole, and 490 degrees the North Pole. The reference value is set at the equator
(latitude = 0 degrees).

4.1.2 Dynamic pressure estimation

The dynamic pressure ¢ must be determined to estimate the Atmospheric drag for a satellite flying a
circular orbit at an altitude of, for example, 400 km. The orbital velocity varies with altitude and orbit
type according to:
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r a

2 1
V:i=GM ( - ) (56)
Where V is the orbital velocity of the satellite, G' is the gravitational constant 6.67430 - 10~ m3s? /kg,
M is the mass of Earth 5.972 - 10**kg, r is the distance between the centre of Earth and the satellite (or

radius of the orbit), and a is the semi-major axis. Inserting all values into [Equation 56| and substituting
the result into the dynamic pressure equation gives |[Equation 57

1

1
_ o v2_
7= Vv

3
It should be noted that at the South Pole, the atmosphere would be 61% thicker, and thus the dynamic
pressure would become 126.2u Pa; similarly, at the North Pole, 11.5% thinner, thus becoming 69.2uPa.

2.66 - 10712 . 7672.5% = 7.82 - 10~ °Pa = 78.2uPa (57)

4.1.3 C(Cp estimation

In addition to the dynamic pressure, the drag coefficient times the projected area (Cp - .S) must also be
considered. At altitudes between 120km and 400km, the drag coefficient of a cube is in the range [2.2—2.4]
according to [majid2018 Atmospheric], and changes with angle of attack «. The drag coeflicient in
hypersonic flow is complex to calculate accurately. However, simplistic estimations for a flat plate exist

(see |[Figure 33)) when flying in LEO, and only vary with the incidence angle 5, see [Figure 33al or in

Atmospheric terms angle of attack « B

Cp.,...=2sina (58)

plate

In the paper , various simulations were run. From these simulations, it is shown that a more accurate
estimate is about 0.1 larger than suggests. The corrected version that can be used in this

thesis is

Cp.,... =2sina+0.1 (59)

plate

The satellite’s bus is box-like, and the two solar panels are flat plates; the effective drag coefficient can
be estimated using

(Cp-8)ppu = _Cp, - Si =Cp,,. - Shus + Cb,prner * Sscpanel + - (60)

In terms of Atmospheric drag, the highest drag occurs when the solar panels face 90 degrees to the
satellite’s velocity vector, and will produce a Cp, of 2.1, and similarly, when o = 0, Cp = 0.1. A more
accurate model, was proposed by J. Storch in an aerospace report titled Atmospheric Distur-
bances on satellite in Free-Molecular Flow [storch2002Atmospheric], but requires the determination
of accommodation coefficients representing the momentum exchange that occur between the molecules
and arresting surfaces, and the ratio of macroscopic velocity V,,, to the most probable molecular thermal
velocity V4, which in turn depend on the Knudsen number Kn = A\/L where A is the average mean free
path of the molecules and L is the characteristic length of the satellite and the surface temperature T'.
As captures the overall trend, attains a minimum and a maximum at identical angles and
provides a similar output value, this model is chosen for its simplicity. A comparison of the models is

found in in Verification in[5.1

[total

Cp=2 at—l—an%sinﬁ—i—@—an—Ut)siHZB sin 8 (61)

L“The quantity S = ”TZ‘ is the molecular speed ratio, which represents the ratio of the gas macroscopic velocity (vm)
to the most probable molecular thermal velocity (v¢). The molecular speed ratio S characterises the extent to which the
flow behaves like a collimated beam of molecules. Particularly, when S > 5, the flow is called a hyperthermal flow and is a
common situation in the LEO region. In this case, the limiting value of the drag coefficient of the flat plate is[Equation 58I’

Source:
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(a) Flat plate placed in free-stream velocity V at (b) Flat plate Cr and Cp as a function of incidence
an incidence angle 5. The lift generated is directed angle § with accommodation coefficients o, = o =
perpendicular to V', and the drag is directed with V. 0.7.

Figure 33: The lift C; and drag Cp coeflicients for a flat plate in free molecular flow at hypersonic
speeds. Source: [storch2002Atmospheric]

To estimate the drag coefficient of the satellite’s bus, it is considered to be fixed in space w.r.t. the
velocity vector, as the ADCS controlled satellite points at NADIR, thus Cp ~ 2.2, see [Figure 34|
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Figure 34: Uncertainties in the drag coefficient caused by quasi-specular reemission. The solid curves rep-
resent drag coefficients calculated using Sentman’s model, which assumes completely diffuse re-emission.
The dashed curves represent Moe’s estimated upper bound on the effect of a quasi-specular component
of re-emission on the drag coefficient. Source: [58]

The drag force will be modified by changing the projected area relative to the satellite’s attitude. For a
more comprehensive CD model of the satellite bus, which will be assumed to be shaped like a cube, please
refer to C. Reynerson’s article titled Atmospheric Disturbance Force and Torque Estimation for satellite
and Simple Shapes Using Finite Plate Elements — Part I: Drag Coefficient [author2011Atmospheric].
Here, the flat-panel model is extended into the third dimension to form a cubical satellite bus. His find-

ings are used for verification, though, in in section [5.1]

4.1.4 Atmospheric centre estimation

The centre of pressure r, represents the point at which the total Atmospheric force can be applied
to produce an equivalent torque on the satellite. For satellites in orbit, free molecular flow must be
considered to quantify the ¢pgero. The approach takes three steps:

1. Discretising the satellite surface: Dividing the surface into small elements and calculating
the force on each element based on atmospheric density, velocity, and surface accommodation

2 “Drag coefficient, CD: It has been a common practice to assume a constant CD equal to 2.2 for low earth orbit
flying satellites. Due to the lack of precision of existing atmospheric density models, any modelling effort to refine the
drag coefficient was normally considered of little advantage, since it does not compensate for the imprecise density model.
Nowadays, it is widely accepted that the drag coefficient is not constant and can wvary significantly depending on the
satellite’s shape and the atmospheric temperature and composition at the flying altitude. Note that atmospheric density
models obtained from satellite observations directly incorporate any error on the drag coefficient as density biases” - .
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coefficients. The latter quantifies the efficiency with which gas molecules exchange energy and
momentum with a surface during collisions [72]. The surface-accommodation coeflicients are a
function of the incidence angle and type of molecule. There are four primary computational methods
for analysing the Atmospherics of a satellite in free molecular flow [59]:

(a) Panel method: A body may be composed of many discrete panels, each of which can be
modelled as a flat plate with one side exposed to the flow.

(b) Ray-Tracing Panel Method: improves upon the panel method because it considers the shielding
of satellite surfaces from the incident free stream flow by upstream components of the body;

(¢) Test-Particle Monte-Carlo: TPMC can be used to model the effects of multiple reflections and
different flow conditions;

(d) Direct Simulation Monte-Carlo: The DSMC method directly simulates molecules. Each simu-
lated molecule represents 10'2-10%° real molecules. Unlike in TPMC, the simulated molecules
can collide with one another.

2. Calculating total force and torque: Summing the forces and torques from all surface elements
about the satellite’s centre of mass (CoM).

3. Solving for 7.,: Determining the position vector r., from the centre of mass to the centre of

pressure using [Equation 62

Fiotal X Trotal

< ‘Ftotal |2

where -ﬁtotal is the total force vector and Tintq; is the total torque vector.

Given that the goal of the FACAs is to stabilise the S/C for NADIR pointing, the angle of attack, a, and
the side-slip angle, 3, are assumed to vary little throughout the orbits. For that reason, the shift in centre
of pressure, which can be significant for large variations in incidence angles, is assumed to be minimal.
The mean value of the centre-of-pressure shift can be modelled as an offset percentage of the satellite bus
size relative to the S/C centre of mass. The offset between the centre of mass and the centre of pressure
is set to be between 1% and 5% of the satellite bus dimensions. This will make the Atmospheric torque
more or less effective, as it ultimately scales the torque values in

4.2 Albedo Pressure

Albedo pressure is the radiation pressure exerted on a satellite by sunlight reflected from Earth. When a
satellite is in Earth orbit, it is subjected to radiation pressure. Albedo pressure is a component of radiation
pressure and can affect a satellite’s dynamics. Unlike radiation pressure from the Sun, which is treated
as a point source, albedo pressure from Earth requires the Earth to be modelled as a non-point source,
as reflectivity varies across its surface. The Albedo pressure is difficult to simulate because the torque
disturbance depends on several factors, including the satellite’s surface area, its orientation relative to
the Earth and the Earth’s reflectivity. The latter is challenging to model, as the consequences of reflected
sunlight from Earth hitting the S/C, including effects such as hemisphere differences, atmospheric and
surface contributions, seasonal changes, spectral differences, and location in the reflected fluxes, must
be taken into account. Since regional changes are the most significant factor, the annually averaged
reflected fluxes are presented in As indicated, the most significant averaged flux differences
are between the Polar Southern Hemisphere (Polar SH, 60-90 degrees South) and the tropics (Tropics,
30 degrees North-South), amounting to 14.5 W/m?. In absolute values, the average global total flux is
99.7 W/m? or about 7.3% of the Sun’s flux. Since the variations across the orbit are much smaller than
the Atmospheric variations, and the absolute value is considered small enough, the Albedo pressure will
not be modelled to compare the performance of FACAs.
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Averaging Scale Total Atmosphere Surface
Flux a(x) Flux o(x) Flux oa(x)
Global 99.7 0.23 86.9 0.29 12.9 0.10
Tropics (30°N-30°S) 94.3 0.32 82.27 0.37 121 0.09
Midlatitude NH(30°-60°N) 103.8 0.52 91.5 0.53 123 0.15
Midlatitude SH(30°-60°S) 104.1 0.56 98.9 0.65 5.26 0.10
Polar NH (60°-90°N) 97.0 0.87 78.7 0.87 19.1 0.47
Polar SH (60°-90°N) 118.8 0.68 84.4 1.26 355 0.97

Figure 35: Annually Averaged Reflected Fluxes Over the Regions Indicated. The top-of-atmosphere
reflected flux (W /m2) and the contributions to this flux by scattering from the atmosphere and reflection
from the surface are given. The standard deviation of the deseasonalized flux is also given. Source: [92]

4.3 Gravity gradient

Next to the atmospheric torque caused by Atmospheric drag, the gravity-gradient torque is the most
important. Gravity gradient torque is a disturbance experienced by a satellite orbiting a planet, such
as Earth. It arises from variations in the gravitational force along the satellite’s length. Essentially,
three aspects play a significant role: the distance from the S/C to the gravitational field Earth’s
gravitational perturbations [£:3:2] and the inertia tensor due to mass distribution onboard the satellite
Its implementation for the environmental model in MATLARB is presented in section [5.2

4.3.1 The distance to the gravitational field

The magnitude of the position vector of the satellite to the Earth’s centre R = |R| can be expressed in
terms of the orbital elements according to:

1— 2
R— a(l—e?) (63)
1+ cos(f)
In which a is the semi-major axis, e is the eccentricity, and f is the true anomaly.
The orbital angular velocity is expressed as:
Worbit = % (64)

a

where 1 = 3.986004418(8) - 101* m3s~2 is the Earth gravity constant.

The gravitational force scales with 1/R2. The further the mass is positioned from the centre of mass of the
Earth, the less the gravitational pull is. That phenomenon causes a stronger pull on the Earth-pointing
side of the satellite than the space-pointing side. This difference in gravitational force is responsible for
the so-called gravity gradient torque T4, and is expressed in vector form in body-fixed coordinates:

b b
= [ LI (B 1 () @

Note that R is the position vector of the satellite to the Earth’s centre in body-fixed coordinates. And
in case of a circular orbit for which the eccentricity e = 0, and substituting for w,,p;t, the expression
reduces to:

3
Tygr = R—’;R x I;R (66)

From this equation, it follows that the closer the orbit is to Earth, the larger the gravity-gradient torque
becomes. Thus, in LEO, the T,4 must be considered.
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4.3.2 Earth’s gravitational perturbations

The more misshapen the celestial body, and the less uniform its mass distribution, the more involved
the calculation of the gravitational moment (and force) It exerts. For an oblate body, like the Earth, a
second-order estimate that only includes the Jo term can be computed using zonal harmonics of degree
2 [80] according to and is also described by [16] in Since the Jy term (=
1.08262668¢ — 3) is O(2) larger in its effect than the rest of the gravity perturbing forces, it is good
enough for the environmental model described in section In other words, the higher-order terms
are neglected as they become smaller and smaller: the J3-term, for example, is at least two orders of
magnitude smaller than the J2-term [80].

u, x I, ploR?
Too =311 T 55

+ (15 — 105(t 1y, ) )ty X Tty — 600y, X Tti,]

P (300,10, (1, X Tty + 1y X Ti,)

(67)

Herein, T,, is the total gravity gradient torque, p the Earth’s gravitational parameter (u ~ 3.986 -
10*m3/s?), Jy the second zonal harmonic coefficient, accounting for the Earth’s equatorial bulge due to
its non-uniform shape, R, the mean radius of the Earth (R, ~ 6,371 x 105m), |r| the distance from the
centre of the Earth to the satellite, and u, and ,, unit vectors that represents the vector pointing from
the satellite centre of mass to the centre of the planet and along the rotation axis of the Earth respectively.

T,, = 37‘; (rx (I+7)) + o —%(zx(fz))
(%) (-

—|—15(;7'Z)(z><(1-7")—|—r><(1-z)) (68)

4.3.3 Inertia tensor due to mass distribution onboard the satellite

In section the satellite (static) inertia tensor is computed according to It should be
noted that because the inertia tensor I might contain off-diagonal terms, due to asymmetries, instabilities
in attitude motion may occur due to cross-products being present. Also, since most satellites are not
point-symmetric, the diagonal terms (e.g. Iz, Iyy, I;-) have unequal values. This means that the satellite
tends to have a preferred spin direction: a major-axis spinner occurs when I, > I, > I.., for minor-
axis Iy, > I, > Iy, and an intermediate-axis spinner for other inequalities. For both the major-and
minor-axis spinners, the satellite spin is stable. For an intermediate-axis spinner, the motion is unstable

[69).

4.4 Outgassing

Polymeric composites are often used as the material of choice for satellite design due to their high spe-
cific strength and stiffness. These composites are prone to outgassing in the harsh space environment,
releasing gaseous species [71].

Miller and Weeks [56] presented a model based on the kinetic theory of gases to characterise the thrust
acceleration resulting from satellite outgassing, see

/3RT /
outgasszng (69)

Where R is the gas constant, T' is the absolute temperature, M is the molecular weight, and %—T is
the change in mass over time. Their analysis demonstrates that the random expansion of vented gas
molecules, even at relatively low temperatures, generates a non-negligible thrust force that can perturb
the satellite’s trajectory, similar to the operation of rockets, with a specific impulse I, in a gravitational
field with acceleration g, see

dm
Frocket = gOI

T (70)
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This force, although less efficient than rocket propulsion, is significant enough to introduce errors in initial
orbit determination and warrants consideration, particularly in the early stages of a mission when volatile
elements are still evaporating. These effects can be considered irrelevant once most of the outgassing has
occurred and the detumbling sequence has finished, leaving the satellite in a steady-state condition.

4.5 Planetary Radiation Pressure

Planetary radiation pressure (PRP) is the pressure exerted by a planet’s thermal emissions, primarily
from Earth for satellites in LEO. To determine the value of the PRP, the Stefan-Boltzmann law, expressed
in can be used to determine the total emissive power I of the Earth in W/m?, assuming
that on average it can be treated as a blackbody (indicated with subscript bb).

Ibb = (TT4 (71)

where o is the Stefan-Boltzmann constant (5.67 - 10~8W/m?2K?), the effective temperature of the Earth
T is around 255 K. Inserting these values into and substituting in yield:
Iy, oT* 5.67 1078 - 255 239.7

P == P = =
c c c 200792458

This estimate indicates that Earth’s radiation pressure is approximately 18% of the Sun’s. Its effects
are noticeable when interested in accurately predicting the orbit and the satellite’s attitude, but can be
neglected when comparing the performance of FACAs.

=8.03-10""Pa~ 0.8uPa  (72)

4.6 Residual Dipole

As the S/C orbits Earth, it moves through a varying magnetic field (due to the field’s spatial gradients
and the satellite’s changing orientation). This interaction causes a torque that tries to align the satellite’s
dipole, as described in section [4.6.1] with the local magnetic field, as discussed in section perturb-
ing its attitude. This attitude perturbation works periodically and is described in section 77 in terms of
precession and nutation. Its implementation for the environmental model in MATLAB is presented in
section

The direction and magnitude of the torque change as the satellite’s position and orientation vary relative
to the magnetic field. It should be noted that this interaction also enables the utilisation of the Earth’s
magnetic field to control the satellite’s attitude, for example, by running an electric current through an
onboard coil to create torque intentionally (the working principle of magnetorquers).

The residual dipole arises from a slight misalignment between the satellite’s centre of mass and its
magnetic centre. Magnetic imbalances or onboard electronics often cause this misalignment. The mis-
alignment should be determined through computer-aided design modelling or by physical measurements.
It is also possible that the satellite’s magnetic moment is unintentionally induced by any current-carrying
devices on board. This can be due to the payload or to eddy currents in the metal structure. In this
case, the magnetic dipole moment is not constant.

4.6.1 Residual dipole moment

This residual dipole torque Trp is a function of the residual dipole’s strength m, the intensity of the
external magnetic field B (in LEO about 22 — 65 uT" |14]), and the angle between these two vectors as
presented in [Equation 73| It’s magnitude is T = mBsin (#), where 0 is the angle between m and B.

TRD =mxB (73)
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Figure 36: Illustration of the magnetic torque on a current loop. Source: \\

For a fixed residual dipole m, the torque oscillates as the angle 8 between m and B changes. This results
in a periodic disturbance that repeats each orbit, with no net accumulation of angular momentum over
one orbit if the satellite’s attitude remains relatively stable and the magnetic field is symmetric over the
orbit. If the ADCS does not counteract the torque, or if the dipole moment changes (e.g., due to varying
electrical currents), the torque can cause a gradual drift in attitude over multiple orbits. This drift is
cumulative because the torque may consistently bias the satellite’s orientation in a particular direction,
depending on the orbit and the magnetic field. For example, in polar orbits, where the magnetic field
varies significantly, the torque may cause a non-reversing attitude error if left uncorrected.

For small-sized satellites, the residual dipole moment m is assumed to be in the range of 0 — 0.2 [A - m?]
because magnetic shielding is considered not to be present. This will be used for the implementation of

in section [5.3] To justify its implementation, a reference is computed using

the maximum magnitude of the residual dipole torque is calculated at 400 km.
|Trp,...| =mBsin(0) =0.2-65-sin (7/2) = 13uNm (74)

Such a magnitude is comparable to the solar radiation pressure torque and is therefore relevant to con-
sider in the simulation.

4.6.2 Earth’s magnetic field
The geomagnetic field can be modelled as a dipole in the form of [Equation 75| presented by .
KB
B="s [R*ep — 3(ep - R)R] (75)

where pp = 8.1 -10% gauss — cm? is the magnetic moment when the magnetic field of the Earth, R
is the magnitude of the position vector of the satellite to the Earth’s centre and can be found with
Equation 63} ep is a unit vector directed towards the geomagnetic dipole axis (inclined 11.5 degrees from
the geophysical polar axis), and R is the satellite position vector. Although neither the geomagnetic
field nor the satellite magnetic moment can be determined precisely in general, one can model both as
dipoles, and this approach will likely be sufficiently accurate . The geomagnetic torque in body-fixed
coordinates can be expressed as:

Ty = [V <] Ci ' [R7ely = (el - ROR'] (76)
Where Cy, is expressed as a function of three periodic matrices with period T, by Floquet theory ,

and the '#’ denotes perigee coordinated. For further investigation of the geomagnetic torque refer to
equation 3.4.16 in by Y. Tao and R. Ramnath.

4.7 Radio Frequency

The operational principle of radio-frequency (RF) torque is that any electromagnetic transmission will

produce a force and a torque, and is given by
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TRF = —%7’ XU (77)

Herein, p is the transmitted power, c is the speed of light, r is the vector to the antenna axis of maximum
radiated power from the satellite centre-of-mass, and u is in the direction opposite to that.

For a smaller satellite, the RF torques can be considered negligible, as given by the following example:
Assume that a 50 kg satellite can downlink with a power of about 20 Watts for 10 minutes EL For
a smaller-sized satellite, the mean density is typically higher than for larger ones. Considering a mean
density of 400 kg/m?, such S/C could be sized about 0.125m? or 50 x 50 x 50 cm?3. Assuming the antenna
is positioned outboard of the S/C, shows that the RF torque could be as large as 0.1uNm.

90 05] [05 0.0667
Trr = — s |0.5] x |0.5| = |—0.0667 | uN Trr|| = 0.094 ~ 0.1uN
"= ogroaass | x - 0 pNm = |[Trp|| = 0.094 = 0.1pNm  (78)

In comparison, the estimated solar radiation pressure torque for a similarly sized satellite, assuming a
centre of pressure offset of 5% from the centre of mass, is about 4.5 uNm. This indicates a relative
magnitude of nearly a factor of 50, rendering the RF torque negligible. When considering larger high-
power (communication) satellites, radio-frequency (RF) torques can become relevant, mainly if they
transmit power continuously, leading to torque accumulation.

4.8 Solar Radiation Pressure

Solar Radiation Pressure (SRP) is caused by the momentum transfer of photons from the Sun. The
intensity of solar radiation decreases with distance from the Sun; however, at LEO, radiation pressure is
significant because the satellite is at 1 AU from the Sun and receives a substantial amount of light. Solar
radiation pressure varies with the satellite’s orientation and reflective properties; see section 4.8.1] To
determine an estimate of the SRP, can be used, wherein P is the radiation pressure (Pa),
I is the solar irradiance, which at 1 AU is about 1368 W/m?2, and c is the speed of light in a vacuum
(3108 m/s).
1368

I
p-1 P=— 2  _456.10%Pa ~ 5uP
c 200792458 w00 10 Pa~ buba (79)

The magnitude of the disturbance torque generated by SRP is dependent on the moment arm. To
determine the moment arm, the distance between the centre of mass and the centre of pressure, the
centre of pressure location must be determined, and is discussed in A reference value estimation
is made to determine the relevance of the SRP torque in section {.8:3] Its implementation for the
environmental model in MATLAB is presented in section [5.4]

4.8.1 Reflectivity properties

The disturbance torque caused by SRP depends on the reflectivity of the satellite’s surfaces. When
incident radiation hits the satellite, (part of) the radiation is absorbed, reflected specularly, and/or

reflected diffusely, see

34A small satellite with 50 kg, however, can generate only as small as a power of 100 W as total. A high-data-rate
communication system could allocate approximately 20 W for a 10-minute communication pass. This is a power constraint
for a high-data-rate communication system for small satellites.” - (81|
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Figure 37: Recoil force components for (a) absorption, (b) specular reflection and (c) diffuse reflection.
Source: Rivers et al.

The solar pressure caused by absorption P,ps0-p that acts normal to the Sun is given by the momentum
flux of light P [N/m?], which is equal to the power flux density ¥ [W/m?] over the speed of light ¢ [m/s].
Assuming that only the Sun’s irradiance gives rise to the power flux density (U = I), then Pupsorp 18

expressed as:
v
Pabsorb =—=-=P (80)
c ¢
The power flux density of solar radiation incident upon a horizontal surface at the top of the Earth’s

atmosphere at zero zenith angle is 1368 W/m? . The fraction of radiation that is fully absorbed causes

a force df, according to [Equation 81| following (a) in [Figure 37
I
dfy = =74 cos (0)es—dA (81)
c

In which ~, is the absorption coefficient, 6 the angle of incidence, and eg is the unit vector pointing from
the satellite to the Sun.

The second contribution is due to specular reflection as depicted in (b) in That solar pressure
Pspec acting on a surface normal to the sun is expressed as:

2¥
Pspec = 7 =2P (82)

This poses a radiation force which is due to the part of the radiation that is reflected specularly df;
according to:

dfs = —2, cos? (Q)ensz (83)
C

Herein, v, is the optical coefficient of specular reflectivity, and e,, is the normal unit vector of the small
surface area dA.

Lastly, the radiation force due to the radiation that is reflected diffusely is dependent on the distribution
of the radiation over all directions. It is depicted in (c¢) in [Figure 37| It is found by integration over all
angles. When applying Lambert’s cosine law , the diffuse portion of the radiation force is presented
by:

dfg = —74 cos (9) <65 + ;en) %dA (84)

Where 74 is the optical coefficient of diffuse reflectivity.

When assuming that the satellite has zero radiation emittance and that the Sun is the only light source,
the SRP force can be determined. The sum of the radiation coefficients equals one (v, +vs+74 = 1). Now,
the resulting total solar radiation pressure force is solely dependent on the orientation of the receiving
surface and its optical properties. The sum of three components (df s, = df, +dfs +df4) give the force per
area. Hence, grouping equations and expressing the reflectivity condition as v, +7v4 = (1 —7s)
gives

I 1
dfsrp = - (1 —s)es + 2(ys cos (0) + ng)en cos (0)dA (85)
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In this equation, the term 7% represents the negative pressure P exerted by all radiation. This equation
encapsulates the interactions between the solar radiation and the satellite’s surfaces. Summing over all
lighted surfaces gives the total solar radiation pressure force Fj,,:

Fsrp = Z dfs’r‘p (86)
i=1

Now, the resulting torque due to solar radiation pressure T, is found by multiplying the force by the

moment arm per
Torp = (Tep —Teg) X Fypp (87)

4.8.2 Centre of pressure

When the reflecting properties of a surface element are assumed to be homogeneous, the centre of pressure,
¢p, coincides with the geometric centre of that surface element [101]. However, the combined solar
radiation pressure acting on a satellite’s various surfaces determines its centre of pressure. Non-uniform
illumination conditions can lead to unequal forces on these surfaces, resulting in a shift in the overall cp
location.

Solar radiation pressure is relevant because the solar panels are at a large offset from the centre of
mass, compared to the satellite’s bus. That means that slight changes in illumination conditions have a
relatively large impact on rcp, thereby impacting the T,,. At the same time, precise determination of
the centre of pressure location requires detailed CAD modelling and on-orbit estimation [47]. For this
analysis, a cp-offset in the range of 5 — 10% of the satellite’s centre of mass is expected, because of the
asymmetry arising from changing illumination conditions.

4.8.3 Reference value estimate

For the reference satellite of 50 kg S/C, sized 50 x 50 x 50 cm? flying in a polar orbit at 400km altitude with
a 5% offset in centre of pressure from the centre of mass, with deployable solar arrays, the maximum torque
is approximately 4.472 pNm. This estimate is the result of taking a coefficient of absorptivity ~, = 0.37,
a specular reflection v; = 0.53, and a diffuse reflection 4 = 0.1, and substituting in The

resultant torque is computed by

4.9 Thermal Pressure

Thermal pressure, or thermal radiation pressure, from radiators on small satellites is caused by the
radiation of infrared energy as the satellite dissipates excess heat. This can generate pressure on the
radiating surfaces onboard the satellite, similar to planetary radiation pressure, but instead of reflections,
due to irradiation from a heat source with absolute temperature T;.,q and its emissivity e (where e = 1
for an ideal radiator). When the radiative surfaces are placed or loaded asymmetrically, a torque about
the centre of mass is generated, see section [£.9.1] An estimation of the satellite’s heat flux is given in
section

4.9.1 Thermal radiation pressure torque
An estimate of the radiation pressure P, = F//A [N/m?] can be determined through the following. First,
the thermal irradiance I,, must be determined using

I, = geT? (88)

The thermal irradiance [W/m?] can be converted to radiation power @ [W] by multiplying both sides
with the radiation area A:

Q = geAT* (89)

The emitted thermal radiation is distributed directionally, as shown in The heat distribution
is proportional to the angle ¢ from the normal. This is known as Lambertian radiation. To account for
the emittance close to the normal being larger than that off-axis, a scaling factor C'r is used and is named
the force coefficient.

%
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~ cos¢

Figure 38: Diffuse emission of a Lambertian surface

To derive the force coefficient Cr, the integral of the angular distribution of force contributions is com-
pared with that of a simpler isotropic distribution in following Lambert’s cosine law:

_ fOQﬂ fog cos® psinpdpdf fog cos? psinpdg fog cos> psinpdgp  (3)
fo% fog cos ¢ sin ¢ do df fog cos ¢ sin ¢ d¢ (1) (1)

This value indicates that the effective radiative force, influenced by the directional distribution of the

emitted radiation, is approximately 4/3 greater than what would be assumed from an isotropic perspec-

tive.

The thermal radiation force Frp can be determined with

Q_4Q

Frp=Cp- = 1
TR C(F c 3 c (9)

ol

4

=

The radiation pressure is determined by dividing the radiation force F' by the radiation area A.

p _Frr_4 0Q
tr =" = 5"

A 3 A-c
Similar to the solar radiation pressure, the thermal pressure torque T, can be calculated according to

in which Fi, = Frr - €5ua.

(92)

Ttr = (rcp - rcg) X Ft'r‘ = FTR . (rcp - rcg) X €pqd (93)

If the normal vector e,,q, which is located at the centre of pressure of the radiator, crosses through the
centre of mass of the satellite, the resultant torque T, generated reduces to zero. If that is the case,
the thermal pressure torque can be neglected. For an asymmetric design, the satellite heat flux must be
considered.

4.9.2 Estimation of satellite’s heat flux

The thermal performance of the satellite can be estimated by setting up a heat equilibrium in a steady
state. The first step is to select a closed control volume and apply conservation of energy (first law of
thermodynamics (AU = @ — W): the change in internal energy AU [J] is equal to the heat @ [J] minus
the work done W [J]. The latter is zero for the satellite because no work is done. Thus, the stored heat

Qstored [J] can be determined with the energy balance in [Equation 94

Qstored = mcp% = Qin - Qout + Qgenerated (94)
The stored heat takes the form of heating or cooling a mass over time. It includes thermal mass m [kg],
the specific heat capacity C, [J/kgK], and the time rate of change in temperature dT'/dt. The heat in
Qi entering the control volume (denoted with subscript ¢v) can take the form of conduction, radiation
(see [Equation 89)), and convection. Conduction (= kAAT/I) consists of the thermal conductivity of the
material k, the cross-sectional area of the object A, the temperature difference from one side to the other
AT, and the distance over which the heat is transferred I. Note that convection is left out because the
satellite’s heat transfer through a gas is negligible (the atmosphere is very thin at flying altitudes, see
[Figure 31a). The thermal equilibrium in steady state (whereby dT'/dt = 0) is shown in
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dl' kA
me% - T (Teact N TCV) —ode (TéV - T;Lpace) + Qgenerated =0 (95)

When applying to the control volume depicted in[Figure 39} an estimation of the heat balance
Qin = Qour can be made, see

APsola,.Qsolararad + APEQ,.thQalbedoaTQd + APEaT.t;LQEaT'thO[Tad + Qgen = UArade(T:Lad - Tfpace) (96)
Herein, the following assumptions are applied:

e The satellite is in steady-state thermal equilibrium.

o Ap

solar

is the projected area normal to the Sun pointing vector.
o Ap,. .. is the projected area normal to the Earth pointing vector.
e The Sun radiates uniformly such that the Solar irradiance Qso1q = 1368 W is uniform.

e The Earth’s blackbody radiation temperature does not vary throughout the orbit and amounts to
255 K, thus radiating Q garn = 239 W/m? into space [4].

e The average global total albedo flux is 99.7 W/m? (see|Figure 35)), and is assumed constant across
the orbit for the thermal analyses.

e The solar panels are in thermal equilibrium, meaning they are thermally isolated from the satellite’s
bus.

e The satellite’s bus receives the electrical power needed to power the electronics within the bus.

e The spectral properties for a white paint used in satellite, according to ‘table 4.2 White & Color
Coatings’ in [kauder2005satellite], at a wide range of operating temperatures (60 — 300K) have
a wide range in absorptivity and hemispherical emittance. For this analysis, values of a = 0.3 and
€ = 0.9 are used, respectively.

@) .‘m “““““
o 394

Solar panel 1 Solar panel 2

Figure 39: Satellite thermal equilibrium of the control volume considered.

The generated heat Qgen ultimately stems from the conversion of electrical power to heat, which is, in
turn, collected from the satellite’s electrical systems and conducted to the radiating surfaces. Thus, a
satellite that runs on solar energy has at most the capacity to dispense as much energy in heat as it
receives power throughout an orbit. Of course, if energy can be stored, it can be released later, resulting
in a larger Qgen. However, by assuming a steady state, this possibility is ignored.

With state-of-the-art solar panels, solar panel efficiency of about 75, = 39% is possible with four or more
junction technologies . This means that the maximum heat Qgen,,,. [W] occurs when the solar
panels’ normal are perpendicular to the Sun’s pointing vector. Otherwise, the value must be multiplied
by cos 6, whereby 6 is the angle between the Sun pointing vector and the solar panel normal.

Qgen = nsstolar COS(G) . Asolar = 533.5 COS(Q) : Wpr (97)

The required power can range from 10 to 400 watts and is dependent on the satellite design. Since the
satellite points at NADIR, Ap,. ... ~ Arad-
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Qgenmas = 5335 Asotar  (Qgen o, €{10,11, ..., 400} Watts) (98)
Recalling and substituting the given values gives:

Ap

solar

21368 - 0.3+ Ayqa-99.7- 0.3+ Arga - 239- 0.3+ 533.5 - Asolar = AradQrad (99)

Thus, for one cubic meter cubic-shaped satellite, the maximum heat flux Q,qq,,,, occurs when all elec-

tronics convert all received solar radiation into heat, at a Sun incidence angle of 45 — 45 — 45 degrees
resulting in Ap = V34, 44; the minimum Q,.q . when the satellite is in idle, and eclipsed:

solar min

Qrad,.. =A410.4v/3 +29.9 4+ 71.7 4+ 400 = 912 Watt Qyaq,,, = 29.9+ 71.7 = 101.6 Watt  (100)

Next, the satellite dispenses heat in all directions, with some heat spots present, unless radiators are
used. Now, thermal pressure only poses a problem when irradiated non-uniformly; it’s noticeable only as
a net effect. For that, the torque experience due to thermal pressure is calculated using [Equation 101

Typ=A-rep X P (101)

To reduce the complexity, the satellite of interest is chosen to irradiate homogeneously and omnidirec-
tionally, meaning that the net effect of the thermal pressure is zero.
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5 Environmental model

This chapter answers the research question:

(A.3) What are the quantitative models for the dominant external disturbance torques acting on a satellite
i LEO, and how can a modular simulation be developed and verified to generate these torques?
The satellite is subjected to various disturbances, as specified in chapter [l The four dominant
external disturbances have been identified: Atmospheric, gravity gradient, residual dipole, and
solar radiation pressure, and were discussed in sections [L.IJ[4-3] [£:6] and [L§ respectively. The
subsequent sections detail the implementation of the governing equations in MATLAB
functions to achieve modularity.

The numerical values for attachment points for the disturbances discussed in the subsequent sections are
elicited in appendix

5.1 Atmospheric torque implementation

The Atmospheric disturbance torque (ADT), see is calculated using the
calculateAtmosphericTorque function. This function takes the current date, altitude, latitude, lon-
gitude, satellite velocity vector (v_eci), angle of attack (alpha), and a transformation matrix (FB) as
inputs. The resulting torque vector 74 is returned as the output and is expressed in the body reference
frame.

The assumptions made to model the ADT are listed in section Next, the modelling (section |5.1.2))
describes how the relevant equations are implemented. The verification of the ADT is carried out in
section B.1.3

5.1.1 Assumptions

The following assumptions are made to compute the ADT:
1. The centre of pressure is constant and defined in the config() function.

2. The atmospheric density is calculated using a standard model atmosnrlmsise00 [52], which may
have limitations in accuracy, especially during periods of high solar activity.

3. The drag coefficients are based on simplified models (see Cp estimation in [4.1)) and may not fully
capture the complex aerodynamic interactions.

5.1.2 Modelling

First, the Atmospheric Density p is calculated using the atmosnrlmsiseO0 function from the Aerospace
Toolbox. This function models the Earth’s atmosphere and provides density estimates based on location,
time, and solar activity, as is illustrated in Figures [30} 31} and [32|

Secondly, the projected surface area relative to the free stream velocity (v_eci) is determined (for visu-
alisation, see [Figure 46)): the satellite’s geometry is defined in the config() function, providing surface
normals (normals) and areas (areas) for the bus and solar panels, see [Figure 40a
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(a) Satellite normals and geometry (b) Satellite geometry relative to Vee;

Figure 40: Visualisation of (a) the normals to the satellite’s geometry and (b) the satellite geometry
relative to the incoming velocity vector.

The projected area (S) is computed by summing the projected areas of the faces that are exposed to the
incoming flow (i.e., the dot product of the surface normal and the velocity vector is positive). Suppose
the satellite can rotate its solar panels relative to the satellite’s bus. Then the angle of attack «, is altered
due to the rotation of the solar panels’ normals using a rotation matrix (R_y) over angle (alpha). This
allows for accounting for changes in the projected area as the satellite’s solar panels rotate to keep better
alignment with the Sun, if desired. By default, the solar panel rotation is set to zero degrees. Now, the
solar panel incidence angle, or angle of attack, is a, = ap + o, whereby a, is the angle of incidence due
to the satellite’s attitude and « is the angle of rotation of the solar panels, as illustrated in [Figure 41]

Z-axis

Figure 41: The incidence angles of the satellite’s bus a; and solar panels o,
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Thirdly, the function defines drag coefficients for the bus (Cp,) and the panels (Cp, ), using a simplified
model, where the solar panel drag coefficient depends on the angle of attack, see Cp
estimation in section The overall drag coefficient (Cp) is then computed as a weighted average of
the individual coefficients, based on the projected areas (for the satellite’s bus Sp, and the solar panels

Sp1 and Sps) as per [Equation 102

ODz,Sb + ODP (Sp1 + Spg)
Cp =

S
Fourthly, the magnitude of the Atmospheric force (Fj4) is calculated using the standard drag equation
Fa=C D% pV2S, where V is the magnitude of the satellite’s velocity. The direction of the force is oppo-
site to the velocity vector (ey,,, ).

(102)

Finally, the Atmospheric torque T4 is calculated as the cross product between the vector from the centre
of gravity (rqg) to the Atmospheric centre of pressure (1) which are both defined in config(), and the

force vector (F4), according to [Equation 103

Ta = (r7y —12) X Fa (103)

An example of the centre of pressure location placement is illustrated in

——| Centre of pressure

Z-axis

Figure 42: Atmospheric centre of pressure location r., indicated by the red dot. Here, r., is scaled by a
factor of 10 for visualisation.

For coverage of the entire Earth at an altitude of 300 km, the simulation should run for at least 16
polar orbits (couds per day _ 24h-60m60sls] _ 15 ) Ag discussed in section due to the variations

orbital period 5431][s]
in atmospheric density, the torque component fluctuates with time. For the small satellite presented in

the body axis torques attain the values shown in It should be noted that the noise
in the X-axis is due to machine error in the axis transformation (from ECI to body). The Z-axis does
not have this issue because, in this simulation, the centre of pressure coincides with the Z-axis, rendering
the torque zero. Finally, the torque about the Y-axis oscillates and is negative because the torque vector
rotates counterclockwise, determined by the right-hand rule.
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Figure 43: Atmospheric torque decomposition in the body axes reference frame: Y-axis torque is the only
torque present due to no change in orientation relative to the V,.; vector.

When the satellite is allowed to change its orientation freely with only Atmospheric torques present, its
attitude is unstable as determined by Because of this changing orientation, the satellite
now also develops torques about the X-axis, see The rapid increase in the oscillation frequency
showcases the attitude instability.
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Figure 44: Atmospheric torque decomposition in the body axes reference frame: torques present in the
X- and Y-axis. The centre of pressure coincides with the Z-axis, rendering the Z-component zero.

5.1.3 Verification

As stated before, the Atmospheric drag calculation relies on correctly determining the density p, the drag
coefficient Cp, and the satellite’s projected areas. The Atmospheric torque T4, however, is a resultant
of the drag force times the moment arm, as presented in equations [54] and

Density
The density p is directly taken from past measurements. These measurements are implementable and
relevant because they accurately depict a realistic variability throughout an orbit.

Drag coefficient

The total drag coefficient is the weighted summation of two elements: the Cp, = 2.2 for the bus, which is a
value commonly used for simulation satellite drag , and the solar panel drag coefficient Cp,. As stated
in Cp estimation in the simple model (Cp, = 2sina + 0.1) is chosen for its simplicity. This model
attains a maximum value of 2.1 at 90 degrees. This is an underprediction at high incidence angles whereby
the more sophisticated model predicts values in the range of 2.3 — 3.0 depending on the accommodation
coefficients o,, = oy = [0.5 — 0.9], see Also, at angles below 45 degrees, the simple model
over-predicts the drag coefficient. Nonetheless, since both o; and o, are difficult to determine as they
depend on surface roughness and temperature, the simple model was chosen over Moreover,
this study is not concerned with determining the exact values, but rather producing the correct trend
and magnitude of the torques in play. Therefore, even though it is tempting, the simple model is not
expanded into a fitting function that captures a 'better’ trend.
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Figure 45: Drag Coeflicient CD model comparison: mean free path model with different o,, and o, versus
simple model

Projected area

To verify the projected area calculation, various orientations (roll, pitch, and yaw angles) of the satellite
relative to the incoming velocity vector V..; are tested and manually checked. For convenience, the
projected areas for verification are presented in The associated values are given in [lable 3
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S
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g
T
Z-axis
S
5
o
-
c
k
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T
Z-axis

(3]

-15 -1 05 0 05 15 -1 05 0 05

X-axis X-axis X-axis

(a) a =0 degrees (b) o = 30 degrees (c) Diagonally aligned

Figure 46: Projected area determination for various orientations.

The satellite is configured such that the satellite bus has dimensions 1 x 1 x 1 m3 and the solar panels
2 x 1 x 0.01 m®. As a reference, illustrates the frontal area as seen from the V.. vector,
with the frontal areas 1 x 1 = 1 m? and 2 x 0.01 = 0.02 m?, respectively. When the satellite pitches
by 30 degrees (over the Yy axis), it arrives at the orientation illustrated in Now, for each
component, two faces are exposed to the free stream velocity vector. For the satellite bus the projected
surface area S becomes 1 x sin30 4+ 1 x cos30 = 0.5 + 0.866 = 1.366 m?2, and for each solar panel,
Sp =2 xsin30+4 0.02 x cos30 =1+ 0.0173 = 1.0173 m?2. Similarly, for |Figure 46(3| whereby three faces
are identically in sight, the bus area is maximised and becomes V12 412 412 = /3 = 1.73 m?2, etcetera.
This shows that the projected area is calculated correctly. Note that the scaling quantity for the drag
force of the entire satellite is Cp - .S. The larger that term becomes, the larger the drag force Fu.
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Parameter | Value (a) (Figure 46a) | Value (b) (Figure 46b) | Value (c) (Figure 46¢) | Unit
roll 0 0 225 [deg]
pitch 0 30 325 [deg]
yaw 0 0 225 [deg]
@ 0 -30 35 [deg]
S 1 1.366 1.732 [m?]
Sp1 0.02 1.0173 1.1645 [m?]
Sp2 0.02 1.0173 1.1645 [m?]
S 1.04 3.4007 4.0611 (m?]
Ch 2.119 1.542 1.654 ]
Cp, 2.2 2.2 2.2 ]
Cp, 0.1 1.1 1.247 ]
Fy 0.00128 0.00304 0.00389 [N]

Table 3: Drag coefficient and Projected surface area verification. The resultant Atmospheric drag force
F4 is parallel to the free stream velocity V..; but opposite in direction. For this data, a flying altitude of
300 km was selected with a density p = 1.9401 - 107! kg/m?.

Comparison with existing satellite
Using this method, and selecting a 1% offset for the centre of pressure relative to the satellite’s bus
dimensions, the resultant torque is in the range of 4-1078 —6-1075 Nm for CubeSat-sized (0.1 x 0.1 x 0.1
m?) till medium-sized satellites (1 x 1 x 1 m?), respectively. For verification, the following comparisons

are made:

e GOCE satellite, size 5.3m x 2.3m, approximate Atmospheric disturbance torque in the order of

2.5-107* Nm [105]. An impression of the satellite is presented in [Figure 47al Since the satellite

does not have a rectangular cross-section, a rough estimation is made for the MATLAB model in
of 5.3m x 2.0m, which is 30 em smaller to account for the mismatch in shape (rectangular
versus almost circular) to prevent over-prediction too much. Using the simple approximations, the
calculated value is 2.9 - 10™* Nm, which is in the same ballpark and deemed workable.

Figure 47: Visualisation of (a) GOCE satellite artist impression (source: [105]) and (b) GOCE satellite
MATLAB representation.

e K. N. Athreyas et al. presented a paper called System Design for Small Satellites in Very Low
Earth Orbit @ Herein, they present three satellite configurations which will be launched into a
300 km circular orbit. The minimum projected area for the ram face is used to determine the drag
force. The first one, a 0.3 x 0.1 x 0.1 m? sized satellite is presented in [Figure 48a} Tts MATLAB
implementation is presented alongside in According to the paper, the Atmospheric
drag is 2.55-107® N, and the Atmospheric torque with a 1 e¢m centre of presst71re arm is 3.32-10~7
T 3.32-1077[Nm]

F = 2500y o)
The satellite’s orbit is modelled for July 2000, as presented in the paper. The MATLAB model

Nm (the paper takes a +30% margin on the lever arm (L =

z w
TUDelft &y
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calculates 1.95-107° N and 1.95-10~7 Nm for a zero degree incidence angle, respectively. Although
the MATLAB model is a factor of 1.3 off in drag force, it is deemed good enough. In the article,
the conversion from force to torque is inconsistent. Namely, and not the reported 0.01 m. After
adjusting the torque value for the moment arm correction, the MATLAB model still underestimates
the Atmospheric torque by 30%.

02 ——
ec‘XLVLH
12 0
3
N
-0.2 H
04|
12
T o8 140
06 o4, -0.4
. : 0 .
Y-axis X-axis
(a) Nano satellite configuration. Source: [@] (b) Nano satellite MATLAB representation

Figure 48: Visualisation of (a) the nano satellite geometry and (b) the MATLAB implementation

e Their second satellite configuration is shaped similarly, but is a cube of size 0.3 x 0.3 x 0.3 m3. Its
reported Atmospheric force and torque are 2.14 - 10~* N and 8.36 - 107 Nm. Comparably, the
MATLAB model gives 1.74 - 10~* N and 1.74 - 1075 Nm. This would mean that the calculated
Atmospheric torque is almost a factor of five lower. This suggests that the MATLAB model is
underestimating the Atmospheric torque significantly. However, since the conversion from force to
torque in the article is inconsistent, a correction of 3.9 for the moment arm must be executed, as

. T 836-107° . .
the moment arm is L = — = 314 104 = 0.039 instead of the stated 0.01. When correcting for

2.14 -
this conversion, the MATLAB model predicts the Atmospheric torque about 23% lower.

e Lastly, their third satellite, the 0.8 x 0.5 x 0.5 m? variant with reported Atmospheric force and
torque of 6.09-10~* N and 61-10~% Nm. The MATLAB model gives 4.83-10~* N and 4.83-1076
Nm. Again, this suggests that the MATLAB model is more than an order of magnitude incorrect.
However, when correcting for their conversion, in this case L = 0.1[m], the underestimation is in
line with the previous two configurations at a value of 26%.

From these comparisons, it is concluded that the calculateAtmosphericTorque function provides real-
istic Atmospheric disturbance torques that can be used for simulations. It should be noted, however, that
when modelling multiple scenarios, an uncertainty must be taken into consideration. This uncertainty can
be approximated as +30% of the calculated torque values, accounting for variations in shape deviations
and surface properties in the satellite configuration. This can be done by modifying the 7., location in
the config() function.

5.2 Gravity gradient torque implementation

The gravity gradient torque (GGT) function calculateGravityGradientTorque is an implementation
of presented in section It takes the position vector re.;, the inertia tensor I, and the
direction cosine matrix Fg as an input. The resulting torque Ty, is expressed in the body reference frame
and returned as the output in Nm.

The assumptions made to model the GGT are listed in section Next, the modelling (section [5.2.2)
describes how the relevant equations are implemented. The verification of the GGT is carried out in
section [5.2.3]

5.2.1 Assumptions

The following assumptions were made for the GGT torque calculation:

2
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1. The Earth is modelled as an oblate spheroid, incorporating the J, zonal harmonic coefficient to
account for its equatorial bulge.

2. The gravitational potential is dominated by the central body (Earth), and higher-order harmonics
beyond J5 are neglected.

3. The inertia tensor I is considered constant and expressed in the body frame.

5.2.2 Modelling

To model it is important to express the position vector and the inertia tensor in the
coordinate frame of interest. Since the inertia tensor I, is already expressed in the body reference frame,
it is easiest to translate the position vector r..; into the body reference frame too, through premultiplying

with the direction cosine matrix Fp according to
Tp = Fp - Teci (104)

To be able to test various effects, [Equation 6§ is calculated in two parts: first, the classical gravity
gradient torque T given by [Equation 105l The magnitude of r is depicted with p = |rp| = |recil-

3 (I
= P (rx(I-7)), (105)

and, second, the correction term 75 to model the effect of Earth’s oblateness as given by [Equation 106

T2 :/J,JQ <—;))5 (Z X (IZ)) + 15(;7/2)

Here, J5 is the first zonal harmonic coefficient, and z is the unit vector along the Earth’s rotation axis
(the [0; 0; 1] direction in ECI reference frame). The complete gravity gradient torque in the satellite body
reference frame is the sum of the two parts:

(zx (I -r)+rx(-2)
(106)

Tyg =11+ 1> (107)

5.2.3 Verification
To verify the gravity gradient model, the classical gravity gradient torque 73 (Equation 105) is expanded

into [Equation 108}

Ty
T = |T}
Ty

(Yloo — 2lye)x + (yloy — 2lyy)y + (Ylo2 — 21y2)2
e (2lpw — vL)7 + (21 — 2Ly + (21 — 21.,)2 (108)
(@lye — Ylog)r + (@lyy — yluy)y + (@lys — ylaz)z

|

z

When the mass distributions align with the principal axis, the inertia tensor expressed in the body
reference frame, Ij,, becomes a diagonal matrix. Thus, the cross-terms become zero, which reduces
[Equation 108 to |[Equation 109]

= |T,|=—>% 2z(Ipe — I.2) (109)
T, P ry(Lyy — Luz)

Symmetric mass distribution
From this, it becomes evident that when the satellite is spherically symmetric (I, = Iy, = I..), the
resultant body torques must be zero. This is indeed the case, and is presented in
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Figure 49: Gravity gradient torque for a spherically symmetric satellite (a sphere or a perfect cube) for
one circular orbit presented in the body axes reference frame.

If the satellite is (artificially) forced to remain strictly aligned with the LVLH axis system (Xp = Xrvrm,
etc.), meaning that one of the principal axes is parallel to the vector spanning radially outward from the
centre of the Earth, the resultant gravity gradient torque would be zero too. This is because all the
products (yz = xz = zy) would be zero, and leads to a similar depiction of the body torques as presented

in [Figure 19

Non-aligned axis symmetric satellite

In the case of a non-aligned (Xp # Xpvrm, etc.) axis symmetric (I, = I, # I..) satellite, then,
according to [Equation 109} 71, and 77, must behave sinusoidally, whereby 71, lags 90 degrees behind
(or 1/4 - Torpit = 1358 [s]), and T;, must be zero because of the axis symmetry.
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Figure 50: Gravity gradient torque for an axis-symmetric satellite (e.g. a solid cylinder whereby I, =
I, # I..) for one circular orbit presented in the body axes reference frame. For this example, the cylinder
is oriented 30 degrees in positive pitch direction (about the Yp-axis).

When executing the same test cases, but for the 75 components , one finds similar results.
With that, the function is mathematically verified for working in the correct direction for these cases.
The computed torque matches analytical expectations for both the main gravity gradient 77 and the Jo
contributions through T5. Therefore, the added sum presented in must also be correct.

Comparison with existing satellite

To verify the correct trend in magnitude and direction, the findings for the AilanSat-1 gravity
gradient disturbance are taken as a test case scenario. The exact orbit that AlainSat-1 flies in is not
determined, unfortunately. To approximate the orbit, two orbital parameters are selected to be modified:
the inclination and the Right Ascension of the Ascending Node 2 (RAAN) and are schematically shown

in |Figure 51
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Satellite

Vernal
Equinox
Apogee Ascending Node

Figure 51: Right Ascension of the Ascending Node 2 (RAAN) and the inclination i. Furthermore, the
reference ’starting point’ that coincides with Earth’s surface is the Vernal Equinox. Source: [65]

The orbital trajectory is approximated by an orbit with an inclination of (¢ = 97.6°) and a Right Ascension
of the Ascending Node (€2 = —118°) for this specific orbit. The results obtained from the MATLAB model
(illustrated in are compared to the findings published for AlainSat-1, and are presented in
Even though the T}, and 7T, components are out of phase for the Matlab model compared
to the AlainSat-1 scenario, the magnitude and trend are similar. T, oscillates between approximately
1.3-1073[Nm] and —2.5 - 10~8[Nm)] for the Alainsat, and between 1.5 - 10~8[Nm] and —2.4 - 10~8[Nm]
for the Matlab model, capturing the correct motion. Similar observations within equal tolerances can be
made for T} and T3.
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(a) AlainSat-1 [33] (b) Matlab implementation

Figure 52: Gravity Gradient torques: (a) AilanSat-1 in the ECI frame and (b) Matlab implementation

of translated to the ECI frame.

Overall, the function is found to be accurate enough for the range of configurations relevant to this
study. The intermediate results confirm consistency and usability. Furthermore, the tests performed
varied the satellite position, orientation, and inertia tensor parameters to ensure the output behaved as
physically expected, such as producing zero torque for spherically symmetric inertia tensors. Therefore,
it is concluded that the calculateGravityGradientTorque function is working properly.

5.3 Residual Dipole Torque Implementation

The residual dipole torque (RDT) is computed using the calculateResidualDipoleTorque function.
This function considers the Earth’s magnetic field and the satellite’s magnetic dipole moment to calcu-
late the resulting torque, as is described by in section The residual dipole torque Trp
is expressed in the body axis system.

The assumptions made to model the RDT are listed in section Next, the modelling (section 5.3.2))
describes how the relevant equations are implemented. The verification of the RDT is carried out in
section [5.3.Jl
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5.3.1 Assumptions

The following assumptions were made for the RDT torque calculation:

1. The Earth’s magnetic field is modelled using the International Geomagnetic Reference Field model,
inputs includes the position and time.

2. The satellite’s residual magnetic dipole is constant throughout the orbit.

3. Both the magnitude and the direction of the residual magnetic dipole vector are considered arbitrary,
since the particular design choices are not considered.

5.3.2 Modelling

Instead of simulating the Earth’s magnetic field, the World Magnetic Model [63] is employed. It provides
a comprehensive model of the Earth’s magnetic field B. The model is updated every five years to reflect
Earth’s magnetic field changes. It uses the .COF files provided by the National Oceanic Atmospheric
Administration (NOAA) [96]. The reference frame used is north-east-down (NED). To determine the
field strength for years between 1900 and 2025, the igrfmagm function [17] can be employed.

Both magnetic declination and inclination are inputs to the igrfmagm function. As seen in
the Magnetic declination D is the angle between the magnetic meridian and the geographical north at
a particular location on the Earth’s surface. The angle can change over time due to polar wandering.
Magnetic inclination I is the angle at which the geomagnetic field is tilted to the Earth’s surface. Magnetic
inclination varies from 90 degrees, perpendicular to the surface, at the magnetic poles to 0 degrees, parallel
to the surface, at the magnetic equator.

Geographical
North

Magnetic
X H meridian

-

- East

Down

Figure 53: Magnetic-field components: Total Intensity (F'), Horizontal Intensity (H), Vertical Intensity
(Z), North-South Intensity (X), East-West Intensity (Y), Inclination (I), Declination (D). Source: [37]

First, the function converts the current date into a decimal year using the decyear function [48]. This is
necessary for time-based magnetic field modelling, which is required to use the igrfmagm function.

Secondly, the Earth’s magnetic field strength at the satellite’s position is computed using the IGRF
model. The satellite’s altitude is calculated from its position vector, subtracting the Earth’s average
radius (6378 km). The magnetic field components are given in the North-East-Down (NED) reference
frame (see and returned in nanoteslas.

Thirdly, the magnetic field is converted from nanoteslas to Teslas and transformed to the Inertial Co-
ordinate Frame (ECI) using the current position vector. The transformation matrix Ty (see [3.2.3) is
applied for conversion from NED to ECI.

Next, the magnetic field in the ICE frame is transformed to the Body-fixed Reference Frame using the
direction cosine matrix FB given in This transformation aligns the magnetic field with the satellite’s
orientation.
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Finally, the residual dipole torque is calculated as the cross product of the satellite’s dipole vector in the
body frame with the transformed magnetic field vector (which is also in the body frame). The resulting
torque vector is expressed in newton-meters.

5.3.3 Verification

AlainSat-1’s residual dipole moment is reported to be of magnitude |RD| = 0.008 Am?> . Considering
that shows all components (T, Ty, T.) to be oscillating two periods per orbit, it is deduced
that the results are presented in the ECI reference frame. Moreover, all components are approximately
equal, meaning that the residual dipole vector is directed equally in each axis (x = y = z). Since the total
residual magnitude is the norm of the components, the component strength (in x,y, z) can be determined

by [Equation 110
|[RD| =22 +y?+ 22 with 2=y=2 — |RD|=V3z?

2 2
Sr= \/|R§| - \/(0'0??8) ~ 0.0046 (110)

= RD = [0.0046,0.0046, 0.0046]”

Evaluating the results generated by the MATLAB implementation presented in in by
comparing it to AlainSat’s results in it is seen that the MATLAB model finds approximately a
residual dipole strength that is twice as large. Furthermore, the shape of the oscillations is not perfectly
sinusoidal, which is the case for AlainSat. The MATLAB implementation relies on the magnetic field
strength measured as part of the igrfmagm function that uses International Geomagnetic Reference Field.
It seems, therefore, that the results presented in are solely reliant on an approximation Trp = RDx B
whereby the Earth’s magnetic field B is approximated incorrectly.
1
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(a) AlainSat-1 |33 (b) Matlab implementation

Figure 54: Residual dipole torques for two orbits (with i = 97.6 and = —118): (a) AilanSat-1 in the
ECI frame and (b) Matlab implementation of translated to the ECI frame.

To evaluate the consistency of the function, two residual dipole vectors are considered: (a) RD =
[0.008,0,0]" and (b) RD = [0,0,0.008]7. The resultant body torques expressed in the body reference
frame are presented in When the residual dipole vector is aligned with the magnetic field, the
resultant torque must be zero (two parallel axes), as is the case for both and
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Figure 55: Residual dipole torques in the body reference frame for two orbits (with i = 97.6 and Q =
—118) for two residual dipole vectors (a) RD, (b) RD.,

To cross-check proper implementation of the igrfmagm function, the geomagnetic field is also modelled as
a simple dipole in the form of as presented by Ramnath . The results of using the simple
model are compared to the results obtained from implementing the igrfmagm function in
Both results show a good nominal behaviour: the cyclic nature is captured for the torque component
that oscillates about the mean value of zero, and for the accumulating component (the mean value is
unequal to zero), the simple model captures the mean as an offset, whereas the igrfmagm implementation
demonstrates fluctuations too.
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(a) RD = [0.008,0,0]" (b) RD = [0,0,0.008]"

Figure 56: Residual dipole torques in the body reference frame for two orbits (with ¢ = 0 and = 0) for
two residual dipole vectors (a) RD, (b) RD,. The Earth’s magnetic field is modelled by the igrfmagm
function (coloured) and a simple dipole by W (black).

Since the more accurate magnetic field model is available through the igrfmagm function, and the imple-
mentation shows consistent outputs with the simpler implementation, the calculateResidualDipoleTorque
function will rely on the igrfmagm function. The magnitude of the residual dipole torque is fully depen-
dent on the residual dipole moment. In theory, a satellite can be designed such that the residual dipole
moment is zero. However, as stated in section 4.6} a residual dipole moment vector with magnitudes
ranging between 0 and 0.2 [Am?] will be selected. The orientation of this vector will be in an arbitrary
direction. With this scaling factor, the correct working of the calculateResidualDipoleTorque function

is verified.

5.4 Solar radiation pressure torque implementation

This section details the implementation of the solar radiation pressure (SRP) torque calculation within
the calculateSolarRadiationPressureTorque function. The function computes the torque exerted on
a satellite due to the momentum transfer of photons from the Sun, considering the satellite’s geometry,
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optical properties, and orientation relative to the Sun.

The assumptions made to model the SRP are listed in section Next, the modelling (section [5.4.2))
describes how the relevant equations are implemented. The verification of the SRP is carried out in

section [5.4.3]

5.4.1 Assumptions

The following assumptions were made for the SRP torque calculation:

1. Flat Plate Approximation: The satellite’s surfaces are approximated as flat plates with uniform
optical properties.

2. Constant Solar Irradiance: Solar irradiance is assumed constant at 1368 W/m? at 1 AU. Variations
due to solar activity are neglected.

3. Single Light Source: The Sun is the sole source of radiation; Earth’s albedo and infrared radiation
are not considered.

4. Zero Emittance: The satellite is assumed to have zero thermal radiation emittance.
5. Perfectly Diffuse Reflection: Diffuse reflection follows Lambert’s cosine law.

6. Shadowing: The checkEclipse function determines whether the satellite is in Earth’s shadow,
completely blocking solar radiation.

5.4.2 Modelling

The SRP torque calculation is based on [Equation 85| and [Equation 87 presented in section

First, the illumination condition must be determined, as the satellite can be eclipsed (‘hiding’ from the
Sun behind the Earth). The function checkEclipse is designed to determine if the Earth eclipses a
satellite. It takes the following position vectors as inputs: the satellite rg 47, the Earth rgq.¢n, and the
Sun 7rg4,- The function calculate_r_celes computes the position vectors of the Sun rg,, and Earth
rEarth based on a given starting date, using the planetary coefficients loaded from DE430Coeff .mat data
as interpreted by Jet Propulsion Laboratory [25]. With those inputs, the following relative vectors are
found:

e The satellite position vector is defined from the Earth (subscript g) to the satellite (for clarity
denoted with a subscript .): rsaT = rEe = Teci-

e The Sun’s position (subscript g) vector relative to Earth (from Sun to Earth): rsg = rgerth — F'sun-

e The position vector from the Sun to the satellite: rg. = rg. — rsE-

Eclipsed

The eclipse condition is calculated using Herein, the radius of the Earth is denoted by Rg
and the orbital distance measured from the centre of the Earth |r.q|. If the value of eclipse is greater
than zero, the function sets isEclipsed to true, indicating that the satellite is eclipsed by the Earth.
Otherwise, isEclipsed is set to false.

R _Ee - r_SE

clipse = tan— —— | —cos™ _T-Re TSk

eclip £ 1 111
|Pecil || Eel|[[xr_SE||

The working of the checkEclipse function is schematically illustrated in [Figure 571 For Earth orbits
that are not sun-synchronous, a satellite will, at some point, be eclipsed by the Earth. The transition
occurs in seconds, causing abrupt changes in solar radiation pressure loading. When eclipsed, the solar
radiation pressure torque is considered zero (Tsrp = [0,0,0]T).
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SC=e . @ sC =SCeclipsed

Sun as point source

(a) Eclipse vectors. (b) View A: S/C enters and exists eclipse.

Figure 57: Eclipse model explained: (a) presents the vectors relevant for determining whether the S/C
is eclipsed and (b) demonstrates that for a non-sun-synchronous orbit, the S/C will be eclipsed for part
of the orbit.

INluminated
Secondly, when the satellite is not eclipsed, the solar radiation pressure must be calculated. The code

iterates through each surface, calculates the cosine of the incidence angle (cos(6)) by|Equation 112|wherein
—TSe

B |7se

€s

es - n; = leg|ni|cos() — cosf =eg-n; (112)

The code only considers surfaces facing the Sun (cos(f) > 0). The contributions of absorption, specular
reflection, and diffuse reflection are calculated and summed to the total force vector. For simplicity’s
sake, the reflectivity coefficients 7., 7s, 74 are assumed constant and identical for each surface.

5.4.3 Verification

For verification purposes, several scenarios are selected: the satellite is in a Sun-synchronous orbit such
that no eclipse occurs, the satellite is in an equatorial orbit, whereby the satellite is illuminated most of
the orbit, except for when it is eclipsed, for various centre of pressure positions. The orbital variation
is selected to verify the proper working of the checkEclipse function, and the change in the centre of
pressure axis variations is selected to verify the torque direction in the body reference frame.

e 692813
Ym 4 6928128 X (m) X v

(a) Orbital path direction for the (b) Orbital path direction for the (c) Centre of pressure location
sun-synchronous orbit. Red indi- equatorial orbit. Red indicates the (5/100 - [Hb, Lb, Db]). The C} loca-
cates the direction of flight and is direction of flight and is aligned with tion is scaled by a factor of 10 for
aligned with the Xp axis. the Xp axis. visibility.

Figure 58: Satellite of size Xp,Yp,Zp = [3,1,0.1] m to emphasize the differences in solar radiation
pressure torque for each axis.
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The solar radiation pressure torque for a perfect Sun-synchronous orbit can most easily be described in
the body axis. Since the Sun is positioned perpendicular to the XZ g plane, the satellite experiences
a torque about only two axes. In the case where the centre of pressure is located at 5% offset (relative
to the bus dimensions) from the centre of mass, as is illustrated in the torque about the
Xp axis is positive, T,, > 0, and is what is expected with a positive moment arm and a positive force
component in the respective axis (perpendicular to the torque axis). The torque about the Zp axis is
negative, T, < 0, because the Cp is located in the positive Xp direction and the force is directed in the
negative Y direction, which translates into an opposing force component times a positive distance and
gives a negative torque.
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(a) Orbital path for the sun-synchronous orbit. (b) The solar radiation pressure torque. The satellite
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Figure 59: Sun-synchronous orbit whereby the Sun is located on the positive Ygcr axis: (a) orbital path,
and (b) the solar radiation pressure torque.

The solar radiation pressure torque for a perfect equatorial orbit, where the Sun is positioned in the
orbital plane (see 7 is more difficult to understand. Whereby, for the prefect sun-synchronous
case (the Sun is positioned perpendicular to the orbital plane, see, the solar radiation pressure
causes a constant accumulative torque; in the equatorial orbit, it causes cyclic and accumulative torques.
Also, due to the satellite being eclipsed during part of the orbit, a discontinuity arises.
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Figure 60: Equatorial orbit whereby the Sun is located on the positive Ygoy axis: (a) orbital path, and
(b) the solar radiation pressure torque.

When examining both [Figure 58| and [Figure 60| it can be seen that for the torque about the Y-axis,
it should start at (negative) zero (small face is illuminated) and progressively become more negative as
the larger surfaces are exposed to the Sun. Then, after a quarter-orbit, the magnitude should decrease
gradually until the half-orbit crossing, at which point the smaller face is again exposed. Shortly after,
the sign should flip as the satellite’s opposite side is illuminated. Next, at about 0.65 Tybit, the satellite
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is eclipsed, rendering the torques zero until it exits the eclipse. Finally, the cosf becomes smaller as the
satellite propagates through the orbit. A similar trace can be made for both the X- and Z-axis, thereby
concluding that the function estimates the eclipsed state, magnitude, and sign of the SRP torque as the
satellite orbits Earth.

5.5 An overview of the dominant disturbances

The magnitude of each disturbance torque depends on the environment, the satellite’s geometry, and
its orientation. This overview also considers the pressure centres as indirect parameters, as discussed
in chapter Precise determination of the centres of pressure requires detailed analysis; therefore, this
study assumes that their locations are constant and known. To account for design variability, chapter
7?7 includes a range of centre-of-pressure values. Variations within the orbit from orientation changes are
excluded from this section.

1. Environment: Space weather governs the physical interactions experienced by the satellite during
orbital propagation. For example, the magnetic field strength and atmospheric density are higher
at lower altitudes; incoming radiation exerts radiation pressure, with intensity dependent on illumi-
nation conditions. Solar activity and changes in Earth’s magnetic field also influence atmospheric
composition.

2. satellite geometry: The shape and structure of the satellite determine its interactions with the
environment. Atmospheric, magnetic, gravity gradient, and radiative interactions depend on the
satellite’s size and shape.

3. satellite surface properties: For both Atmospheric and radiation disturbances, the magnitude
and direction are determined by the surface characteristics. Absorption, diffuse reflection, and
specular reflection each produce distinct effects, influencing the normal and tangential components
of momentum exchange and thereby altering the strength and direction of the forces experienced,
thereby shifting the centre of pressure.

4. Orientation: Orientation determines the effectiveness of environmental interactions, both in strength
and directionality—alignment or misalignment with the centre of mass results in high, low, or zero
torques exerted onto the satellite.

5. Centres of pressure locations: If the force vector passes through the centre of mass, the net
disturbance torque is zero. Otherwise, torque is generated at ninety degrees off-axis because of the
moment arm.

To indicate the variability of the (dominant) disturbances, two figures are presented in which the relative
magnitude of the gravity-gradient torque (ggt), solar-radiation pressure torque (srt), residual dipole
torque (rdt), and atmospheric disturbance torque (adt) are plotted per axis in the body-fixed reference
frame for a typical orbit. The first, shows a satellite at an altitude of 200 km that has its
body axes aligned with the local-vertical-local-horizontal axes system.
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Figure 61: Disturbance torques for a LVLH-aligned example satellite at 200 km altitude.

Secondly, |[Figure 62] illustrates that when this satellite were to be employed at/designed for higher alti-
tudes, such as 400 km, the dominant torque could change from Atmospheric to residual dipole torque.
One can imagine that if the residual dipole were smaller about the Y-axis, the gravity-gradient torque

could become dominant.
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Figure 62: Disturbance torques for a LVLH-aligned example satellite at 400 km altitude.

It should be noted that, for this example, the disturbances at 200 km are in the order of 1075 [Nml],
and at 400 km they are reduced to about 10=¢ [Nm]. Based on this observation, it is concluded that
FACAs should be designed for the specific satellite (geometry) with its orbital parameters (altitude and

inclination).
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6 Satellite Design and Control

This chapter presents the satellite design and control framework used throughout this thesis to answer
the research question,

(B.1) How can a parametric model be developed to determine the size and mass of the FACAs as a func-
tion of the maximum required counter-torque derived from the worst-case disturbance analysis?
Section [6.2] addresses the design and sizing of reaction and momentum wheels, their covering as-
sumptions, inertia calculations, design space, torque and momentum requirements, wheel-sizing
optimisation, and verification results.

and to aid in answering the following research question:

(B.3) How does the performance of each actuator type compare when evaluated in a closed-loop simulation
against pointing accuracy and precision for a disturbance-rejection scenario?
Section describes the satellite’s physical configuration, geometric representation, and the pro-
cedures applied to compute and validate the body inertia tensor. A description of actuator torque
and control is given in section [6.3] Ilustrative examples of employing FACAs are provided to
contextualise the disturbance-rejection scenario within the presented framework. These examples
involve an MW in Section [6.4] and an RW in Section [6.5] respectively.

Together, these sections establish the models, parameters, and verification steps that underpin the
attitude-control simulations and design decisions presented in subsequent chapters.

6.1 Satellite configuration

This section details the setup of the satellite model used for the attitude dynamics simulation. It out-
lines the key assumptions, component definitions, and coordinate system conventions. Furthermore, it
describes the verification process employed to ensure the accuracy and reliability of the developed model,
including a comparison of the model’s inertia characteristics with those of existing satellites.

6.1.1 Assumptions

The following assumptions were made for the satellite model:
1. The satellite components are assumed to be rigid bodies.
2. The mass is assumed to be homogeneously distributed within each component.
3. Hinge dynamics between the panels and the bus are not considered.

4. The satellite’s body frame is defined as a right-handed Cartesian coordinate system with the origin
located at the geometric centre of the satellite’s bus. At spawning, the X-axis points along the orbital
flight direction, the Z-axis points along the NADIR direction, and the Y-axis points orthogonally
to the xz-plane, thereby completing the coordinate system.

6.1.2 Modelling

The satellite model comprises three primary components: the central bus and two deployable solar panels.
Each component is modelled as a rectangular prism with defined mass, dimensions, and location within
the satellite’s body frame (see [3.1.5)).

Component definition
The configuration of the satellite is defined through the config() function. This function specifies the
following parameters for each component:

e Masses: The mass of each component is a critical parameter affecting the overall inertia prop-
erties of the satellite. The masses of the bus, panel 1, and panel 2 are denoted as masses.bus,
masses.panell, and masses.panel2, respectively. The total mass (masses.total) is calculated as the
sum of the individual component masses.
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e Coordinates: The coordinates define the position of each component’s centre of mass within the
satellite’s body frame. The origin of the body frame is located at the geometric centre of the bus.
The coordinates of the bus, panel 1, and panel 2 are defined as coordinates.bus, coordinates.panell,
and coordinates.panel2, respectively.

e Dimensions: The dimensions define the height, width, and depth of each component (correspond-
ing to the xyz-axis, respectively). These parameters are used in calculating the inertia tensor
of the satellite. The dimensions of the bus, panel 1, and panel 2 are defined as dimensions.bus,
dimensions.panell, and dimensions.panel2, respectively.

6.1.3 Geometry Model verification

The verification process aimed to ensure the accuracy of the satellite model in terms of its geometry and
inertial properties. This is achieved through visual inspection, calculation verification, and comparison
with existing satellite data.

Visual Inspection
The plotSatellite() function (see Appendix A) provides a 3D visualisation of the satellite model. This
visualisation is used to inspect the following:

e Correct placement of satellite components based on the specified coordinates.
e Accurate representation of component dimensions.

e Proper orientation of the satellite in the body frame.

Z-axis

(a) AlainSat-1 satellite configuration. Source (b) Verification satellite model

Figure 63: Visual comparison between (a) the AlainSat-1 satellite configuration and (b) Matlab model
presenting the Satellite’s bus in yellow [0.3 m,0.1 m,0.1 m] with two solar arrays attached in blue. Both
present the body axis system Xy, Y}, Z;, using the red, green, and blue arrows, respectively.

6.1.4 Inertia Tensor Calculation Verification

The calculate_system_inertia() function calculates the total inertia tensor of the satellite system,
based on the geometric inputs presented in section The function inputs a structure containing the
mass of each component, a structure defining the location of each component’s centre of mass within the
satellite’s body frame, and a 3-element vector representing the (x,y,z) coordinates of the centre of mass
of the whole satellite. This function sums the individual inertia tensors of the satellite’s components (the
bus and solar panels), accounting for their spatial arrangement using Steiner’s theorem.

The inertia matrix of each component is calculated using the calculateInertiaMatrix () function, which

implements the inertia tensor of a rectangular prism @7 see |[Equation 113

1 h? + d? 0 0
Iem = " 0 w? + d? 0 (113)
0 0 w? + h?
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Wherein, I, is the inertia tensor [kg m?| of a rectangular prism with mass m, width w, height h, and

depth d, about its centre of mass.

It then applies Steiner’s theorem (parallel axis theorem [112]) to transform the inertia tensors of the solar
panels from their respective centres of mass to the satellite’s centre of mass. The function

computeSteinerTerm() is used to compute the translation terms that arise due to the offset between
each component’s centre of mass and the overall centre of mass, and is referred to as Steiner’s term D.

It is presented in

d; + dg —dzdy  —dgd,
Doffset =m | —dydy d?n + dg —dyd, (114)
—d.d, —d.dy di + di

Herein, D, fser is the Steiner term tensor [kg m?], m is the mass of the component [kg], and d,, d,;, and
d, are the components of the offset vector [m)].

The Steiner term is then added to the component’s inertia tensor (calculated about its centre of mass,
Tem) to obtain the inertia tensor about the system’s centre of mass, see [Equation 115

Itotal = le’ = Z(Icmi + Doffseti) (115)

Using equations till allows for the inertia tensor calculation procedure verification. A numerical
comparison between the inertia tensor of (a) the AlainSat-1 and (b) the MATLAB comparison model for
verification is presented in For that, the selected mass of the satellite bus is masses.bus
= 3.39 [kg] and the masses of the solar panels masses.panell = masses.panel2 = 0.095 [kg].

0.0083 0 0 0.0083 —0.0001 0
TAlginSat—1 = 0 0.0303 0 Liotal = | —0.0001  0.0303 0.001
0 0 0.032 0 0.001 0.032
(a) AlainSat-1 inertia tensor. Source [33] (b) Resulting inertia tensor from Matlab

(116)
It should be noted that the off-diagonal terms in the Matlab model are one to two orders smaller than
the diagonal term, and can therefore be neglected. When considering that the error between the in-
ertia tensor is considered of an order smaller than the diagonal terms, thereby verifying the Matlab
calculate_system inertia() function. Alternatively, the satellite’s mass distribution can be oriented
so that its principal axis aligns with the mass distribution presented. If that is the case, the inertia tensor

Iiotqr would become a diagonal matrix like Tajqinsat—1 in [Equation 116

6.2 FACA sizing

The FACA sizing is automated to be applied to many satellite designs. To do that, some assumptions
are made, see [6.2.1] Secondly, the shape of the flywheel of the reaction wheels and momentum wheel
is determined in [6.2.2 It is implemented as the size FW function. This function accounts for the
design constraints specified in various operational parameters in [6.2.4] and material properties to
ultimately determine the dimensions and mass properties of the flywheels. It then determines suitable
dimensions for the reaction wheels and the momentum wheel using the specified input parameters. The
function uses a simple optimiser specified in to ensure that the flywheel dimensions meet angular-
momentum requirements while adhering to physical constraints. The intermediate results are verified by
comparing them to a vendor’s reaction wheel offering, and are presented in [6.2.6] Next, an equivalent
momentum wheel is generated in Finally, the outputs and inertia tensor for both the RWs and the
MWs used are shown in When an engineer is interested in a typical mass budget, presents a
good starting point. The results of the sizing procedure are documented in appendix

6.2.1 Assumptions
1. The flywheels are made of bronze with density p = 8700 km/m3.
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2. To ensure manufacturability, the sizing will be executed in 0.1 mm increments.

3. The reaction wheels are ton-shaped (Figure 64)), because a typical configuration houses the stator
within the ‘ton’ as illustrated in and requires both radial and thrust bearings.

4. In contrast to the reaction wheel, the momentum wheel flywheel is ring-shaped . Because
the radius is (much) larger by comparison, the inside does not have to be (fully) occupied by a
dense stator. Thus, such a ring-shaped flywheel could be suspended like the outer ring of a bearing,
thereby omitting the need for a ‘top’. To ensure a feasible design, a minimum thickness of 5 mm is
selected.

5. A safety factor of 2 is selected as a realistic angular momentum accumulation parameter.

6.2.2 Mass moment of inertia

This section outlines the procedure for sizing both reaction wheels and a momentum wheel for a satellite
attitude control system. The flywheel used in both the reaction wheels and momentum bias wheel will
have a hollow cylindrical design to maximise the mass moment of inertia about its central axis (longitu-
dinal axis) for minimal mass.

The reaction wheel has a ton-shaped structure, similar to the reaction wheel presented in To
size it, the design is schematically presented in The cross-section highlights key dimensions:
outer radius R,, inner radius R;, height h, and wall thickness t,,. The frontal view reveals a circular
shape with cutouts to reduce weight while maintaining structural integrity and moment of inertia.

Figure 64: Schematic representation of the generic reaction wheel flywheel dimensions: cross-sectional
view (left) and frontal view (right).

The flanges (grey horizontal elements) are the primary contributors to the moment of inertia, and are
determined by The derivation of this mass moment of inertia of a hollow cylinder can be
found via Moment of Inertia: Hollow Cylinder [64).

1
Ity = 5mfw(R? + R?) (117)

In which m is the rotational mass. The rotational mass is calculated by multiplying the material density
p (8700 [kg/m?] for bronze, 7850 [kg/m?] for steel, and 2700 [kg/m3] for aluminium) with the volume V/
[m3]. The volume is computed by multiplying the cross-sectional area A = 7R? [m?] with the height of

the flanges h. Combining gives

My, = pV = pAt = phr (R} — R}) (118)

The top (blue circular piece with cutouts) is presented with triangular cutouts. In reality, these cutouts
are shaped such that stress concentrations are minimised. Because of the uniformly distributed cutouts

present, the top is assumed to have a mass that is half that of the solid of the same shape (50% of the
Equation 119

material is removed, thus the infill fraction ky = %) Its contribution is determined by
2 1 o po 1
ItOp = kfmtopR,L‘ = *twﬂ‘Rl pR’L = 5

5 twmRlp (119)
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Combining equations [I17], and and substituting the mass of the top my, = gives|[Equation 120

1 1 1
Lpwaw = gphm(RE = RY)(RE + Ro) + 5 (tum REp) RY = Spm [A(RS — RY)(R + RY) +tuRi]  (120)

A schematic depiction of a momentum bias wheel’s flywheel is shown in [Figure 65 The mass moment of

inertia Insw (= I, in|Figure 65)) is determined by [Equation 117} It should be noted that this is a simple
mathematical model that represents a more complex design, as shown in The flywheel’s shape
depends on the entire actuator system assembly.

Figure 65: Schematic representation of flywheel dimensions. X denotes the axis of rotation.

6.2.3 Design space

The function takes the following input parameters to determine the allowable size of the flywheels: Satel-
lite body dimension in the x,y,z-directions, Hy, Ly, Dy [m], a scaling coefficient fraction_used so determine
the ‘a’ dimension available for the wheels in term of satellite’s length in Yp direction, the density of
the flywheel material rho_fw [kg/m?], a scaling coefficient k_ri_ro that relates the inner radius to outer
radius of the flywheel [—], the maximum angular velocity of the flywheel omega_fw_-max_rpm [RPM], a
safety factor for the flywheel design SF_fw [—], the average torque vector T _avg [Nm], the time series
data of the torque torque_history [Nm], and the orbital period T _orbit [s].

Based on the satellite dimensions (Hb, Lb, Db) and the fraction_used parameter, the function defines
the maximum allowable dimensions (R,,t) for the flywheels. A schematic representation of the design
space (a X b x ¢) is presented in The design space for the FACAs’ flywheel, schematically
illustrated by a yellow box-shaped volume, must not interfere with the incoming light rays, which are
schematically represented by the grey cone-shaped volume. The ‘tightest’ space is defined by a square
enclosing the circular aperture. To fit an MW in the Yg direction, a maximum thickness of the MW t.x
is set as 15% of the width (L;) of the satellite’s bus; thus fraction used = 0.15 in

Y

Xp

Zp

b

A
.a,]

Figure 66: Schematic representation of flywheel design space within the satellite’s bus. The maximum
allowable volume is V' = a x b X ¢, whereby the satellite bus dimensions constrain a, b, ¢

The maximum radius of the momentum wheel Ry

max

and reaction wheels Rgrw,,, . , along with the

maximum thickness t,,.y, are determined based on these constraints, and are presented in equations
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and respectively. This ensures that the wheels fit within the allocated space inside the satellite.
The value 2.1 is chosen so that the FACA housing fits within the design space as well (Dassembly =
2(Rmax + 0.05R)). This accounts for a 5% larger radius than that utilised by the flywheel alone.

in(Hy, D
RMWmax = %i’b) (121)

Although the design space is schematically depicted as a single volume in the set of reaction
wheels can be distributed throughout the satellite. The maximum radius of the reaction wheel Rgw, ..

is dictated by equating the surface area (b - c¢) occupied by the set of reaction wheels to that of the
momentum wheel, according to |Equation 122

1 /(R .2)2
RRWoae = 5 % = RRw,., = 0.57 Ryw,,., (122)

tmax = Ly - fraction_used (= a) (123)

6.2.4 Angular momentum and torque requirements

The required angular momentum capacity is based on the average torque 7,,, and the operational time
between desaturation events top = 2 - Torpit, which is derived from the orbital period Torbit. A safety
factor SFy, of 1.15 is applied to determine the safe angular momentum capacity Hgqfe, as shown in
This safety factor accounts for unaccounted variations, such as the omitted disturbance
torques, enhanced performance during de-tumbling and other (re-)orientation objectives.

Hsafe = SFpw - [[Tavgll - top (124)

The maximum torque T},,, from the torque_history time series is also determined and scaled by the
safety factor to obtain max_torque_safe.

max_torque_safe = SFry - Tmax (125)

6.2.5 Reaction wheel sizing optimisation

The iterative optimisation process ensures that the wheels meet the necessary angular momentum re-
quirements while remaining within the defined design space. The outer radius R, and height ¢ = h of the
reaction wheels are the design variables. The goal is to find dimensions that achieve the required moment
of inertia Iiqrget, Which is calculated from the angular momentum that includes the safety factor Hyq e

[Nms] and the maximum angular velocity [rad/s| by [Equation 126

Hsafe
2

omega_fw_mazx_rpm - &

(126)

Itarget =

The optimisation loop adjusts R, and ¢ within defined bounds (R,, . , R tmin, and tpay) until the
calculated moment of inertia I.qjcuiateq 18 Within a 5% tolerance of the target inertia I pee;. The function
uses [Equation 117) and [Equation 118|to calculate the inertia and mass for a hollow cylinder. Once the
dimensions of the reaction wheel’s flywheel are determined, they are rounded to manufacturable sizes
(assumed to be accurate to 0.1 mm). Their mass m is calculated, and the moment of inertia tensor is
assembled as presented in

Omax )

6.2.6 Verification reaction wheels

Astrofein [5] is a vendor that sells various reaction wheels. Four of their reaction wheels are listed in
RW 25, RW 35, RW 100, and RW 150. Their design parameters are copied in as a reference and
to verify the realism of the sizing algorithm used in this work.
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Table 4: Astrofein Reaction Wheel Specifications [5]

Parameter unit RW 25 RW 35 RW 100 RW 150
Angular momentum Nms 0.03 0.1 0.4 1.0
Nominal rotation speed RPM 5000 5000 6000 6000
Nominal Torque Nm 0.002 0.005 0.02 0.03
Moment of inertia kgm? - 1.9e-4 6.52e-4 1.592e-3
Supply voltage \% 5 18-34 18-34 18-34
Motor constant Kt Nm/A - - - -

Power Consumption (Nominal) W 1.5 4.0 5.0 5.0
Power Consumption (Max) W 2.8 9 20 42

Mass kg 0.2 0.5 0.8 1.3
Dimension mm?3 50 x 50 x 25.5 102 x 102 x 58 100 x 100 x 60 150 x 150 x 60

To validate the MATLAB model, Astrofein’s published specifications for angular momentum, maximum
outer radius, nominal rotation speed, and power consumption are used as inputs. summarises
the model’s predicted performance characteristics for these reaction wheels.

Table 5: MATLAB model Reaction Wheel Specifications. Inputs are depicted with ‘I’ and outputs with
CO?

I or O — Parameter unit RW 25 RW 35 RW 100 RW 150
remake remake remake remake

I — Angular momentum Nms 0.03 0.1 0.4 1.0

I — Nominal rotation speed RPM 5000 5000 6000 6000

I — Nominal Torque Nm 0.002 0.005 0.02 0.03

O — Moment of inertia kgm? 0.547e-4 1.956e-4 6.063e-4 1.592e-3

I — Supply voltage \% 5 18 18 18

O — Motor constant Kt Nm/A 0.006667 0.0225 0.0072 0.0072

I — Power Consumption (Nom- W 1.5 4.0 5.0 5.0

inal)

I — Power Consumption (Max) W - - - -

O — Mass flywheel (excluding kg 0.115 0.242 0.458 0.809

electronics)

O — Dimensions (excluding mm3 50 x 50 x 24.9 66 x 66 x 28.8 86.4 x 86.4 x 101.8 x 101.8 x

electronics) 28.8 38.4

When examining the results and comparing them to the vendor’s specifications, some key differences are
worth noting:

e RW 25: The MATLAB model predicts a moment of inertia of 0.5457 - 10~% kgm?2, while the vendor
does not provide this value for comparison. The model suggests dimensions of 50 x 50 x 24.9 mm?3
and a flywheel mass of 0.115 kg, which is 58% of the vendor’s assembly mass of 0.2 kg.

e RW 35: The MATLAB model predicts a moment of inertia of 1.956 - 10~* kgm?, which is 2.9%
more than the vendor’s. The model estimates dimensions of 66 x 66 x 28.8 mm? with a mass of
0.242 kg, which is 48% of the vendor’s assembly mass of 0.5 kg.

e RW 100: The MATLAB model predicts a moment of inertia of 6.063 - 10~* kgm?, which is within
rounding error of the vendor’s. The model dimensions are 86.4 x 86.4 x 28.8 mm?3 with a mass of
0.458 kg, which is 57% of the vendor’s assembly mass of 0.8 kg.

e RW 150: The model dimensions are 101.8 x 101.8 x 38.4 mm? with a mass of 0.809 kg, which is
62% of the vendor’s assembly mass of 1.3 kg.

Given that the Matlab model produces outputs within Astrofein’s reaction wheel limits, they are deemed
feasible. It should be noted that the flywheel size leaves roughly 70 — 90% headroom; on average,
the flywheel’s mass accounts for 56% of the assembly mass. Thus, a headroom of % — 100 ~ 80%
of the flywheel’s mass can be added for the electronics to approximate the listed masses (i.e. RW25,
0.115- 1.8 =~ 0.2 kg, etc.). Moreover, as the reaction wheel assembly size increases, the discrepancy
between the MATLAB estimate and the vendor-listed dimensions increases. Given that the sizes are well

within the Vendor’s specifications, it may be that different materials were selected.
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6.2.7 Momentum wheel sizing

The dimensions of the momentum wheel are derived by equating the total mass of the reaction wheel
assembly (three flywheels plus motors, i.e. three rotor-stator combinations) to that of a momentum wheel
assembly (i.e. a single rotor-stator combination). Note that the maximum volume is derived from the
design space stated in it therefore does not matter how much the volume the material or outer
dimensions occupy as long as it is within the constraints. Additionally, equating volumes would be an
unfair comparison because, despite similar anatomy, the MW assembly’s sizing and spacing differ from
those of the RW.

From the RW comparisons made in the computed RW flywheel mass is about 56% less than the
reaction wheel assembly mass; the electronics and housing are assumed to use this mass. The 56% value
is computed as the average of the differences across the RW25, RW35, RW100, and RW150 models.

Henceforth, the total mass of the RW assembly is given by

MRwW
0.56
The momentum wheel flywheel assembly is assumed to have a similar assembly mass because momentum
wheels do not require heavier motors, as the torque requirements are deemed equal to those of the RWs.
Thus, an optimistic mass of the momentum wheel flywheel can be computed by the right-hand side of

mRWassembly = 3 ' ~ 54 : mRwa (127)

0.56
3 mewy, < Muwy, < <1 - > MR sompry 44 - MRW,, (128)

3
Given that the momentum wheel (MW) assembly is physically larger than the reaction wheel (RW) as-
sembly, an equal flywheel-to-assembly mass ratio is considered plausible. This assumption would result in
an MW flywheel mass of maw = 3 - mpw, as indicated by the left-hand side of However,
this estimate is overly conservative because a momentum wheel is less densely packed than a reaction
wheel. In fact, an MW assembly can have a hollow centre that is essentially empty, whereas an RW does
not. Therefore, the MW flywheel mass is set at the midpoint, m MWy, = 3.7 MRwy, -

To summarise, the assembly mass of the RWs or MW is about 5.4 times the mass of a single reaction
wheel flywheel (Mmagsembly =~ 5.4 - mpw); the reaction wheel flywheels take about 56% of this value and
the momentum wheel flywheel about 69% (or total flywheel mass to total assembly ratio of 11:20 vs 14:20).

Based on these parameters, the MW flywheel is sized by first maximizing the outer radius, which most
significantly affects the moment of inertia (see [Equation 117)). The wall thickness in the radial direction
and the momentum wheel thickness (or height) are fixed at a minimum value of 5 mm. The outer radius
is then incrementally increased by 0.1 mm until either the maximum mass (marw,, = 3.7 mgrw,,) or
the maximum outer radius, defined as the smaller of dimensions b and ¢ in is reached.

With the outer radius established, the thickness (or height) is incrementally increased by 0.1 mm until
either the mass or the thickness (dimension a in [Figure 66 reaches its maximum allowable value. At this
stage, both the outer radius and the thickness (or height) are determined.

Finally, the inner radius is determined by incrementally decreasing its size by 0.1 mm, thereby increasing
the wall thickness in the radial direction (¢, = R, — R;), until either the inner radius reaches R; = 0.1
mm or the flywheel mass attains its design value of masw,, = 3.7 mgw, -

As an indication, by employing this optimisation, the following equivalent MW sizes are found for the
RW25, RW35, RW100, and RW150 equivalent MWs given the constraints (a) R,_, = 2.5-Rrw and (b)
tmax = trRw,..., and are called ‘MW25’ ‘MW35" ‘MW100’, and ‘MW150’. These are listed in
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Table 6: Design Parameters for MW Series Momentum Bias Wheels

Parameter unit MW25 MW35 MW100 MW150
Outer Radius mm 62.5 127.5 125.0 187.5

Inner Radius mm 57.5 122.5 120.0 182.5
Thickness mm 25.4 25.6 49.0 57.6

Mass kg 0.415 0.873 1.637 2.911

Volume Assembly m?3 0.000312 0.001307 0.002405 0.006362
Flywheel Inertia kg-m? 0.001498 0.013642 0.024583 0.099645
Relative Inertia - 27.4 69.7 40.5 62.6
(MW/RW)

Assembly Size mm? 125x125x25.4 255x255%25.6 250x250%x49 375x375%57.6

The relative mass moment of inertia for a momentum wheel (MW) with an outer radius not exceeding
2.5 R, is approximately 50. Consequently, a flywheel of this size, rotating at the same angular
velocity, possesses a mass moment of inertia about 50 times greater than that of the reaction wheel (RW)
counterpart. If the design space allows, the MW radius may be further increased until the minimum
allowable thickness or height of 5 mm is reached. In the limiting case where the design space imposes no
dimensional constraints, the mass moment of inertia can become more than 1000 times greater, as shown

in [Table 7

Table 7: Comparison of Reaction Wheel and Momentum Bias Wheel rotating at 5000 RPM

Parameter unit Reaction Momentum
‘Wheel Bias Wheel

Angular Momentum Nms 0.05 56.3

Outer Radius mm 28.0 430.9

Inner Radius mm 25.2 425.9

Thickness mm 28.0 5.0

Mass kg 0.163 0.585

Volume Assembly m3 0.000228 0.002917

Inertia kg-m? 9.63e-05 0.107431

Assembly Size mm?3 28.0%x28.0x28.0 861.8x861.8%5.0

This analysis indicates that maximising the effectiveness of an MW depends on optimising its size within
the design space’s feasible boundaries. A relative performance metric is therefore dictated by the design
space allocated. To conclude, for subsequent analysis, the maximum design space yields the highest
relative performance for an MW and provides a fair comparison.

6.2.8 Simulation output variables

Finally, the inertia matrices used for the simulation are assembled in

0 0 0 Iwnw O 0
Iyw = |0 Ipy 0 Inw=| 0  Ipypy O (129)
0 0 0 0 0 Tfuwpy

To facilitate a comparative analysis of satellite designs equipped with either an MW or an RW, the
following parameters are stored:

e RW_ri: Inner radius of the reaction wheel [m].

e RW_ro: Outer radius of the reaction wheel [m].

e RW_thickness_wheel: Thickness of the reaction wheel [m].
e RW.m wheel: Mass of the reaction wheel [kg].

e RW_I_tensor: Inertia tensor of the reaction wheel [kg m?].
e max_torque_safe: Safe maximum torque [Nm].

e MW_ri: Inner radius of the momentum wheel [m].

%
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e MW_ro: Outer radius of the momentum wheel [m].
e MW_thickness_wheel: Thickness of the momentum wheel [m].
e MW m_wheel: Mass of the momentum wheel [kg].

e MW_I_tensor: Inertia tensor of the momentum wheel [kg m?].

6.2.9 Mass budget FACA assembly

As an indication of the RW /MW assembly mass relative to the satellite mass, the percentage of W
is presented in The exact values of the data are documented in appendix [A3]

16.0%
14.0%
12.0%
10.0%

8.0%

6.0%

FACA assembly mass / Satellite mass [%)]

4.0%
2.0%
™ —-—a [
0.0% ‘-ﬂ el
200 250 300 350 400 450 500

Altitude [km]

Figure 67: The percentage that the FACA assembly mass occupies relative to the total satellite mass
versus altitude. The upper trend is depicted with a solid line (dark red), a power trendline is shown in
the long-dashed line (green), and the lower linear trend is presented with a short-dashed line in red.

Generally speaking, the higher the orbit, the smaller the mass budget required for the ADCS. However,
at each altitude, a spread in the mass budget is visible as numerous options exist. For example, at an
altitude of approximately 200 — 210 km, the mass of an FACA assembly can account for as little as 1.7%
or as much as 14% of the total satellite mass. At these altitudes, this variation largely depends on the
satellite’s projected frontal area, as atmospheric disturbance torques scale with the square of the pro-
jected frontal area; thus, long, slender satellites have less frontal surface area than square ones, thereby
requiring more miniature actuators.

At higher altitudes, i.e. 400 km, the residual dipole torque may be the dominant torque as was indicated
in For that reason, to minimise FACA mass, engineers should strive to bring down the residual
dipole as much as possible, too.

At altitudes that are not examined in this work, < 200 km and > 457 km, this graph remains inconclusive.
However, given the trends presented, for < 200 km, one should instead account for larger mass budgets
than smaller ones, primarily when the satellite orients itself in configurations with a larger projected area,
as explained in [Figure 46, For > 457 km, it seems that 1 to 2% will suffice.

Hence, while first-order approximations of the disturbances are unknown, it is advisable to initially budget
conservatively using the upper trend line (solid), optimistically using the lower trend line (short-dashed),
and otherwise use a power trend line as depicted by the long-dashed line. This will serve as a helpful
starting point until more refined disturbance estimates are computed.

6.3 Actuator torque and control

To counter the effects that external disturbances cause on the orientation of the satellite, a (set of)
flywheel(s) is used to stabilise the satellite in its desired orientation. To achieve this, the ADCS must
determine the attitude and angular rate (see|6.3.1). Then, the controller—in this study, a PID controller
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(see 16.3.2]) combined with feed-forward control (see [6.3.3)—calculates the required control torque to
correct deviations. The PID gains are tuned automatically using an optimisation algorithm (see [6.3.4)).
Additionally, various constraints ensure that the operational limits of the FACAs are respected (see[6.3.5)).

6.3.1 Sensed attitude

In reality, the ADCS relies on various sensors to determine the satellite’s orientation, as discussed in
2.1.1] For this study, the ‘sensed’ or ‘measured’ attitude of the satellite is obtained by computing the
rotation from the BFRF to the LVLH frame, since it will be pointing in NADIR direction. Assuming
perfect sensing, this process involves the following steps.

The rotation from the body frame [3:1.5]to the LVLH frame [3.1.4]is obtained by multiplying the transpose
of the LVLH-to-inertial rotation matrix Fj, (Equation 35| presented in [3.2.5) with the body-to-inertial
DCM Fp (given by [Equation 36|in [3.2.6), which gives the relative rotation matrix Trp shown in
ttion 130

Tip=THLTig =T Tip = FL Fp (130)

The rotation matrix Trpg is then converted into Euler angles using the built-in MATLAB rotm2eul
function [55], which returns the orientation in terms of roll ¢, pitch 6, and yaw ¢ relative to the LVLH

frame, in |[Equation 131

¢
0| =rotm2eul(Tp, ‘XYZ’) (131)

(4

These Euler angles represent the attitude error. Under perfect sensing assumptions, these measurements
are free of noise. However, in real-world conditions, sensor measurements are affected by errors and
uncertainties. To incorporate this aspect into simulations, the measurement errors can be modelled as
additive Gaussian (normally distributed) noise. The process involves defining the standard deviation for
each Euler angle component based on sensor specifications, then adding randomly generated noise to the
ideal measurements:

¢ ¢ N(0,1)
0 = |0 +on [N(0,1) (132)
¥ noisy ,(/J perfect N(O’ 1)

Here, N'(0,1) denotes a standard normal random variable generated with randn in MATLAB. When em-
ploying attitude sensors using an adaptive hybrid method discussed in [115] in 2021, the best-case filtered
maximum error was in the range of 5-107° — 9 - 10~ radians or about 0.003 — 0.05 degrees. Although
sensing and filtering techniques might have advanced to greater accuracy, these quantities provide a good
indication of realistic performance. Especially considering that this thesis examines various satellite sizes
and orbits.

Hence, the constant sensor noise is therefore set to approximately 0.003 degrees of white noise, corre-
sponding to 10.8 milliarcseconds or 5 - 10~° radians, with peak values twice that. A short sample of this
noise is presented in Filtering techniques are outside the scope of this study and are therefore
left unexamined. Thus, rather than relying on the noise generation and filtering techniques discussed in
[115], the noise generation process in this work is simpler and is explained below.

To ensure that all simulations achieve the same attitude-determination performance, a constant time-
dependent noise vector is pre-allocated using Gaussian noise with a standard deviation of 0.001 rad.

Next, a moving average, [Equation 133] is applied with a pull rate of Fiead-out = [2, 10,50, 100, 200]H z,
see until most noise lies within the 5 - 107° radian target.

1 Fread-out—1
t| = —— zt—k 133
M=o 2 el (133)

Herein, «z[t] is the input signal at time ¢, y[t] is the filtered output signal, and Flead-out is the window
length (number of samples averaged). For each time step ¢, the filter:
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1. Takes the last Fiead-out input samples:
xft], x[t = 1], [t = 2], ..., [t — (Fread-out — 1)]

2. Sums them:
Fread—out -1

> aft— k]

k=0
3. Divides by Fread-ous to get their average.

Thus, y[t] is the average of the most recent Fyead.out Samples of z[t]. Moreover, by introducing correlation
between neighbouring output samples, the signal is smoothed, reducing rapid fluctuations (high-frequency
components). It now acts as a low-pass filter that attenuates high-frequency components; therefore, low-
frequency components are more common (higher frequencies are less common) when compared to using
the randn function directly at 2-5-1075 rad in MATLAB.
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Figure 68: Attitude measurement noise for various pull rates

When comparing this moving-average approach with the best-case performance, the 200 Hz moving
average is considered, as this performance (constant 0.5-10~* rad; peak 1-10~* rad) corresponds to the
filtering techniques discussed in . As an indication of the noise profile, the first 200 seconds of the
time-dependent noise are presented in
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Figure 69: X, Y, and Z Noise for a 200 Hz Pull Rate
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6.3.2 P(I)D controller

The main objective is to design a controller that controls the flywheel’s output torque to exert a desired
control torque Teontro) and stabilise the satellite in its desired orientation. Physically, this means designing
a controller that converts a measured attitude into a torque that drives the flywheel, as done in chapter
6 of ‘Efficient and High Precision Momentum Bias Attitude Control for Small Satellite’ [60].

Since the goal is to model the satellite’s behaviour, a low-fidelity control law, a proportional-derivative
(PD) controller, is often chosen for its simplicity and robustness [107], |38], see When
adding an integral error to the PD controller, it is referred to as a proportional-integral-derivative (PID)
controller, as presented by the third term on the right-hand side in The performance of
both the PD and the PID controllers is dependent on the ‘correctness’ of the measured attitude error and
the tuning of the proportional gains K, the derivative gains K4, and, for the PID controller, also the
integral gains K;. These gains must be tuned to an appropriate value to achieve the desired performance.
This tuning is discussed in section [6.3.4]

Tcontrol‘PD = *Kp * ET'T'OTmeasured — Kd *WB (134)

measured

The integral of the measured error is numerically computed using Euler integration errorinegral(t:) =
ErTOTintegral (ti—1) + €rTO measured (ti) - dt, whereby the subscript ¢ denotes the time step.

Tcontrol‘PID = _Kp * €TTOTmeasured — HKd WBeasured K; / eTT O measured At (135)

For this study, a set of Euler angles is chosen as the measure of error, as shown in [Equation 136 which
provides a more intuitive representation of the satellite’s orientation compared to using the vector part
of the quaternions; both are valid. The satellite’s attitude error is defined with respect to the desired
LVLH frame, as discussed in [6.3.1

¢

ETTOT measured — 0 (136)

(G

This attitude measurement can also be used to determine the rotational rate of the satellite by taking the

difference between the last state and the current state, such that wg, = <7OTmeasuea(t:) dermr‘““‘“““d(t‘ L
To reduce computational costs, the rotational rate is assumed to be measured perfectly, and thus, the
angular rate is used directly as an input for the measured rotational rate, as shown in [Equation 137

error da(ti) —error d(ti—
meeasured (tz) - e ( l) dt — ( : 1) ~ wB *> meeaSlll‘ed = wB (137)

The attitude control system then uses these error signals to generate appropriate control torques. The
errors are scaled via the control gain matrices as shown in Subscript ‘D’ denotes the
diagonal terms (the in-axis gains), and the off-diagonal terms are referred to as ‘cross-terms’. They are
denoted by the subscript ‘¢’ and account for correcting additional cross-axis coupled errors.

Kp,D Kp,c Kp,c Ki,D Ki,c Ki,c Kd,D Kd,c Kd,c
Kp = Kp,c Kp,D K ,C Kz = Ki,c Ki,D Ki,c Kd = Kd,c Kd,D Kd,c
Kp,c Kp,c Kp,D Ki,c Ki,c Ki,D Kd,c Kd,c Kd,D

(138)

6.3.3 Feed-forward control

When a set of flywheels is spun about multiple axes, the net momentum vector changes its direction
when an angular acceleration is applied to one or more of the flywheels. Because of the other flywheels
being in a spun-up state and the satellite having an angular velocity also, gyroscopic precession will take
effect. For that reason, a spun-up or spool-down of a flywheel causes a gyroscopic torque perpendicular
to the spin axis. For a set of orthogonal flywheels aligned with the principal axis, this gyroscopic torque
must be pre-compensated for. This compensation is done via the second term on the right-hand side
of It should be noted, however, that a set of reaction wheels requires this feed-forward
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control term, but that a single-axis momentum bias wheel does not, as the cross-product will be zero
anyway.

Teontrol = Tcontrol +wp X hfw (139)

Herein, wp is the rotational rate of the satellite expressed in the BFRF, and hj, = Ify - Wy is the
angular momentum of the (set of) flywheel(s) [kg - m?/s] with their moment of inertia I, [kg - m?] at
angular velocity wy,, [rad/s].

6.3.4 Tuning the PID controller gains

Manual tuning of PID gains is feasible for a single set of momentum or reaction wheels, but becomes
impractical when simulating numerous scenarios. Therefore, automatic tuning is necessary. The built-in
optimiser function fmincon in MATLAB [50] is employed to solve the constrained non-linear optimisa-
tion problem. The optimiser algorithm is selectable within the function. The active-set algorithm
demonstrates strong performance—good agreement with the objective without causing instabilities—and
is therefore selected. Alternative algorithms include Interior-point and sequential quadratic program-
ming (SQP). However, during testing, the latter two algorithms led to gains whereby instabilities occurred
towards the end of the second orbit. All those optimisation processes minimise a cost function that
penalises angular rates and attitude errors across half an orbit, thereby aiming to achieve precise and
stable pointing while adhering to actuator constraints.

The PID controller incorporates both diagonal and cross-coupling terms to provide control authority
along the principal axis. The gains to be optimised include the proportional, integral, and derivative

gains for both the diagonal and cross-coupling terms, as shown in

The cost function is defined in The bounds are chosen through trial and error to suit the
scope discussed in chapter [2| thereby preventing excessively large values that could negatively impact
computational costs. Specifically, the lower and upper bounds, Ib and ub, are set in [Equation 140} and an
initial guess of gy = ’1‘—8. The upper bounds for the diagonal terms are much larger than for the cross-terms
because the feed-forward control (see already accounts for most of the precession errors generated.

Ib=1[0,0,0,0,0,0]
ub = [100,0.1,1000,0.1,0.001, 1]

The cost function, C(g), quantifies the performance of the PID controller with a given set
of gains. It is defined as the weighted sum of the squared angular rates expressed in the BFRF (named
PQR, wg), and the squared attitude errors, F = errormeasurea 0ver half an orbit, calculated at each time
step t. Half an orbit is chosen as a good compromise between computational cost and performance. In
half an orbit, the disturbances modelled (see chapter [5) have seen sufficient alterations to prevent (too
much) overfitting of the controller performance. The attitude errors are weighted 100 times more than
the angular rates, as pointing precision and accuracy are prioritised; given that the LVLH orientation
should align with the NADIR pointing objective, the angular rates should automatically follow. The
angular rates are included in the cost function to prevent artificial fast oscillations about the desired
attitude (which is now penalised).

(140)

N
Clg) =D (1P +1Q)[* + [R()]* + 100 - [ E,(t)[* + 100 - [Ey(£)|* + 100 - | E. (1)) (141)
t=1
fmincon accepts tolerances as stopping criteria for the optimisation algorithm, balancing the desire for
an accurate solution with the computational cost of the optimisation process. For this study, ‘StepToler-
ance’, ’OptimalityTolerance’, and ’ConstraintTolerance’ are set to 1072 to achieve a balance.

Finally, the optimised PID gains, goptimised, are then used to construct the full PID gain matrices (see
Equation 138)) for implementation in the satellite’s ADCS.
6.3.5 Actuator constraints

Control torque saturation and wheel speed limits are imposed to ensure that reaction wheels operate
within their physical constraints. These constraints can arise from mechanical, operational, or motor
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specifications limitations. The control torque Teontror demanded by the ADCS is first saturated to the
maximum torque that each MW or RW can generate due to torque production limits. Demanding torque
beyond these limits results in saturation, in which the wheel delivers only its maximum torque. This

saturation is implemented on a per-axis basis (i = 1,2,3 for XY Z), as shown in [Equation 142

Tcontrol,i _ zjcontrol,i 1f |Tcontrol,i| S |Tmax,i| (142)
Slgn(Tcontrol,i) . |Tmax,i| if |Tcontrol,i| > |Tmax7i|

In which Teontrol,; is the control torque demand for the i-th wheel (axis), and Tiax,; is the maximum
torque that the i-th wheel can generate.

After torque saturation is applied, wheel speeds are evaluated relative to their maximum allowable rota-
tional velocity values. When a wheel reaches its speed limit, further acceleration in that direction is no
longer possible. If a wheel speed exceeds its limit, it is deemed saturated, as described by
and the corresponding wheel acceleration is set to zero, according to

Wi = Wz lf |wi‘ S |wmax,i| (143)
sign(w;) - |wWmax,i| i |wi| > |wmax,i]
If saturation occurs:
Qwheel; = 0 if |w7,| > |wmax,i‘ (144)

Where w; is the angular speed of the i-th wheel, wnax,; is the maximum allowable angular speed for that
wheel, and «; is the angular acceleration of the i-th wheel.

Finally, the applied control torque is determined based on the wheel accelerations and the wheel inertia
tensor:

Tcontrol = Iwheel * Olywheel (145)

Herein, Iypeel denotes the inertia tensor of the wheel assembly, and aynheel represents the vector of wheel
angular accelerations. This calculation ensures that the applied torques correspond to the achievable
accelerations within the reaction wheels’ physical constraints.

6.4 Example controlled satellite employing a momentum wheel

To assess the effect of a PID controller on the stabilising performance of a satellite subject to both
cumulative and cyclic disturbances, a satellite spinning about its intermediate axis is chosen, as this con-
figuration would otherwise be unstable without control. A complete derivation of the instability problem
is given in [75]. A physical example of the intermediate axis theorem is illustrated in a Veritasium video
[104].

The moment of inertia tensor for this pitch-stabilised (Yp) satellite example is given in On
the left-hand side, the satellite’s inertia tensor is given (note that I, < I, < I..), and on the right-hand
side, the inertia tensor of the momentum wheel assembly is given. In the latter, all elements are set to
zero except for I, as there is only one MW present. Furthermore, the momentum wheel speed wyw is
initialised at 5500 RPM in the direction of the satellite’s initial pitch rate.

0 0 0
094 0 0 )
= . . 146
Tiotal = 0 2.13 0 [kg : m2] Fuheet 8 ’ Ogg4 8 [kg " ] ( )
0 0 2.51

The introduction of noise into the measured errors does not significantly affect the performance of an
MW-stabilised satellite, because it can only control one axis. In fact, it has hardly any impact on per-
formance. This outcome is anticipated because the MW imparts a substantial bias to the satellite’s
orientation. The gyroscopic stiffness is sufficiently large to dominate the satellite’s motion regardless
of measurement accuracy. To demonstrate this form of robustness, the following analysis is conducted
exclusively with noise. The noise is accounted for as discussed in section [6.3.1
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6.4.1 TUnstable satellite with a PD-controlled MW

For this setup, a PD-controlled MW was chosen. As discussed in section [6.3.4] the controller gains must
be tuned for the desired performance, which is done manually for this example. Here, the diagonal pro-
portional gains are K, p = 0.1 and the diagonal derivative gains are K4 p = 0.05. All cross-product
gains are set to zero (K, .= K, .= K4.=0).

The results of the satellite are shown in Several behaviours are identified: high-frequency
oscillations are modulated by a lower-frequency envelope; both attitude and angular velocity errors remain
bounded (indicating stability); and the pitch error gradually increases over time due to cumulative torques.
The high-frequency oscillations arise from precession (high-frequency oscillations) and nutation (high-
frequency oscillations with a relatively small amplitude modulated on the precession). At the same time,
the cyclic nature of the disturbances present causes the lower frequency envelope on which both the
precession and nutation are modulated, similar to the PID-controlled scenario displayed in
whereby the precession and nutation are clearly visible when magnified in
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Figure 70: Disturbed (cyclically and accumulatively) satellite employing a PD-controlled MW in the
pitch axis (Yg)

Another notable phenomenon occurs: the periods of the roll and yaw rate widen as time progresses for
the PD-controlled case, because the energy that would otherwise be allocated to the pitching motion is
now redirected to the uncontrolled axes (the area below the curves becomes larger). This is most visible

towards the region of ¢ = [2000, 2500]s in

6.4.2 TUnstable satellite with a PID-controlled MW

Similar to the PD-controlled satellite (see[6.4.1]), the PID-controlled satellite is also stable as the diagonal
integral gains are set to a sufficiently small value, K; p = 0.001, while not altering the other (PD-
)Jeontroller gains. Moreover, it improves performance along the pitch axes by attempting to reduce the
integral error to zero. This is especially evident in the pitch error of when compared to the
results in The pitch attitude error now oscillates about zero degrees.
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Figure 71: Disturbed (cyclically and accumulatively) Satellite employing a PID-controlled MW in the
pitch axis (Yg)

6.4.3 Precession and Nutation of an unstable satellite with a PID-controlled MW

Inherent to an unsymmetrical satellite, the moment of inertia tensor is not symmetric. That means that
precession and nutation (the wobbling motion where the axis of rotation traces out a cone in space) will
both be present when torques are experienced about multiple axes . This precession rate depends
on the magnitude of the torque and the satellite’s moment of inertia. As a consequence, high-frequency
oscillations are present in all three principal axes, whereby most of the energy is exchanged between the
uncontrolled axes, as is visible in For each period, the yaw and roll angles are out of phase,
and the yaw rate lags the roll rate by approximately 90 degrees. It should be noted that the precession
is a relatively slow-frequency high-amplitude oscillation compared to the faster low-amplitude nutation.

These effects are less visible in the attitude errors presented in[Figure 72a] because the disturbance torques
primarily govern the attitude errors.
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Figure 72: Zoomed in version of [Figure 71| about ¢ = [1259, 1361]s to indicate precession and nutation.

6.5 Example P(I)D controlled satellite employing a set of reaction wheels

Similar to section [6.4] wherein the attitude behaviour of a momentum wheel controlled satellite is dis-
cussed, here the same satellite is considered with a set of three orthogonally oriented reaction wheels that
are aligned with the principal axis. To be able to compare the performances, the inertia tensor I;yq; is
taken from Likewise, the wheel tensor is determined following the rationals discussed in

section [6.2] and is given in The reaction wheels are initialised with a wheel speed wry of
100 RPM rotating about the body axis.
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0.0031 0 0
Iiheet=| O 0.0031 0 (kg - m?] (147)
0 0  0.0031

Contrary to an MW-stabilised satellite, a RW-stabilised satellite is significantly affected by the introduc-
tion of noise. To display the significance, first an example scenario is showcased without noise in section
6.5.1} after which noise is added in section [6.5.2

6.5.1 RW example P(I)D excluding noise

When considering a proportional-derivative control law, the reaction wheels generate a torque that is
proportional to the attitude error and is damped by the satellite’s rotational rate. Considering that the
set of reaction wheels can act on each axis, and the control law can pre-compensate (feed-up) for the
coupling due to precession, the performance is expected to be at least as good as the MW-controlled
satellite. This expectation is confirmed when examining and comparing it to the MW results
shown in Not only is the performance about the pitch axis approximately equal, but the
attitude and rate errors about the roll and yaw axes have improved significantly. A precise numerical
comparison is not necessary at this point, as the controller gains are taken from the manual MW tune.
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Figure 73: Disturbed (cyclically and accumulatively) Satellite employing an orthogonal set of PD-
controlled RWs

To expand the PD-controlled scenario into a PID-controlled satellite, the integral gains from the MW
tune have been adopted again. In the unoptimized scenario, the performance differences between the
PD-controlled and PID-controlled satellites are minimal. In fact, as in this case, where K; p = 103
and the PD-controlled errors oscillate about zero, the integral error does not grow much, resulting in
a negligible change in outcome. For completeness, the attitude and rate error plots are presented in

Note that it is visually identical to
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Figure 74: Disturbed (cyclically and accumulatively) Satellite employing an orthogonal set of PID-
controlled RWs

Based on these observations, it is expected that a tuned PD controller will perform approximately as well
as a PID-controlled satellite.

6.5.2 RW example P(I)D including noise

The introduction of noise, as discussed in section degrades sensed performance and increases mea-
sured error. Consequently, with equal gains, noise is expected to reduce the satellite’s stabilising perfor-
mance. This is indeed observed when comparing the scenario with noise, for both the PD-controlled and
the PID-controlled cases, to the scenario that excludes noise. Note that the controlled gains remained
unaltered.

PD-controlled with noise

displays the results obtained for the PD-controlled scenario with noise. The results resemble
a PD-controlled momentum wheel shown in more than the PD-controlled reaction wheel sce-
nario presented in These findings suggest that, when noise is taken into account, disturbances
primarily determine pointing accuracy.
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Figure 75: Disturbed (cyclically and accumulatively) satellite employing an orthogonal set of PD-
controlled RWs whereby sensed noise is active

PID-controlled with noise
Contrary to the findings for the PD-controlled scenario with noise, adding an integral gain will reduce
the satellite’s sensitivity to the noise. The integral gain will align the satellite over time because it
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compensates for the accumulation of attitude errors. This compensation is clearly visible in

because the attitude errors will approach zero and remain bounded by the noise levels present.
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Figure 76: Disturbed (cyclically and accumulatively) satellite employing an orthogonal set of PID-
controlled RWs whereby sensed noise is active
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7 Tradespace exploration Setup

This chapter generates and filters out irrelevant samples that will be used to make a performance trade-off
between MWs and RWs. This way, the generation of relevant samples within the trade space is minimised
while preserving sufficient variability in the Tradespace exploration. In particular, this chapter answers
the following research questions:

(B.2) How can the trade-space of various orbits and designs be reduced to a manageable set of key driving
parameters?
More precisely, the strategy used to generate (section and filter (section input samples
for a satellite design simulation. This process accounts for various parameters and constraints to
produce a set of valid design configurations. In these design configurations, several notable trends
are highlighted in section [7.3

(A.4) For representative small satellite designs, how do these disturbance torques vary with key orbital
parameters (altitude, inclination, RAAN) and satellite geometry and attitude?
The filtered sample set (within feasible constraints), i.e., the trade space, is further reduced by
analysing variations in disturbances across various inclinations and RAANS, thereby reducing com-
putational cost in section [7.4

7.1 Generating samples

As indicated in the first step in simulating RW-controlled and MW-controlled satellites is to
generate feasible samples named ‘Create Sample Set’. To develop feasible samples, three consecutive
steps are taken. First, in this section, inputs per parameter that fall within the scope of this study
are presented and discussed. Secondly, combinations of these parameters are evaluated against physical
limitations (satellite configuration requirements and design constraints) in section Thirdly, as a
verification step, the observed trends and validity in the input sample space are discussed in section [7.3

Reduce Num-
Create Sample Set Initialise Simulation Size FACA
(Sections— 7.3) be(g::‘iii:es (Sections (3.7) (Section [6.2)
Run four simulations: . N
Tune Controller . . Data Processing Obtain Results
(Section [6.3) i :;?:e&f‘;';t;w: Sonsor g (Chapter i (Chapter [B)

Figure 77: Simulation setup flowchart: Create Sample Set

Chapter [2| detailed the scope of this study, which is used to generate input samples for the simulation.
summarises the key parameters used as independent inputs for the satellite design simulation,
along with their respective units and ranges. The solar array ranges are based on the readily available
technologies between 2021 and 2025 ([103], |111]). The upper bound is scaled by approximately 20% to
ensure that the results remain relevant as these technologies advance. A uniform distribution within the
specified ranges is used to create samples.

%
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Parameter Description & Rational Range/Value
Orbital Elements

h Altitude: impacts ground resolution [200, 650] km

i Inclination: access specific regions on Earth [0, 180] deg
RAAN Right Ascension of the Ascending Node: access specific regions on Earth [0, 360] deg
Spacecraft Design (Bus)

Hb Circular aperture size: impacts ground resolution [0.1,0.8] m

Pbus Average bus density: impacts mass moment on inertia

[800, 1400] kg/m3

Spacecraft Design (Solar Arrays)

W_kg Solar Array Power-to-Mass Ratio: affects the overall mass budget [70,200] W/kg
W_m2 Solar Array Power Density: influences the required surface area [250,450] W /m?
W_ms3 Solar Array Power Volume Density: constrains volume designs 103 - [40, 60] W/m3
Disturbances

k_cg Centre of Gravity Offset Scaling Factor: impacts the inertia distribution ~ 1/100 - [0, 10]
k-SRP Solar Radiation Pressure Centre of Pressure Offset Scaling Factor: 1/100 - [0.5, 5]
k-AD Aerodynamic Drag Centre of Pressure Offset Scaling Factor: 77 1/100 - [0.5, 5]
k-RD Residual Dipole Moment: [4.6.1 [0,0.05] Am?
GSD Minimum Theoretical & Instrument Parameters

SRmaz Maximum Spatial Resolution: 1.0 m

Observable Wavelengths:
Maximum Number of Mirror Reflections:

[470 —830] - 1072 m
7
2.5-107% m

A
N
d Pixel Size: @
Q Quality Factor: [2.5.3]

1/1.3

Table 8: Satellite Design Parameters and Ranges

To size the satellite’s bus, it is assumed to be cube-shaped or rectangular-shaped in both the NADIR and
velocity directions. This ensures that the satellite bus can accommodate the imager, actuators, and other
components required for operation. This lengthening also increases the range of possible focal lengths,
given the number of reflections permitted. The scaling in both directions can be one to remain cubical
(the aperture size), up to three times to assume a rectangular box.

7.2 Sample filtering

Considering all possible combinations of the ranges listed in leads to physically impossible sce-
narios. For that reason, certain requirements and constraints must be imposed. Samples that do not
meet these requirements are excluded from simulation.

Satellite configuration requirements:

The simulation sample set must contain satellite configurations that can fulfil the specified nadir-pointing
objectives. The samples are therefore tested against the two requirements enumerated below. These two
requirements are posed to select feasible sizes for both the satellite bus and deployable solar arrays.
The first requirement ensures that the imager fits within the satellite bus and that the satellite bus is
large enough to meet the spatial-resolution requirement. The second requirement limits the size of the
deployable solar array to avoid unnecessarily large arrays. Together, they form the basis of the satellite
configuration as described in section [2.3

R1 Satellite configurations that do not meet the target spatial resolution should be disregarded from
the simulation set. Thus: the spatial resolution SR shall be smaller than one meter,

SR = htan (1.22)\maw) < SRpmax = 1[m)]
H,

R2 To avoid deploying large solar arrays, a maximum power-generation capability is specified as peak
power. Thus: the peak power delivered from deployed solar arrays shall be smaller than 2 kW,

Peak Power = 2 - Wy,0 - Asp < 2000[W]

3
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Satellite design constraints:

To ensure a feasible and manufacturable design, some design constraints have been posed. These con-
straints enable the dimensioning and sizing of satellite configurations deemed representative of a pre-
liminary design. Any satellite configuration that does not meet these constraints is excluded from the
simulation sample set.

C1 To prevent unrealistically light or heavy satellites, a total mass range is given: The total mass, my,
shall be between 20 and 300 kg,

20 <my = Hb- Lb- Db ppys < 300[kg]

C2 The satellite bus mass, my, budget is considered 85% of the total satellite mass. Together with
constraint C3, this constraint ensures that no more than 100% of the mass is occupied. Thus: The
satellite bus mass shall be smaller than 85% of the satellite total mass

my < 0.85my[kg]

C3 The solar panel mass mass, mg,, budget is considered 15% of the total satellite mass. Together
with constraint C2, this constraint ensures that no more than 100% of the mass is occupied. Thus:
The satellite solar panel mass shall be smaller than 15% of the satellite total mass

Wi
0.01 S Msp = Asp : (VVZ + 0.01 - L- pbus> <0.15- mt[kg]
kg

C4 The deployable solar arrays should have a minimum thickness to ensure sufficient stiffness (the
stiffness calculations are deemed outside of the scope of this work), and a maximum thickness to
avoid unrealistic sizing. Furthermore, the longer the solar array, the greater the required thickness.
Thus: The solar panel thickness, SP;, shall be between 3 and 40 millimetres.

Wm 2

m3

3<SP =

+ 0.01L < 40[mm]

7.3 Discussion validity samples

The generation of valid input samples scales approximately linearly with the number of unprocessed
samples because the sample sets are uniformly distributed. To test this linearity, the following num-
ber of unprocessed samples were generated: [1,10,102,10%,10% 10%]. Because of the requirements and
constraints posed in this generation leads to roughly 7% of valid outputs after processing (or the
corresponding number of physically feasible samples becomes [1,2, 3,67, 674, 7037]).

To discuss the observed trends, the number of unprocessed samples is set to #samples,;, ;ocessea = 10, 000.
The data are presented in the figures below; the sample size is 674. This quantity is deemed sufficiently
large to analyse trends in the design space and sufficiently small to limit redundancies and to eventually
limit the computational time (as only limited computational resources and time are available during this
work). Each point represents a single simulation run.

Figure 78| explores the relationships between altitude, inclination, and Right Ascension of the Ascending
Node. As expected, the relation between RAAN and inclination remains uniformly distributed, as they
do not relate to the physical constraints. When considering the altitude, however, the distributions are
affected:

e Inclination vs altitude: a concentration at lower altitudes indicates a focus on missions requiring high
spatial resolution, which are typically easier to achieve in LEO. The uniform spread of inclination
means that various orbital planes are covered, resulting in a good representation of the disturbances
encountered in LEO.

e RAAN vs altitude: Similar to the altitude vs inclination case, a higher density of points at lower
altitudes is observed. These findings are consistent with the constraints posed.

3
TUDelft & Page 96



7 Tradespace exploration Setup J.R. van der Ploeg

RAAN [deg]

w
(=]
o

N

o

o
Inclination [deg]

=y
o
o

o
(=

50 100 150 300 400 500 600 300 500 600
Inclination [deg] Altitude [km] Altitude [km]

Figure 78: Scatter plots illustrating the distribution of sampled orbital parameters for the satellite mission
simulation. RAAN vs inclination (left), inclination vs altitude (centre), and RAAN vs altitude (right).

presents the relationships between the spacecraft design parameters: bus mass, solar panel

mass,

Solar Panel mass [kg]

bus volume, imager aperture, and total spacecraft mass. Herein, some observations are made too:

Solar panels mass vs bus mass: As the bus mass increases, the allowable solar panel mass also
tends to increase. The concentration of smaller solar panels with lower masses is much higher than
that of the heavier ones. This suggests that the 10 W minimum peak power, intended to cap solar
panel size for smaller satellites, remains inadvertently active on larger spacecraft. This is not the
case; it is intentional: the satellite bus can, in theory, also be covered by solar arrays, resulting in
sufficient power to operate larger satellites as well. This would not affect the mass distribution in
any meaningful way; thus, it does not pose validity issues.

Total mass vs bus volume: the total spacecraft mass and the volume of the bus almost follow a
linear relation. This is the case because the solar arrays are assumed to be constructed from lighter
materials than the satellite bus. Thus, as the volume grows, the solar arrays increase in size, taking
a relatively larger share of the volume. Again, smaller satellites are more densely populated than
larger satellites.

Total mass vs aperture: the total mass of the satellite increases together with an increase in the
aperture. However, considerable variation remains in the design solutions. This is expected due
to altitude variations. At lower altitudes, a smaller aperture suffices to achieve a GSD of 1 m. At
higher altitudes, the aperture must grow too. Nevertheless, for smaller GSDs, the larger satellites
can also fly at lower altitudes.
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Figure 79: The plots present the simulation distribution between solar panel mass vs bus mass (left),

total

mass vs bus volume (centre), and total mass vs instrument aperture (right).

Figure 80| presents plots exploring the Ground Sample Distance with three parameters: altitude, total

mass,

and aperture. Those plots reveal the trend consistent with the expectation that the smallest GSD

is capped by altitude and aperture size. Because both are linked to the spacecraft’s total mass, this trend
also emerges there. Some points are worth taking into consideration for realising a design:

GSD vs total mass: Higher-mass spacecraft could accommodate larger instruments, more sophisti-
cated stabilisation systems, or more powerful onboard processing, all of which could improve GSD.
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TUDelft

Page 97




7 Tradespace exploration Setup J.R. van der Ploeg

e GSD vs aperture: a negative correlation between aperture size and GSD is observed. The trend
seems to stop at about Aperture = 0.5[m], and it does. It concerns the focal length (i.e., the number
of internal reflections) permitted for the imager. As the number of reflections increases, the trend
continues, and the achievable GSD for a satellite with mass 300 kg settles at approximately 0.4 m,
within the operational altitude range.
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Figure 80: Scatter plots illustrating the distribution of imager performance for the satellite mission
simulation. Ground sample distance vs altitude (left), Ground sample distance vs total mass (Middle),
and Ground sample distance vs aperture (right).

7.4 Reduce number of samples

The computational cost of a 4-DOF simulation is prohibitive for simulating O(1000) configurations. The
objective of this section is to reduce the number of samples to O(100) by sifting the relevant samples
from the redundant ones. Thus, this step takes the feasible sample set and reduces it as indicated by

‘Reduce Number of Samples’ in

Reduce Num-
Create Sample Set Initialise Simulation Size FACA
e —> ber of Samples —> O —> s
(Sections -17.3) (Section [F.4) (Sections 13.7) (Section[6.2)
Run four simulations: . N
Tune Controller Data Processing Obtain Results
A —> with&without sensor —> ) —>
(Section [6.3) hoise for RWs& < (Chapter (Chapter [9)

Figure 81: Simulation setup flowchart: Reduce Number of Samples

This section discusses the scenario in which the satellite is spawned at the desired orbit and orientation and
remains perfectly pointed at NADIR throughout one orbit. To do that, the orbital inclination and right
ascension of the ascending node are examined. For both, the undisturbed overview plots are presented;

for inclination in and for RAAN in After analysing both, the number of simulations for the
disturbed satellite can be reduced from 674 to 128. This conclusion is reached in [7.4.3

7.4.1 Influence of inclination

In the total disturbance torque versus orbital inclination is investigated. Some key observations
are presented below. The inclinations that together form a holistic view of the Tradespace explorations
are 1 = [[0, 10], [40, 70], [80, 90]] degrees.

Below, a brief analysis of the maximum total disturbance torque (corresponding to [Figure 82al) is given.
For more detail, the components forming the total torque are presented in section 77.

e For the given sample set of satellites, the maximum disturbance torque seems to be capped at about
1076 till 5-10~* Nm.

e For most satellites, the most pronounced maximum torque takes place about the Yp axis (pitch 6),
which happens to be the axis of highest angular momentum due to the NADIR pointing condition.

5
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This is advantageous because both an MW and an RW can produce a counter torque about this
axis.

e Next, the second most dominant torque direction is about the Zp axis (yaw ). This torque is
problematic because it tends to rotate the angular momentum vector into a different orientation
and can disrupt alignment with the orbital plane.

e The least dominant disturbance torque appears to be about the Xp axis (roll ¢). Like the torque
about the Zp axis, this torque will also push the angular momentum vector to be misaligned with
the orbital plane.

The analysis average disturbance torque (corresponding to [Figure 82b|) is shown below. The influence
per disturbance is presented in section ?7.

e For the given sample set of satellites, the average disturbance torque seems to be capped at about
1078 to 10~* N'm. This shows that the average torque is between a factor of 5 to 20 times smaller
than the maximum torque experienced.

e For most satellites, the most pronounced average torque takes place about the X axis (roll ¢). This
is problematic when only a momentum wheel is employed, as this torque cannot be compensated.

e Next, the second most dominant torque direction is about the Zp axis (yaw ). This is problematic
when only a momentum wheel is employed, as this torque cannot be compensated.

e The least dominant disturbance torque appears to be about the Yp axis (pitch ), which can be
countered by both an MW and an RW at the cost of accumulation.
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(a) Maximum total disturbance torque (tot) experi- (b) Average total disturbance torque (tot) experienced.
enced.

Figure 82: Overview of the undisturbed simulation results: total torque vs inclination for various satellite
geometries. This figure presents a comparative analysis of the magnitude of the maximum disturbance
torque about each body axis for one orbit as a function of orbital inclination. Subfigure (a) illustrates the
distribution of maximum torques experienced, and subfigure (b) illustrates the distribution of average
torques experienced; a linear curve fit is used to enhance readability.

Maximum disturbance torque versus orbital inclination per disturbance
The simulations for the maximum torque experienced during an orbit in show that the orbital
inclination is not a substantial parameter to investigate for deeper analysis.

e As expected from orbital symmetry, the orbital inclination from 90 to 180 degrees is a mirrored
view of 90 to 0 degrees because in one revolution, the satellite is positioned on both sides of the
Earth.

e Whereas the aerodynamic (Figure 83al) and gravity gradient torque (Figure 83b|) do not show
a dependency on orbital inclination, the residual dipole torque (Figure 83c|) and solar radiation

torque (Figure 83d|) do show a dependency.

To reduce the number of simulations, it is worth selecting orbits in the following orbital inclination ranges:

e i =[0,10] degrees: set a baseline simulation.

2
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e i = [40,50] degrees: the aerodynamic torque seems to have outliers at regions around 45 and 135
degrees, and so does the gravity gradient torque.

e i = [60, 70] degrees: the solar radiation torque goes to a minimum in this region.

e i = [80,90] degrees: the residual dipole torque can become the dominant disturbance torque when
not designed to minimise it. A minimum in the Z axis does occur at this range.

1010 . . . . . . .
20 40 60 8 100 120 140 160 180 200 0 20 40 60 80 100 120 140 160 180 200

Inclination [deg] Inclination [deg]

10710
0

(a) Maximum aerodynamic torque (adt) experienced.
From the scattered data, it is seen that the maxi-
mum aerodynamic torque is consistent with the loca-
tions where the atmospheric density is highest (around

30 — 60 degrees, see |[Figure 32J).

10K,

. I I | . . I .
20 40 60 80 100 120 140 160 180 200
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107
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(¢) Maximum residual dipole torque (rdt) experienced.
In the altitude range for this sample set, the maximum
rdt is as significant as the aerodynamic torque.

(b) Maximum gravity gradient torque (ggt) experi-
enced. The gravity gradient torque shows a sinusoidal
relation with inclination for all three body axes. For
the satellite with the solar arrays positioned along the
X-axis, the torque about the X-axis is highest, followed
by the Z-axis and Y-axis.

10710 L L | I . L
0 20 40 60 80 100 120 140 160 180 200

Inclination [deg]
(d) Maximum solar radiation torque (srt) experienced.
The Sun is positioned at an angle of about 23.5 degrees;
that translates to the srt being minimised at 66.5 and
113.5 degrees for the Z and Y axis.

Figure 83: Overview of the undisturbed simulation results. This figure presents a comparative analysis of
the magnitude of the maximum disturbance torque experienced about each body axis in one orbit versus
the orbital inclination across various scenarios. Subfigures (a)-(d) illustrate the distribution of maximum
torque experienced for various satellite geometries and a linear curve fit to enhance readability.

Average disturbance torque versus orbital inclination per disturbance

Contrary to the observation for the maximum torque, filtering for the average torque experienced during
an orbit (see demonstrates that the orbital inclination is a parameter that affects the average
torque substantially. Below, some observations are presented:

e As expected from orbital symmetry, the orbital inclination from 90 to 180 degrees is a mirrored
view of 90 to 0 degrees because in one revolution, the satellite is positioned on both sides of the
Earth.

e The aerodynamic (Figure 86al), the gravity gradient torque (Figure 86b)), and the solar radiation
torque ([Figure 86d|) show a dependency on orbital inclination.

e The residual dipole torque (Figure 86¢) does not show a dependency.
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To reduce the number of simulations, it is worth checking if the selected inclination range required to
capture the extremes during the maximum torque analysis also covers the observations for the average
torques. Below, the average torques are examined for their range of interest, and whether the selected
ranges must be expanded.

e Aerodynamic torque: ¢ = [0,10] and ¢ = [80,90]. The first range is suitable because it captures
the peaks; the latter range is selected because it captures the lower range of average torques. The
selected range is therefore accepted.

e Gravity gradient torque: ¢ = [40,60] and ¢ = [80,90]. The first range is suitable because it captures
the peaks in the X g axis; the latter range is selected because it captures the lower range of average
torques. The selected range must therefore be expanded to include i = [40, 50].

e Residual dipole torque: a particular range does not have to be selected. The selected range covers
the rdt of interest.

e Solar radiation pressure: for the average solar radiation pressure, there appears to be a maximum
around 7 = 45 degrees and a minimum at ¢ = 90 degrees. Both fall well within the already defined
range of interest.
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(c) Average residual dipole torque (rdt) experienced. (d) Average solar radiation torque (srt) experienced.

Figure 84: Overview of the undisturbed simulation results. This figure presents a comparative analysis of
the average disturbance torque about each body axis during one orbit, as a function of orbital inclination,
across various scenarios. Subfigures (a)-(d) illustrate the distribution of average torque experienced for
various satellite geometries; a linear curve fit is added to enhance readability.

7.4.2 Influence of RAAN

Similar to the rationals discussed in section [7.4.1] in this section, it is the goal to filter out samples by
only including the right ascension of the ascending node ranges of interest.

Maximum disturbance torque versus orbital RAAN per disturbance
The simulations for the maximum torque experienced during an orbit in |[Figure 85|show that the orbital
RAAN is not a parameter to investigate further.
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e The acrodynamic torque is independent of RAAN as seen in Any sample set will suffice.

e The gravity gradient torque (Figure 85b)), the residual dipole torque (Figure 85c) and solar radiation
torque (Figure 85d|) do show a dependency.

e Maybe most importantly, . This means that the

To reduce the number of simulations, it is worth selecting orbits in the following orbital inclination range:
RAAN Q = [0,180]. This range covers all the needs because the effects are mirrored about the RAAN
2 = 180 degree line. That means that the Q = [1807", 360] is redundant.
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00 | | | ‘ | ‘ 0 50 100 150 200 250 300 350 400
0 50 100 150 200 250 300 350 400 RAAN [deg]
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(b) Maximum gravity gradient torque (ggt) experi-
(a) Maximum aerodynamic torque (adt) experienced. enced.
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(c) Maximum residual dipole torque (rdt) experienced. (d) Maximum solar radiation torque (srt) experienced.

Figure 85: Overview of the undisturbed simulation results. This figure presents a comparative analysis
of the maximum disturbance torque experienced about each body axis during one orbit, versus the
orbital RAAN, across various scenarios. Subfigures (a)-(d) illustrate the distribution of maximum torque
experienced for various satellite geometries and a linear curve fit to enhance readability.

Average disturbance torque versus orbital RAAN per disturbance

The observation for the RAAN range only has to cover @ = [0, 180] remains valid when considering the
average torque experienced during an orbit (see|[Figure 86]). The same ‘mirrorred about {2 = 180 degrees’
argument is used.
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Figure 86: Overview of the undisturbed simulation results. This figure presents a comparative analysis of
the average disturbance torque experienced about each body axis in one orbit versus the orbital inclination
across various scenarios. Subfigures (a)-(d) illustrate the distribution of average torque experienced for
various satellite geometries; a linear curve fit is added to enhance readability.

7.4.3 Reduction in number of simulations necessary

The sample size can be reduced considerably, based on the disturbance torque observations made in
sections Influence of inclination and Influence of RAAN The samples of interest are contained
in the following ranges:

1. Inclination i = [[0,10], [40, 70], [80, 90]] (originally ¢ = [0, 180])

2. Right ascension of the ascending node € = [0, 180] (originally i = [0, 360])

This would reduce the number of samples to about 14% (1—58 . % = 3:%) of the originally processed samples.

This means that, of the 674 samples, 94 are identified as significant for further examination. If only this
filtering is applied, this emerges to be exactly the case (remember, the samples were made with a uniform
distribution).

There is one caveat, however: the samples must include the extreme values of the spacecraft’s total mass.
Thus, additional filtering conditions must be applied: the lowest and highest 10% must be retained.

1. If the total mass m; is smaller than 48 kg, the sample must be kept;
2. If the total mass my is larger than 272 kg, the sample must be kept also.

After applying those filters, 128 of 674 samples remain. Their numerical values are documented in
Appendix To verify that there remains a sufficiently large span in design variety, the processed and

filtered samples are presented in

7
TUDelft & Page 103

Techmody



7 Tradespace exploration Setup

J.R. van der Ploeg

300 . 150 *2, 1 3001 *
- B - : |
5 L - ., ke g §,° AEEE
=200 . . . §100f o =200 W
=z ’ 3 o e e " = . *aget’e .. = Tl o, .
: o e B I g fa e
i 4 X0 . = . £ L‘"‘ " *s* P ‘_“a.- LI .
100 f's b LI 4! . 2 50y B el 100 pLat* e .
) L A = P ot tes IR
. & e K : o :. W :. o
0 3 ek v plateg 2ot o ° % Ol-"= A
0 50 100 150 200 300 400 500 600 200 300 400 500 600
Inclination [deg] Altitude [km] Altitude [km]
50 300 - 300 o
. L LI BP R BRI A
2. I : 250 S 250 ata
] b § -’ .: § = o, e
@ LR = 500 L% s 200 Y 3
£ 30 @ 32 I8N @ S NP
o -y, £ 150 s £ 150 LR R :
c '3 . o ey . e, e
£ % R SRS P 5 LS
5 8 gl S 100 FT 2100f * saet .
o 10 e » -, AN LR
9] ') ;- .'.‘-..: PO L R 50 '!. 50 :"‘-'.,. 4
0 .
50 100 150 200 250 300 0 0.1 0.2 0.3 0.2 0.3 0.4 0.5 0.6
Bus mass [kg] Volume bus [m?] Aperture [m]
Toes s . [ 1 TR e . Tmen o . ..
,,_i Ay Ao, 2 3:". L oot Lo e P !s;;_"f.:a',.': P
e et v « 0 e PR ‘. o wde e s
0B8Ry oL e 08 =, o e S5y 08 "+ a4 VL s
:';'. IR MR IR rEe e PN
— osd —_— . AP Ikl ' —_ .. o
Eos s, Eo0s6 47 4 ., Eos R I
0 \.,: ) . ] ) L e
Boak Boa ‘ Boa .
0.2 0.2 0.2
0 0 0
200 300 400 500 600 50 100 150 200 250 300 0.2 0.3 0.4 0.5 0.6
Altitude [km] Total mass [kg] Aperture [m]

Figure 87: Scatter plots illustrating the distribution of the filtered samples for the satellite mission
simulation. The scatter plots are described from left to right, top: RAAN vs inclination, inclination vs
altitude, and RAAN vs altitude; middle: solar panel mass vs bus mass, total mass vs bus volume, and
total mass vs aperture; bottom: GSD vs altitude, GSD vs total mass, and GSD vs aperture.

What can be concluded from is that the sample set is sufficiently spread to investigate the
performance of the satellite, given that the GSD values vary between 0.4 — 1.0 m, with a total mass
ranging from 30 to 300 kg at altitudes between 200 and 460 km. This is tighter than the original scope
defined in chapter 2] From [Figure 78| it became evident that, for the satellite sizes and masses of interest,
flying at altitudes above 480 km does not render a viable design possibility to achieve a GSD smaller
than one meter. Thus, the original scope of up to 600 km was optimistic. The filtered range excluded
satellites between 460 and 480 km, but the exclusion was considered not significant. Furthermore, from
it was observed that satellites with mass less than 30 kg were also not feasible. The original
scope of 20 kg was also too optimistic.
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8 Data Processing Methodology

This chapter outlines the preprocessing applied to the simulation data, with a particular focus on the
development of attitude and angular rate over time. Thus, this step transforms the comprehensive
simulation data into performance metrics to enable the subsequent computation of results, as indicated

by ‘Data Processing’ in [Figure 88]

Reduce Num-
Create Sample Set Initialise Simulation Size FACA
(Sections [7-1] - [7-3) I be(ge"cfms):es > (Sections [B.0)B.7) > (Section[6.2) _‘
Run four simulations: . N
Tune Controller . . Data Processing Obtain Results
(Section [6.3) :;;:e&f‘;’;t;\oi\‘;:xji;—;\s}s: (Chapter > (Chapter@

Figure 88: Simulation setup flowchart: Data Processing

This aids in answering the following research question by creating quantifiable metrics:

(B.3) How does the performance of each actuator type compare when evaluated in a closed-loop simulation
against pointing accuracy and precision for a disturbance-rejection scenario?
To evaluate pointing accuracy and precision, the raw simulation data must be processed into a
metric amenable to evaluation, as discussed in section [8.1] The method employed to extract mean-
ingful performance metrics first isolates steady-state behaviour (section and, finally, separates
frequency components associated with drift and satellite oscillations (section . Finally, the
performance metrics are extracted and stored (section [8.4)).

Also, the FACA’s flywheel(s) speeds are stored for later analysis.

8.1 Data Preparation

The raw angular rate data, denoted as PQR_history or Weror(t), is first converted into an error signal
relative to its initial state (/desired state), w(tp), according to of which an example is
shown in [Figure 89 In this example, the initial roll and yaw rates are zero, and the pitch rate equals the
rotational rate required to keep the satellite pointing at NADIR (approximately —0.06774 deg/s). Any
deviation from those initial rotational rates is considered an error, see

Werror(t) = w(t) — w(tg) (PQR_error = PQR_history — PQR_init) (148)
w
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Figure 89: Example of the angular rate (PQR) error of an MW stabilized satellite

The raw attitude data, attitude_history or [¢, 8, ] (t), is also converted to an error signal, [¢, 6, )% (),
by subtracting the NADIR attitude data from the time series. This allows the analysis of deviations from
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the desired condition that keep pointing at NADIR, as given in [Equation 149 An example of this
conversion is illustrated in

0 By=16|@-—-|40 (t) (error_history = attitude history—NADIR history) (149)
w error d) 1/} NADIR
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Figure 90: Example of the attitude error of a MW stabilized satellite. The attitude signal on the left and
the attitude error on the right.

Those time-series data, PQR_error and error_history, among with wheel_speed_history, are not uni-
formly sampled due to the use of the variable time step in the ODE45 solver. Thus, next, these signals are
interpolated onto an equidistant time grid to enable accurate frequency-domain analysis using the Fast
Fourier Transform (FFT) . A uniform time vector t_uniform is created using linspace, spanning
the original measurement duration and number of samples. Subsequently, the interpl function with a
piecewise cubic Hermite interpolating polynomial (pchip) method is employed to resample the angular
rates (PQR_history), attitude error (error_history), and wheel speed (wheel_speed_history) onto this
uniform grid. The use of pchip ensures smooth, monotonic interpolation, preserving the local shape of
the data . The uniformly distributed data strings received the appended subscript ‘_uniform’ for
further analysis (in section .

8.2 Transient Effect Removal

To focus the analysis on the system’s steady-state performance, transient effects at the beginning of the
experiment are disregarded. The examples for the momentum wheel and reaction wheel satellites, shown
in figures and [76a], indicate that transient effects occur within the first 500 seconds. Therefore, the
first 500 seconds of the uniformly sampled data are excluded to provide sufficient time for the system to
settle following an initial command or disturbance. This filtering is implemented by identifying the index
corresponding to the 500-second mark in t_uniform and slicing all relevant history arrays accordingly:

idx_start = find(t_uniform >= 500, 1, ’first’);

t_filtered = t_uniform(idx_start:end);

PQR_error_filtered = PQR_error_uniform(idx_start:end,:);
error_history_filtered = error_history_uniform(idx_start:end, 1)
wheel_speed_history_filtered = wheel_speed_history_uniform(idx_start:end,:);

The resulting ‘_filtered’ variables represent the steady-state segment of the data. An example of an
MW-stabilised satellite is shown in Note that for the filtering, the attitude pitch data is
used as the ‘steady-state’ marker - that is, the settling time is approximated visually from
- to remove the transient effect at initiation. The exact starting point does not significantly affect the
outcome as long as the signals immediately after initiation are disregarded; thus, visually identifying the
500-second mark is deemed adequate.
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Figure 91: Example of filtered signals for the the attitude error (left) and the PQR error (right) of an
MW stabilised satellite

8.3 Frequency Domain Analysis and Filtering

The filtered time-series data is transformed into the frequency domain using the Fast Fourier Trans-
form (FFT). This allows separation of different frequency components, specifically the higher-frequency
oscillations from the low-frequency drift (< 0.01 Hz).

8.3.1 Fast Fourier Transform Computation

The first step in spectral analysis is to determine the effective sampling frequency of the filtered data. The
sampling frequency, Fs_fft, is calculated as the inverse of the mean time difference between consecutive

samples in t_filtered, Atgitered, according to [Equation 150
1

Fogg=—
ST mean(Atgigered)

(150)
The total number of samples, N, is determined by the length of the filtered time vector, t_filtered.
The FFT is then applied to the filtered angular rate and attitude error histories using the £ft function:

N = length(t_filtered);
fft_PQR_history = fft(PQR_history_filtered);
fft_error_history = fft(error_history_filtered) ;

A corresponding frequency vector, f, is generated to map the FFT output bins to specific frequencies,

see |Equation 151
k—1)- Fj
fk:()%, fork=1,...,N (151)
To isolate drift (low-frequency components) from oscillations (higher-frequency components), frequency-
domain masks are created. For this work, signals with periods greater than 100 seconds (1/0.01 Hz) are
considered drift. Therefore, a cutoff frequency is defined at 0.01 Hz, cutoff _freq = 0.01. Two masks
are generated. The construction of these masks handles both even and odd lengths of N to ensure correct

symmetry across the Nyquist frequency.

1. low.mask: This mask is designed to pass frequencies lower than or equal to cutoff _freq. Due
to the symmetric nature of the FFT for real-valued signals, the mask must also account for the
mirrored positive and negative frequency components.

low_mask = (f <= cutoff_freq) | (f >= Fs_fft - cutoff_freq);
if mod(N, 2) ==
low_mask = [low_mask(1:N/2), fliplr(low_mask(1:N/2))];
else
low_mask

[low_mask(1l:ceil(N/2)), fliplr(low_mask(1l:floor(N/2)))];
end
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2. high mask: This mask is designed to pass frequencies greater than cutoff_freq, effectively filtering
out the drift component.

% Create high-pass mask
high_mask = (f >= cutoff_freq) & (f <= Fs_fft - cutoff_freq);
if mod(N, 2) == 0
high mask = [high_mask(1:N/2), fliplr(high_mask(1:N/2))]1;
else
high_mask

[high_mask(1:ceil(N/2)), fliplr(high_mask(1:floor(N/2)))];
end

These masks are then applied element-wise to the computed FFTs. This operation effectively zeros out
the frequency components outside the desired passband for each filter type:

FFT_PQR_history_low = fft_PQR_history .* low_mask’;
FFT_PQR_history_high = fft_PQR_history .* high_mask’;
FFT_error_history_low = fft_error_history .* low_mask’;
FFT_error_history_high = fft_error_history .* high _mask’;

A visual illustration of these pass bands is depicted in The peaks in oscillations occur at
about 3.7 Hz for this example. The drift signal peaks between 1072 and 10~* Hz which corresponds to
a period of 1,000 to 10,000 seconds stipulating how disturbances accumulate slowly.
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Figure 92: Attitude frequency components of an MW stabilised satellite: FFT of the attitude signals
(left), drift component (middle), oscillations (right).

8.3.2 Inverse Fast Fourier Transform and Reconstruction

The filtered frequency-domain signals are converted back into the time domain using the Inverse Fast
Fourier Transform (IFFT) with the ifft function . The ‘symmetric’ flag is used to ensure that the
output of the IFFT is real:

fft_PQR_history_low = ifft(FFT_PQR_history_low, ’symmetric’);
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fft_PQR_history_high = ifft(FFT_PQR_history_high, ’symmetric’);
fft_error_history_low = ifft(FFT_error_history_low, ’symmetric’);
fft_error_history_high = ifft(FFT_error_history_high, ’symmetric’);

When performing FFT-based filtering and then employing the inverse FFT, distortions appear (edge
effects ) at the beginning and end of the reconstructed time-domain signals. To mitigate these distortions,
the first and last 10% of the reconstructed signals are discarded. This is achieved by calculating the time
duration corresponding to 10% of the total filtered signal length, identifying the start and end indices for
the middle 80% segment, and then slicing the data accordingly:

t_10 = floor((t_filtered(end)-t_filtered(1))/10);
t_90 = floor(t_filtered(end)-t_10);

idx_strt = find(t_filtered >= t_10, 1, ’first’);
idx_end = find(t_filtered >= t_90, 1, ’first’);

PQR_history_low = fft_PQR_history_low(idx_strt:idx_end,:);

PQR_history_high = fft_PQR_history_high(idx_strt:idx_end,:);

error_history_low = fft_error_history_low(idx_strt:idx_end,:);

error_history_high = fft_error_history_high(idx_strt:idx_end,:);

The resulting data strings, such as error_history_low and error_history_high, represent the attitude
components attributed to drift and oscillations, respectively, with their edge effects removed, providing
a clearer view of the system’s steady-state frequency performance. An example of such a signal is given

in [Figure 93}
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Figure 93: iFFT of the pitch signals: drift component with edge effect (left-top), without edge-effect
(right-top), and oscillations with edge effect (left-bottom), without edge-effect (right-bottom).

These signals will be used to compute the performance metrics.

8.4 Performance Metric Extraction

Following the signal processing and frequency-domain separation detailed in section the next step
is to quantify satellite pointing performance using statistical metrics. This analysis targets the sep-
arated drift and oscillation components of the attitude and angular rate errors, as well as the be-
haviour of the flywheel speeds. The extracted metrics are systematically stored in a results matrix,
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MW_satellite_performance_results.

The statistical measures employed for evaluating performance are the Root Mean Square (RMS) value,
standard deviation (std), and maximum recorded value (max) for both the attitude and the angular rate
errors, and mean, minimum, and maximum values of flywheel speeds. The RMS for a time series z(t) is

calculated via |[Equation 152

(152)

where N is the number of data points and x; is the i-th sample. Next, the Standard Deviation (std)
quantifies the amount of variation of the signal around the mean, and is given by [Equation 153

ox = ﬁ Z(ﬂﬁz —z)? (153)
i=1

where T is the mean of the samples determined via [Equation 154

_ 1
=5 le (154)

The maximum value that the error signal attains is also stored, which provides additional information
about the deviation from the intended NADIR direction. To store the intermediate results, the following
steps are executed for both the MWs (‘MW_’) and the Rws (‘RW_’), for both the drift components (‘_low’)
and the oscillation (‘_high’) components. All signals are converted following the same procedure as
indicated for the drift components below:

1. The performance metrics for the drift components are extracted from the error history_low (at-
titude) and PQR_history_low (angular rate) signals.

2. For the pitch, roll, and yaw components of the attitude error, the RMS, standard deviation, and
maximum values are computed and stored.

MW_satellite_performance_results(i,15:17)
MW_satellite_performance_results(i,18:20)
MW_satellite_performance_results(i,21:23)

sqrt (mean(error_history_low."2));
std(error_history_low) ;
max (error_history_low) ;

3. Similarly, for the angular rate error components, the RMS, mean, and maximum values are calcu-
lated. Note the use of ‘mean’ for rate error, which indicates residual rotational motion in the period
that is evaluated.

MW_satellite_performance_results(i,24:26)
MW_satellite_performance_results(i,27:29)
MW_satellite_performance_results(i,30:32)

sqrt (mean(PQR_history_low."2));
mean (PQR_history_low) ;
max (PQR_history_low);

In addition to the attitude and angular rate performance, the behaviour of the flywheel speeds pro-
vides insights into the control system’s effort and operational limits. The filtered wheel speed data,
wheel_speed_history_filtered, is analysed to determine its overall characteristics during steady-state
operation. The mean, minimum, and maximum wheel speeds are recorded. These values can be used to
assess wheel saturation, power consumption, and micro-vibration emittance.

MW_satellite_performance_results(i,51:53)= mean(wheel_speed_history_filtered);
MW_satellite_performance_results(i,54:56)= min(wheel_speed_history_filtered);
MW_satellite_performance_results(i,57:59)= max(wheel_speed_history_filtered);

Ultimately, these results provide a basis for comparing the satellites’ pointing accuracy and precision
when employing MW or RW, as discussed in chapter [0
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9 Results and Discussion

This chapter presents the results of a Tradespace exploration that quantitatively compares the closed-loop
performance of the MW- and Rw-controlled satellites under realistic mission conditions. The method-
ology is briefly outlined in section To quantify the results of the MW- and RW-controlled satellite
performance, two metrics are used, and are visualised in

1. Pointing precision or ‘oscillations’ refers to a satellite’s ability to maintain consistent alignment
with a designated target. It is quantified by the deviation of the pointing direction from the desired

direction, expressed as the root-mean-square (RMS) error.

2. Pointing accuracy or ‘drift’ refers to a satellite’s ability to align with a specific, absolute location
on Earth. It is defined as the difference between the actual pointing directions, where bias is a
primary factor influencing accuracy.

The result analysis directly addresses the research questions concerning comparative performance (B.3)
and the synthesis of a selection methodology (B.4).

(B.3) How does the performance of each actuator type compare when evaluated in a closed-loop simulation
against pointing accuracy and precision for a disturbance-rejection scenario?
Sections [9.2] till [0.5] discuss the comparative performance of MW- and RW-controlled satellites for

various scenarios.

(B.4) How can the quantitative results from the simulations be synthesised into a robust, generalizable
selection methodology to recommend the optimal actuator for the stated mission?
To assess the performance per category, MWs and RWs, within the simulated scenarios, a workflow
is set up. [Figure 94]illustrates the workflow adopted for the Tradespace exploration conducted in this
thesis. This process ensures that the simulation results are statistically relevant, computationally
efficient, and directly traceable to specific methodologies detailed throughout this document.

The numerical values for the inputs of the simulations are provided in appendix[A] Finally, the conclusions
drawn from the Tradespace exploration are presented in section
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Figure 94: Tradespace exploration setup flowchart.
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9.1 Closed-Loop Attitude Control Simulation Methodology

In the mission simulation model (see 7 the spacecraft is spawned at a specific position (longitude,
latitude, height) with given linear and angular velocities, and at a specified attitude. Euler’s equation
for rigid bodies determines the satellite’s angular acceleration throughout the orbit (see [Equation 38)),
and is solved using the ode45 solver in Matlab. Euler’s equation accounts for the inertia distribution,
angular momentum, and the disturbance torque determined by the environmental model (see Chapter [5)).

As a consequence of unwanted angular accelerations, the orientation vector, which is attached to the
spacecraft, will break alignment with the NADIR pointing vector. The misalignment shall be corrected
with fine attitude control actuators. These FACAs are sized based on the methodology presented in [6.2}
Using that sizing, the actuator torque is commanded by a tuned PID controller (section .

Despite efforts to keep pointing NADIR, a time-varying misalignment persists. To comprehend and com-
pare the MW- and RW-controlled satellite pointing performance across many scenarios (as explained in
chapter , the time signals are condensed into performance metrics (discussed in chapter . When the
resulting metrics are out of bounds according to two threshold criteria, they are disregarded because they
require deeper analysis. The acceptance thresholds are discussed in [9.2

For ‘Perfect sensing of a PID controlled satellite’, section this misalignment is sensed perfectly. In
contrast, in real-world operation, this sensing is part of attitude determination within the ADCS system,
as described in section [6.3.1] and is subject to sensing errors. Therefore, some noise was added to the
error vectors to simulate this effect. That scenario is discussed in ‘Imperfect sensing of a PID controlled
satellite’ @4

A consequence of adding noise is that the performance of an RW-controlled satellite is degraded. In
contrast, those of an MW-controlled satellite are not much affected, as presented in section [9.5} Still, in
absolute terms, most RW-controlled satellites outperform the MW-controlled. Hence, the RW-controlled
satellites are deemed superior as concluded in section ?7.

9.2 Acceptance thresholds

The satellites must perform within an acceptance threshold for their mission to succeed. Thus, two
metrics are used to filter for acceptance: maximum oscillations and maximum drift amplitudes.

1. Threshold 1: For this thesis, a continuous push-broom swath width of about 1/3 of the field-of-
view is desired. For a swath width of about 3 km, as discussed in section [2:6] this means that
the maximum amplitude of the oscillations cannot be larger than 1 km, as indicated by the three

horizontal lines in the middle of

2. Threshold 2: The satellite is allowed a slow-moving drift of 10 km for the simulation analysis period

of 1.5 orbits (2 Ty A~ 11000 [s] = Tanalysea = 0.8:(11.000—500) = 8400 [s] — Nogbis = 2200 = 1.5).

This corresponds to approximately 6.5 km of drift per orbit (twice the field-of-view width).
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Figure 95: Graphical interpretation of acceptance thresholds: oscillations with a maximum amplitude of
1 km (threshold 1) and drift with a maximum amplitude of 10 km (threshold 2).

The pointing errors relative to the NADIR reference can now be computed. Given the small swath width,
the imaged section of Earth is treated as a flat ground plane, and the attitude error angles are used as a
direct input (rather than using a single-axis rotation vector known as an axis-angle vector). [Equation 155
calculates the ground-plane displacements across- and along-track relative to the NADIR point, and uses
this to determine the overall pointing error. These displacements are derived using basic trigonometry,
considering the satellite’s altitude, h, and its roll and pitch angles.

x =h-tan(roll) ; y=h-tan(pitch) ; R=+/22+y? (155)

The angle error stems directly from the yaw error, although it is less relevant, as the engineer can choose
any detector format. A visualisation of this pointing error is presented in

A

Pointing error due
to pitch [m] L Actual pointing

L,
€ oF
QY

| % // Angle error due to yaw [rad]
P

1
1
1
1
1
| Lineof FOV

Pointing error [m]

NADIR

Pointing error due to roll [m]

Figure 96: Illustration of satellite pointing errors in along-track and across-track directions. It details the
contribution of pitch to along-track pointing error, roll to across-track pointing error, and yaw to angular
error, all relative to the NADIR reference. The overall pointing error is depicted as the deviation from
the ideal pointing direction.

To filter the results, the acceptance area for the FACA performance is depicted in When the
results are filtered for the ‘accepted’ area, a comparison between the MWs and RWs can take place.

Next, the RMS RW results are subtracted from the RMS MW results (MWgys — RWgrwms ), which leaves
a quantification of how much better the RWs perform with respect to the MWs or vice versa.

Four quadrants exist and are illustrated in The labels indicate the winning solution; in
counter-clockwise order,
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Quadrant 1,'RW’, positive values for both oscillations (Y-axis) and drift (X-axis): this indicates
that the MW performs (x,y) worse than the RW onboard such a satellite.

Quadrant 2, ‘MW drift’, positive values for oscillations (Y-axis) and negative values for drift (X-
axis): this indicates that the MW performs y worse in oscillations and |z| in drift better than the
RW onboard such a satellite.

Quadrant 3, ‘MW’, negative values for both oscillations (Y-axis) and drift (X-axis): this indicates
that the MW performs (|z|, |y|) better than the RW onboard such a satellite.

Quadrant 4, ‘MW oscillations’, negative values for oscillations (Y-axis) and positive values for drift
(X-axis): this indicates that the MW performs |y| better and x worse than the RW onboard such
a satellite.

4 Oscillations [m]
Oscillations [m] 4
Not accepted MW drift RW
Threshold 1 >
Accepted o Drift [m]
MW MW oscillations
Threshold 2 Drift [m]
(a) Acceptance regions performance (b) MW versus RW performance indication

Figure 97: Performance diagrams illustrating (a) acceptance regions based on oscillation and drift thresh-
olds, and (b) a classification of superior performance (MW, MW drift, MW oscillations, RW).

9.3 Perfect sensing of a PID controlled satellite

presents a scatter plot illustrating the Root Mean Square (RMS) drift versus RMS oscillations
for attitude control systems utilising RWs and MWs under perfect sensing conditions. Both axes are
presented on a logarithmic scale, indicating that the performance metrics span several orders of magni-
tude, referring to the ground pointing error relative to the perfect NADIR reference.

The plot shows two clear groups of data points: blue circles for the RW - perfect scenarios and orange
circles for the MW - perfect scenarios. For both FACAs, there is a general positive correlation. As RMS
drift goes up, RMS oscillations also tend to rise, though the data is quite scattered.
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Figure 98: MW versus RW performance indication of accepted satellites: 27 out of 128 (21%) MW and
86 out of 128 (67%) RW satellites are accepted.

Table [9] provides a direct comparison of the key performance characteristics observed in

Table 9: Comparative performance summary of RW and MW controlled satellites under perfect sensing

conditions.

Characteristic

RW-controlled
(Perfect Sensing)

MW-controlled
(Perfect Sensing)

Drift Range

Oscillation Range

Best Performance

Worst Performance

Clustering

RMS drift values ranging from approx-
imately 0.5 m to over 8000 m.

RMS oscillations ranging from roughly
0.3 m to over 400 m.

Lowest RMS drift and oscillation values
are exclusively achieved by RW systems
(sub-meter level for both). Capable of
very high precision (< 1 m).

Scenarios extend to the highest error
values observed, indicating a wide op-
erational envelope that can encompass
less precise control if conditions are un-
favourable.

Shows a broad distribution across the
plot, reflecting wide operational versa-
tility.

Primarily shows RMS drift values be-
tween approximately 80 m and 600 m.
Does not reach the very low drift values
achieved by RWs.

Largely concentrated between 2 m and
approximately 100 m.

Does not demonstrate the same level
of fine precision as the best-performing
RW configurations. Absence of red
points in the bottom-left corner of the
plot.

Overall
ranges.

higher drift and oscillation

Points appear more clustered in a spe-
cific region of higher drift and moderate
oscillations, suggesting a characteristic
performance regime.

From the simulated satellites with the parameters described in previous chapters, only 27 out of 128
(21%) MW-controlled and 86 out of 128 (67%) RW-controlled satellites are accepted according to the
mazimum acceptance criteria, see Effectively, three groups exist:

1. Solely an MW provides a viable solution: 5
Simulation numbers: [9 15 68 77 109]

2. Solely RWs provide a viable solution: 64
Simulation numbers: [2 10 11 12 13 14 18 20 22 23 27 28 31 32 33 34 35 37 38 39 40 42 45 47 50
51 52 53 55 57 58 61 63 64 67 69 70 72 74 75 76 79 81 82 85 89 90 91 92 93 94 95 96 97 98 104 106

107 111 112 116 117 126 128]
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3. Either an MW or RWs provide viable solutions: 22
Simulation numbers: [5 6 7 8 21 25 26 30 36 41 48 54 56 59 83 103 110 118 119 122 124 127]

For groups (1) and (2), the choice is readily made, given the design constraints. For group (3), however,
a classification for superior performance is required and is showcased in
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(a) Count (91): Q1, ‘RW’, 78; Q2, ‘MW drift’, 5; Q3, (b) Count (22): Q1, ‘RW’, 14; Q2, ‘MW drift’, 4; Q3,
‘MW’, 4; Q4, ‘MW oscillations’, 4. ‘MW’, 0; Q4, ‘MW oscillations’, 4.

Figure 99: Perfect sensing, MW versus RW performance indication per quadrant (a) whether either
solution is accepted and (b) whereby both solutions fall in the acceptance region. Absolute values are
used because of the logarithmic axes.

Interestingly, in the group where both MWs and RWs are an option, not a single MW appears in the
third quadrant. Both quadrant two and four show that MW-solutions are a good alternative to employed
RWs, but at the cost of either oscillations or drift. The remainder (the majority) of RWs are superior in
performance by tens to hundreds of meters in drift and by meters to a hundred meters in oscillations.

Summarising, the following outcomes are found:
1. In 5 scenarios (3.9%), MWs are the superior choice
2. In 8 scenarios (6.3%), both MWs and RWs are a compromised choice.
3. In 78 scenarios (60.9%), RWs are the superior choice.
4. In 37 scenarios (28.9%), no feasible solution exist.

Finally, the data on perfect sensing strongly suggest that RW-controlled satellites offer the potential for
higher precision and lower error magnitudes (both drift and oscillations) than MW-controlled satellites,
especially when aiming for stringent pointing requirements.

9.4 Imperfect sensing of a PID controlled satellite

Figure 100| presents a scatter plot illustrating the Root Mean Square (RMS) drift versus RMS oscilla-
tions for RW- and MW-controlled satellites under imperfect sensing conditions. As in perfect-sensing
scenarios, both axes are on a logarithmic scale, and the units are in meters, referring to a pointing error
relative to the perfect NADIR reference.

Compared to the perfect-sensing scenarios, there is a general upward and rightward shift in both data
clusters, indicating an expected degradation in performance (higher drift and/or oscillations) when sensing
is not ideal. The positive correlation between RMS drift and RMS oscillations persists across both
actuator types, although for the RWs it the scatter spreads out further.
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Figure 100: Imperfect sensing, MW versus RW performance indication of accepted satellites: 28 out of
128 (22%) MW and 76 out of 128 (59%) RW satellites are accepted.

Table [10] provides a direct comparison of the key performance characteristics observed in

Table 10: Comparative performance summary of RW and MW controlled satellites under imperfect

(noisy) sensing conditions.

Characteristic

RW-controlled
(Imperfect Sensing)

MW-controlled
(Imperfect Sensing)

Drift Range

Oscillation Range

Best Performance

Worst Performance

Clustering

RMS drift values ranging from approx-
imately 1 m to over 3000 m.

RMS oscillations ranging from roughly
1 m to about 200 m.

The minimum drift is now around 1 —
2 m and minimum oscillations is close
to 1 m, but most oscillations start at
approximately 3 m.

Scenarios extend to the highest ob-
served error values, similar to the per-
fect case, maintaining a broad opera-
tional envelope.

Shows a broad distribution across the
plot. Performance has shifted towards
higher error values compared to the per-
fect sensing scenarios.

Primarily shows RMS drift values be-
tween approximately 50 m and 700 m.
Similar to the perfect case but slightly
wider.

Largely concentrated between 2 m and
approximately 120 m.

The drift values appear to be at best
about 30 m. For few, the lowest os-
cillation values appear slightly higher
than in the perfect MW case (worsened
around 2 — 3 m).

Overall higher drift and oscillation
ranges. Consistent with the perfect
sensing scenarios.

Points remain clustered in a specific re-
gion of higher drift and moderate oscil-
lations, indicating a characteristic per-
formance regime, similar to the perfect
sensing scenario.

Only 28 out of 128 (22%) MW-controlled (+1) and 76 out of 128 (59%) RW-controlled (—10) satellites
are accepted according to the mazimum acceptance criteria, see [Figure 98 Effectively, three groups exist:

1. Solely an MW provides a viable solution: 7
Simulation numbers: [9 15 36 41 68 77 109]

2. Solely RWs provide a viable solution: 55

Simulation numbers: [10 11 12 13 18 20 22 27 28 31 32 34 35 37 38 39 42 45 47 50 52 53 55 57 61 63
64 67 69 70 72 74 75 76 79 81 82 85 91 92 93 94 95 96 97 98 104 106 107 111 112 116 117 126 128]
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3. Either an MW or RWs provide viable solutions: 21
Simulation numbers: [5 6 7 8 21 25 26 30 48 54 56 59 83 90 103 110 118 119 122 124 127]

For groups (1) and (2), the choice is readily made, given the design constraints. For group (3), however,
a classification for superior performance is required and is showcased in

50 & 50
k450 — ¥
E® B E E
‘» 40 o o 40 »
E ® E - é é 10°
S35 K| % 3 35¢ 2
o 3 * 3 2
&30 & 10° O30f o
103 104 100 105 1010 600 800 1000 1200 200 300 400
Drift [m] Drift [m] Drift [m] Drift [m]
6
10 102 z
E E E E
2] 2]
S E 10 s g 4"
2 g e 2 ?
x®
O 4p2 [¢] xx o o ®
10'
10° 10° 10 102 10° 102 103 10’ 102
Drift [m] Drift [m] Drift [m] Drift [m]
(a) Count (83): Q1, ‘RW’, 59; Q2, ‘MW drift’, 4; Q3, (b) Count (21): Q1, ‘RW’, 4; Q2, ‘MW drift’, 3; Q3,
‘MW’ 10; Q4, ‘MW oscillations’; 10. ‘MW, 4; Q4, ‘MW oscillations’, 10.

Figure 101: Imperfect sensing, MW versus RW performance indication per quadrant (a) whether either
solution is accepted and (b) whereby both solutions fall in the acceptance region. Absolute values are
used because of the logarithmic axes.

Notably, the number of viable design solutions has reduced. Moreover, MWs appear to become a more
competitive alternative as seen in the third quadrant. Both quadrant two and four show that MW-
solutions are an alternative to RWs, but at the cost of either oscillations or drift. The remainder (the
majority) of RWs are superior in performance by tens to hundreds of meters in drift and by meters to a
hundred meters in oscillations.

Summarising, the following outcomes are found:
1. In 11 (+6) scenarios (8.6%), MWs are the superior choice
2. In 13 (45) scenarios (10.2%), both MWs and RWs are a compromised choice.
3. In 59 (—19) scenarios (46.1%), RWs are the superior choice.
4. In 45 (+8) scenarios (35.2%), no feasible solution exist.

Thus, despite the performance degradation caused by imperfect sensing, RW-controlled satellites still
demonstrate superior precision, achieving lower overall RMS drift and oscillation magnitudes than MW-
controlled systems. The inherent operational characteristics of MWs continue to limit their ability to
reach the same level of fine pointing accuracy as RWs, even under these non-ideal sensing conditions.

9.5 Perfect versus imperfect sensing

presents a consolidated scatter plot of Figures and Three key observations can
be made. First, the introduction of imperfect sensing shifts the entire performance landscape for RWs

towards higher RMS drift and RMS oscillation values. The very high-precision region (bottom-left corner)
is less populated, indicating that sensor noise and inaccuracies directly affect the ability to achieve sub-
meter-level control. Secondly, the MW-controlled satellites are hardly affected by the introduction of
sensing noise. Lastly, regarding relative performance, even with imperfect sensing, RW systems generally
maintain their advantage in achieving lower minimum drift and oscillation values than MW systems. The
range of performance for RWs remains broader, suggesting greater adaptability but also a larger potential
for degraded performance under certain conditions.
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Figure 102: Perfect and Imperfect sensing, MW versus RW performance indication of accepted satellites.

One question arises when examining the RW/MW perfect versus imperfect data, ‘By how much is the
performance per scenario degraded?’. To answer this question, the RW_perfect data is subtracted from
the RW_imperfect data, and similarly for the MW data. This comparison is plotted in It
illustrates the absolute performance degradation, defined as the magnitude of change in RMS Drift and
RMS Oscillations when transitioning from perfect to imperfect sensing conditions.
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Figure 103: RW performance degradation: imperfect versus perfect sensing.

The RW-controlled satellites (blue data points) are predominantly clustered in the region of relatively
higher degradation. The RMS Drift degradation for RWs typically ranges from approximately 107%% m
(around 0.3 m) to over 10> m (hundreds of meters). Similarly, the RMS Oscillations degradation spans
from about 10~! m to over 102 m. The clustering around values of 10° m to 102 m for both degradation
metrics indicates that RW performance is generally significantly impacted by imperfect sensing. For
many scenarios, the absolute increase in error is in the order of meters to tens or hundreds of meters.

The degradation in RMS Drift for MWs ranges from approximately 1071% m to around 10° m (1 me-
ter). While some MW scenarios show negligible drift degradation, others can experience up to a meter
increase in drift. However, even the highest drift degradation for MWs is still significantly lower than
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the upper range observed for RWs. The very low RMS oscillation degradation and generally lower RMS
Drift degradation in MW systems suggest that they are comparatively more robust or less sensitive to
imperfect sensing. The inherent gyroscopic stiffness provided by a large momentum bias effectively fil-
ters or dampens the impact of sensor noise on the satellite’s angular rates, thereby limiting increases in
oscillatory behaviour.

9.6 Tradespace exploration conclusions

In summary, although imperfect sensing reduces the absolute performance of both RW and MW-controlled
satellites by increasing the RMS drift and oscillation magnitudes, the relative advantage of RW satellites
for high-precision applications remains evident. Nonetheless, there are scenarios thinkable in which MW-
controlled satellites will outperform RW-controlled ones. For example, when using (very) noisy attitude
measurements. This means that MWs can not be ruled out immediately.

Despite imperfect sensing, some RW-controlled satellites continue to exhibit the lowest RMS drift and
oscillation values in the data (approximately 1 — 2 m for both metrics, compared to less than 1 m with
perfect sensing). Consequently, for missions requiring the highest precision, RW-controlled satellites gen-
erally remain the preferred option, even when accounting for real-world sensing limitations.

In contrast, MW-controlled satellites consistently exhibit a narrower performance range, characterised
by inherently higher minimum RMS drift values. Although their performance also declines with imper-
fect sensing, by much less, their intrinsic operating characteristics (explained in section establish
a baseline for achievable precision that remains inferior to the optimal performance of RW-controlled
satellites.

Therefore, this analysis concludes that for missions with stringent pointing requirements, RWs remain the
preferred actuator choice even under imperfect sensing conditions. However, the performance degradation
resulting from sensing limitations should be systematically incorporated into the overall error budget and
mission design. Also, the controller must be designed such that the satellite will not become unstable
due to cumulative torques and noisy (sensing) errors.
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10 Conclusions and Recommendations

This chapter presents the conclusions derived from the research conducted in this thesis. It synthesises
the findings to provide definitive answers to the posed research questions in section reflects on the
scientific contribution in reflects on the limitations in and provides practical recommendations
for the industry and future academic research in [10.4] and respectively.

10.1 Main Conclusions

This thesis established a model-based framework for selecting and sizing Fine Attitude Control Actuators
(FACAS) for nadir-pointing small satellites in Low Earth Orbit. The satellites’ sizes, masses, and shapes
were derived from the minimum dimensions required to achieve sub-meter panchromatic spatial resolution
for Earth observation. A high-fidelity, modular simulation environment was developed in MATLAB to
model orbital dynamics, dominant disturbance torques, and closed-loop actuator performance. This tool
enabled a quantitative trade-off analysis between RW-controlled and MW-controlled satellites based on
pointing accuracy and precision, whereby the FACA assemblies we allocated identical mass and volume
constraints.

Per satellite, several parameters are output to provide a first approximation for FACA sizing, along with
the flywheel rotational rates required for an approximately 3 km field of view with oscillations of maxi-
mum amplitude of 1 km (about 1/3 the field of view) and a drift (< 0.01 Hz) with a maximum amplitude
of 10 km (about 3 times the field of view).

The main conclusions, structured around the main research questions, are as follows:

A. What are the key performance trade-offs for selecting a fine attitude control actuator for a nadir-
pointing small satellite in Low Farth Orbit?
The primary trade-off concerns the mission objective, namely reorient-ability. If the satellite
must be capable of agile manoeuvres along multiple axes, the MW would be ruled out due to its
inherent gyroscopic stiffness when being in the spun-up state. Thus, if the satellite were to reorient
itself when employing an MW, the momentum would first have to be offloaded before initiating
an off-spin-axis manoeuvre. Hence, if the satellite must manoeuvre quickly, it would require either
reaction wheels or Control Moment Gyros (CMGs). Qualitatively, an RW assembly has greater
angular momentum per unit volume and mass, whereas a CMG has a superior torque-to-power
ratio. A quantitative comparison between the performance of RWs and CMGs is not conducted in
this thesis, though. If the mission objective is to provide stable along-track pointing, both MW-
and RW-controlled satellites are an option, and are modelled in this work. The CMG is ruled out
due to its unnecessary complexity.

The second and third performance trade-offs concern pointing accuracy and precision. These
metrics are essential for assessing stable nadir-pointing, as they indicate how well the satellite main-
tains alignment and the magnitude of mispointing in the along- and across-track directions. Both
metrics can be improved by employing larger-in-mass or larger-in-size flywheels, along with more
sophisticated sensing and control algorithms.

Thus, the fourth trade-off arguments for FACA selection and sizing were quantified as the required
torque authority, driven predominantly by orbital altitude and satellite cross-sectional area, ver-
sus the total actuator mass. An equal ‘pointing accuracy and precision’ performance can be
achieved for either FACA, but at the cost of the inequivalent total actuator mass.

B. B. For a sub-meter spatial-resolution nadir-pointing Farth observation mission, which fine attitude
control actuator is the most suitable candidate when evaluated against pointing error?
For the defined mission scope of a sub-meter resolution, nadir-pointing Earth observation satellite,
with a pointing precision and accuracy requirement of 1 km and 6.5 km per orbit, respectively, the
reaction wheel assembly was determined to be the most suitable FACA. It consistently outper-
formed the MW-controlled satellite when attitude determination or sensing noise was set to zero. It
predominantly outperformed it under realistic sensing noise levels typical of current-state-of-the-art
sensors. The RW-controlled satellites met the stringent pointing-precision requirement across a wide
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range of simulated orbital conditions. The best-performing models achieved an order-of-magnitude
lower RMS error in both pointing accuracy and precision than the momentum-bias alternative.

To quantify, under equal FACA assembly masses and design-volume constraints, the lowest RMS
drift and oscillation values are achieved exclusively by RW-controlled satellites. They achieve very
high precision and accuracy (< 1 m) for perfect sensing and high precision and accuracy (< 3 m) for
imperfect sensing. The MW-controlled alternatives appeared less susceptible to noise due to their
inherent momentum bias. Their best-case scenarios for both perfect and imperfect sensing show that
high precision is also possible at approximately 2 m, at the expense of a roughly 200 m pointing
accuracy. However, the overall trend for the MW-controlled satellites that met the acceptance
threshold requirements indicated a precision of approximately 5 to 100 meters, with a pointing
accuracy of roughly 200 m.

10.2 Scientific Contribution

The primary scientific contribution of this work is a generalised, validated simulation framework that
enables quantitative prediction of closed-loop attitude performance from high-level mission parameters.
The developed mass and sizing estimation for RW flywheels showed good agreement with commercial
actuator systems, providing a practical tool for rapid sizing during early-phase mission design studies.
From a systems engineering perspective, it is clear that many solutions exist for selecting a sub-meter
spatial-resolution satellite operating in low Earth orbit. Creating a trade-space simulation can be an
effective tool for eliminating undesirable candidates before a preliminary design is considered.

10.3 Reflection on Research Scope and Limitations

While the research questions were answered comprehensively within the defined scope, the study was lim-
ited to rigid-body dynamics with 4-DOF and idealised sensor models. The initial assumption of a purely
Keplerian orbit does not reflect a proper 6-DOF condition, whereby, for example, the J2 effects cause a
deviation from the satellite’s trajectory, nor does it account for orbital decay. Additionally, because only
two orbits are simulated, temporal environmental changes have been ignored. Further, only one symmet-
rical satellite configuration (solar panel-satellite bus-solar panel) was examined, although the framework
permits examination of multiple configurations. The findings are therefore most directly applicable to
small, rigid satellites without flexible appendages.

Furthermore, not all RW-controlled satellites performed as expected. The cause for this underperforming
behaviour is not examined, and leaves room for discussion. It is unclear at this point what the exact
cause is. The undesired performing satellites should be reviewed on a case-by-case basis to identify causal
relationships. Options include, but are not limited to: a) undersizing of the actuator’s flywheel due to
slight deviations in attitude causing significant deviations in experienced external torques (remember:
the undisturbed torques were taken to size the actuator), b) closed-loop sensitivities in the control loop,
c) intermediate axis chosen as stabilising axis, adding to attitude sensitivities, or d) numerical integration
errors as the simulation settings were fixed to be able to evaluate many scenarios.

10.4 Recommendations for industry applications

Based on the conclusions of this thesis, the following recommendations are made for satellite mission
designers and systems engineers:

1. Prioritise reaction wheel actuators:
For stable pointing missions in which high pointing precision, such as for high-resolution imaging,
is the primary requirement, a reaction wheel assembly should be the default choice unless a specific
rationale exists for examining alternative actuators.

2. Utilise the developed RW mass and sizing estimation parametric model:
As described in section during a preliminary design phase, first-order estimates for attitude
control subsystem mass budgets can be made quite easily.

3. Conduct a high-fidelity disturbance torque analysis early in the design process:
The maximum required torque is the primary driver of actuator sizing and selection, but the distur-
bance torque also varies significantly with orbital position, altitude, and space weather phenomena.
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4.

Allocate sufficient FACA mass budget:
The mass budget required to stabilise the satellite within specifications varies strongly with orbital
altitude as depicted in

. Run a Monte-Carlo Simulation:

When a Trade-Space Simulation identifies viable design configurations, it is advisable to examine
one or more cases in greater detail. In such a scenario, it is advisable to run a Monte Carlo
simulation to mitigate uncertainties in preliminary sizing, torque offloading, and sensitivities to
temporal disturbances (i.e., worst-case space weather) and off-nadir pointing modes.

10.5 Recommendations for Future Research

To build upon the findings of this work, the following recommendations for future research are proposed:

1.

Investigate the pointing performance for various satellite configurations:
Using the proposed 4-DOF modular simulation framework, various satellite configurations can be
modelled, including asymmetric solar panels, mass distributions, and appendages such as antennas.

. Incorporate a micro-vibration model:

Sensing noise severely degraded the pointing performance of an RW-controlled satellite. It is there-
fore expected that noise from internal rotating mechanical devices, such as FACAs, which cause
micro-vibrations [3], [28], [45], [61], [89], also pose ADCS challenges. When this noise is emitted at
frequencies within the sensing and actuation bandwidths, it impacts pointing performance. When
image quality is being evaluated, micro-vibrations cannot be ignored.

. Investigate noise filtering techniques:

Mitigate most sensing noise from entering the control feedback, as it significantly degrades pointing
precision and accuracy.

Expand Actuator Model Library:
Integrate models of control-moment gyroscopes, magnetorquers, and micro-thrusters to enable more
comprehensive trade-space and mission analysis.

. Experimental Validation:

Validate the simulation framework against a hybrid simulation using hardware-in-the-loop test
bench data or on-orbit telemetry from a mission with a well-documented configuration.

. Investigate Advanced Control Strategies:

Explore the integration and performance of modern control techniques, such as robust control [68]
or machine-learning-based adaptive controllers [67], within the developed framework.
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A Simulation data J.R. van der Ploeg

A Simulation data

This appendix provides the complete set of numerical data and design parameters that serve as the
foundational inputs for the simulation and trade-off analysis presented in the main body of this thesis.
The figures contained herein are direct outputs from the simulation framework described in chapters [f]
till[0.6] The data is organised into three categories:

[A 1] Satellite Orbital and Geometric Properties (Figure 104): Details the initial conditions and
physical dimensions defining the satellite across all simulated scenarios.

[A2] Force and Torque Application Points (Figure 105)): Specifies the locations of external distur-
bance forces relative to the satellite’s centre of mass, which are critical for calculating disturbance
torques.

[A3] Actuator Design Specifications: Presents the sizing and PID control gains for the two actuator
assemblies analysed:

— Momentum Wheel Parameters (Figure 106))
— Reaction Wheel Assembly Parameters ([Figure 107))

These datasets enable a quantitative comparison of the satellite’s response to environmental disturbances
and the performance of the corresponding attitude control actuators. The values listed are in SI units.
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A Simulation data

A.1 Satellite orbital and Geometric Properties

Sample# Fiyheight [ Inctination RAAN [deg GSD [m]

1 201024
2 202379
3 202963
4 203024
5 203054
6 204027
7 204304
8 204335
9 204658
10 207294
1 207969
12 208003
13 200377
14 209721
15 209994
16 210151
7 213268
18 213372
19 215263
20 215758
21 216185
2 216705
23 218109
24 218150
25 218505
26 219946
27 221783
28 222732
20 222735
30 222908
31 224549
32 225824
33 226616
3 227243
35 228495
36 230341
37 230656
38 231544
39 232069
233386
a1 233622
42 233889
43 236237
a4 236323
45 237036
a6 237317
47 237661
239106
49 239141
50 239167
51 240
52 241353
53 242191
54 242538
55 244818
56 244843
57 245155
58 246884
59 246899
60 247003
61 247350
62 2485
63 251157
64 253654
65 258145
66 258922
67 260450
262191
69 262530
70 263173
71 268540
72 269201
73 272199
74 279008
75 280750
76 282785
77 285068
78 285098
79 286713
80 294223
81 294383
82 296409
83 208137
84 299560
85 299941
8 301726
87 301759
88 307921
89 309067
% 310025
91 310521
%2 312761
9 317418
o4 317542
9 320330
9% 320883
97 32814
9 324988
9 327202
100 327260
101 332216
102 333144
103 333657
104 334124
105 334516
106 335240
107 335035
108 340903
100 346522
110 347992
1 351618
12 352430
13 358949
14 361952
15 367068
116 372205
17 377765
18 387178
19 387547
120 392565
121 406607
122 406811
123 413069
124 429757
125 4413
126 451200
127 456291
128 457344

925
871
292
586
742

133.4

82
155
681
80.7
432
57.4
1317
43
a2
88
565
63.4
136
56.6

1727
632
485

1226
66.1
315

899

65
516
142
633
152.1

52

6.7
1782
434
849
1613

895
1449
373
812
644
24
662
7.2
445
56.2
76
535
644
846
65
56.2
829

457
%5
62

8
427
813

163.1

424

423
669
49
62
1017

823
160.3

312
154.3
581

899

455
141

2217
175
182

162
1195

148

2523
187.8
735
1225
651
69.4
130.9
3216

1718

1752

1146

1526

095

Hb[m]

0372
0208

Lb[m]

0773

Db[m]

V_bus[m3 Wp1=Wp: Lp1=Lp2[ t1=t2[m] V_p1=V_p mass bus mass sp1 mass_tot kg]

0236

0779
0.924

0.487

0.018
0.017

0.01
0.014

0.003
0.006
0.001
0.004

0
0.003
0.001
0.004
0.005
0.015
0.007

0.008
0.003
0.016
0.001
0.011
0.005
0.013
0.005
0.001
0.002

0.01
0.005
0.005

0.005
0.012

35.928
164.455
46.907
136.659
34.003
36.441

242,956

Figure 104: Satellite orbital and geometric Properties per

m, m®, kg, kg, kg].
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3796
0511
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0.308
1732
0573
2,683
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10,077
a.483
4618
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1.888
8311
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1041
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A Simulation data

A.2 Satellite force vector locations

Sample #

r_cg offsel r_cg offse! r_cg offsel norm CG_ r_ SPRcp_o r_SPRcp_0 r_SPRep_o norm_SRP. r ADcp_off r_ADcp_ofi r ADcp_of. norm_AD_i RD_vector RD_vector. RD_vector. norm RD [Am2]
0

-0.019 32 .037 14 0 0015 019 -0.022 .022
-0.035 0 0093 01 0002 0 0006 0007 0 -0.006 0 0006 -0.008 -0.008  0.008
o 0048 0 0048 0 0 0 0 0 0017 0017 0 0032 0032
0 -004 0051 0065  -0.003 0 0008 0008 0 0015 0016 0008 -0.008 0008
0012 0024 0018 0033 0 0007 -0.005  0.008 0.011 0 0012 0025 0025 0025
0 0 0 0 0011 0019 0013 0026 0008 -0.005 001 0005 0005 0
0 0 0007 0007 0007 001  -001 0016 0 0 0 0 0 0028 0028
0.011 0015 0025 0005 0008 0 0009 0002  -0.003 o 0004 0 002 002
-0.019 0021 0.029 0 0 0 0 0 -0.008 o 0008 0 002 0.02
0.044 0 0084 0012 0013 o 0018 0 0021 0.021 0032  -0.032
0 0007 0008 0004 0 0 0004 0002  -0.003 0.005 0 0001
-0.016 0 003 0.005 -0.009 001 o o011 0.017 0008 0.008
0.018 0 0032 0015 0 002 0012 0 0.032 0033 0033
0 0 0001 0 002 0034 0007  -0.012 0.025 0016 0016
0.004 0 0004 0003 0 0003 0003 0008 0.009 0 0048 0
0,024 0024 0044 0 0003  0.004 o o011 0015 -0.01 0.01 001
0 0006 0.006 0 0 0 0 0013 0 0.027 0 0033 0033
0 002 0048 0 0 0004 0004  -0.003 0 0005 0004 0004 0
0.014 0 002 0006  -0.007 0 0009 0002  -0.003 0007 0011 0011 0
0,027 008 0089 0 0 0.01 001 0 -0.002 0.007 0 0 0005
0.009 002 002 0 0011 0024 0026 0008  -0.009 0012 0023 0o 002
0.006 o 0009 0 0 0 0 0o 0015 0035 -0.041 0 0
0 0047 0053 0004 0005 0009 0011 0004 0005 0.011 0 0045 0
0,02 0034 0049 0011  -0.017 0 002 0005 0007 0012 0007 0007  -0.007
0,011 0011 0015 0002 -0.005 -0.002 0005 -0.014 0034 004 0013 0013 0013
0 0 0 0 0004  -0.006 0 0007 0002 0003 0005  -0.008 0008 0008
0006 0008 -0.014 0017 0009 -0.011 0 0014 0012 0016 0 002 0024 0024 002
0.002 0 0 0002 0 0 002 002 0 0 0042 0042 0012 0 0012
0 0002 0 0002 009 -0.01 018 0023 001 0011 002 0025 0 0017 0017
0.016 0 0025 003 0006 0009 o oo 0 0 0013 0013 0021 o ooz
0,023 0 003 0038 0012 0027 0015 0033 0002 0005 0003 0006 0025 0025 0
0 0031 0018 003 0015 0027 0016 0035 0.01 0 001 0014 0004 -0.004 0
0002 0.003 0 0004 0008 0011 0024 0027 o 002 0 0022 0005 0005 0
0.02 0 0033 0039 0 0 0008 0008 o -0.009 0 0009 0027 0027 0027
0 005 -0.063 008 -0.017 0 o 0017 0 0 0027 0027 0 0 -0038
0.018 0054  -0.007  -0.008 o oo 0012 0 0 0012 0012 0 0
0 0032  -0.004 0 0006 0007 0012 0017 o 0021 0 0033 -0.033
0025 0.043 0 0024 0013 0028 0011  -0.029 0 0031 001 001 0.01
0.024 0057 0018  -0.035 0 0.04 0 0018 0007 0015 0022 0 002
0.008 0024 0.005 0 0014 0015 0007 0019 002 0028 0025 0025 0025
0.008 0021 001 0 0 001 0 0 0006 0008 0 -0.047 0
0.023 0.054 0 0006 -0.005  0.008 0 0 0 0 0019 0019 0019
-0.009 0.009 0 0007  -0.008 001 o oo o o011 o 0033 0
0 005 0.011 0 0013 0016 0014 0027 0 0031 0005 0005  0.005
-0.009 0017 0002 0004 0 0005 0 0018 0014 0023 o ooz
002 0.02 o o012 0o 0012 0 0 0013 0013 0.019 0
0,016 0032 0046 0 0004 0005 0006  0.005 0 0011 0012 0013 0013
0.005 0.005 0.01 0 0015 001 0018  -0.003 0 0003 0005 0028 0028
0 0042 0051 0011 0013 002  002% -0.008 0009 0014 0019 0014 0014
0,012 0034 0043 -0.002 0 o 0002 0011 002 0029 0037 0 0
-0.005. 0 0009 001 0 0 001 0 0019 0018 002 0,012 0
0.031 0068 0081 001 001 0021 0025 0009 0 0 0009 0
0013 0037 0043 0004 0004 001 0012 0 0013 0029 0032 -0.018
0 0 0029 0012 0013 0 0017 0 0004 0004 -0.033
0.009 002 0022  -0.009 0 0021 0023 0,011 001 0015 o 003
0.001 0001 0003 0013 0019 0013 0027 0 0004 0005  -0.011 0
0,014 0019 0037 0005 0011 0 0012 0 0 0014 002 0
0.016 0032 0049 001 0 0 001 0009 0009 0013 0019 0
0.004 0005 0009 0 0027 o 0027 0,01 0 0013 0 0021
0.019 004 0057 0007 0.007 001 0016 0018 002 0024  0.024
0 0 0 0051 0021 0.059 0 0 0007 0016 0016
0 0 0 0.041 0 0041 0019 0009 0021 0 0
0 0008 0011 0003 0004 0006 0 001 0 001 0 003
-0.004 0 0007 0 0 0005 -0.003 0006 0 0007 0 0013
-0.016 0021 0026 0009 0009 0014 -0.009 0 0009 0024 0024
0 0004 0005 0 0009 0012 0009 0012 -0.012 002 0033 0033
-0.009 001 0021 0 0014 0019 0 0015 0 0015 0005  -0.005
0 0049 0053 0008 0021 0023 0 0011 002 0031 0 0
0.023 0 0036 0 0 o011 0 0008 0007 0011  -0.006  0.006
0 0067  0.083 0 0o 0017 0 0019 0 0019 o 0028 0
-0.022 0037 0.062 0.036 0.03 005 0 0016 0013 0021 0034 0 0034
-0.007 0008 0016 0014 -0.009 0018 0,015 0 0017 0001 0001  -0.001
0 0 0.01 0 0 0005 0 0017 002 0 001 0
0 0.024 0.03 0009 0012 0015 0,012 0 0017 0015 0015 0015
0 0 0033 0 0014 0017 -0.01 0 0011 0005 0 0005
-0.008 0012 0023 0 0 0021 0021 0023 -0.016 0.03 0 0012 0012
-0.003 0 0003 0 0004 0006  0.007 0009 0014 0019  -0.016 0 0016
0 0 0018 0018 0003 0 0005 0006 0008 0008 0012 0004 0004 0004
0 0012 0012 0017 0 0007 o 0007 0 0023 0023 0014 0 0
0027 0068 0074 0104 0 0 0007 0007 0 0033 0035 0048 0 0004 0004
0.007 0 0009 0011 0004 0009 0 001 0 001 0006 0011 0018 0018 0018
-0.011 0 0 0011 0.0 0 0047 0053 0.02 0 003 0043 0012 0012 0012
0024 0038 0041 0061 0009 0014 0015 0022 0 0 0.02 002 0039 0 0
0004 0008 0006 0011 0.02 004 0029 0054 002 -0039  -0.028 0052 0 0017 0017
0 o 004 0.04 0 0016 0021 0027 0011 0012 0016 0023 0 0.02 0
0 0014 0 0014 0016 0045 0034 005 0016 0 0 0016 0012 0012 0012
0.016 0 004 0043 0016 0032 0 003 0017 0034 0 0038 0019 0019 0
0,012 0 o o012 o 0027 0 0027 0016 0 o 0016 0 0022 002
003 0033 0038 005 0003 00038 0004 0006 0011 0012 0014 0022 002% 002 002
0017 0025 0046 0055 0 0018 0033 0037 0 0024 0 0024 0003 0 0
0018 0039 003 005 0016 0 0033 0037 0005 0011  -0.01 0016 0005 -0.005 0
002 0029 0 003 0011 0014 o 0018 0018 0 0 0018 -002% 002 -0.02
0006 0011 0008 0015 0 0 0018 0018 0 0029 0021 003 0 o 0043
0,029 0 005 0066 0015 0017 -0.031 0038 o 001 0 001 0028 0028 0028
0001 -0.002 0 0002 0017 0027 0017 003 0 0 0011 0011 0013 0 0
0013 0019 0029 0037 0017 0025 -0.038 0049 0 0 0014 0014 0021 0021 0021
0014 0028 0017 0035 0 0 0004 0004 0 0005 0003 0005 0 0032 0032
0032 0075 0 0082 0007 0017  -0.009 002 0.009 0 0011 0014 o o021 0
0014 0018 0 002 0011 0013 0 0017 0009 0 0028 002 0 0027 0027
0011 0016 0016 0025 0015 002 0021 0034  -0.004 0 0006 0007 0 -0.009 0
-0.006 o -0.008 001 0016 0021 0023 0035 0002  -0.003 0 0004 0024 0024 0024
0 0033 0049 0059 0009 0 0 0009 0007 0013 0019 002 0 0 002
0031 0 0046 0055  -0.023 0 0035 0042 0017 0021 o 0027 001 0 0.01
0024 0044 0029 0058 002 004 0 0046 002 0037 0024 0049 0 006 0016
0 0072 0046 008 0019 0035 0023  0.046 0 0 0 0 0002 0002 0002
0.004 0 0 0004 0014 0019 0o 002 0 0 0 0003 -0.003
0 0008 0013 0015 -0.005  -0.006 0 0008 0008 001 0016 0.019 0
0 0 005 005 0013 0015  -0.022 003 0 0 0 0 0 005 0015
0 0015 0025 0028  0.037 0 0027 003 0041 0 0o 001
0018 0035 0 0009 0012 0014 0027 0018 0035 0 0025 0025
003 0052 0 002 0028 0 0004 0004 0006  -0.01 001 0
0017 0036 0 0019 0012 0023 0013 0023 0 0027 0013 0013 0013
0043 0089 0017 0041 0023 005 0012 0 0012 0.01 0 001
0008 0008 0009 0 0012 0015 0 0024 003 0021 0021 0021
0007 0009  -0.012 0 0016 0.02 0 o 0013 0 0025 0
0 0083 0011 0023 0026 0036 0 0013 0014 0022 002 0
002 0034 002 0022 0026 0039 0012 0015 0022 0034 0034 0
0 0037 0018 002 o 0027 0006 0.006 001 0 0 003
0049 0065 0006 -0.008 0012 0016 0 003 004 0019 0019 0019
0027 0058 0 0 0003 0003 0 0029 003 0022 002 002
0 0008 0023 0026 0023 0042 0004 0008 0006 0026 0026 002
0 0049 0 0019 002 0032 0 0027 0027 0016 0 0016
004 0054 0022 0 0024 0033 0,016 0 0019 0029 0029 0029
0 0028 0043 0 0 0025 002 . 0013 0011 002 0016 0016 0016
-0.037 0041 0095 0 0033 0018 0037 o 0008 0 0008 002 002 0022
-0.031 0047 0065 0017 0018 0025 0035 0 0 0 0 0025  -0.025 0
0 -0.054 008 -0.006 0 0 0006 -0.005 0006 o 0008 0 0 0032
0 003 0025 0039 0012 0 0 0012 0023 0 0029 0037 0 0024 0024

Figure 105: Satellite force vector locations with respect to
units are expressed in meters unless stated otherwise.
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A Simulation data

A.3 FACA Design

Sample# Outerradius

[m]

0.1032
017
0.0885
01252
0.0825
01145
0.093
01135
0.1386
0.2572
0.1265
0.1666
01923
0.0952
0.142
0125
01518
0202
0.0905
01836
0.0908
0.1661
01384
0.1098
01751
0.0961

Inner radius [m] thickness [m]
0.1158 0.0617

0.0745
0.089%
0.0888
0.0638
0.0688
0.0528
0.0601
0.1085
0.0695
0.0624
0.0858
0.0849
0.0595
01036
0.0477
0.0812

0.074
0.0393
0.0611
0.0359

0.0624

parameters

mass [kg]
a6

485
484
as7
483
444
434
444
a48
493
431
439
452
296
413
405
397
413
263
4.03
358
281
357
.50
a7
336
327
349
332
325
316
329
317
313
330
291
287
289
3.06
275
2.96
307
2,66
295
266
273
294
261
249
261
265
2.59
251
2.53
240
244
246
237
275
242
264
2.58
2.87
216
198
194
219
2.06
198
2.56
189
233
166
177
154
149
231
143
421
129
133
168
135
166
131
123
123
123
112
131
133
117
105
116
104
122
099
093
351
096
094
170
216
171
142
092
096
135
161
076
207
073
152
0.64
0.84
0.90
0.55
0.68
414
225
370
0.60
117
0.27
095
149
167
435

Figure 106: Momentum Wheel Design parameters.

bx [ma]
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

Iy [m4]
5.58E-02

1.46E-01
428602
7.60E-02
3.96E-02
6.34E-02
441602
632602
8.95E-02
333601
7.44E02
1.26E-01
171801
4.07E-02
8.63E-02
6.96E-02
9.50E-02
173601
3.58E-02
141601
361602
1.09E-01
7.22602
462602
118601
3.48E02
391602
9.90E02
5.93E02
414802
444802
8.94E02
7.16E02
6.53E02
158E-01
412602
3.48E02
5.03E02
1.06E-01
3.34E02
8.89E-02
161E-01
367602
123601
3.90E-02
6.40E-02
8.65E-02
420802
3.06E-02
471602
6.33E-02
5.60E-02
4.30E02
5.73E02
5.60E-02
5.54E02
4.78E-02
5.20E02
154E-01
6.48E-02
1.09E-01
1.28E-01
1.03E01
428602
3.36E-02
3.00E02
7.07602
411602
443602
9.63E-02
7.86E-02
1.20E-01
3.10E02
8.26E-02
327602
3.46E-02
7.04E02
2.83E-02
2.26E-01
2.50E-02
3.96E02
102601
476602
6.81E02
5.46E-02
2.99E02
340602
3.05E02
267602
3.10E02
339602
3.78E02
361602
4.89E-02
343602
3.50E02
3.30E02
249602
142601
397602
459602
5.62E02
113E01
7.62E02
7.29E02
3.89E-02
2.93E02
5.83E-02
5.92E02
2.75E02
9.51E02
242602
447602
2.06E-02
3.94E-02
302602
2.03E-02
281602
199E-01
9.38E-02
2.03E01
273602
6.65E-02
1.06E-02
4.25E-02
7.15E-02
9.41E02
2.29E-01

1zz [m4] maxtorque [Nm]
0.00

0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00
0.00

1.06E-04
112604
9.88E-05
101E-04
9.71E05
9.74E05
9.25E-05
1.03E-04
1.076-04
1.656-04
107604
102604
133604
801605
9.51E05
813605
1.24E.04
167604
712605
1.54E-04
6.76E-05
8.59E-05
6.72E05
6.39E05
7.05E-05
6.02E05
5.93E05
7.16E05
5.49E-05
5.81E05
5.34E05
5.61E05
627605
5.33E05
1.506-04
4.68E-05
5.63E05
5.64E05
461E-05
4.54E-05
7.49E-05
2.45E-04
4.03E05
6.08E-05
4.75E-05
4.08E-05
8.37E05
372605
3.99E-05
3.94E-05
6.88E-05
5.26E05
423805
3.70E05
351E05
3.42E05
5.14E05
2.94E05
1.49E-04
4.00E05
8.71E05
7.18E05
1.44E-04
3.84E05
220605
237605
6.58E-05
3.74E05
323605
1.14E:04
2.25E05
131604
157E-05
3.82E05
2.41E05
1.60E-05
8.59E-05
2.06E-05
263604
1.38E-05
5.93E05
187604
351605
3.90E05
2.64E05
353605
4.44E05
2.26E05
1.99E-05
6.06E-05
3.96E05
4.95E05
1.46E-05
252605
117605
1.88E-05
1.54E-05
132605
2.03E04
4.94E-06
6.18E-06
113604
6.73E05
172604
7.39E05
7.70E05
4.36E-05
9.37E05
9.12E05
1.336-05
8.89E-05
1.29E-05
2.41E05
4.24E06
1.10E-05
1.84E-05
8.58E-06
7.01E-06
220604
5.06E-05
261E-04
6.26E05
212604
2.01E-06
5.11E05
1.00E-04
3.94E05
2.66E-04

pdl]
50.00076

50.00309

50
49.97915
50.00386
49.99925

50
78.88263

23.38969

50
5140472
49.9997
100

46.07521
5.43E06
11.9207

74.99847
50

50
50.00161
4186608
99.9998

47.11277

64536

49.98458

50

56.4475
97.91688
99.21898

60.74223
49.80469
13.88707

50
30.22677

4376486

67.38282
100
50

id[]
0371355
1
05
0.484381
0.537488

073166
0.151493

05
05
05
05
0.620835

05
0.607558
0518122
0

05
0539486
187606
0278926

05
05

05

05
0.24563
0249976
05

05
0500719

0.999998

0.574068

05
05
05

0.440102

0.535644
1

05

05

05

0.801607
0501953

0
05
0.556036
05
05
05
0.831668

05
05
05
05

0.250563
05
05
05
05
05
05
05
05
05
05

05
05
05
05
05
05
05

75

3.86E-06

0.030954
05
0.698753
0.153045
05

dd[]
2551273
25
2333517
25
2578026
2415526
2.410841
25
0.75405
25
25
25
5
2.470093
2.40995
25
25
25
25
25
3.856895

25
4.043246
2502286
5

25
2319408
0.145532
1.901356
25

25

25

25

25
4994494
1.249771
25

25
2589455

0
0.000611
0

25
25
125
25
5
25
25
25
25

2821149
0.004898

25

0
25
25

2429199
25

25

s
0.253609
5

25

25

25

25
4516243

2509766
25

0

25
0.909431
25

25

25
1204141

25
25
25
25
25
2349934
25
25
25
25
25
25
25
25
25

25
25
25
25
25
25
25

0
2492082

25
1.24999
5

5
25
2.74874
3503919

pel]

ic[]

def]
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A Simulation data

Sample# Outer radius
0.

0.0527
0.0513
0.0545
0.0513
0.0546
0.0556
0.0546
0.0532
0.0477
0.0528
0.0507
0.0497
0.0536
0.0511
0.0515
0.0495
0.0472
0.0517
0.0477
0.0511
0.0477
0.0483
0.0498
0.0468
005
0.049
0.0459
0.0473
0.0485
0.0477
0.045

0.0419

0.0585
0.057

0.0537
0.0553

0.0556

0.0526

0.0416

0.0424

0.0424

0.043

0.037
0.0393
0.0391
0.0354
0.0371
0.0361
0.0424
0.0361

0.051
0.0345
0.0332
0.0331
0.0327
0.0351
0.0313

0.0213
0.0231
0.0515
004
0.048
0.0217
0.0283
0.02
0.0268
0.0326
0.0335
0.052

s[m] Innerradius [m] thickness [m] mass [kg]
.0563 0.0625 0.0352 R

0.0488

0.0536
0.0328
0.0424

0.04

0.056
0.0328

0.052
0.0336

0.0416

0.0624

0.0592
0.0632
0.0616

i)
1.25
1310
1.309
1.235
1.306
1.199
1173
1.199
1212
1.333
1164
1185
1221
1.069
1116
1.004
1072
1117
0.980
1.088
0.969
1.030
0.966
0.946
1.008
0.907
0885
0942
0897
0878
0855
0890
0857
0847
0892
0.787
0776
0782
0826
0.744
0801
0829
0720
0799
0719
0738
0796
0.704
0673
0.706
0715
0701
0.680
0685
0648
0659
0.664
0639
0743
0655
0714
0.699
0776
0585
0535
0526
0593
0557
0536
0691
0510
0628
0.450
0478
0.416
0.402
0624
0386
1137
0348
0360
0.454
0366
0.449
0353
0333
0333
0333
0302
0353
0361
0317
0283
0312
0280
0330
0267
0251
0.949
0260
0254
0.459
0583
0.461
0382
0247
0259
0364
0.436
0206
0559
0.198
0.411
0173
0227
0243
0.148
0.182
1118
0607
1.001
0.163
0316
0073
0257
0.403
0.452
1176

Txx[ma]
3.38E-03
3.30E03
3.18E-03
3.19E03
317603
3.09E03
3.06E-03
3.09E03
303603
293603
28603
277603
2.80E-03
2.60E-03
2.60E-03
2.56E-03
2.38E-03
2.34E03
223603
230603
217603
215603
2.03E03
2.05E03
2.05E03
1.956-03
1.84E-03
1.84E-03
1.80E-03
1.80E-03
171603
167603
161603
1.59E-03
151E-03
147603
1.46E-03
142603
140E03
1.36E03
1.36E03
1.29E03
1.26E03
127603
1.25E-03
1.23E03
1.35E03
119E03
113603
117603
115E-03
112603
1.10E03
107603
9.67E-04
101E03
1.04E-03
9.53E-04
1.04E03
9.65E-04
1.03E03
9.56E-04
124E-03
8.24E-04
7.18E-04
7.08E-04
7.73604
7.55E-04
6.91E-04
9.93E-:04
5.55E-04
7.75E04
5.21E-04
481E-04
441604
4.06E-04
8.64E-04
3.87E-04
2.29E03
321604
315604
4.06E-04
313604
442604
2.80E-04
2.85E-04
2.76E-04
2.85E-04
2.38E-04
321604
327604
2.44E04
1.94E-04
222604
1.94E-04
270604
176604
165604
175603
157604
1.44E-04
4.84E04
6.75E-04
453604
3.09E-04
144E04
171604
2.94E-04
4.29E-04
1.06E-04
6.43E-04
101604
4.01E-04
7.87E05
117604
147604
5.58E-05
8.08E-05
2.28E-03
7.66E-04
181E03
6.43E-05
2.09E-04
2.29E05
152604
347604
412604
2.46E-03

Figure 107:

Iy [m4]
3.38E-03
330603
318603
3.19E-03
3.17€:03
3.09E:03
3.06E-03
3.09E-03
3.036-03
293603
2.86€-03
277603
2.80€-03
260603
2.60E-03
2.56E-03
238603
234603
223603
230603
217603
215603
2.03603
2.05E03
2.05E03
1.95E-03
184603
1.84E-03
1.80E-03
1.80E-03
171603
167603
161603
1.59E-03
151603
147603
1.46E-03
142603
1.40E-03
1.36E-03
1.36E-03
1.29E-03
1.26E-03
127603
1.25€-03
1.23E-03
1.35€-03
119603
113603
117603
115603
112603
1.10E-03
1.076-03
9.67E-04
1.01E-03
1.04E-03
953604
1.04E-03
9.65E-04
1.036-03
9.56E-04
1.246:03
8.24E-04
7.18E-04
7.08E-04
773604
7.55E-04
6.91E-04
9.936-04
5.55E-04
7.75E-04
521E-04
4.81E-04
441604
4.06E-04
8.64E-04
387604
220603
321E04
315604
4.06E-04
3.13604
4.42E04
2.80E-04
2.85E-04
276604
285604
238604
321604
327604
2.44£04
194604
222604
194604
270604
176604
1.65E-04
175603
157604
144604
484604
6.75E-04
453604
3.00E-04
144604
171604
294604
429604
1.06E-04
6.43604
101604
4.01E-04
7.876-05
117604
147604
5.58E-05
8.08E-05
228603
7.66E-04
18103
6.43605
2.09E-04
220605
1.52E-04
347604
4.12E-04
2.46E-03

Reaction Wheel Assembly Design parameters.

12z [m4]
3.38E-03
3.30E03
3.18E-03
3.19E-03
317603
3.09E-03
3.06E-03
3.09E-03
3.03£-03
293603
2.86E-03
277603
2.80E-03
2.60E-03
2.60E-03
2.56E-03
2.38E-03
2.34E03
2.23E03
230603
217603
2.15E03
2.03E03
2.05E-03
2.05E03
1.956-03
1.84E-03
1.84E-03
180E03
180E03
171603
167603
161E03
159E-03
151E03
147603
146E03
142603
140E03
1.36E03
1.36E03
129603
1.26E03
127603
1.25E-03
1.23E03
1.35E03
119E03
113E03
117603
115E-03
112603
110E-03
107603
9.67E-04
101E03
1.04E-03
9.53E-04
1.04E-03
9.65E-04
1.03E-03
9.56E-04
124E-03
8.24E-04
7.18E-04
7.08E-04
7.73E04
7.55E-04
6.91E-04
9.93E-04
5.55E-04
7.75€-04
5.21E-04
481604
441604
4.06E-04
8.64E-04
387604
2.29E-03
321604
315604
4.06E-04
313604
442604
2.80E-04
2.85E-04
2.76E-04
2.85E-04
2.38E-04
321604
327604
2.44E04
1.94E-04
222604
1.94E04
270604
1.76E-04
1.65E-04
175E03
157604

2.46E-03

maxtorque [Nm] pd[-]
1.06E

04
112604
9.88E-05
101604
9.71E-05
9.74E-05
9.25E-05
1.03E-04
107604
1.65E-04
107604
1.02E-04
133604
8.01E05
951605
813605
124604
167604
7.12E05
154604
6.76E-05
B8.59E-05
672605
6.39E-05
7.05E-05
6.02E05
5.93E-05
7.16E-05
5.49E-05
5.81E05
5.34E05
5.61E-05
627605
5.33E-05
1.50E-04
4.68E-05
5.63E-05
5.64E-05
461605
454605
7.49E-05
2.45E-04
4.03E-05
6.08E-05
475605
4.08E-05
837605
372605
3.99E-05
3.94E-05
6.88E-05
5.26E-05
423605
370E-05
351605
3.42E05
5.14E-05
2.94E-05
1.49E-04
4.00E-05
B871E-05
7.18E-05
1.44E-04
3.84E-05
2.20E05
237E05
6.58E-05
374E-05
323605
114604
225605

7.70E05
4.36E-05
9.37E-05
9.12E05
1.33E-05
8.89E-05
1.29E-05
2.41E05
424606
1.10E-05
1.84E-05
8.58E-06
7.01E-08
2.20E-04
5.06E-05
261604
6.26E-05
212604
2.01E-06
5.11E:05
1.00E-04
3.94E-05
2.66E-04

0075107
007545
0.162815

0.104462
0.054926
0.082585
7.24E-10
0.045762
0.08569
0.987958
0.100439
0560217
0.460611
0.04826
0.548671
0128125
0114733
0225211
0110628
0.074483
0.550062
1
0.98467
0.096885
0.09266
0.098594
0.549355
0628433
0208272
0826228
0794754

0107296
0.087895
0705743

0.775
0.189821
0.082532
0.502641
0.419791
0655149
0015144
0.087277
0.155907
0.525698
0.560351

0974577
0.016782
0.104921
0015617
0.104598
0.687677
0548423

003076

032456
0.748942
0474121
0647857
0.546881
0.096875

0.097784
0121105
0.067612
060382
0.005267
0517745
0.447482
030968
0047711
0.086788
0.238968
01
0172962

0.049011
0070654

032073
0236099

0591156
0.050221
0.094304
0023988
0621323

009375
0742529
0179369
0.488788
0.200408
0780118
0.309362

0.099219
1

0.075
0013072
0547493
0.052381
0989433
0.0375
0.205863
0679977
0.56069
0.091504
0.05
0.766189

0.548504

il

0.000765

0.005674

0.000117
0.001601
0.01
363605
0.000855
0.000232
0.001
0.001338
7.816-05
0.000502
0.00043
0.001281
0.000534
7.486-22
0.001073
0.000856
0.000136

0.001385
9.90E-05
491606

0.001149

0.005509

0.000974

0.001351
0.001464
0.001192

0.00775
0.000355

0.000152

0.002409

0.0004
1.60E-07
0.001053

0.000381

0.008875

0.000469
0.001281

0.00171
0.00022
391E-05
0.00017
-1.08E-19
0.007597
1.93E-05
0.003918
325619
217618
0

0.001
-3.25E-19
0.00775
0.001009
0.005625
0.003573
3.36E-09
0.000255
0.000389

0.000193
2.48E-06
3.436-06

0
275606
0.001
6.10E-19
878E-05

0.000171

0.000417
0.001563
923606
7.40E-05
0.00067
0.01

0

0

0
0.00107
0.000918
0.00075
-5.42E-19
0.000492
403605
0.000545
0.001625
0.002371
0.000239
0.000784

0.0055
0.000683

0.000502

dd[]
0.037282

0.100233
0.018164
0077956
0.067066
0.066328
0.249299
0.04862
0276414
0.046921
0.023233
0
0122459
0.000422
0.071697
0.0217
0022019
0.06573
0.182146
0.049976
0.258768
0.000863
0.026913
0.023782
0.048438
0.04938
0.120032
0.060059
0.04878
0.024942
0.020718
0380719
0.039822
0.050169

0.052998
0.044325
0.129934

0.0125
0.063951
0.024764
0.275089
0.016445
0.144352

0.044697
002421
0302723
0.142304
0
0.092746

0.051658

0.03855
023229
0.276028
0.016035
0.16306

0200719

0.033304
0.064062

05
0.066535
0.105901
2.34E-05
0.045781

0.143402
1.86E-06
0.050045
0.485368
0

0

005

0
0.305767
0.050423
0.018741
0.089529

0.012492
0.484488

0.041053
1.38E-08
0.000159
0
2.03E09
005

0.003902
0.048781
0.068416
0.082766
0078125

0.004854
001385
05
5.55E-17
004375
0.264149
0.049609
0.074609
0.0375

0
0278516
0
0077364
0.081255
0.118554
0.001884
0.024319
0.039049
0.275
0.236374

0277117

pel]
0.000804

0.005674
0.003095
0.001575
0.002095
0.003894
001
0.000969
0.00504
6.206-07
0.006701
001
0.00207
391E-05
0.001089
0.01
8.46E-11
0.000857
0.009999
0.001
0.006116
7.81605
0.001108
0.005976
0.001281
0.000537
0.01
0.001063
0.001387
0.000465
0.01
0.007943
0
0.009776
0.001244
0.000499

0.000203
0.007868
0.004112
0
0.001041
0.000879
0.005494
0.007061
0.003501
0.000579
0.007514
0.01
0.002004

0.006419

0.002244
0.000497
0.009936

0.000994
0

0.0027
0.002689
0.007786
0.00024
0.00323
0
0.000125

0.000781
0.001281

0.000782
0.00557
0
0.006717
0
0.000235
252605
0.003529
0

0

0

0.001
651619
0.00275
0.001009
0
0.005288
0
0.007747
0.009989

0.000162
0
0.000321
434619
271607
0.001

0
8.10E-05

0.007197
0.001563
0
0.00046
0.009857
001

6.84E-14

0.000992
0002206
0.00075
-5.42E-19
0.005414
0.000556
0.00113
0.001625
0.00116
0.007656
0.005708
117606
0.0005
0.001983

0.006027

icf]
7.46E-06
0
3.19E-05
3.63E-06
160E-05
3.82E-05
3.89E-05
5.16E-05
1.28E-05
5.47E05
3.16E07
424606
0
227605
117606
7.78E-06
0
0
8.57E-06
0.0001
L.00E-05
1.20E-05
7.81607
483606
5.00E-06
1.28E05
461606
2.66E-05
1.06E05
7.45E-06
7.68E-05
-3.39E-21
431606
3.33E05
0
1.23E05
5.50E-05
0
8.77E05
6.80E-05
2.53E05
0.0001
135E-05
150E-05
1.66E-05
7.75E05
1.24E05
495606
461605
1.95E-07
1.24E-05
0

272606

2.05E-05

7.21E07
0
1.03E-05
1.56E-06
7.81E07
3.78E-05
2.45E-08
237608
3.24E05
0.0001
3.88E-05

7.81E-08
9.69E-06
0
171E05
178E-05
3.84E-07
219605
847622
287605
9.63£-07
332605
6.78E-21
1.36E-20
0.0001
1.00E-05
0
7.75E05
9.99E-06
0
3.03E05
5.00E05
7.75E05
947605
0
3.02E08
5.39E-10
7.53E07
339621
2.75E-08
1.00E05
1.00E-04
7.80E07
0

0
5.02E05
156E-05

0
9.97E-05
0.0001

0.0001
0
9.92E-06
0.0001
3.25E-05

4.92E-06
0
7.80E-06
3.74E-08
2.06E-05
0
4.80E-06
491E08
5.50E-05
3.36E-05
0.0001
4.39E-06

def]
3.92E:05
0.000282
0.000156
1.82E-05
4.66E-05
0.000187
0.000193
0.000242
4.84E05
0.000362
4.81€-07
520607
0
0.000106
5.84E06
8.03E-05
0.0005
313610
428605
0.0005
5.02E05
0.00026
0.000496
561605
0.000236
6.41E05
0.000292
117610
8.28E-05
8.87E05
0.00014
0
4.58E-05
0.0005
0.000238
613605
2.49E05
0.000469
0.000333
0.000465
6.05E-06
0
5.20E-05
752605
7.88E-05
0000138
5.80E-05
2.49E-05
4.70E-05
1.48E-05
0.000337
-1.36E-20

0
0.000185
0
0.000149
0

0.000469
0.0005
4.97E05
0
0.000483
0000246
1.236:05
0.000134
0.000162
0

0.000194
0
391E05
6.41E-05
6.78E21
4.59E-05
1.41E-05
0.000492
0.000351
-6.78E-21
0.000143
0.0005
0.000196
0

-1.36E-20
0.0005
5.00E-05
203620
0.000387
4.99E-05
0.000438
9.34E05
0.00025
0.000387
391606
0
320605
191609
392606
6.78E21
0
5.00E-05

0
0.000496
4.24£09

0.0005
0.000435
4.69E-05

0
239605
0

0.0005
0.0005
0

0.0005
4.96E-05
0

3.75E-05
0.0005
0.000271
8.19E-06
4.35E-05
1.88E-05
4.24E05
431605
427605
0.000499
0.000275
6.57E-05
0.0005
0.000239
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