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Abstract

The purpose of this research is to find an alternative to the natural gas-fueled heating systems of dwellings
for the neighborhood of Westenholte. Reasons for replacing this system include the high GHG emissions,
resulting from the combustion product of natural gas (CO2), in addition to its greenhouse effect.

As a solution to replace the GHG-intensive heating of dwellings, a district heating (DH) network is pro-
posed. This heating system does not involve the vast amount of natural gas needed by the traditional system,
leading to the desired reduction in CO2 emissions. However, constructing and using a DH network is consid-
ered a large investment, which might be higher in total cost in comparison to the traditional, CO2 emission-
intensive, heating system. Both the cost and CO2 emission of a new DH should be minimalized. Therefore,
the following KPIs are selected for comparison of the DH network: CAPEX, OPEX, and LCOE to indicate the
cost, as well as CO2 emission to indicate the difference in GHG emissions. The KPIs of the DH of Westenholte
are then compared to a reference solution: a decentralized all-electric solution, which also stands largely in-
dependent of natural gas.
These KPI of the DH of Westenholte are to be compared to a reference solution: a decentralized all-electric
solution, which is also largely independent of natural gas.

Two temperature regimes of the distribution temperature of the DH are calculated and optimized for the
neighborhood of Westenholte. By using a lower temperature (50/30 °C) in comparison to the more conven-
tional temperature (70/40 ° C), the KPIs could be improved. Lowering the distribution temperature could
make the heat pumps more efficient, subsequently reducing the overall cost.
Additionally, the DH can probably reduce the GHG emission and, at the same time, is cheaper by using mul-
tiple renewable heat sources. As the heat profile over time differs for all heat sources, using a combination of
the energy sources is estimated to create a better match with the heat demand profile. This would reduce the
required heat production, storage, and associated CO2 emission and cost.

In this study, a DH network is divided into the different submodules – heat demand, supply, and cou-
pling of demand and supply – and then modeled in Python. The heat demand submodule models the heat
demand of the dwellings, including the domestic hot water (DHW). In the heat supply submodule, all the
available thermal energy sources used are modeled: wastewater (TEWW), surface water (TESW), solar, and
industrial waste (IWH). The coupling module then matches the demand and supply geographically, by mod-
eling the distribution grid, and, in time, also by modeling the thermal energy storage.

For the DH of Westenholte, the lowest LCOE of 0.15e /kWh was found for a 70/40 °C DH combination of
25 percent IWH, 60 percent TEWW, and 15 percent TESW in addition to a peak supply, however, generating
34.67 ton/year CO2 emission. A DH network of 50/30 °C would provide the lowest CO2 emission, which
would use 25 percent IWH and 75 percent solar thermal energy inducing a CO2 emission of 2.76 ton/year,
nonetheless, requiring an LCOE of 0.40 e /kWh. In contrast to the all-electric reference scenario with an
LCOE of 0.22e /kWh and a CO2 emission of 49 ton/year, the LCOE-optimized scenario proved both cheaper
and dissipating lower CO2 emissions.
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ṁ Mass flow rate [kg/s]

Q̇ Heat flow [kW]

A Surface area [m2]

a0 Linear regression parameter [°C]

a1 First variable FPC specific term [m2/(K*J)]

a2 Second variable FPC specific term
[m2/(K2*J)]

cp Specific heat [J/(kg * K)

E Energy density of water [KJ/m3]

f Function with input heat load and output
KPI

fd Fanning fiction factor [-]

G Solar irradiance [kWm2]

n Lifetime of the technology [years]

r Discount rate [-]

T Temperature [°C]

t Time [s], lifetime

A Heat demand for calibration year [kWh]

B Behavior of occupants in dwellings [%]

b Linear regression parameter [-]

c Constant

D Diameter

f Friction factor [-]

Gas Cubic meters of gas [m3]

H Height [m]

h Height dependent on time [m]

K Minor loss factors [-]

k Ratio of specific heats [-]

LMTD Log mean temperature [°C]

N Number

P Timeseries [t−1]

p Pressure [Pa]

pt Time-series

Q Energy [J]

Re Reynolds number

SMA Simple moving average filter for a time-series
with N steps

U Overall heat transfer coefficient [kW(m2 * K)

V Volume [m3]

V Volumetric flow [m3/s]

v Velocity [m/s]

W Work [kWh]

w Width [m]

Subscripts

a Ambient

air Air to water variant

array Array of FPC

avg Average

bio Biological capacity [g/day]

capex CAPEX

cold Cold side

compressor Compressor

d Demand

DHW Domestic hot water

DN Nominal diameter of piping

dwelling Per dwelling

eff Effective

effl Effluent

el Electric

Extra Extra cost

field Field of FPC

xi



xii Nomenclature

FPC Flat plate collector

gas Combustion efficiency of gas

head Head of pump

HEX Heat exchanger

hl The heat losses

hot Hot side

HP Heatpump

i Hour

IJssel Property of the IJssel

inside Within dwelling boundaries

j Specific archetype

l Levelized, total values equals on of the time-
series

m Average

major Major part

max Maximum

minor Minor part

outside Outside dwelling boundaries

pipes Piping

pump Pump

river River property

s Heat required to supply the DH system

Secondary Secondary cost

seg Segment of neighborhood

SMA Simple moving average filter used

Solar Solar specific

st Storage

stored Stored

sw Surface water

tank Tank used to store

TES Thermal energy storage

th Thermocline

Total Total

unforeseen Previously unforeseen cost

w Water

yearly Per year

Greek symbols

α Linear factor

β Linear factor

∆ Difference

ε Pipe roughness [m]

η Efficiency [-]

ρ Density [kg/m3]

τ Operation time [s]

Acronyms

ATES Aquifer thermal energy storage

C-TES Chemical thermal energy storage

CAPEX Capital expenditure

CHP Combined Heat and Power

COP Coefficient of performance

DH District heating

DHW Domestic hot water

EMM Energy management model

FPC Flat plate collector

GHG Greenhouse gases

HDPE High-density polyethylene

HEX Heat exchanger

HHV High coloric values

HT-ATES High-temperature aquifer thermal energy
storage

IWH Industrial waste heat

KPI Key Performance Indicators

LAW Leidraad Aardgasvrije Wijken

LCO2 Levelized CO2 emission

LCOE Levelized cost of energy

LH-TES Latent heat thermal energy storage

LMTD Log mean temperature

LT-ATES Low-temperature aquifer thermal energy
storage

MT-ATES Medium-temperature aquifer thermal en-
ergy storage

OPEX Operational expenditure



Nomenclature xiii

P-HEX Plate heat exchanger

PB-h Bonded polyurethane

PE Polyethylene

PUR Polyurethane

PV Photo voltaic

PVT Photovoltaic thermal hybrid solar plate

RES Renewable energy sources

SCOP Seasonal coefficient of performance

SH Space heating

SH-TES Sensible heat thermal energy storage

SMA Simple moving average over period N [h]

SPF Seasonal performance factor

SS Stainless steel

ST Sewage treatment

ST Steel

STE Solar thermal energy

TES Thermal energy storage

TESW Thermal energy of surface water

TEWW Thermal energy of waste water

TRL Technology Readiness Level

TS Heat transfer station

WH Waste heat





1
Motivation, research question

methodology

1.1. Motivation
The European Union acknowledges global warming as a result of the emittance of greenhouse gases (GHG),
such as CO2 and CH4, causing the greenhouse effect. Subsequently, the EU aims to stop its contribution to
the greenhouse effect by 2050 as part of the European green deal (European Commission, 2019) following
the Paris agreement signed in 2016. The Netherlands, as part of the European Union, has adopted the goal
of 95 percent reduction of CO2 emissions by 2050, which is ratified in the ”Klimaatwet” in July of 2019 (“Kli-
maatwet”, n.d.). This same law states that, by 2050, most of the energy supply in the Netherlands needs to be
from renewable energy sources (RES) (Sociaal-Economische Raad, 2018). RES are defined as energy sources
that are not depleted when consumed (for example energy from wind) or sources that renew themselves con-
stantly (for example excess biomass from crops). RES produce little to no CO2 emission and are supposed to
be a net-zero contributor to GHG emissions.

An additional consequence of the “Klimaatwet” is the termination of the most commonly used fuel for
heating, natural gas, as of 2050. Because natural gas is a GHG on its own and the burning of natural gas
causes CO2 emissions, it is perceived as an effective measure against global warming. The Netherlands is for
76 percent (Segers et al., 2019) of all heating nation-wide dependent on natural gas. The largest heat user
in the Netherlands (1008 PJ) is the built environment with 47 percent of the total heat usage in 2017, of this
amount, 60 percent is gas-fired. The natural gas consumption of dwellings consists mainly of space heating
(SH) and domestic hot water (DHW) of the dwellings and buildings. Together SH and DHW amount for 98
percent of gas usage of dwellings (Segers et al., 2019) and this heating is done with individual gas-fired boilers.
The second-largest user is the industry sector representing 42 percent of the total Dutch heat consumption,
of which 44 percent is produced by natural gas. Combined, these two sectors need to find a solution to fill the
heating gap of 469.4 PJ of gas-fired heat.

Zwolle, a city in the Netherlands, is now faced with the problem of replacing natural gas used in supplying
the heat demand of dwellings and industry with RES as a consequence of the Klimaatwet. To be proactive in
the shift towards new energy, the city set the main goal as becoming energy neutral by 2050, providing clarity
and directions for its citizens. In their view, energy neutrality implies an equal amount of energy is used lo-
cally as is being produced by RES.
A possible solution for replacing the heating of dwellings with natural gas and facilitating local RES is district
heating (DH). These are systems using a grid of heat supplying pipelines to which dwellings and buildings are
connected, making it possible to use centralized RES to provide for heating of dwellings or other purposes.
Hoogervorst (2016) and Paardekooper et al. (2018) both pledges for DH in areas where heat demand is high
and heat sources are relatively close, as is found in urban areas. Paardekooper et al. (2018) especially pledged
for use of industrial waste heat (IWH), as excess heat is currently being dumped. Next to that, IWH is dumped
at higher temperatures compared to most RES, making it energetic more rewarding to use compared in terms
of ease of use and accessibility.

1



2 1. Motivation, research question methodology

Figure 1.1: Industrial area Voorst and neighborhood Westenholte (Afstandmeten.nl, 2020)

In figure 1.1 the district Westenholte and industrial zone Voorst of Zwolle can be found relatively close to
each other, making it a logical choice for DH based on IWH. The neighborhood of Westenholte used 3.386.000
m3 of natural gas (gross calorific value equivalent of 0.12 PJ) (CBS, 2018) over 2.177 dwellings (allecijfers.nl,
2020) making it 1555 m3 (gross caloric value of 54.7 GJ) per dwelling, which is slightly more than the average
consumption of 1270 m3 per dwelling in 2018 (CBS, n.d.).

Uncertain is the amount of waste heat available at Voorst, as privacy concerns prevent this data from be-
ing released publicly. To supply the total heating demand, it is worth looking at other RES near Westenholte,
taking into account the unpredictable fluctuation of IWH and the amount of heat, which might be lacking.
Thermal energy from waste water (TEWW) can be utilized at the local sewage treatment plant and thermal
energy of surface (TESW) water could be used as RES. With enough room, solar thermal energy can also be
an option. From these sources, solar thermal energy and TESW are considered RES, while IWH and TEWW
are seen as forms of waste heat (WH).

A consortium was formed, led in engineering by Witteveen+Bos, to further investigate the feasibility of a
DH network using RES with the use of technologies showing a high (>6) technology readiness level (TRL) to
ensure achievable design, and compare it to other solutions. Examples of other solutions are the ones pro-
posed by ‘’Leidraad Aardgasvrije Wijken” (LAW), which are supported by the government as alternatives to
DH. Based on the key performance indicators (KPI): capital expenditure (CAPEX), operational expenditure
(OPEX), levelised cost of energy (LCOE) and CO2 emissions, the feasibility of the different heating solutions
will be measured. The LCOE is defined as the total sum of cost over the entire lifetime, divided by the amount
of energy produced. This is more frequently used as an indicator to evaluate RES (Doracic et al., 2018; Hansen,
2019; Lensink, 2020).

The feasibility of RES in DH is often greatly influenced by the low source temperature and fluctuating
supply (Li & Nord, 2018; H. Lund et al., 2014; Mazhar et al., 2018). The low source temperature requires
more power for the heat pump to upgrade it to the supply temperature. As a solution, the supply and return
temperature of the DH are lowered in order to decrease the power consumption of the heat pumps used to
upgrade the heat and reduce thermal losses of the distribution grid. However, the total volume flow of the
DH must be increased to deliver the same amount of heat, which on its turn increases pumping cost. Both
the pumping cost and thermal losses are proven to be the main factors in the OPEX of a DH network (Mazhar
et al., 2018), implicating a correct balance needs to be found.

Using multiple heat sources for DH has been seen as a key development by some of the most relevant
works in that area (H. Lund et al., 2014; Mazhar et al., 2018; Rezaie & Rosen, 2012). Combining different
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thermal RES for heat, might lead to a lowered impact of the fluctuations from the RES (Pieper et al., 2019).
However, the integration of multiple heat RES is complex, as each source has a varying supply profile over
time and is hard to control. Storage, daily as seasonally, has been found as a solution to accommodate the
varying supply of heat. Daily storage is used as a way to provide for daily occurring peaks (solar irradiation
during the day) and seasonal storage for surplus heat produced in summer. For example: solar energy, TESW,
and TEWW, to be used in winter when demand is higher and supply lower. Common seasonal storage has
low efficiency, making use of RES less efficient as well. Because of the scale, an integral approach is expected
to provide a better LCOE than using the RES individually (Kruit et al., 2018).

Modelling DH networks is a common method to determine the feasibility of DH networks. Vesterlund
et al. (2017), Wang et al. (2018), Descamps et al. (2018) and Dénarié et al. (2018) developed DH models ad-
dressing multiple heat sources using various simulation and optimization methods for operation and design.
A model of a large multi-source DH network with seasonal and daily storage, using different temperature
regimes, covering the optimal feasibility and feasibility benefits of using multiple sources, has not been iden-
tified in the current literature, which leaves to wonder if the expected lower cost is realistic.

1.2. Objective
This thesis aims to determine the feasibility of currently available (TRL) DH networks, composed of multiple
sources and storage, by developing a model for calculating its common economic and environmental indi-
cators: CAPEX and OPEX (Sarbu et al., 2019), LCOE and CO2 emissions. The main research question of this
thesis, therefore, is:

What are the LCOE and CO2 emissions of multi-source DH systems with supply/return temperatures of
70/40 °C and 50/30°C and decentralized all-electric heat pump systems for space heating and DHW heating
of the 2177 dwellings of Zwolle’s district Westenholte?

To answer the main research question, a DH model will be built, using the RES TESW, TEWW, solar ther-
mal and electrical energy and IWH, assisted by thermal energy storage (TES), to measure the feasibility in
terms of LCOE and CO2 emissions for two different temperature levels: medium temperature with 70/40 °C
for supply and return and low-temperature levels with 50/30 °C as supply and return temperature of the dis-
tribution grid. Additionally, for the IWH, a boundary condition has been set that not all waste heat may be
used internally. Supporting questions of the main research questions are:

Sub question consumer end :

1. How can the demand of domestic buildings, set for 2022 and the near future, be modelled for the tem-
perature regimes low and middle on an hourly basis for three or more years?

Sub questions heat supply :

2. What is the state of the art of components for the different RES used to acquire energy for DH?

3. What is the most suitable modelling method for each individual RES?

Coupling of demand and supply :

4. What is the most optimal type of distribution network to supply heat to consumers?

5. What is the most optimal type of storage to compensate for the mismatch in heat supply and demand?

6. How can an optimal configuration of the different heat sources be found, minimizing CO2 emissions
and LCOE?

1.3. Methodology
In chapter 2, a literature review is given regarding the state of the art of decentralized heating and renewable
multi-RES DH heating. Different subsystems are identified within a DH system: the demand, the supply and
the coupling of demand and supply. For all the subsystems demand and coupling of demand and supply,
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equipment best suitable to provide the lowest LCOE will be selected. Literature research will be used to de-
termine which modelling methods exist for the subsystems of the DH, including the equipment than found.
The models will then be evaluated on input, accuracy and computational time required. Based on the litera-
ture review, a methodology will be elaborated.

In chapter 3, the demand is determined and validated, answering sub-question 1. Once the demand has
been identified, the amount of heat necessary for the supply can be established, which is discussed in chapter
4, answering sub-questions 2 and 3. The models found in chapter 2 will be used to estimate the local energy
production and associated cost for Westenholte and Voorst after which they will be validated in chapter 4.

The coupling of the supply and demand is done by the distribution grid, including heat transfer stations
and storage. In chapter 5, sub-question 4 and 5 will be resolved, leading to an optimal distribution grid in-
cluding TES. The whole DH model is now complete and will be put together in chapter 6. The model of the
alternative decentralized solution for heating will also be proposed in chapter 6 and integrated into the DH
model after which the final validation of the model will take place.

Optimization of the DH will be done in chapter 7 to determine the lowest LCOE and CO2 possible for the
system by running different scenarios, answering sub-question 6. In chapter 8 conclusion and recommenda-
tions will be presented. A schematic overview of the thesis can be found in figure 1.2.

Figure 1.2: Schematic thesis overview



2
Literature review of demand and supply of

renewable DH networks

2.1. Introduction
To determine the state-of-the-art of multi-RES DH, first, the history of conventional DH will be studied con-
cerning purpose, global functioning of the system, and key advantages and disadvantages leading to an eval-
uation in the state-of-the-art of DH. Once DH state of the art has been identified, a schematic overview will
be given of the multi-RES DH. The DH system is then subdivided and the components and models for the
different subsystems will be selected to come to an optimal system in terms of CO2 emissions and LCOE.

2.2. History
Each DH network is a complex network of piping, distributing a medium that carries heat to the consumer.
Since the 14th century (Mazhar et al., 2018), DH has been around as a method for providing buildings with
heating. Compared to conventional decentralized heating, DH offers a set of advantages in safety, efficiency,
and reliability of the energy source, depending on the network. H. Lund et al. (2014) defined four generations
of DH based on the distribution medium, supply and return temperature and purpose to determine the chal-
lenges for future DH networks.

The 1st generation DH networks were created to replace dangerous individual boilers. This generation
DH is operated by distributing steam, which is generated by centralized fossil-fueled boilers. By distributing
steam with high temperatures through pipes, large heat losses occurred. This steam-based DH was used un-
till 1930 and has been classified as outdated, mainly because of the large heat losses and inefficient transport.
Additionally, safety issues, such as the dangerous release of steam, occurred frequently and sometimes piping
exploded.

The inefficiency of steam leading to higher overall cost in the 1st generation DH functioned as the mo-
tivation for a 2nd generation of DH. Therefore, the aim of the 2nd generation was fuel saving by the use of a
combined heat and power (CHP) system, and the increase in efficiency by using pressurized water to deliver
heat. Typically the pressurized water transported through pipes in concrete ducts was over 100 °C, decreas-
ing heat loss and preventing dangerous releases of steam. A disadvantage of this system is the large shell and
tube heat exchangers (HEX) that are necessary, material-intensive heavy valves, and lack of controllability,
because of these valves. This heating system is currently available in several countries in Europe, including
the Netherlands.

The 3r d generation DH networks, introduced in the 1970s, was designed to become less dependent on
foreign fossil fuels used as the heat source. By replacing foreign-dependent fossil heat sources with secure
local and sometimes cheaper heat sources such as WH, biomass or fossil coal as well as some RES, indepen-
dence could be achieved. Simultaneously, this generation has been using temperature levels in pressurized
water lower than 100°C, decreasing heat losses even further. This network was the first to use prefabricated

5
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Figure 2.1: Four generations of DH according to H. Lund et al. (2014)

insulated tubes and other material lean components to reduce cost drastically.

Where the 3r d generation different heat sources were used to become less dependent on foreign fossil
fuels, the 4th generation DH aims to reduce overall emission of GHG. The new generation DH will be part of a
future energy system, where synergies between different energy sectors, such as electricity and heat, are stim-
ulated and exploited. This new network is called a smart thermal grid and is defined by H. Lund et al. (2014)
as:’ a network of pipes connecting the buildings in a neighborhood, town center or the whole city, so they
can be served from centralized plants and several distributed heating or cooling production units, including
individual contributions from the connected buildings’. The future generation of the heating network is to
be built from 2020 until 2050. An overview of all generations of DH is presented in figure 2.1 (H. Lund et al.,
2014). The new 4th generation DH, as defined by H. Lund et al. (2014), will continue to reduce the distribution
temperature to decrease thermal losses in the grid and use more prefabricated, material lean, components to
reduce cost, as was the trend in earlier generations.

2.2.1. Low-temperature DH
The new 4th generation DH with a smart thermal grid can create local jobs, as the construction and opera-
tion of multiple local heat sources become necessary (Schweiger et al., 2019). However, this new system faces
challenges to be constructed in the future. One of the two larger challenges of this new system is facilitating
the usage of more than one or multiple low-temperature RES or WH. The other challenge is the fluctuating
nature of the sources (Li & Nord, 2018; H. Lund et al., 2014).

To accommodate low-temperature heat sources, the distribution temperature of the DH grid is lowered.
The lower distribution temperature will cause lower operating costs, as heat pumps have higher efficiency
when the difference temperatures become smaller according to the Carnot efficiency principle. Simultane-
ously, heat losses of the distribution grid will also decrease with a decrease of the distribution temperature
according to Newton’s law of cooling. The heat losses of the DH grid account for 5-20 percent of the delivered
energy and are considered a major expense (Mazhar et al., 2018).
However, since the heat density per volume of water in the distribution grid has decreased, a higher pumping
cost is to be expected for identical heat loads (Mazhar et al., 2018). More expensive material for insulation
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in dwellings is needed to limit flow rates. To prevent the flow from increasing drastically to compensate for
the lowered heat density, demand regulation measures can be taken. Insulation of the buildings could lower
the consumption, meaning pumping cost will remain the same, however, this will require additional cost.
The government does partially give subsidies for the insulation of dwellings. With these partial subsidies,
it is reasonable to expect a decrease in the demand which might switch the preference of using a medium
temperature to a low-temperature DH. A local balance between the insulation cost, material cost and source
efficiency needs to be found.

To provide an overview of possible best suitable distribution temperatures of DH networks, they have
been categorized in ultra-low, low, medium, and high. The consumer demand of SH and DHW sets the
lower boundary temperatures of the supply flow for each category (Østergaard, 2018). For the Netherlands
this would be 65 °C for the storage of DHW in tanks, to meet the medium temperature storage. For low-
temperature DH, the minimum temperature must be 50 °C for the storage of DHW in taps and as found in the
work of (Østergaard, 2018) 30 °C for ultra-low temperature as minimal required temperature to heat low heat
demand homes. A typical temperature difference of 30–45 °C has been found for the medium temperature,
25–35 °C for low-temperature networks, and 20–30 °C for ultra-low networks as researched by Østergaard
(2018). These temperature regimes have been summarized in figure 2.2.

A costly problem arises when the lowered temperature of a low-temperature distribution grid cannot re-
lease enough heat into the house, which depends on the temperature used and the surface area of the radi-
ators. For ultra-low temperature specially designed low-temperature radiators must be installed. This could
also be the case for low-temperature DH. However, in a well-insulated dwelling, the distribution tempera-
ture could be lowered to 35-55 °C as the system is over-sized and peak demand is hardly necessary as found
by Østergaard (2018). These finding should be put in perspective of the country of origin, as the experi-
ment was performed in Denmark. His work reports a test in which the current installed high-temperature
radiators were used with supply water between 40-50 °C and could keep the room temperature steady at 20
°C year-round. Østergaard (2018) therefore showed expensive replacement with low-temperature heating
systems can be prevented. Currently installed radiators are often over-dimensioned (Kennisinstituut voor
Installatietechniek, 2012). Even though the research took place in Denmark, the results might still apply for
the Netherlands as the building’s heating systems are designed to supply enough heat to fulfill peak demand,
disregarding external heating from surrounding houses/rooms.

The effects of using different temperature regimes are still unclear and might be affected by local condi-
tions of the buildings heated as seen in the following literature. R. Lund et al. (2017) compared low-temperature
DH (55 °C/25 °C) with ultra-low temperature DH using electric boosting (45 °C/25 °C) and ultra-low temper-
ature DH with heat pump boosting (35 °C/25 °C) in which grid losses, production efficiencies, and building
requirements where compared in EnergyPlan showing low temperature have the lowest cost. Best (2018) also
performed an economic comparison of medium temperature (70 °C) and low temperature (40 °C/25 °C) DH
systems for new, low heat demand buildings in Germany. Heat distribution efficiency increased and favor-
able conditions were found for renewable energy sources. No economic disadvantages were found. However,
ultra-low temperatures require the housing stock to have an exceptionally low heat demand, needing thor-
ough interference in dwellings. Therefore, only medium and low temperature will be further up for research,
as these require little to no interference for the dwelling.

Figure 2.2: Three different temperature regimes DH, including temperature demands of dwellings according to Østergaard (2018)
(adapted graph).
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Table 2.1: Advantages and disadvantages of TES (Guelpa & Verda, 2019).

Advantages Disadvantages
Increase in production flexibility Large thermal losses
Reduction of pipe diameter high space requirements
Decrease OPEX Increase CAPEX

2.2.2. Fluctuating heat sources
To expand the technical challenges to cover all area’s challenges that arise when facing the low-temperature
DH, Guzzini et al. (2020) have performed a survey under experts to identify key advantages and disadvantages
of low-temperature DH. Low heat losses and easier integration of renewable heat sources were identified as
key advantages by the experts. Key disadvantages of this type of network were identified as: a necessary
change of DH business model and specific technological solutions which are needed to ensure existing sup-
ply conditions. The latter disadvantage is simultaneously the second major problem of using multiple low-
temperature RES as a result of fluctuations in these RES.

The second major problem encountered when using multiple RES’s and WH is the fluctuations of each
source (Guzzini et al., 2020; Li & Nord, 2018; H. Lund et al., 2014). Historically, the demand determined the
amount of heat that was produced as seen in generations one to three as defined by H. Lund et al. (2014).
With the new heat sources, this will no longer be the case as the heat production RES and WH can hardly be
controlled. The fluctuations of the heat sources can vary from daily to a more seasonal base or are scheduled
depending on availability in the case of IWH. A solution has been found in using TES to store and regulate the
heat supply in order to meet the, also time-dependent, heat demand.

TES are available in the order of daily, weekly, and even seasonal storage and can provide the match be-
tween demand and supply. Other benefits include a reduction in piping diameter as well as an increase in the
overall performance (Guelpa & Verda, 2019). These advantages, however, come at a price: the additional in-
vestment costs are significant depending on the type of TES. The storage of heat itself is also not considered
efficient as large heat losses occur, particularly for long-term storage (Guelpa & Verda, 2019). Additionally,
TES requires vast amounts of space which must meet strict requirements and is not always available near a
DH (Guelpa & Verda, 2019). The primary advantages and disadvantages of TES have been summarized in
table 2.1, a more elaborated table will be given in section 2.5.1. With the use of multiple RES and WH, the first
investment cost relative to the amount of heat stored can be lowered, as the total amount of heat supplied is
increased.
Combining different RES might reduce the financial burden of using TES. Instead of each RES having to use

its storage, a collective one can be installed. Since the price per kW energy stored decreases when size in-
creases, this can offer a substantial financial benefit. The size of the storage necessary can also be decreased
as each source will provide at different times of days which can decrease the overall heat supply fluctuation
(Pieper et al., 2019).

Nonetheless, in order however, to seize the benefit of a proportional decrease in cost and overall lower
cost, optimal use of storage for multi-source DH must be done with help of predictions to be useful, accord-
ing to Descamps et al. (2018) who researched the use of TES without a control scheme in a multi-source DH.
To probe the effect of such a control scheme, the sources need to be modelled accurately, as a DH perfor-
mance is highly sensitive to heat source fluctuations (Wang et al., 2018).

Other problems of multi-source DH are the feed-in options for the heat sources, as found in the work of
Li and Nord (2018) on finding a suitable location for obtaining multiple RES. Table 2.2 summarizes the three
distinct possibilities for the feed-in and the advantages and disadvantages. For finding a beneficial location
for placing a DH, the sources have to be in close proximity to a high-density heat demand environment, as
heat transport costs are high.

2.2.3. Fourth generation multi-RES DH
A schematic view of a 4th generation DH grid is illustrated in figure 2.3. The diagram illustrates the proposed
thermal energy distribution of a DH where the heat sources TEWW, TESW, Solar thermal energy and IWH
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Figure 2.3: Schematic overview of DH model

Table 2.2: Feed into DH network of heat sources and their advantages and disadvantages (Li & Nord, 2018)

Connection variants Extraction from the return
line and feed-in into the
supply line

Extraction from the return
line and feed-in into the re-
turn line

Extraction from the supply
line and feed-in into the
supply line

Features The temperature difference
is dependent on operating
conditions and grid opera-
tor. The pressure difference
is high and depends on the
actual location in the grid

The temperature rise is
commonly set by the DH
operator, the pressure
difference is relatively low

The temperature increase
is prescribed by the grid op-
erator, the pressure differ-
ence is relatively low

Advantages The return temperature is
unchanged, which avoids
temperature strain on re-
turn pipes, and the influ-
ence of heat extraction effi-
ciency of other heat sources

It is preferable for heat
sources with high efficien-
cies for lower temperatures

-

Disadvantages High energy demand for
the mandatory feed-in
pumps

The return temperature
is raised, which increases
the grid heat loss, and
influences the efficiency of
other heat sources

The supply temperature
is raised, which increases
the grid heat loss, and
influences the efficiency of
other heat sources

provide heat. Substations seen in figure 2.3 regulate the thermal energy flow. This overview provides the ba-
sic idea of the proposed 4th generation DH for Westenholte.

Figure 2.3 also illustrates a distinction of subsystems manifested in the heat supply, heat demand, and the
coupling of supply in demand in the form of a distribution grid and storage. These subsystems are normally
used to divide the DH, after which the individual subsystems are constructed to form a larger model. The
mathematical description of the system is seen in equation 2.1, where the DH network is a kind of hydronic
system. A hydronic system transfers heat by circulating a fluid in a closed system of pipes, loading and un-
loading its thermal energy. Herein the demand of a DH must always be matched by supply. During transport
from supply to demand, thermal losses occur. The heat supply also needs to compensate for these losses.∫ τ

0
Q̇s d t =

∫ τ

0
(Q̇d +Q̇hl )d t (2.1)

Equation 2.1 provides the energy balance for the system at any moment in time. Q̇s is the heat required to
supply the DH system in kW, Q̇d is the consumer heat demand in kW, τ the amount of operation time in
seconds, t is time in seconds and Q̇hl are the heat losses of the entire network in kW. Equation 2.1 states that
the demand and heat losses should equal the supply at any given moment in time.
The use of storage can mathematically be expressed by adding a new variable to equation 2.2 showing a new
energy balance as presented in equation 2.2:∫ τ

0
(Q̇s +Q̇st )d t =

∫ τ

0
(Q̇d +Q̇hl )d t (2.2)

This balance demonstrates the usage of storage to balance the thermal energy, where Q̇st gives the surplus



10 2. Literature review of demand and supply of renewable DH networks

heat which is being stored or the heat which is given back to the network from storage. Figure 2.4 illustrates
the heat flows and how they influence one another. The main influences are depicted as the local weather, as
this predominantly determines the heat demand of the dwellings and heat supply of the RES. The design of

Figure 2.4: Flowchart of heat-flows where mean input on heat flows is weather

the DH is based on the expected demand of the DH. With this demand, a strategy is determined to estimate
the total supply necessary. The main factors in determining the supply are the weather, the storage used, and
the expected grid losses. This way of modeling the DH system is one of two ways where the other one is based
on the hydraulic equilibrium present. A combination of both hydraulic and energetic balance is necessary to
come to the result. This study will primarily use the energetic balance method (Talebi et al., 2016). As equa-
tion 2.1 demonstrates, balancing demand and supply depends on time and therefore is a dynamic process.
The DH needs to be evaluated for each moment in time to maintain the balance. Various simulation and
design programs have been developed for DH (Knepper, 2019; Schmidt et al., 2017).
Obvious from most models is the complexity of the dynamic process. This complexity continues in the num-
ber of calculations made, which is significantly high. As the model intends to research dynamically the prop-
erties of multiple sources compared to just one source for the average simulation/design model, the amount
of calculations already increases significantly. As is common for this research, an hourly time step will be used
(Descamps et al., 2018; Knepper, 2019; Pieper et al., 2019) to facilitate the hourly differences of the RES and
WH, leading to a significant increase of calculations made. For this reason, where possible the computational
time must be limited, whilst still producing accurate results.

2.2.4. Key performance indicators
Looking at previous research, the lowest CO2 emission can be achieved using as much RES as possible. For
the DH, the major source producing CO2 emissions is the electricity used in the pumps and heat pumps
(Bayer et al., 2012) which might not come from a renewable source. To calculate the CO2 emission, the aver-
age CO2 emission per kW is used (Bayer et al., 2012). However being part of a smart electricity grid the price
and CO2 production might vary per moment in the future, depending on the RES electricity production. The
new smart distribution grid should aim to create synergies with the smart electricity grid. For example, aim
to use cheap electricity when RES electricity production is high to reduce cost and save CO2. As the cost and
CO2 emission are inversely related, the cost is used to limit CO2 demand (H. Lund et al., 2014).

CO2 will predominantly be created by the use of peak supply and electricity. When peak heat demand oc-
curs during the limited amount of hours of the year, often still fossil fuel-powered heaters are used to provide
this heat as this is the cheapest solution. Electricity used might still be produced with the burning of fossil
fuel. In order to prevent this CO2 pollution, the hours in which the fossil fuel peak supply must be limited. Dé-
narié et al. (2018) performed a multi-criteria analysis on a multi-source DH. Among others, the multi-criteria
analysis was performed based on renewable-energy ratio, investment costs, net present value, payback time,
CO2 emissions and land use. Different scenario’s using a varying percentage of RES per scenario implicated
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that the scenario with the highest share of RES and storage capacity emits the least amount of CO2, but with
the consequence of the highest overall payback time showing the importance of CAPEX versus OPEX. Since
the RES investment cost or OPEX are higher compared to conventional types of fossil fuels and RES have a
net zero-emission, this result was to be expected.

The LCOE is based on a combination involving both the CAPEX and OPEX, which are combined to be
evaluated against the yearly discount rate r = 6%. The LCOE can therefore also be expressed by the following
equation:

LCOE =
∑n

t=1
C APE X t+OPE X t

(1+r )t∑n
t=1

Et
(1+r )t

(2.3)

The LCOE can thus provide in one parameter the CAPEX and OPEX combined and has been used as a pri-
mary indicator for many renewable energy technologies. Predominantly, the total OPEX is higher compared
to the total CAPEX. The LCOE is a way of making the cost over time, in order to show the actual amount of
energy produced versus the cost made over the financial lifetime. By doing so, the varying OPEX of the new
RES and WH versus the more steady OPEX of historical fossil sources becomes an irrelevant factor, making a
comparison possible. It however does not validate the actual profitability of the project and is normally used
to make comparison cases between projects Colla et al. (2020).

For DH Mazhar et al. (2018) indicated the primary source of the OPEX are the heat losses and the pump-
ing cost when using sources that are not dependent on heat pumps. When operating costs are optimized,
Vesterlund et al. (2017) implicated that the usage of the cheapest source is preferred for a multi RES DH net-
work, which is interpreted as a preference for the source with the lowest LCOE. The increase in pumping cost
for lowering the supply temperature to facilitate the RES was small compared to thermal distribution losses.
Wang et al. (2018) showed that the pumping costs are strongly influenced by the fluctuating heat of the RES.
The sensitivity analysis performed, showed a 1 percent fluctuation of RES can result in between 0.16 per-
cent and 7.56 % fluctuation in pumping work, which might make this decision more complex. An accurate
prediction is also proven necessary by Descamps et al. (2018) who developed a one-dimensional dynamic
multi-source model with storage supplying a peak load of 50 kW. The RES used are solar energy and heat
pumps, directly increasing the temperature of the return stream. The result of the four scenarios implicate a
relatively high usage of electricity and gas as a heat source. This might be prevented when an optimal control
strategy, including a predictive factor for storage, would be used. Additionally, Colla et al. (2020) reason that
TRL should be used as an indicator for the success of a heat source after evaluating different physical, envi-
ronmental, social, and economic indicators.

In conclusion, in order to come to the best result, the source temperature and accompanied lowest LCOE
for each heat source and the whole system will be determined to establish the cost and to find a balance with
lowering of the distribution temperature. Fluctuations of RES and WH can have a significant impact on the
pumping cost, and therefore accurate models are needed to predict the fluctuations. Additionally, the mod-
els will be evaluated on the complexity and completeness of the input data to guarantee a fit with the area of
Westenholte and Voorst.

The different subsystems heat demand, heat supply and coupling of supply and demand will be re-
searched separately to come to the optimal feasibility of the proposed DH. The first components for the
subsystem will be evaluated based on expected LCOE per source and expected cost, along with maximizing
energy output. The LCOE and cost will be determined by comparing different business cases of the varying
heat sources, where the withdrawn energy is divided by the specific economic cost per source, leaving the
distribution grid out of the comparison, as was done by Lensink (2020). The LCOE can vary on components
and placement of the components in the DH area deeming it necessary to evaluate each source individually
for a new DH. The associated models predicting the heat input will then be evaluated, based upon input and
accuracy.

2.3. Heat demand model
The demand, Q̇d as found in equation 2.1, is formed by the customers of the DH and needs to be predicted, in
order to determine the feasibility of the DH network. Normally the maximum demand is used to determine
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Table 2.3: Four main methods of demand evaluated as found by Talebi et al. (2016)

Method used Historical Deterministic Stochastic predictive
Complex Simplified

Demands on input low high medium high
Computational time low high low medium
Accuracy low/medium high medium high
Highest accuracy encountered [%] 9-66 4 8

the dimensions of the piping used in the DH network (Mazhar et al., 2018), implying an appropriate estima-
tion is crucial for correct dimensioning and therefore the feasibility of a DH. The prediction of demand also
forms the basis of the quantity of heat and storage needed. Various models have been developed to predict
the heat demand of both the DHW and SH for all buildings present. An accurate model used to predict de-
mand, therefore, has an impact on both CAPEX and OPEX of the DH system, as it determines dimensions and
operation of the system.

The different methods existing for modelling the heat demand for dwellings have been categorized by var-
ious works. According to Talebi et al. (2016), three principal methods are differentiated based on the output:
historic, deterministic and predictive methods. The following description of the different models is largely
based upon the review made by Talebi et al. (2016).

A simple historic system that can be used is the degree-day method. In this method, the heat losses are
calculated based on the difference in temperature between the in- and outside temperature and are often
used for smaller dwellings. The heat infiltration rate of the building serves as an input for the system. How-
ever, the availability of this type of data is low, and this method is considered inaccurate. Then again, the
greatest limitation of all the historic methods is the lack of available data.
Another popular historic approach is the typical dwelling or archetype building modeling. This method re-
quires a classification of the buildings. Next, for each class, a typical building for that specific class is con-
structed on which the values are based. Using the classification, a regression analysis can be performed and
used in order to define the most useful parameters.

Deterministic methods calculate the heat demand based on physical models of the buildings. The meth-
ods within this approach are categorized into complex and simplified models. Complex models simulate the
heat demand based upon all parameters involving heat loss. The input for this type of model is very demand-
ing, not widely available and high. The resulting heat demand is, however, very accurate. Drawbacks of using
this method are the computational time and the high demands of the input data required.

The simplified deterministic method uses specific key parameters to come to a relatively accurate result,
considering the number of calculations made in comparison with the normal deterministic method. The in-
put data of this method is thus very selective and still difficult to obtain, but computational time is decreased
drastically.

Predictive methods, including artificial intelligence, use weather and demand data to predict the new
demand. The inputs for this type of modeling are hard to obtain because of common gaps in data, as they
should be consistent. They also experience an over-fitting problem, which is hard to eradicate and is consid-
ered as one of the major downsides of using this method.
The methods involve an extensive amount of computational time, predictive methods and complex deter-

ministic methods. All of them have strict demands and require large amounts of the input data, and are
not seen as viable options, which leave the historic and simplified deterministic method. Since the historic
method varies in accuracy per method and simplified deterministic method can be accurate but has less
available input data, the latter would be the best option for modeling the DH demand of both the dwellings
as the larger-scale buildings for a small number of dwellings as computational needs are larger than the his-
torical method. The historical method is thus left for evaluating the demand for a large number of dwellings.
An overview of the properties of the different methods is found in table 2.3.
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In chapter 3 the combination of the typical dwelling, with the simplified deterministic method will be
further researched and evaluated based upon the specific inputs found in Westenholte, after which a method
will be determined.

2.4. Heat supply using RES and WH
The heat supply of a DH is centralized and was normally created as a demand deemed necessary. For exam-
ple, if more heat was needed, more fuel was burned to fulfill this demand. The heat from the supply was then
carried away by the distribution network from a centralized generation site. With the new low-temperature
smart thermal network, multiple renewable heat sources or WH sources will be used in a decentralized man-
ner throughout the network in a few concentrated generation spots. The RES and WH was chosen in West-
enholte are IWH, TEWW, TESW, and solar heat. These are all hard to control and varying in heat generation,
LCOE and source temperature. To come to an optimal LCOE and CO2 emission for the DH, the criteria quan-
tified in section 2.2.4, on which to assess the different heat sources, are used to set up physical and financial
models.

Figure 2.5 shows the expected annual heat demand curve according to Thomsen and Overbye (2016),
based on the predicted heat demand sorted on the amount of heat demand. As can be seen, the majority of
the hours are covered by a heating supply seen as ‘base load’ in the figure. It would be illogical to design the
system to supply the peak load, as the investment cost to cover these small amounts of hours is significant
(Thomsen & Overbye, 2016). Predominantly, the peak load is covered with a heat source low in CAPEX such as
a boiler, either on electricity or gas or a biomass furnace. Figure 2.5 is thus used in establishing the quantity
of heat required for a DH.

Figure 2.5: Indication load (Thomsen & Overbye, 2016)

To come to the best heat source the cover the base loads, table 2.4 shows the different RES and WH with
their main influence factors and LCOE. For the optimal use of each source, further literature research focusing
on the design and modeling will show the best method to utilize each source. Lensink (2020) presented the
LCOE of different energy sources, based on case studies made of a similar approach. These case studies were
done in order to determine the subsidy, each energy source needs to meet the future set by the government.
As the studies are the most resembling studies found, the LCOE calculated provides a relevant indicator for
the energy sources as found in DH for an average case of the Netherlands. However, the LCOE of the RES is
strongly locally dependent as, for example, the distance to the DH can cause the price to increase drastically
as a result of heat loss, resulting in a necessity for local evaluation.

2.4.1. TESW
TESW is a low-temperature mature (TRL 9 (Niessink, 2019)) heat source. By using an HEX, heat is drawn from
surface water. For this heat to be useful, a heat pump is used to upgrade the temperature to the DH distribu-
tion temperature.

Usually, a counter-current HEX is used in order to exchange heat. The countercurrent HEX has two flows,
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Table 2.4: Different heat sources evaluated on expected cost, source temperature and main influence of availability. For TESW, the use
of a storage method has already been taken into account.

Source Basic price assumed
by Lensink (2020)
[e/kWh]

Temperature range
[°C] (Church, 2016)

Weather dependent Mean (weather)
predictable depen-
dency

Thermal energy of
surface water

0.115 10 - 50 Yes Season

Solar thermal en-
ergy

0.08 70 - 130 Yes Season and daily
rhythm

Thermal energy of
waste water

0.077 0 - 40 Yes Season

Industrial waste
heat

0.044 90 - 200 No Production sched-
ule

separated by the HEX material, flowing countercurrent next to one another. Maximum exchanged heat can
be approximated using equation 2.4, in which the amount of heat Q̇sw is calculated using the specific heat
capacity of surface water cp,sw [kJ/kg/°C], the mass flow of water ṁsw [kg/s] and the temperature difference
in the surface water ∆T [°C].

Q̇sw = cp,sw ∗ṁsw ∗∆T (2.4)

The fluid used to absorb the heat is lower in temperature than the surface water, in order to make it possible
to absorb the heat. The heat is transferred by heating the fluid inside the HEX a few degrees, however since
the temperature of this fluid is lower than the surface water, a heat pump must be used to upgrade the tem-
perature level to the distribution temperature level.

Spitler and Mitchell (2016) categorized TESW in open-loop systems and closed-loop systems. The open-
loop system pumps water from the sources through a heat exchanger and then returns it to the source. A
closed-loop system has a heat exchanger placed in the surface water through which water is circulated. The
water is cooled down by 3 -6 K (Kruit et al., 2018), preventing a drastic impact on the biosphere of the surface
water. Most likely, similar regulations will be set for in the future as found by IF and Stowa (2018), which state
that the waterbody should not reach a temperature lower than 12 ° C when the used water is dumped back.

Because of the large scale of the DH, an open-loop system is recommended by Spitler and Mitchell (2016).
Another advantage of an open-loop system is the prevention of a mixture of the cooled surface water, which
would decrease efficiency (STOWA, 2018) and, in turn, play a more significant role for larger heat removal.

An open-loop system consists primarily of piping, filters, pumps and heat pumps as illustrated in figure
2.6. In this set up the pump, HEX, heat pump, circulation pump and location are key factors in LCOE. The
circulation pump in this set up is the largest energy consumer because it needs to pump the most mass flow
with the highest head (Spitler & Mitchell, 2016).

Another indicator of the OPEX is the coefficient of performance (COP) of the heat pump, which is the
output of added energy divided by the working load. A higher COP indicates a lower LCOE, as less energy is
required to upgrade the heat to the desired temperature level of the DH network. Heat pumps are often de-
signed for a specific project (Spitler & Mitchell, 2016). The COP for TESW heat pumps has not been reviewed
in current literature, but Hepbasli et al. (2014) researched it for TEWW. They found COP values between 1.77
and 10.63 of which the systems show much resemblance to TESW. STOWA (2018) estimated the COP of the
used heat pumps around 3-7. Historically, the COP also stayed in this range.

Also used for the system, instead of the COP, is the seasonal COP (SCOP), which is the heat output over
a whole year divided by the electricity used. This parameter is used as the COP varies with the temperature
difference between the source and the DH. Niewold (2019) shows the cost and associate SCOP for differ-
ent projects throughout the Netherlands using TESW. A proportional inverse relationship is found inherently
between the quantity of heat produced and LCOE. In the Netherlands, open-loop TESW are predominantly
used in combination with aquifer thermal energy storage (ATES). ATES is an open form of storage in which
hot water is pumped into the ground to be later redeemed. Niewold found a proportional inverse relationship
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Figure 2.6: Typical open-loop set up using thermal energy of surface water adapted from Mitchell and Spitler (2013)

between the quantity of heat produced and the LCOE. However, the relationship as found by Niewold (2019)
has to be put in perspective, as the cost of storage also decreases with increasing size (Guelpa & Verda, 2019),
which might cause a stronger inverse proportional causality.
The location influences the LCOE since the locally available mass of surface water can vary. For a smaller
mass flow, less heat will become available driving up the LCOE as the CAPEX is the same. The temperature of
the water used equally depends on the location, resulting in less or more obtainable heat.

In order to obtain the local LCOE, all the different components of TESW are modeled independently by
using simple equations, as has also been done by Lensink (2020). By then applying the cost as found in
Niewold (2019) the CAPEX, OPEX and LCOE are determined for different scales of TESW. However, since the
LCOE evaluation performed by Lensink (2020) was for a typical small-scale operation and since the same
methodologies have been applied for all the different types of sources, the LCOE shown in section 2.4 must
be reevaluated for a new DH.

To model the available heat from TESW and get a better estimate of the LCOE on location, a simplified
deterministic method is used. As previously explained in 2.3, a deterministic model is based on resembling all
physical relationships in mathematical equations to model the specific phenomenon. In this simplified de-
terministic method, not all physical parameters are considered reducing calculating operations of the model,
well still coming to an accurate result. For the simplified deterministic model of TESW, first, the temperature
of the river needs to be modelled. In combination with the heat pump operational cost and the pumping
cost, the OPEX can be approached.

Modeling of rivers can, as heat demand, also be done using historical or statistical, stochastic or deter-
ministic methods. The historical or statistical methods have been proven accurate (Dugdale et al., 2017) and
are mainly used for large spatial scales when the data requirements for process-based modeling become too
large (Caissie, 2006). The stochastic methods are often very accurate for predicting daily water temperature
when only the air temperature is available (Caissie, 2006). Both these methods revolve around the relation-
ship between air temperature and water.

Deterministic methods can also provide the data on an hourly basis (Caissie, 2006), have the lowest inac-
curacy and are built around an energy and mass balance. Caissie (2006) states that a model is often chosen
based on the aim and data requirements. As hourly data is preferred, the deterministic method seems the
best fit. However, this requires extensive calculation as the input data used is large. A regression method also
can determine the hourly temperature, although the latter is not common.

Important factors for the temperature of rivers, as identified by Caissie (2006) are the following four dom-
inant groups factors: atmospheric conditions, topography, stream discharge and stream bedding. The em-
phasis lies on the atmospheric conditions as an influential group, they are responsible for the process taking
place on the surface of the river. Dugdale et al. (2017) reviewed various methods and modelled the river
based on solar radiation (separated in long and shortwave radiation), evaporation or condensation, convec-
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tion or conduction, river bed and groundwater factor accompanied with heat convection and dispersion to
the shore. Surface fluxes typically dominate the temperature of the river and are the aim of most of the mod-
els used.

The output of the temperature model should be an hourly temperature level of the river for the inlet of the
TESW installation. For calculating the temperature one, two, or three-dimensional models can be used. The
one-dimensional model is advised as the water temperature does not need to be modeled in three dimen-
sions. The one-dimensional model operates with nodes placed along the river where meteorological data is
collected from. The resolution of these nodes is highly dependent on the available input data for the inputs. It
is recommended to only model the river for the principal axis, as transversal temperatures rarely occur when
above depths of 4-5 m (Caissie, 2006).

In conclusion, a historical and a simplified deterministic method are used to approach the hourly tem-
perature of surface water. The model used the temperature in this study will be further defined in chapter
4.

2.4.2. TEWW
TEWW is very similar in working principle compared to TESW in components used and has thus probably
the same TRL. Just as with TESW, the thermal energy is gained from water using HEX and, depending on
the source temperature, a heat pump that increases the source temperature to the DH distribution tempera-
ture. The biggest difference can also be found in the HEX used. Wastewater from houses or industry contains
thermal energy, which is harvested in several ways for different locations, each requiring an unique design of
HEX, as the contamination determines the kind of HEX. Wastewater has an advantage over normal water as
it has a higher temperature year-round, as shown in figure 2.7.

Figure 2.7: Temperature profile wastewater ’Vrijverval’ sewage in Zwolle (Kluck et al., 2011)

The higher year-round temperature is, among others, caused by waste heat used in domestic housing, of
which 40 percent is released back into the sewer (Sayegh et al., 2018). Additional heat is created inside the
sewer by yeasting and other biological processes.

There are three ways to recover heat from wastewater: first, it can be collected at the source; domestic
buildings and industry. Second, it can be recovered in the sewer system. Third, it can be collected at a local
sewage treatment plant. Each of these locations varies in source temperature, fluctuations of source temper-
ature and heat, and needs different equipment.

For all the locations, an HEX is used to regain the heat from the waste water. Once the heat has to be re-
gained, a heat pump is necessary to upgrade the temperature level, to guarantee the temperature meets that
of the distribution temperature level. Figure 2.9 depicts a classification map for a different type of systems
of waste water HEX. As this research focuses mainly on the construction of a centralized DH, the first system
does not meet this qualification. The second and third option therefore remain, and will first be set apart
based on the type of HEX and then evaluated on use for a DH.

A sewer recovery system has been found to use three main types of HEX (Weeren et al., 2018): first, in-
tegration in new sewage construction system, second, standardized build-in systems for sewage lines and



2.4. Heat supply using RES and WH 17

third, pressure sewer system for which the HEX is built around the sewer pipe for construction reasons. In
figure 2.8 all three systems can be found. In the bottom two images, the pressure sewage systems are found.
The system on the bottom left shows a spiraled HEX outside of the sewage pipe. The image on the bottom
right shows a double-sided stainless steel (SS) HEX, where SS is used to withstand the pressure, as a polymer
system would fail.

For the sewage treatment plant, HEX’s are placed in the treated effluent. Only bigger TEWW sources will
be able to provide year-round heat. If the wastewater used lacks quantity, the daily fluctuations will become
higher. As the DHW use rises in the morning and the evening, because of bathing by the population, the
temperature and mass flow of the wastewater increases. These fluctuations make for a less steady source of
heat and increase complexity, by requiring larger storage solutions.

For the systems to regain heat from waste water, different HEX’s are used and different locations are found.
However, for all mentioned concepts, the CAPEX varies between 2 and 3 thousand euro per kW generated heat
and having a payback time between 8 and 12 years, dependent on renovations and investment cost accord-
ing to Weeren et al. (2018), who provided a portfolio of TEWW already occurring in the Netherlands where
wastewater was the primary source of heat.

Hepbasli et al. (2014) performed an extensive review for regaining heat from wastewater, with the use of
heat pumps. These heat pumps primarily use a vapor compression cycle. The COP values encountered are
within a spectrum of 1.77 to 10.63, which is large. For this reason, it is hard to make an estimation of which
heat pump will be used and the cost of the expected heat pump.

Where the heat pumps vary in COP, the differences in CAPEX and the payback time found in the Nether-
lands, as seen by Weeren et al. (2018), are not significant enough to base a design on, the system needs to be
further explored. The work of Hepbasli et al. (2014) concluded the fouling of wastewater HEX and heat pumps
as key disadvantages to using TEWW. This fouling influences the CAPEX, but more significantly the OPEX of
the equipment, so the placement after the sewage treatment is the best option. OPEX is also varying with
location as the temperature level determines the amount of energy required for the heat pump. The larger
the temperature differences, the greater the energy consumption of the heat pump. To determine the max
heat potential of the waste water, the temperature and mass flow profile over time are the leading factor in
placing the TEWW system.

Kretschmer et al. (2016) set out a method to come to a favorable situation in which, first, a preselection is
made, after which measurements are taken of the stream used. The first step is based on the assumptions that
the wastewater temperature is highest at its source, after which it cools down by interaction with surrounding
soil temperature. Other assumptions of the temperature made are that the soil temperature of urban areas
is higher compared to open terrain and as rainwater increases volume flow of the waste water but decreases,
only use of the dry weather flow is considered for potential.

These assumptions can be traced back to a local sewage system found in Zwolle. The temperature of
the wastewater is researched by Kluck et al. (2011) who showed that waste water from dwellings cools down
rapidly in the winter after being released in the sewer (13 °C in 100 m) while in the sewer itself until the sewage
treatment plant the waste water barely cools (1.5 °C in 2.5 km).

The measurements should be taken to include the dry-weather flow, as rain water decreases temperature
while there is an increase of flow, according to Kretschmer et al. (2016). The potential is determined by mul-
tiplying the specific heat of the waste water with the water flow and the temperature difference, in order to
come to the heating potential. The final steps include following a set of four planning principles stating that
an optimal position needs to be found far enough from a sewage treatment and close enough at the source
to prevent cooling in the sewer, versus placement far enough along the wastewater stream to get a steady
temperature and multiple inflows.

A more defined temperature level and mass flow of the waste water can also be estimated by using a de-
terministic two-dimensional model, such as one set up by Dürrenmatt and Wanner (2014a). The input used
for this model consists of sewer pipe properties, soil properties, and influent and ambient conditions.
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Figure 2.8: Different sewer heat recovery systems. Picture 1 shows a new sewage integrated construction system, picture 2 a standardized
sewage build-in system and pictures 3 and 4 a pressure sewage system adaptation (Weeren et al., 2018)

Figure 2.9: Classification of different waste water heat pump systems by Hepbasli et al. (2014)

However, a sewage HEX set up would influence the sewage treatment plant significantly, when in a prox-
imity of 1-2 km. The lowering of the temperature level decreases the efficiency of the sewage treatment sig-
nificantly. IF and Stowa (2018) therefore made the following assumptions for the possibilities of TEWW in the
proximity of a sewage plant: within a kilometer of the sewage treatment plant, only a 1 K change in temper-
ature should occur. When using the effluent, a 5 K temperature change is allowed, increasing the potential
significantly. Also, increases 0.7 – 1.1 K when passing the sewage treatment. Previous research also indicated
the sewage treatment plant has the maximum heat potential (Kluck et al., 2011). For the previous reason
stated, the sewage treatment effluent is chosen as a heat source.

The LCOE, as determined in Lensink (2020), has also been performed on the average effluent of normal
sewage treatment in the Netherlands, providing a good indication of the associated cost. As also stated by
Kluck et al. (2011) who performed an extensive review of a sewage treatment plant in Zwolle, the costs of each
project are very different locally, as the scale of the specific operation is of key importance. The work of Kruit
et al. (2018) shows this for TESW, which has many similarities in cost construction as TEWW.

To estimate the heat potential of the effluent of the sewage treatment, models are used. In literature only
one model estimating the effluent temperature per hour could be found, which was done by Wells et al. (2005)
who used the meteorological data air temperature, dew point temperature, wind speed and direction, and so-
lar radiation to estimate the effluent temperature. Their one-dimensional deterministic model assesses the
heat gains and losses for the aeration basins resulting in the effluent temperature. Dürrenmatt and Wan-
ner (2014b) distinguished four different parameters in modeling their two-dimensional deterministic model
comprising of an one dimensional balance equation describing the phenomena of changes and flow direc-
tion, water temperature, air temperature and water vaporization accompanied by an one-dimensional radial
equation describing the balance of temperature of the soil pipe wall and water temperature over time. Hart
and Halden (2020) also noted the lack of modeling without the use of location-specific elaborate data and
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proposed a method to estimate the monthly main temperature on a combined historical and determinis-
tic model. The model estimates the soil temperature based on a deterministic model based on a dynamical
lumped capacity model, after which the temperature is corrected by historical data over a period of thirty
years and assumed source temperature data.

However, looking at historical temperature profile development as found in effluent of sewage, it changes
over a time step of a couple of hours is significantly low, making the required input data and calculations
necessary for the temperature reluctant. A simpler lumped model as established by Hart and Halden (2020)
has therefore a better balance between computational requirements and accuracy. The models showed good
comparison to real-time data with Pearson coefficients of P=0.81 and 0.76 for maxima and minima. The
model found by Tessel and Pijl (2006) showed even greater values, where the majority of the 48 researched
sewage treatments a determination has been found between 0.9 and 0.95 (19) and >0.95 (12). In comparison,
the Pearson coefficient squared equals the determination coefficient and is for the model of Hart and Halden
(2020) 0.66 and 0.58. A similar model as used by Tessel and Pijl (2006) will be evaluated for use in chapter 4.
However, the volume flow modelling of the effluent seems to be absent in literature. What exists abundantly
are models aimed at predicting the influent flow. Martin and Vanrolleghem (2014) reviewed the most com-
mon methods used to estimate the influent flow. The solutions were classified in the following classes: com-
pleting an incomplete dataset about the quantity and among others of the influent, translating quality mea-
surement into activated sludge models, identifying the uncertainty in quality and quantity of wastewater.
The second class identifying and characterizing the influent based on parameters required for the activated
sludge model is well established. The third class uses autoregressive functions to represent uncertainties in
the quality and quantity of the influent. This method still needs more back up and research to model the
effects of the causalities leading to the formation to the effluent.
Based on the description of the classes provided, the first class has the most appropriate fit. For the first class,
a subdivision is made for a solution based on harmonic functions or by establishing a wastewater genera-
tion system. Fourier generators have proven very useful for describing daily and weekly patterns. Translating
of measured values offers lower computational requirements. Another method looking promising is using
a deterministic model including physical factors such as the amount of inhabitant, sewer network, type of
industry, rainfall and temperature profile among others. The latter model can easily be extrapolated to other
sewage treatment plants for which the influent needs to be modelled as it can use characteristic data found
for that location.

The first model, based on harmonic functions, is predominantly aimed at describing dry weather patterns
and interpolating hourly data of daily provided flows and uses a small number of measurements to come to a
fairly accurate result making it cheap to use. The deterministic model however is more easily adaptable as it
can use data from the local area to come to results. This model also has the best fit with the model estimating
the temperature making this the most appropriate fit for this study.

However, when using one of these models, the effluent shows different patterns of outflow and tempera-
ture compared to the influent. First of all, the sewage treatment plant can add somewhere between 0.7–1.1 °C
to the effluent temperature. Secondly, as observed from data in the existing literature, the effluent released
into nature is characterized by a buffer function of the sewage treatment plant, as the effluent has been proven
to have a far lower standard deviation compared to the influent (Langeveld, 2004).

As for the sewage treatment plant to maintain its function, it will be necessary to maintain a constant
volume with some playroom to accommodate changes in the influent. In the Netherlands, sewage treatment
plants are designed according to dry weather and rainy water discharge, which is the average and maximum
the sewage treatment plant can handle. With these figures, a dynamic analogy of the sewage treatment plant
acts as a buffer, as was also made for the temperature by Wells et al. (2005). A key parameter for this is to
approach the standard residence time, as it is considered a chemical plant with multiple continuous batch
reactors. These reactors are easily modelled when their volumes and residence times are known and seem
the best fit as an initial approach for modelling the effluent temperature and flow rate.

The total model estimating the LCOE based on the proposed equipment using simulated flow and tem-
perature will be constructed for Westenholte in chapter 4.
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2.4.3. Solar thermal energy
Solar thermal energy is a frequently occurring heat source for DH. The technology for gaining heat from the
sun is therefore considered mature (TRL>9) (Mazhar et al., 2018). Many DH systems exist where solar ther-
mal energy is the primary energy source. These DH are almost always assisted by some form of TES since
the seasonal and diurnal or daily differences are significant. Gaining heat from the sun is done with the help
of solar collectors. The collectors absorb the light into a medium, which is heated and then transported to
its ultimate destination; an HEX or heat pump, depending on the temperature of the medium, which varies
depending on the collectors used.

TES is used to optimize the use of the functioning of the collectors. The solar fraction, the total amount
of heat that is gained during one day, is a prime indicator for determining the amount of storage required.
When the solar fraction is lower than 50 percent, storage is required. Three types of collector and storage set
ups have been defined by Mora et al. (2018): completely decentralized, block heating and centralized heat-
ing. Where decentralized does not have storage, block heating might include storage and centralized includes
storage. As this work uses centralized heat sources, fully decentralized solar heating will not be dealt with in
detail in this work.

Centralized oriented solar thermal systems have a large, ground-mounted, field of collectors, of which a
system delivering above 350 kW is rare. However, of the larger systems, sizes up to 50 MW is found in Europe,
so they are already proven technology. The centralized systems often come with storage and can therefore
deliver heat parallel to other heat sources. The block heating oriented system often consists of roof-mounted
solar collectors and can have both centralized as decentralized TES. An advantage that so far has only been
experienced with the centralized orientation, is that the scaling up of the system enhances performance and
decreases investment cost per area.

For the solar thermal system, two groups of collectors are differentiated, non-concentrating collectors
and concentrating collectors, which are not common for domestic heating and are therefore disregarded in
this study. The advantage of the non-concentrating collectors is that they can use all light (diffuse and direct
irradiation) present and not only the direct irradiation from the sun. However, the temperatures for these
collectors are lower compared to the concentrating collectors as a major drawback, potentially requiring a
heat pump in order to reach the distribution temperature.

Of the non-concentrating collectors, flat plate collectors (FPC) are predominantly found in Europe thanks
to development source to increase quality, efficiency and cost print. Heat-pipe based collectors have also
been used as collectors. Thanks to a double glass wall with a vacuum in between, heat losses are lower lead-
ing to higher efficiency than FPC.

Photovoltaic thermal hybrid (PVT) collectors simultaneously produce electricity and heat and are found
the best overall performance according to Tian et al. (2019) who evaluated them based on their electrical
output as thermal output. However, the high CAPEX which is double that of PV panels, and lacking manufac-
turing sites prevent them from being used in DH. Additionally, some argue that photovoltaic (PV) panels in
combination with a heat pump provide a cheaper alternative.

It has been shown that for a cold climate in Iran, the use of an evacuated tube collector is economically
preferred. The capital expenditure of the evacuated tube collector is higher, however yearly useful energy gain
is 30 percent more. However, bursting and overheating are severe and result in massive amounts of opera-
tion and maintenance work. The FPC collectors have far less maintenance requirement due to their simple
structure, and low installation cost (Huang et al., 2019), additionally, for DH these have been found to have a
higher yearly efficiency compared to the evacuated tube collector because of limited capacity to absorb hours
of high intensity compared to FPC.

For the non-concentrating non-PV panels, Van Miltenburg (2016) argued that by using evacuated tube
collectors the overall solar gain is lower compared to FPC. In order to compare the PVT and FPC, Pakere et al.
(2018) reviewed the use of PVT for DH and concluded an LCOE of 0.0341e / kWh is achieved for a solar field
of 3000 m3. Comparing this to the LCOE of normal ground-mounted FPC, which is 3-5 e / kWh (Mora et al.,
2018) perhaps the use of PVT might be beneficial as the ground price in the NL is relatively high. However, as
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the production of this technology is still in a low stage of development, normal FPC would satisfy the needs
as set by the consortium. Using PVT increases complexity, requiring a larger difference in cost to be used. It is
also not sure yet if using PV panels in combination with a heat pump is not cheaper than using a PVT Panel.

Furthermore, Mora et al. (2018) indicated that the solar collectors are mounted in many different ways,
but the main locations found by Mora et al. (2018) are either ground-mounted or roof-mounted. Roof-
mounted collectors occur when space is limited and costly but is more expensive. When ground space is
cheap and available, ground-mounted solar collectors are used, which are lower in cost as larger collectors
can be used and simpler mountings among others.

In chapter 4 further research will be done to evaluate if ground or roof-mounted collectors might be more
beneficial.

Modelling methods providing the output temperature of FPC are categorized into three groups according
to Tagliafico et al. (2014), who performed a review on the different modeling methods and found the following
in their work: steady-state, lumped capacity, and discretized. The first approach, the steady-state method, is
the simplest and therefore also computational the fastest method, but can only provide accurate results with
long time-averaged data. The lumped capacity model is the simplest of the dynamical models and can pro-
vide accurate results, but this feature depends on the weather conditions, as only small inertia effects are
accounted for. Cloudy days cause errors in the results. The last approach, the discretized approach, has the
highest accuracy. The higher accuracy however comes with an equally higher price: the method is more com-
plex and requires more computational time.

The lumped capacity method and steady-state method are the most interesting for larger-scale DH, as
these both require the least computational demand. The lumped thermal capacity method is based on the
thermal capacitance of the FPC, in which a differential equation describes the energy balance of the system.
The models can be separated into 1-point, 2-point or 3-point lumped models, where the number of points
resembles the separation of the lumped capacities. It is shown with a 1-point approach the temperature fluc-
tuations are overestimated and with a 2-point approach, the temperature fluctuation is underestimated. As
extra fluctuations require an overestimation of the amount of FPC and storage, this seems more appropriate
for the proposed DH model, as this will lead to an overestimation of the required storage. Additionally, it
is expected the calculation time of the 1-point lumped capacity method is less computationally expensive,
since only one differential equation needs to be solved, reducing complexity and requiring the least amount
of data. For the steady-state approach, the lumped capacity is neglected and a simple singular value for
the heat coefficient for the entire collector is used, average plate temperature, and outside influences such
as weather. This model has also been integrated into the testing of FPC in compliance with the European
Union in code EN 129751:2006+A1:2010. Equations 2.6 and 2.6 shows how the heat absorbed is calculated, as
deployed by the European Solar Thermal Industry Federation (2012).

Q̇ = A∗G ∗ηF PC (2.5)

ηF PC = η0 − a1 ∗ (Tm −Ta)

G
− a2 ∗ (Tm −Ta)2

G
(2.6)

For which A is the active surface area of the panel [m2], G the irradiance [J/m2], ηF PC the efficiency of the
panel, Tm the average temperature [°C ], Ta the outside temperature [°C ] and η0, a1, a2 FPC specific factors.
Since the proposed model of the DH needs a quasi-steady state prediction as the time step is set to an hour,
the steady-state method is used (Sakhaei & Valipour, 2019). Computational time and complexity are to be
limited, as this is part of the entire modelling process the dynamical processes are disregarded. In chapter 4
the model will be set up for Westenholte.

2.4.4. IWH
IWH is excess thermal energy of the industry. The usage of IWH is a mature (TRL-9) technology, as an internal
cooling and heating structure is found in most industrial plants. However, IWH has huge unrealized poten-
tial, (Fang et al., 2013; H. Lund et al., 2014; Mazhar et al., 2018; Yang et al., 2018), as 50 % of the industrial
energy is wasted as low-grade waste heat suitable to be used in DH, (Fang et al., 2015). Preventing this from
being used is the lacking infrastructure and politics. Using IWH can reduce the cost of waste disposal and
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limit GHG emissions and water usage (Fang et al., 2013). For the Netherlands, this would account for roughly
100 PJ per year. Of this, about 57 PJ might be used for the heat supply of households which is about a sixth of
the Dutch household consumption as defined by Schepers and van Lieshout (2011).

However, not all waste heat can be used in other industrial processes, resulting in the dumping of heat
into the environment. Preventing IWH to be used, is the lack of infrastructure connecting waste heat to DH,
the mismatch in time of domestic demand and IWH heat supply, instability as a result of severe weather con-
ditions, failure of equipment, economic market effects and an unfortunate topography Li and Nord (2018).
Utilization of IWH must be done with precaution to meet safety demands for cooling of equipment, making
it even more difficult (Fang et al., 2015).

Typically, the heavy industry cannot be found in close proximity to residents for safety reasons. For the
Netherlands, this has been established in the laws set by the government dependent on the type of industry.
Setting up the infrastructure to carry away the heat gained from these processes is thought to introduce such
a high amount of additional cost (CAPEX increase from pipeline construction and pumps, OPEX increase
from pumping cost, heat losses) (Fang et al., 2015; Fang et al., 2013), that it is disregarded. Industry within
5-10 km (Fang et al., 2013) is recommended, however, this can greatly vary per location.

Because of the varying supply for the different industries, quantity and quality are important factors to
estimate the potential. Several studies have been conducted to determine potential IWH available on an in-
ternational scale, national scale, and local scale. For these studies, first, the properties of IWH need to be
defined in terms of heat available (quantity) and temperature (quality). When these parameters have been
found, an evaluation can take place, which determines the amount of excess heat present in the industrial
area. Once this analysis has been performed, the equipment can be determined, resulting in available heat
and also the price of the heat. HEX capable of processing the different WH present are typically used, as can
be seen in table 2.5.

The reason why temperature is used as parameter to validate the excess heat is because, when using a
higher temperature WH, it also offers the possibility to be used elsewhere in the industrial process present.
This would be more beneficial compared to it being used in a DH, because of the following reasons: first, high
temperature heat is harder to produce, compared to low degree heat, so it requires more energy to produce.
Second, the transport of high degree IWH to the consumer will be more expensive than it is used locally as
CAPEX of installing the piping and heat losses will be higher compared to the small trajectory of it being used
on site.

The studies performed on international and national scales were likely to use different categories for the
different industries and associated temperature levels, after which the average amount of waste heat was
used to assess the potential WH available (Chowdhury et al., 2018; McKenna & Norman, 2010; Papapetrou
et al., 2018). As this macroscopic process differs greatly per location, this method is not sufficient to use for
the case study, where more accuracy is required to come to an economical evaluation.

Local approaches are more based on the specific industries present and their associated processes. Ajah
et al. (2007), Bonilla-Campos et al. (2019), Fang et al. (2015), and Fang et al. (2013), Woolley et al. (2018)
described different methods in order to estimate the potential of WH. Ajah et al. (2007) used specific data
offered by the IWH provider to make an economical assessment for the DH of Delft, after which a heat pump
was used to upgrade the temperature to useful temperature for the DH. An Aspen simulation provided the
amount of heat available. A cascade heating network is proposed by Fang et al. (2013) to simultaneously de-
crease the heat consumption of the industrial area and only the heat with no other purpose would be used.
Fang et al. (2015) then provide a method for the design of such a system, by providing a methodology similar
to the pinch analysis already in use. This method requires the amount of heat necessary with the associated
temperatures from the source. Woolley et al. (2018) developed a four-step method comprising a waste heat
survey, followed by an assessment of the data after which the technology is selected, leading to the final deci-
sion and its supporting arguments. Bonilla-Campos et al. (2019) used a similar, but more extensive approach
compared to Woolley et al. (2018) in order to model the IWH production, their method involves a seven-step
plan, using measurements to support the modeling.
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Table 2.5: Kind of IWH according to Fang et al. (2015) with examples, all can be found at the location of Voorst except for slag/residue

Temperature Kind of IWH Examples
High Flue gas Flue gas from the exhausts of cyclones in cement plants

Steam Steam from waste heat boilers in ferrous smelting factories
Slag or residue Slag from the blast furnaces in iron works
Product Steel slabs from casting workshops & strong sulfuric acid in copper smelters
Combustible gas The sensible and combustion heat of blast furnace gas in iron works

Medium Product Steel slabs from casting workshops and strong sulfuric acid in copper smelters
Low Condensation water From waste heat power generation turbines in smelting factories.

Cooling medium Circulating cooling water in the walls of the blast furnaces of an iron works

Depending on the cooperation’s experience with involved partners, a method for estimating the potential
can be chosen. Regional key figures can also be used to estimate the waste heat potential. Miró et al. (2016)
evaluated three leading methods in the literature and used key figures. However, these methods do not in-
corporate the hourly profile of the IWH production.

As the method used by Bonilla-Campos et al. (2019) requires extensive iterative communication between
model and real-world data in form of on-site measurements, a model based on Woolley et al. (2018) is more
suitable for this study. The reason is that the scope of the work consists of a more integral approach including
many partners, which results in extensive amounts of communication, for which partners involved have not
shown interest.

Woolley et al. (2018) methods use the following steps: first, a surveying step is executed, to identify sources
and sinks with their associated temperatures and processed heat present on site. The second step includes an
assessment to determine the IWH to get to a quantitative assessment. The quantitative assessment is based
around the principle of exergy, and spatial availability. The third step involves a selection of the equipment to
be used. For the proposed cascade heating network HEX are used. When the resulting IWH is of a temperature
lower than the DH network, a heat pump needs to be used to increase the temperature. In the fourth and
last step, an analysis is performed to improve the economic and environmental factors such as the overall
payback period, the net financial benefit, and also the CO2 emission reduction. In this stage the LCOE can
also be calculated, using the method proposed by Doracic et al. (2018) for levelised cost of excess heat. This
however does not include heat pump cost.
As far as literature is concerned, methods estimating the potential of waste heat are abundant, although they
lack temporal hourly profiles for industries.

Once the excess IWH has been identified, the cost can be determined based on the equipment necessary
for utilization. The model of the heat and the expected LCOE of the IWH are thus inherently connected, as
first a pinch analysis needs to be performed to determine the excess heat where its temperature and quantity
are both necessary.

2.5. Coupling of supply and demand
The coupling of the supply and demand through a medium- to low-temperature distribution network presents
two main issues in the forms of a time difference and a location difference. The time difference is found in
the mismatch which occurs because of physical factors, such as weather and seasonal differences, on the
supply and demand and/or economic factors. The second issue arises in the feasibility of transporting heat
from supply to demand as thermal losses and pumping costs carry a high OPEX. Minimization of the piping
used reduces the cost and thermal losses. Feasible areas can be found when the energy density of demand
and supply is high. The distance between the heat sources and demand is relatively is small to normal for a
large-scale DH when demand and supply are within 200-300 m away from the consumers (Talebi et al., 2016).

2.5.1. Thermal energy storage
To resolve the time-dependent issue separating heat supply from demand, TES is used, which offers an in-
crease in performance of the DH. By increasing the flexibility of demand and supply, matching of supply and
demand is done more efficiently, resulting in a reduction of total cost and CO2 emissions. The reduction is
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Table 2.6: Advantages of using TES with DH (Guelpa & Verda, 2019)

primary advantage
\specific advantages

Energetic Economic Environmental Other aspects

Reducing gen-
eration unit
size/number of
unit

Avoid investment
cost for further units

Reduce system com-
plexity

Thermal peak shav-
ing and valley filling

Increase the system
performance by re-
ducing use of low ef-
ficiency plants

Decreases cost by
enabling use of
more convenient
plants and maxi-
mizing profits in
electricity selling

Reduce emissions
by decreasing the
use of low efficiency
plants

Better management
of undesired events
(such as pump fail-
ure or leakages)

Relieve intermit-
tence of RES

Reduce primary
energy needs by
increasing RES
exploitation

Allows exploiting
plants with low
operating costs

Allow exploiting
zero-emission en-
ergy plants

Smaller pipe size Reduce the invest-
ment costs

Perception of a
lower impact on the
urban layout

Network (transport
and distribution)
management flexi-
bility

Reduce primary
energy needs by
increasing RES
exploitation

Reduce pumping
cost

Reduce the emission
related to pumping
power production

Better management
of undesired events
(such as pump fail-
ure or leakages)

made possible as the TES acts as a buffer on the supply and demand. For the supply, this means the peaks of
the heat source are stored which would otherwise go to waste decreasing the total heat necessary. This storing
of heat also enables more efficient use of RES decreasing CO2 emissions. The daily and seasonal fluctuations
of RES must be flattened out to suffice more efficiently in the demand. For the demand, the peaks which are
found daily and seasonally are covered, decreasing the required overall heat. This buffer also has been found
to decrease the pipe diameter and overall pumping of the distribution network. Table 2.6 summarizes the
results of all these effects and is an adaptation from Guelpa and Verda (2019).

In order to select the best applicable TES dealing with the fluctuations of heat supply and demand, a
preliminary selection needs to be made between the historically used TES, disregarding specific geological
specifications. TES previously used for DH are categorized based on a timescale, a physical method used to
store the heat and centralized or decentralized use Guelpa and Verda (2019). Common physical methods to
store heat are: sensible (SH-TES), latent (LH-TES) and chemical (C-TES). These methods are used in the fol-
lowing fashion: SH-TES uses difference in temperature of the storage medium to store heat and is of TRL of
7-9, LH-TES uses phase changes in the storage medium, which has reached TRL of 4-7 and C-TES thermal en-
ergy is stored in the bonds between atoms or by absorption/absorption reactions which have reached a TRL
of 4-6. To come to a selection of which method to use, the time scale, geographical location, and available
space play key roles. However, this thesis aims to provide results for a readily available, renewable multi-
source DH. Therefore, only SH-TES will be further assessed as this has a minimum of TRL-7, implied that the
technology has been demonstrated and has already been used in an operational environment.

Most DH prescribe the use of two different time scales of heat storage: short-term and long-term or sea-
sonal storage. Short-term storage has a range from a couple of hours to a day to store excess heat when
demand is low and making heat available when demand is high during the day. Seasonal storage is mainly
oriented on providing storage from timescales of multiple weeks to entire seasons. The scale is such that sur-
plus heat is large, for example, during summer when TESW is used and ATES stores heat to be used in winter
when heat demand is high. When comparing short and long-term SH-TES the key points to test are mainly
the application but also the space required and heat source used.

To compare the application, at first the use in terms of location has to be determined: centralized or
decentralized. Decentralized TES first, will encounter multiple problems, when placed in dwellings as addi-
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tional investments and approvals are necessary to install this system as space is a key issue for all TES (Guelpa
& Verda, 2019), also contradicting the aim of this thesis. Second of all, has been shown that flexibility is lower
compared to centralized TES Guelpa and Verda (2019). Third, large centralized storage shows a decrease
in price when the storage volume is increased in an inverse proportional relationship where decentralized
installments will most likely have a lower inversely proportional relationship. For these three reasons, cen-
tralized storage will be further used in this study.

SH-TES centralized storage is possible for short and long-term storage, which are not per definition mutu-
ally exclusive. However, they have slightly different purposes, as previously described, but also in cost, space,
thermal losses and quantity of heat stored. Guelpa and Verda (2019) emphasize short term storage is mainly
used when daily demand and supply have a significant mismatch, for example: solar thermal energy is only
available when daylight is available whilst the heat demand is largest in the evening. This short-term storage
can level the supply to meet the demand. It can also be used in, for example, in a DH network where a CHP is
used to better exploit the electricity price. The long-term is primarily used when sources have different heat
production moments, such as the RES or WH, to store excess heat.

Since the to-be-designed DH will have a varying supply of heat during the year, both of the storage meth-
ods are to be used for the ultimate design.

Short-term SH-TES comes in two major forms: directly connected pressurized water tanks and atmo-
spheric pressure water tanks. Directly connected pressurized storage is mainly used for high-temperature
DH systems where the pressure must be higher than the saturation pressure. It also has the advantage of
storing a temperature difference of 50-55 °C and replacing the pressure vessel needed to maintain pressure in
the DH system. Atmospheric pressure water tanks are indirectly connected to the DH and have a maximum
temperature gap of 30 - 40 °C. The atmospheric tank has a lower investment cost and therefore is a better
choice when operation time is limited. In chapter 5 a decision will be made between these two options for
the proposed DH. The location of the short-term SH-TES can vary, it is possible to place one large tank or
several smaller tanks.

Long-term SH-TES are significantly large and are classified according to the temperature used, or inter-
action with the ground, which is either a closed (a storage vessel containing water) or open (directly pumping
and extracting water into the soil) storage solution. Common methods for storing heat are in a closed con-
tainer such as a water tank, pits and boreholes. In open storage, groundwater mixes with the water storing
heat. The method mentioned is called the aquifer thermal energy storage (ATES). The sensible heat of water
injected in the ground is then used as a storage solution.

Guelpa and Verda (2019) advice taking the following environmental factors as the base for determining
the best system possible between thermal losses and reliable discharge, recovery efficiency and CAPEX cost,
based on: space available, geological location characteristics, other storage sites and groundwater usage
nearby. Considering the finances of the geographical storage, a famous graph illustrated in figure 2.10 shows
the investment cost for the different kind of seasonal storage systems, as created by Mangold et al. (2004).
The chart served to estimate the cost of seasonal TES for a project in Germany.

Figure 2.10 shows that the cheapest types of seasonal storage are duct and aquifer storage for which the
geological demands are the highest. For this case, the ATES is used, as was predetermined by the consortium
formed by Witteveen+Bos and others. In perspective with the other long-term TES solution it is known that
the ATES is more dependent on the geological location as the storage medium, water, must be stored in be-
tween two impermeable ground layers to contain the water. Unlike the tank pit, it also often requires a heat
pump, as most ATES are low temperature. As the advantage, the ATES has the lowest investment cost, as seen
in figure 2.10, low space requirement and short payback time. It has also been proven that ATES can decrease
the energy consumption of a DH network between 40 to 70 percent compared to conventional storage ac-
cording to Fleuchaus et al. (2018).

ATES differ between low-, medium- and high-temperature. In low-temperature ATES (LT-ATES), water
at 30 °C is pumped to around to max 400 meters below ground level (mbgl). In 2016, 2200 permissions have
been an issue for ATES in the Netherlands of which more than 90 percent were LT-ATES. Medium-temperature
ATES (MT-ATES), 30 °C-60°C, and high-temperature ATES (HT-ATES), >60 °C have not been found feasible yet
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Figure 2.10: Investment cost of different seasonal TES (Mangold et al., 2004)

and struggle to get permissions from the government due to unproven destruction of the biosphere. This im-
plicates a heat pump must be used in order to upgrade the heat to the distribution temperature, significantly
increasing the amount of water that needs to be stored.
For both short and long-term storage, various models have been developed before a storage solution can be
selected. The exact functioning of the short term storage solution selected will be explained and modelled.
Secondly, the LT-ATES physical functioning will be explained. Lastly, models will be introduced based on ac-
curacy, input and time step.

The short-term storage solution consists of a pressurized tank filled with water which is stratified into
different temperature segments, so both hot and cold water is stored in the tank. When a surplus of heat is
present, the cold water flows out of the tank and hot water is added into the appropriate segments using dif-
fusers to prevent the water from mixing. Vice versa, the same happens when heat is necessary. Now, the hot
water is being extracted and cold water is added to the tank. The separation in temperature or stratification
remains intact by the use of diffusers, which should add the water, and also should be designed to prevent
turbulence to maintain the stratification zone.

Since the direct connection of the pressurized storage tank will also make it function as a pressure vessel,
the functioning of the storage tank will be controlled automatically by pressure. The pressure is a direct func-
tion of the demand, as normally in a DH when the pressure of the system is kept at a constant level. When
demand decreases pressure will increase and water is drained from the network into the vessel. When de-
mand increases the opposite happens and the vessel is discharged. Figure 2.11 shows the functioning of this
type of storage.

Figure 2.11: Operation of short term directly attached storage (Thomsen & Overbye, 2016)
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As the pressurized vessel storage functions automatically, the operation and volume of the storage are of
key importance to its operation as this will determine the operation of the vessel. The pressure difference de-
pends on the location, where the vessel is placed thus deciding when the storage is charged and discharged.
The volume in equation 2.7 dictates the amount of heat that is stored.

E = cp,w ∗ρw ∗∆T (2.7)

In which the amount of heat E[kJ] is calculated, using the specific heat capacity of water cp,w [kJ/kg/°C], the
density of water ρw [kg/m3] and the temperature difference in the storage ∆T [°C].
Pinel et al. (2011) created a large number of designs in order to model the heat storage and its efficiency of
water tanks. The most extensive models solves the full Navier Stokes equation in 3 dimensions to accommo-
date heat transfer, buoyancy, and diffuser activity, while the easiest ones are the plug flow models. A common
approximation is a one-dimensional model in which the temperature gradient is assumed to only be present
in the vertical axis, based on the assumptions the tanks have a high level of insulation and the longitude di-
rection heat transfer is not present. Some analytical models also exist, where the same assumptions are made
as for the one-dimensional equation, and often only two stratification layers are considered.

The long-term storage however is more difficult to model as many factors are involved. For this problem
often finite element modeling is used. For optimization, this however involves a significant amount of calcu-
lations. The most basic method involves an adaptation of equation 2.7 where the property of the soil and the
water are used as an average and a simple efficiency coefficient which slowly increases over years as the ATES
charges. The best solution must be in between those two approaches. Pinel et al. (2011) indicated that under
some circumstances, simplified methods give acceptable approximations for preliminary feasibility studies.

A review performed by Lee (2010) showed the general procedure for design and emphasized the complex-
ity of the ATES. Oftentimes, numerical simulations are used in order to design and simulate the ATES. These
calculations are based on either the finite-element method, integral finite difference method or a hybrid of
the latter. Simplified models exist and can be found in the work of Kranz and Bartels (2010), who developed
a simplified model which only considers the thermal behavior of a flow field of a single well. However, this
model is still relying on the finite difference method, making it too time-consuming to be used in the large
system model.

A new simplified model should be developed for Voorst and Westenholte in order to minimize computa-
tional time. This simplified model will be developed in chapter 5.

2.5.2. Distribution network
As previously mentioned, the coupling of the supply and demand faces two different problems: one of timescale
and one of topographical location. The latter can be solved by utilizing pipes that transport heat from sup-
ply to demand. A variety of options exists for this distribution network: piping characteristics, heat pumps,
pumps, and heat exchangers.

A selection can be made for a DH to transport heat directly from the heat source or to divide the DH into
two networks: the primary, from the heat source to heat transfer station and the secondary network from the
heat transfer station to dwellings. The latter option will be chosen, as this is more suitable for large networks.
The so-called ’heat transfer substation’ divides these networks. This part will focus on the secondary network.
The options for the grid structure are Y-network, ring network or a combination of both. Historically, DH is
built-in Y-network. In this scheme, dwellings are connected in parallel to the heating source. The demand in
the network determines the mass-flow going through the pipes. In the dwellings themselves, valves are found
to control the supply.

Benefits of Y-network according to Kuosa et al. (2013):

• Simple structure

• Construction is easy

Disadvantages of Y-network according to Kuosa et al. (2013):
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• Slow control system

• Lower energy efficiency compared to the ring topology

• Different lengths of pipes between dwellings resulting in large local pressure differences

An alternative network was researched in an attempt to prevent large pressure drops, with the ring net-
work as a result. In this network each consumer has its mass flow control, meaning pumping on demand.
Changing from valves to pumps, changes the network in such a way that all consumers now have an equal
pipe diameter. In this system, the supply and demand temperature of the heating network vary depending
on the outside temperature.

Advantages of ring network (Laajalehto et al., 2014):

• Increased control

• Lower pressure drop

• Equal pipe diameter everywhere

• Decreased OPEX

• Decreased heat loss

Disadvantages of ring network (Laajalehto et al., 2014):

• Increased CAPEX

• Complex distribution model

The decreased heat losses are because the flow rate is higher and as a result lower delay as found in the
model of Laajalehto et al. (2014). As a disadvantage, it has increased CAPEX, because the longer distance in
piping has to be covered, and a different, more sophisticated, model for the coupling of the outside tempera-
ture to the supply temperature is used. Only when the latter is applied, does the heat loss decrease substan-
tially.
A hybrid solution between the Y and ring topology is also possible. The security of the delivery is, therefore,
the highest, though the CAPEX and heat losses are greater.

The piping is one of the key factors, determining the cost of DH heating, as the distance is long and most
heat losses occur during transport. For a 4th generation network, it is proposed to use prefabricated flexible
twin piping or polymer piping (H. Lund et al., 2014). The first choice to be made is to either use prefabricated
insulated flexible twin-piping or individual piping. Polymer piping has the advantages of less heat loss, less
expansion, as well as less space required. The disadvantage of the twin-piping is a reduction in flexibility and
the influence of the piping on heat transfer between supply and return pipe, as they are placed alongside each
other.

de Boer (2018) developed a master thesis on heat losses of piping in Dutch DH systems. He compared
three types of tubes: steel tube insulated with PUR and protected by a PE layer; ST/PUR/PE, ST/PUR/PE with
thicker insulation and twin-pipeline, where both tubes are embedded in a single PUR layer. The heat losses
and cost were calculated for a temperature range of 70 °C to 40 °C and as a result, the thicker insulated tube
had an advantage of 14.6 percent and the twin-tube even 39.7 percent heat loss reduction compared to a less
insulated single pipeline. Financially, the twin-tube was also the better option even though the investment
will increase with costs for placement and welds. The reason for this is that only half of the piping needs to be
installed and the costs of heat loss far outweigh the increased maintenance cost associated with twin piping.

The network can be modeled in various ways, however, the design of the network will not be the focus
of this thesis. To design the network either the model as developed by Witteveen+Bos will be used or the
guidelines provided by Kennisinstituut voor Installatietechniek (2012).
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2.6. Alternatives of DH
The “klimaatakkoord” is the law that dictates a disconnection of dwellings from the gas grid while offering
other solutions than DH to stop using natural gas as well. (Hoogervorst et al., 2020) extract five strategies
from this law:

1. Individual electric heat pump

2. DH with middle to high supply temperature heat sources

3. DH with low-temperature heat sources

4. Green gas, gas with a net carbon emission of zero

5. Hydrogen as energy carrier

These are just some solutions for heating dwellings. However, since the government considers these to be
valuable options, this selection of solutions will be assessed by the government in the LAW.

The two DH solutions do not differ from the proposed DH, leaving three solutions. Of these three solu-
tions, numbers four and five are debated for their role in the transition. In both of these solutions, replace-
ment of fossil natural gas with a more sustainable gaseous option is not expected soon. Weeda and Niessink
(2020), researched the use of hydrogen for heating dwellings in the Netherlands and found that the hydrogen
solution still is lacking experience, as safety issues are major. For both solutions, the availability of the pro-
posed gas is too low for such a large-scale operation.

The first solution is thus remaining as a decentralized solution. This solution implies the use of decen-
tralized heat pumps for dwellings with a high degree of insulation. The source medium from which the heat
pump will draw its heat will be the groundwater or outside air. Of these two heat sources the air heat source
has lower CAPEX but higher OPEX (Hoogervorst et al., 2020). The ground source heat pump requires drilling
to become functional. The soil must be fit for this kind of heat pump. Additionally, the drilling is invasive
for the home owners (Hoogervorst et al., 2020). Because the installment of the ground source heat pump is
considered invasive, this solution falls outside the scope of the research, leaving the less invasive air-source
heat pump.

2.7. Methodology based on literature study
After the literature research, the most appropriate models have been selected for modeling the multi-RES DH
of the neighborhood of Westenholte and the industrial area of Voorst. In the following chapters each of the
models will be constructed for this DH network, after which the flowchart as seen in figure 1.2 will guide the
results and conclusion. First, the following paragraphs will summarize the decisions made in the literature
study.

2.7.1. Heat demand
The literature study found that the temperatures, as proposed in the DH network, are suitable for the cur-
rently installed heating systems in dwellings. However, regulations apply for DHW, necessitating the instal-
lation of additional equipment for consumption. After evaluating different models to calculate the heat de-
mand of the DH system, after which the reference building based model came out as the most appropriate
model available.
In chapter 3, this model will be set up for the neighborhood of Westenholte and the industrial area of Voorst.
Methods available for the model will be compared after which a simplified model is constructed for each ref-
erence building.

2.7.2. Heat supply
Using the heat demand, the heat supply will be established based on the required peak supply. After which
the necessary supply will be determined. Finally, for each source, the LCOE will be simulated and the amount
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of heat that it must use will be established.

TESW

For TESW, an HEX and a heat pump will retrieve usable heat for the DH system. An assessment of the lo-
cation will be made on where the equipment is most likely to provide the lowest LCOE. After this evaluation,
the temperature of the surface water will be modelled using a historical model.

TEWW

Similar to TESW, an HEX and a heat pump will be used to redeem heat. The HEX will be placed so it can
use the effluent as a heat source. The effluent volume flow and temperature will be estimated by using a sim-
ple historical model.

Solar heat

FPC will collect the solar heat which is then if needed upgraded by a heat pump. A simple steady state
model will calculate the heat provided by the collectors. A comparison will be made which LCOE is lower,
ground-mounted or roof-mounted.

IWH

A method similar to the method proposed by Woolley et al. (2018) will estimate the potential of IWH af-
ter which a pinch analysis will be performed to estimate the excess heat of the industrial zone of Voorst. In
case information of the companies cannot be redeemed, a guess will be made using literature data indicat-
ing the amount, time and temperature profile of IWH that is expected and in which phase of matter. When
the amount is known, a calculation will be made which HEX and heat pump can be used, leading to the LCOE.

2.7.3. Coupling of supply and demand
Storage

For the short-term storage, a pressurized water tank will be used, which is approximated using standard
thermic properties of water. Afterward, an optimal design and operation strategy will be obtained from the
current literature.
For the long term storage, a central LT-ATES will be used for which a simplified model will be developed.

Distribution grid

The distribution grid will be constructed using either steel or polymer piping and designed as set by Ken-
nisinstituut voor Installatietechniek (2012) after which standard calculations for the hydronic system will
model the system.

2.7.4. Total model
All the models will be joined together resulting in the finished model. The alternative method determined in
chapter 2 will be integrated into the main model, making use of the model of demand.

2.7.5. Optimal use of the available sources
Strategies will be developed to optimize the cost and come to the lowest LCOE and CO2 emissions. The
resulting different scenarios per distribution temperature will be compared. The optimal solutions for the
latter will then be contrasted to the decentralized alternative. The results will lead to the answer to the main
research question, which will also include a discussion.
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Model of demand

3.1. Introduction
The DH network must be able to satisfy the heat of the consumers by providing the right amount of heat.
Historically, heat demand prediction methods generate the quantity of heat necessary at a given time. With
help of the heat demand, the quantity of heat supply over time can be provided by the heat sources. Here,
the heat demand model will provide the input, the heat demand, indicating the amount of heating that is
required at a given time.

Various models have already been analyzed in chapter 2, to obtain the best heat demand model for the
neighbourhood of Westenholte. A bottom-up approach based on a model of a typical dwelling meets the
criteria set in chapter 2. The bottom-up uses a model which calculates the heat demand for each typical
dwelling of a category, using a partly deterministic model based on the heating degree-day method. For
groups of dwelling similar in heat consumption an ideal dwelling is assumed, for which the heat demand is
calculated. By summing, the heat demand of the individual dwellings will then provide the total heat demand.

Stretching the model of the heating demand somewhat further, the additional cost of equipment needed
for the dwellings to be fit for a DH will also be included. The heat demand model will thus provide a total
picture of the consumers of the DH network, including the demand and cost. These additional costs will
include insulation and electrical boiler, which adds heat to the DHW to increase the temperature. When the
distribution temperature used for the DH is set to 50/ 30 °C, insulation and an electrical boiler are required
for all dwellings. The insulation is necessary, as the used distribution temperature would likely not be able to
deliver enough heat. The mass flow could be too high to be economically feasible as this largely determines
the price of DH (Mazhar et al., 2018). The electrical boiler is necessary as by law the water needs to be stored
at 60 °C (Kennisinstituut voor Installatietechniek, 2012). To calculate the cost, and provide a consumer model,
the typical model is used as input, making it logical that these costs are part of the demand model.

First, however, the method used for estimating the heating demand of a single dwelling must be formu-
lated. Secondly, using the heating demand from each dwelling, establishing the total gross heating demand of
the neighbourhood of Westenholte is covered. For the gross heat demand, the neighbourhood of Westenholte
will be simulated as-is. Assuming no insulating measures or further adaptations to the dwellings. Third, the
associated cost when a low distribution temperature is used for DH will be configured. Lastly, the different
results are presented and evaluated on accuracy.

3.2. Method: Typical dwelling based model
The typical dwelling method is based on the idea that dwellings can be grouped on heat demand, as previ-
ously mentioned. The basis of most typical dwelling models consists of grouping dwellings on the geometry
of the building, in combination with the year of construction. Combined, these form the outer shell, which
is dominant in the heat exchange to the surroundings of the dwelling. Data generated for the outer shell
are supplemented with other parameters, such as occupancy, affecting the total heat demand of the typical
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dwelling. The total system is best described by the occupancy of the dwelling and weather, as has been pre-
viously stated in section 2.3. This is because the occupants have the final decision in the heat they desire and
the weather determines how much heat is required to supply the occupants desire.

The occupancy factor, for example, is seen in the thermostat settings. Thermostat settings are set per
dwelling, based on residence time and personal preference, but are also directly reflected in the DHW con-
sumption. The required energy for SH is then dependent on heat gains and losses. Newton’s law for cooling
accounts for the different heat losses resulting from the demand, using the difference in temperature, the
surface area, and the insulation factor. The temperature set by the occupants of the dwelling and the outdoor
temperature is a direct input for the heat loss model, illustrating the significance the occupancies make.

Next to Newton’s law of cooling, another physical phenomenon is described as influencing the heat flows
of a dwelling: the solar heat gain. This has also been found by Van Miltenburg (2016) to play an important part
in solar DH because solar panels will increase in heat production at the same time demand of the dwellings
decreases as a result of solar radiance. Concluding, by grouping the dwellings based on their outer envelope,
the heat demand can be described using the occupancy, solar gains and outside weather combined with
Newton’s law of cooling to describe the desired heat.

3.2.1. Typical dwelling model adaptation
To calculate the total heat demand of a typical dwelling, the heat demand is thus divided into two sections:
SH and DHW demand. The SH demand is then further divided into heat losses according to Newton’s law of
cooling and solar heat gains. As the solar heating gains will reduce the total heat demand for space heating,
these must be subtracted from the heat loss leading to heat SH demand. Equation 3.1 illustrates this subdivi-
sion.

Q̇d ,i , j =
{

Q̇hl ,i , j +Q̇D HW,i −Q̇Sol ar,i , j if (Q̇hl ,i , j −Q̇Sol ar,i , j ) > 0

Q̇D HW, j if (Q̇hl ,i , j −Q̇Sol ar,i , j ) < 0
(3.1)

The total heat demand], Q̇d ,i , j in kW, for hour [i], of the typical dwelling [j] consists of the heat losses to the
surrounding, Q̇hl ,i , j per hour per typical dwelling [kW], the heat demand for DHW per hour [kWh/h] Q̇D HW,i

and Q̇Sol ar,i , j are the solar gains per typical dwelling [kWh/h].

Equation 3.1 shows that the heat demand can be separated into three factors; heat loss, heating of DHW
and solar gains. First solar gains will be estimated, after which the DHW demand and heat losses are esti-
mated. The solar gains are determined based on the total solar irradiance of a flat surface Gi , j in [kW/m2]
and the effective surface area per typical dwelling AW i n, j . As the window area per typical dwelling differs,
this will provide different heat gains per dwelling. The total window area of the dwellings however does not
equal the effective surface. The efficiency factor ηwi n represents the loss of a vertical window compared to a
flat surface, for which the irradiation is known. ηwi n is set to 20 percent as it is estimated that only half of all
solar irradiation will reach the window since it has a vertical position and only 80 percent of the light will be
able to penetrate the window without being reflected. Equation 3.2 illustrates these findings.

Q̇Sol ar,i , j =Gi , j ∗ Awi n, j ∗ηwi n (3.2)

The heat demand of Q̇hl ,i , j is based on the total heat needed per hour as found by Elshof (2016) and illustrated
in figure 3.1. DHW is thought to be independent of outdoor weather and typical dwelling type. The amount
of DHW in respect to the total yearly heat demand is 4.27 GJ for the average dwelling in Westenholte (Friedel
et al., 2014). The total DHW heating demand is simulated according to equation 3.3, in which Q̇D HW, j is the
yearly total heat consumption per dwelling type for DHW and Bi is the behaviour profile of DHW per hour of
the year. The behaviour profile is divided into weekdays and weekends, to represent the main difference in
occupation, similar to the temperature profile.

Q̇D HW,i , j = Q̇D HW, j ∗Bi (3.3)
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Figure 3.1: Set thermostat temperature (Bedir, 2017)

For the heat loss, Fouriers law for one-dimensional heat conduction will be used for an estimation on
an hourly basis, as shown in equation 3.4. For this law, the hourly outside temperature (Tout si de,i [°C]) and
inside hourly temperature (Ti nsi de,i [°C]) are used as input parameters to come to an hourly heat loss profile,
dependent on the heat transfer coefficient ((U ∗ At ) j in [W/K])]) per typical dwelling.

Q̇ = (U ∗ A)∗ (Ti nsi de,i −Tout si de,i ) (3.4)

Keeping in mind that heating is not at all time required, for example during summer, some additional
requirements are set for this equation. A heat demand will only be generated if the outside air temperature
drops below comfort level, which is 18 °C on average and is lower than the inside temperature. However,
since internal gains are responsible for roughly 2 °C of heating (Kemna & Acedo, 2014), the outside tempera-
ture may drop to 16 °C before heating is required. Since the dwellings also have a thermal mass, a drop to 16
°C for merely a few hours does not require the central heating system to be activated. This effect is compen-
sated by only generating a heat demand when the average over the past 24 hours is below 16 °C.

Boundary conditions

For the typical dwellings used, the total heat demand is equal to the total gas consumption. Since the
average gas consumption per year is available for Westenholte, this can be used as a reference. For this year.
Equations 3.5 and 3.6 set the boundary conditions for that year.

Σi Qd ,i , j =Gasd , j ∗H HVg as ∗ηg as (3.5)

Σi QD HW,i = 4,27 G J (3.6)

In equation 3.5 the total heat demand of a single dwelling must be equal to the heat consumption ex-
pressed in a cubic meter of gas Gasd , j [m3] of that period, adjusted by the efficiency of gas combustion (ηg as

= 94.2 percent (Energy Matters, 2014)). To initialize the values for Westenholte, the average gas consumption
and combustion efficiency per dwelling of 2010 will be used as an exit point to calibrate the value of the insu-
lation, using equation 3.4 and equations 3.2 and 3.3 as well as boundary condition 3.6.
The gas consumption of 2010 is used, as this year has the highest gas consumption in the past 15 years, lead-
ing to a slight overestimation of the heat demand. The total demand per dwelling is then subdivided into a
constant DHW part of 21 percent in 3.6, as stated by (Segers et al., 2019) as an average for Dutch dwelling
dependent on heat from natural gas. The rest of the heat demand is formed by the heat losses subtracted by
the solar gains. The established amount of heat required by DHW for the reference year is used for all years
the model will cover, making it independent of time.

3.2.2. Neighborhood model
So far, a method for constructing prototypes is based on the construction period and window area, which are
considered dependent on the envelope. To get to a functioning method for heat demand, all the dwellings
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have to be assigned to a particular typical dwelling. Agentschap NL (2011b) model of typical dwellings based
on construction period and envelope for all dwellings in the Netherlands. Within a total of 30 typical dwellings,
7 types are based on dwelling envelope and approximately 4 on construction periods, this leads to many dif-
ferent types of typical dwellings. To simplify assigning dwellings of Westenholte to a typical dwelling, the
average distribution of building envelopes used to form prototypes is only based on the construction period.

Based on the typical method using only the construction period, the number of dwellings per construc-
tion period needs to be estimated. To start, the neighborhood is divided into segments based on the year
of construction, as illustrated in figure 3.3 leading to tables 3.1 and 3.2. Next, the surface area per time slot
is multiplied by the dwelling density per surface area. At last, the total heat demand per segment is then
calculated according to equation 3.7 for each construction period. Here, n is the total number of addresses
per segment in Westenholte and Qav g ,seg is the heat demand of the average dwelling for the specific segment
dependent on the construction period, as illustrated in section 3.2.1. With the heat demand per segment, the
total heat demand can be estimated.

Qseg = n ∗Qav g ,seg (3.7)

3.2.3. CAPEX and OPEX of dwellings
Depending on the distribution temperature of the DH, the dwellings should be insulated. For the low-temperature
DH as set in the main research question, all the dwellings should be insulated. The cost of insulation is already
calculated by the Agentschap NL (2011b). Another consequence of the low-temperature DH is the require-
ment of an electric boiler for the DHW. When the temperature of the DH is below 60 °C the temperature of
the DHW must be upgraded to be used by law (Kennisinstituut voor Installatietechniek, 2012). The cost of an
electric boiler is approximately e600,- excluding installation cost. When including e400,- installation cost,
the total cost will approximately be e1000,- per dwelling, excluding project cost (Boilermarkt.nl, 2021). The
OPEX of an electric boiler is calculated for an efficiency of 95 percent.

3.3. Data used
To use the developed model, various types of data are required. For each equation, the data used will be pre-
sented and evaluated. First, the data leading to the heat flows of the dwelling will be provided, after which
the neighbourhood model data will be elaborated.
Starting with the major input for all heat flow; the weather conditions are from KNMI (2020) and are with-
drawn for the location of Heino which is approximately 14 km away from Westenholte. The data provided are
the temperature [°C] and total solar irradiance [kW/m2].

Moving inside the dwelling, the occupant behaviour is subdivided into thermostat setting and DHW us-
age. The thermostat setting of an average dwelling is provided in figure 3.1. The DWH consumption is illus-
trated in figure 3.2 in percentage for a full day. The data for the typical dwelling used is set up by Agentschap
NL (2011a) and let to table A.1 found in Appendix A. The distribution of the envelopes for the Netherlands is
provided by Agentschap NL (2011a). Using both the typical dwellings and the distribution, the four building
types based on the construction period can be constructed according to section 3.2.1.

Figure 3.2: Percentage per hour of daily energy use of DHW (Ahmed et al., 2016)
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Table 3.1 shows the gas demand and the improved gas usage for the four different typical dwellings found
in Westenholte, accompanied by the cost of the upgraded insulation. Table 3.1 also illustrates the average
heat parameters for a time slot according to Agentschap NL (2011a) upon 2005. Since the average gas con-
sumption of the specific neighbourhood is corrected with the local average gas consumption per dwelling, as
seen in equation 3.5, this should not make a large difference.

Table 3.1: Heat demand data for average dwelling in natural gas per construction period with associated window area, including the
renovated heat demand with more insulation and the cost of insulation.

Construction period <1964 ∼1970 ∼1980 >1992
Gas consumption [m3] 2785 2177 1878 772
Gas consumption after ren-
ovation [m3]

974 1069 1238 709

Improvement cost [e] 10404 9344 11233 1073
Window area [m2] 24 27 27 15

Westenholte

In table 3.2 the number of dwellings is based on the dwelling density per surface area. With the number
of dwellings, the construction period has been estimated based on figure 3.3.

Table 3.2: Construction period and number of dwellings per segment of Westenholte, as illustrated in figure 3.3

Segment Part of the total surface Construction period Amount of dwellings
1 12% >1992 260
2 11% <1964 244
3 9.2% >1992 204
4 2.9% ∼1970 64
5 13% ∼1970 295
6 23% ∼1980 502
7 6.4% ∼1980 142
8 9.1% >1992 202
9 14% ∼1980 300
Total 99,7 % 2215

Figure 3.3: Segmented Westenholte based on year of construction (EDUgis, n.d.)
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3.4. Final heat demand
Implementing all the equations and data, the following output was created: figure 3.5 delineates the heat
demand profile for the typical dwelling based on the construction period, while figure 3.5 depicts the total
heat demand of Westenholte. The graph illustrates the different profile dependency on temperature and light
differences due to solar flux for each category of dwellings.

Figure 3.4: Calibrated heat demand graph of 2004 of Westenholte over hours of the year, depicting the total demand in blue and weekly
average in orange.

Figure 3.5: Total heat demand divided per dwelling for the first week (168 hours) in 2004 for Westenholte

Validation and calibration

To access the accuracy of the results, the total heat demand for Westenholte will be compared on the
highest and lowest consumption per year over the last 10 years of an average dwelling. Additionally, the DHW
consumption will be evaluated, as well as solar heating, based on the literature.

In 2010, the highest energy consumption and thus total heat demand can be found with, on average, 1900
m3 of gas used per dwelling (CBS, 2020a). As the model is calibrated to 2010, the total error is only +3 percent
or 56 m3 of gas in comparison to the actual gas used. The year in which the least amount of gas is consumed
is 2019, where the error was 19 percent too high, with on average 222 m3 consumed more than the real-time
data. To get a more accurate prediction, the average of the errors is subtracted from the average of 2010,
levelling out the margin of error to -8 percent for 2010 and +8 percent for 2019. In the year 2019 the least
amount of gas was consumed; 1200 m3 on average. The model, however, predicted 1280 m3 of gas, which is a
difference of ± 6.7 percent.
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4.1. Introduction
The renewable heat sources used for the DH of Westenholte are TESW, TEWW, and solar heat, accompanied
by WH source IWH, as the preliminary heat sources. The cost of the heat sources, CO2 emissions and their
LCOE will be individually calculated to determine the total cost of the heat supply and their CO2 emissions,
in order to answer the main research question.
The main research question stipulated that this approach should include all the effects of the design param-
eters. This means that the distribution temperature of the DH should be able to vary and the fluctuations
of heat supply over time must be captured. Differences in supply and return temperature directly influence
the cost of the heat sources, as heat pumps are more efficient in use when the temperature difference be-
tween source and sink is smaller. The fluctuations on their part make for the requirement for storage to meet
demand. Eventually, the goal is to optimize the model to provide the cheapest heat in terms of LCOE. Dis-
tributing the desired heat demand over the different sources allows an optimal balance between the costs of
an individual heat source, the source temperature, and required heating profiles. Additionally, CO2 emissions
can also be a boundary condition to which optimization can take place.

To get to the cost and CO2 emissions of all the heat sources together, they first need to be evaluated per
heat source. To do so, first, the total demand provides an initial guess for the total supply needed. Second, the
total supply per heat source will be determined by modeling the available heat per source and the maximum
total capacity of each source. Third, the costs, LCOE and CO2 emissions per source are calculated for when
the heat demand is met by the heat supply. Finally, the results of the previous steps are validated with the
data from the literature of real cases.

4.2. Total heat supply
To get the total heating supply required, the heating demand of all the consumers is used, as well as the ex-
pected heat losses of the DH system. Heat losses are predominantly encountered in the storage (Guelpa &
Verda, 2019) and transport of heat (Mazhar et al., 2018). The heat losses should also be accounted for in the
overall heat production.

In a multi-RES DH system, the heat demand is distributed over the different sources. In distributing the
heat supply over the final sources, historically, a division is made between peak load and baseload. The peak
supply is used only roughly 1,000 hours per year, as seen in figure 2.5, while the baseload is used through-
out the year. This distinction is made, as it is economically more viable to use a peak load than increasing
the existing capacity of the baseload in order to feed the DH. That is because the CAPEX per produced kWh
would not be economically viable for a source that is only used for a very small portion of the year. For the
DH network here, the baseload is filled by the previously defined RES and WH. The peak load should be filled
with a different source that has a low start-up time and can run at any given hour of the year. Additionally, the
CAPEX should be low to keep investment costs low while the OPEX might be somewhat higher, as its use is
limited to a very small portion of the total heat. Often, a boiler is used for the peak load (Mazhar et al., 2018).
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To simplify the already complex model, a boiler will also be used here for peak supply. The boiler which is
to be used will cost approximately e50 000,- without installation cost based on the internal database of Wit-
teveen+Bos. This amount will be compensated by later explained project risk cost, illustrated in equation
4.22 . The OPEX ise23,705 per GJ (Statline, n.d.), the raw price of natural gas divided by the burner efficiency
of 95 percent.

The baseload will be filled with the RES and WH sources. The ratio of the sources to be used must now
be determined based on the cost and availability of heat per source. Initially, the sources will be designed
to a maximum of a quarter of the heat demand, which later will be adapted for optimization. For explana-
tion purposes, the design of TESW and TEWW are modeled first, as these are simple heat sources. First, the
maximum heat that will be obtainable for each source is determined, after which for both, simultaneously, a
business case is developed. The method previously established for both heat sources involves a combination
of an HEX, a pump, a heat pump, and piping to retrieve heat. These similarities indicate that it is beneficial
to develop a method that estimates the cost for both of these heat sources simultaneously.

For solar thermal energy, the same approach as for TESW and TEWW will lead to the final cost and CO2

emission. First, the total available heat is determined, after which a business case is built. To get to the
available heat, as space equals heat for solar heat sources, the area in which the solar panels can be placed
will be selected. The functioning of the solar panels is then simulated, after which a business case is built
similarly to TESW and TEWW.
IWH, however, requires a more original method to obtain an accurate estimation of potential heat, since IWH
is not weather-dependent. A new method is developed to estimate the heat potential, based on the gas usage
of the postal code and public information of the local companies.

4.2.1. Validation of heat sources
To guarantee accuracy in the models used, all the heat sources will be validated against the current literature.
The validations will be made in the two main properties of the sources, the heat profile and the associated
LCOE. Two types of errors are defined; those of a single value and those of an entire profile/time series. The
latter is called a continuous error, such as the available heat from solar light. For the continuous error, the
Pearson correlation coefficient or R-value is used for the models, where applicable. The heat profile is hard
to compare, as no reference is available for the given area, therefore only parts of the model will be validated,
including the temperature profile of the heat source. The mean absolute percent average will be used for the
static error based on reference data found in the literature and expresses the percentage difference from the
reference value to the KPI of the source, for example for the LCOE.

4.3. Model of TESW and TEWW
4.3.1. Introduction
Summarizing from section 2.4, heat can be withdrawn from surface water and wastewater. A model reflect-
ing the operation of obtaining the heat will be based on figure 2.6, where to obtain the heat, water is guided
through an HEX extracting the heat. Heat pumps then upgrade the temperature of the available heat for use
in the DH network. The amount of heat that is withdrawn, depends on the allowed temperature difference
between the water and the output of the HEX and the amount of water present. The location, ergo which
body of water is used and where, to gain water from should therefore optimize both parameters. For TESW,
this means source positioning so that the mass flow and temperature are maximized. The effluent is found to
be the best location as a heat source for TESW. Effluent is allowed to be cooled down the most in respect to
influent and other wastewater sources, whilst still being a centralized source.

Thermal energy from surface water and wastewater presents great similarities. Firstly, both have a form
of contaminated water as their heat source. Secondly, the temperature range of the sources both dependent
on the weather with the air temperature as the main influence (Caissie, 2006). Thirdly, the temperature of
dumping surface water after the regaining of heat cannot be lower than 12 °C, to comply with expected future
regulation, according to IF and Stowa (2018). As a result of these similarities, the equipment used for both
sources is relatively similar.

As previously stated, the temperature and volume flow available from the source water and the heat de-
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mand of the DH will be leading in the TESW design. To start, a model of the available heat for both heat
sources will be constructed. For the case of TESW, this will be done by first estimating the available volume of
the available surface water; the IJssel. Next, the temperature of the IJssel will be approximated using a model
based on linear regression, based on the air temperature. Combined, these will provide the available heat
according to Newton’s law of cooling.

To estimate the available heat of TEWW, first, the volume flow will be determined. The “dry-weather” ef-
fluent production will be used to estimate the total volume flow of effluent. After the volume is quantified,
the temperature will be approximated with a linear regression model similar to TESW. Combined, these will
lead to the total heat available for TEWW.

Finally, for both heat sources, the equipment will be designed by solving the energy balance and mass
balances. The equipment will be designed in such a manner that the design process can be easily corrected
for changes in the final heat output of the heat sources, as this is a design parameter. With the equipment and
heat and mass flows, the final heat profile and cost can be approximated, including the CAPEX, OPEX, LCOE
and relative CO2 emission.

4.3.2. TESW heat model
Equation 4.16 determines the amount of heat available from TESW is determined by volume and tempera-
ture, as stated in section 2.4.1. The volume flow and temperature of the source water should be as high as
possible at the location used. Two reasons exist to maximize the available volume and temperature of the
surface water: Newton’s law of cooling dictates that the volume is linearly correlated to the amount of heat,
and regulations for dumping the water back into surface water depend on volume and temperature. Used
water can only be fed back into nature if it influences the temperature of only 10 percent of the waterbody,
while that body’s mean temperature is 12°C or higher. This boundary condition is set in accordance with the
regulation expected by IF and Stowa (2018). Only when meeting these regulations, heat can be withdrawn
from the surface water. A larger body of water thus means a larger buffer and longer operation times. Ad-
ditionally, a higher average temperature of the body of water enables more water to be extracted from the
surface water, thus providing a longer time window.

For the volume flow, this means finding a river with the largest steady water supply. It is well known that
for the Netherlands, the volume flow of surface water is seasonally dependent, where during the summer
the least amount is available. As during the summer, available heat most likely has the lowest price, because
of the increased efficiency of the heat pump, and is thus desired. This raises a first boundary condition on
the location: during the summer, the volume flow of the water should be high enough so desired heat can
be withdrawn from the surface water body. Simultaneously, the temperature of the water should be as high
as possible as well. However, higher temperatures often indicate a large temperature swing of the seasons,
meaning there will be less time to gain heat. Concluding, to maximize both the temperature and volume flow,
a river with a large and steady volume flow is preferred, which simultaneously has a more steady temperature
profile.

For Westenholte, the IJssel is picked as the most suitable of the surface waters nearby. The volume flow
of the Ijssel is higher than the nearest surface water available: the Zwolle-IJssel channel making it the most
suitable body of water. The volume flow of the Zwolle-IJssel channel is restricted by a channel lock and is
not to be considered a steady flow. For this location, it has been found to have an average volume flow of
340 m3/s and have a low flow of 140 m3/s. The maximum capacity which can be withdrawn for the Ijssel is
based on the second currently largest installed capacity of a TESW installation in the Netherlands (Kruit et al.,
2018) and estimated to be 600 m3/h or 0.16 m3/s, Additionally, this amount of water as a heat source is not
expected to significantly change the biosphere, which must be met by law, as only 10 percent of the lowest
flow is available (IF & Stowa, 2018).

Temperature

The available heat is only affected by temperature in one way: the amount of hours during which the
TESW can harvest thermal energy from the IJssel is limited by the temperature of the IJssel. Regulations must
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be met when releasing the used water of the IJssel back into the IJssel. The exact guidelines, as set by IF and
Stowa (2018), state that the temperature of the mixing area can be a maximum of 10 percent of the body of
water, and the water must be 12 ° C after mixing. The temperature difference oftentimes is 3 to 6 K and de-
pends on the waterbody’s temperature. However, the source temperature influences the efficiency of the heat
pump when upgrading the temperature of the surface water, as the COP fluctuates with temperature. As a
result, the temperature of the IJssel has an inverse proportional relation to the associated energy required to
upgrade the heat and thus influences the OPEX of the heat pump. The temperature of the IJssel is thus of
great importance for assessing the maximum amount of heat available per year and the final OPEX.

Key influences on the temperate are considered: atmospheric conditions, topography, stream discharge,
and the stream bedding, for which the atmospheric conditions have a dominant factor. A historical or de-
terministic model was recommended in the literature research executed in 2.4.1. This deterministic model
should account for the variety of previously mentioned physical factors along the IJssel. The extra compu-
tational power required is most likely not justified for use in this model, as the temperature does not sig-
nificantly vary during the day, making no significant impact on the total heat production. Additionally, the
statistical models usually only use one point to determine the temperature, making this method superior.
The most simple methods for predicting river temperature only use the outside air temperature using a lin-
ear relation, as illustrate in equation 4.1. In this equation Tr i ver (t ) is the temperature of the river [°C], a0 is
the offset [°C], b the casual linear constant [-] and Tai r (t ) the air temperature of that hour [°C].

Tr i ver (t ) = a0 +b ∗Tai r (t ) (4.1)

However, this method lacks accuracy when used with hourly data (Caissie, 2006). Even though the general
trend of the air temperature is similar to that of the temperature of the IJssel, the deviation of that trend is
high. A method to stabilize this variation of the air temperature is by taking the average over the week also
known as the simple moving average (SMA), as illustrated in equation 4.2, in which N is the number of hours
and p the time-dependent variable. This idea of taking the average temperature makes sense when realis-
ing that the thermal mass of the Ijssel is very large. Since a large thermal mass takes a long time to change
temperature, the hourly fluctuations of the air temperature will have little effect in comparison to the weekly
trend.

pt =
Σt+N /2

i=t−N /2pi

N
(4.2)

Comparing the stabilized air temperature with the actual temperature of the IJssel shows a high correla-
tion (Pearson coefficient of 0.96 for 7 years). Now, as a linear regression model seemed appropriate, a linear
regression analysis is performed using the least squared method. a0[° C] and b [-] are estimated in Python by
using the module proposed by Virtanen et al. (2020) called the optimize.curve_fit function. The relationship
found is shown in equation 4.3, with a covariance of -0.5*10−5 for the SMA of the air temperature of N = 168
hours (1 week).

TI J ssel = 1.06+1.61∗SM A(Tai r , N = 168) (4.3)

Concluding, the IJssel will serve as the volume of water. The heat can then be determined by the volume
and temperature. The volume of the IJssel will greatly exceed the required water volume, posing no limiting
factor, which therefore does not have to be modeled. The temperature will be limiting in terms of regulation
and is modeled by a linear model based on air temperature.

4.3.3. TEWW heat model
The heating capacity of the effluent of the sewage treatment found in Zwolle comes from the amount of ef-
fluent (volume) and the temperature. The waste water found at the sewage treatment is separated into man
made waste water, including industrial and domestic wastewater, and natural ‘waste water’ resulting from
precipitation. All these streams are released into a “bucket”, which consists of the area covered by the sewage
treatment. The outlet of the bucket is the effluent which is comparable to a hole in the bottom of the bucket.

Next is the temperature. The temperature of the effluent is important for the same reasons as for TESW:
when the already used effluent is released into the IJssel, it must meet the same temperature restrictions that
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apply for TESW. In short, the temperature of the Ijssel is not allowed to go below 12 °C because of the used
effluent, as described in the previous section. The estimate the effluent temperature, a relationship found
between air temperature, the capacity of the sewage treatment and the effluent temperature found by Tessel
and Pijl (2006) is used. Using both the temperature and the volume flow of the effluent, the total available
heat can be modelled.

Volume flow: Effluent production

Different models for simulating effluent production have been proposed in section 2.4.2. A bucket model
was found to be a simple model to estimate the amount of effluent. However, this model will not be needed
because of the large and steady quantity of effluent available. As the sewage treatment plants are designed
to always maintain a steady ‘dry-weather’ flow, it appears to be most beneficial to use part of this flow as
heat source. For Westenholte, the dry-weather effluent volume flow is equal to 0.66 m3/s (van Haarst, 2021).
This would be enough to fill the estimated total heat demand yearly if only run for 2000 hours (assuming a
temperature drop of 6 °C). As the amount of dry-weather effluent far exceeds the demand, modelling of the
effluent becomes redundant. As the amount of effluent holds no limit, the actual amount which the DH will
use is left as a design parameter; the amount of heat which is required of TEWW will determine the amount
of effluent used.

Effluent temperature model

The model of the temperature of the effluent is based on the monthly average air temperature and biolog-
ical capacity as determined by Tessel and Pijl (2006). The effluent temperature has a strong linear correlation
with the average monthly air temperature. Tessel and Pijl (2006) evaluated this relationship for over 48 sewage
treatments plants in the Netherlands based on monthly average temperatures and found promising forecast-
ing models. Based on the biological capacity of the ST, the parameters of this linear correlation are found,
resulting in equations 4.4 and 4.5. For the sewage treatment in Zwolle, their method leads to equation 4.6
when applied to 4.1, but for effluent instead of the temperature of the Ijssel using the biological capacity
of Cbi o=180,000 (Vereniging Nederlandse Watersector, 2021) [g/day] for the sewage treatment in Zwolle and
weekly SMA of the air temperature (N = 168 hour).

a0 = 0.97∗ ln(Cbi o)−3.3057 = 8.43 (4.4)

b = 1.345−0.0576∗ ln(Cbi o) = 0.65 (4.5)

Te f f l = 8.43+0.65∗SM A(Tai r , N = 168) (4.6)

Where SM A(Tai r , N = 168) is the monthly average temperature [°C] and Te f f l is the temperature of the ef-
fluent. So far this is exactly similar to the method used by Tessel and Pijl (2006). However, contrary to Tessel
and Pijl (2006), there will be a change to the inlet air temperature. The SMA temperature of a month is used
instead of the hourly air temperature. The SMA is the average of a time period as explained in equation 4.2.
This will lead to a more dynamical temperature prediction curve, whilst still meeting the boundary condi-
tions of their method.

In summary, the dry-weather volume flow of the sewage treatment of Zwolle serves as the volume flow of
effluent from which thermal energy can be gained. This does require the mixed used and therefore cooled
down effluent in the IJssel river to remain above 12 °C in the mixing zone, which is 10 percent of the river
volume flow. Determining the window in which heat can be retrieved thus involves the temperature of the
effluent. Linear regression analysis with the average weekly air temperature as input used, and the effluent
temperature as the output will determine the maximum time the facility will be able to produce.

4.3.4. Equipment
TESW and TEWW use almost identical equipment: piping, pumps, an HEX, and a heat pump. For TESW, it
will exchange its heat with the help of an HEX to another intermediate fluid before water will be retrieved
from the IJssel through pipes. This intermediate fluid will then go to a heat pump, where the heat will be
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upgraded to the temperature suitable to the DH. This process is illustrated in figure 2.6. For TEWW, the HEX
will be placed in a bypass of the effluent pipe leading to the IJssel. The secondary fluid or intermediate fluid
will then flow through the heat pump, which on its turn releases its heat to the DH.

Using the energy and mass balances, the sizing of the equipment can be determined. To determine the
mass flows of the entire system, first, the energy balance needs to be set up. Equation 4.7 states that the
amount of heat that the DH requires to fulfil its average heat demand,QD H , is filled by Qs , the amount of heat
of the source and the power consumed by the heat pump,W HP . The energy required by the heat pump can
be calculated using the SCOP, as is illustrated in equation 4.8. The required heat from the source can also
be calculated using the SCOP, as shown in 4.9. The SCOP is defined as the average COP of the heat over the
running hours. The COP of a heat pump is highly dependent on the temperature and can be approximated,
as illustrated in equation 4.10, according to the Carnot cycle. Commonly, the efficiency of a heat pump (ηHP )
is set to 40 percent of the Carnot efficiency (the first part of the equation) Staub et al. (2018).

QD H =Q s +W HP (4.7)

W HP = QD H

SCOP
(4.8)

Q s =QD H ∗ (1− 1

SCOP
) (4.9)

COP = T hot +273.15

T hot −T cold

∗ηHP (4.10)

With the energy balance, the mass balance can be satisfied resulting in the demands of the equipment.
The mass flow can be determined from the heat available from the IJssel Q̇s , the average temperature differ-
ence ∆T and the specific heat cp . As previously stated in the literature review above, historically the temper-
ature difference for TESW is between 3 and 6 K, for this study the temperature differences are set to 6 K.

ṁs = Q̇s

cp ∗∆T s
(4.11)

With the mass flow, the piping, HEX, pump, and heat pump can now be designed after which the cost can
be calculated. The cost of the equipment will be divided into CAPEX and OPEX. The CAPEX will be deter-
mined on key figures to estimate costs such as price per length for the piping. The OPEX will be subdivided
into maintenance cost and electricity cost, of which the latter depends on two components; the HP and the
pump. Equation 4.8 states that the electricity is dependent on two components, the HP and the pump. The
electricity consumption of the heat pump is determined by the efficiency illustrated in the COP. To determine
the pumping cost, the pressure-drop of each component has to be calculated. In the following, the key figures
for the equipment will be set up and the pressure-drop will be calculated to determine the total cost.

Piping

The length of the piping required will vary depending on the location. For the example of Westenholte,
the equipment will be placed on the property of the sewage treatment Zwolle, leading to a total piping re-
quirement for TESW of 100 m and TEWW of 10 m, based on its position from the IJssel. The diameter of
the piping is determined by the total estimated heat duty and the difference in inlet and outlet temperature
and the maximum velocity allowed per pipe, as described in equation 4.12. Kennisinstituut voor Installati-
etechniek (2012) and table 4.1 show that for the different diameter of piping different maximum velocities are
allowed. Assumed is that the installation in this set up will run full power from the moment it is turned on.
The material used will be typical HDPE as this is flexible, strong and chemically inert (Spitler & Mitchell, 2016).

D = 2∗
√

max(Q̇s )

vmax ∗ρw ∗ cp,w ∗∆T ∗π (4.12)
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The OPEX of the piping is determined by the maintenance cost and predominantly from the pressure loss,
it creates. Heat loss is ignored in the potential OPEX cost as the water temperature is only slightly warmer
than the surrounding air temperature. The pressure drop, ∆p [Pa], on the other hand, is significant and can
be calculated with fd , the Fanning friction factor, vw the velocity of water, Lp the length of the piping and the
diameter of the piping using the Darcy-Weisbach equation, illustrated in equation 4.13. Using the dimension
of the piping, the velocity can also be calculated through equation 4.12, replacing the maximum of Q̇sour ce

with Q̇sour ce . The Swamee-Jain equation is used to calculate the friction factor, as illustrated in 4.14 in which
Re is the Reynolds number [-] and ε is the roughness factor of the piping[m]. In this case, ε=0.0015 mm as
HPDE falls under smooth polymer piping and is lower than that of steel (0.045 mm).

∆p

Lp
= fd ∗ L∗ρw ∗ v2

w

2∗D
(4.13)

fd = 0.25

(l og10( ε/D
3.7 + 5.74

Re0.9 ))2
(4.14)

The CAPEX of the piping is estimated with the help of pricing from CE Delft (2019) in equation 4.15, based
on the minimum and maximum cost. The minimum cost reflects material and installation cost for easily
accessible ground such as grassland, where the maximum cost involves asphalt. For Westenholte an average
of 0.3 is chosen as it consists mainly of asphalt. Using the insulation of the piping the heat losses of the
piping can be calculated according to equation 3.4 for an outside reference temperature of 10 °C. For TESW
and TEWW however, the heat losses from piping from source to heat pump will be neglected, as previously
mentioned.

C APE Xpi pe =αpi pe ∗C APE Xpi pe,mi n + (1−αpi pe )∗C APE Xpi pe,max . (4.15)

Table 4.1: Piping cost for polymer and steel piping. The heat loss, U_C, is provided in W per length of piping in meter per Kelvin.

Steel values from ISSO 7 Polymer values (Thermaflex, n.d.) Pricing CE Delft (2019)
DN U_C [W/(m*K)] max(v) [m/s] U_C [W/(m*K)] max(v) [m/s] Min [€/m] Max [€/m]
25 0.165 0.4 0.1198 1.10 € 430 € 820
32 0.160 0.5 0.146 1.20 € 450 € 830
40 0.194 0.6 0.1679 1.20 € 470 € 850
50 0.215 0.7 0.1869 1.40 € 490 € 870
65 0.253 0.8 0.2189 1.40 € 520 € 900
80 0.261 0.9 0.2257 1.60 € 560 € 940
100 0.276 1 0.2329 1.60 € 610 € 1,000
125 0.318 1.2 0.2681 1.80 € 690 € 1,090
150 0.375 1.3 0.3145 2.10 € 760 € 1,180
200 0.401 1.5 0.3413 2.40 € 910 € 1,380
250 0.357 1.7 0.357 2.70 € 1,080 € 1,620
300 0.456 1.9 0.456 3.00 € 1,260 € 1,890
500 0.7 2.7 0.7 4.80 € 2,120 € 3,290
600 0.9 3.2 0.9 5.40 € 2.640 € 4.230
800 1.6 3.7 1.6 6.00 € 3.610 € 6.080

The OPEX of piping used is represented by the pressure loss of the piping. For a high-pressure loss, the
pump will require more power, increasing OPEX.

Plate HEX

The HEX for instalment is a countercurrent plate HEX (P-HEX). These can have a very small temper-
ature difference between incoming and outgoing flow, are typically better at conducting heat (6000-7500
[W/(m2*K)] vs <2500 [W/(m2*K)]) (White, 1979) and the surface area ratio to volume is higher than other
HEX. For designing the P-HEX, the log mean temperature difference (LMTD) method will be used. The tem-
perature difference between the in and outgoing flow is very low compared to other types of HEX and can be
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lowered to 1 K. For TESW and TEWW, the temperature difference will be set to 2 K, to minimize the tempera-
ture difference between the temperature at the source side and the temperature at the DH side. SS316 is the
most common material used for P-HEX in TESW and TEWW installations (IF & Stowa, 2018).

Normally, an HEX is designed based on the heat they are intended to transfer and the overall heat transfer
coefficient, resulting in a total surface area, as seen in equation 4.16. This total surface area also forms the
base for calculating the CAPEX of a P-HEX. On the other hand, the OPEX is predominantly based on the
pressure loss the HEX causes.

Q̇HE X =UHE X ∗ AHE X ∗LMT D (4.16)

LMT D = ∆Thot −∆Tcold

l n( ∆Thot
∆Tcold

)
(4.17)

As illustrated in equation 4.16, the surface area of the plate heat exchanger is based on the LMTD method
since a countercurrent P-HEX is used. The LMTD is defined as in equation 4.17 in which ∆Th is the tempera-
ture difference on the hot side and ∆Tc is the temperature difference on the cold side. The CAPEX is defined
in 4.18, which is based on data from Jarić et al. (2015) for an SS316 P-HEX.

C APE XHE X = 262∗ A0.639
HE X (4.18)

As with the piping, the OPEX is expressed in a pressure loss of the HEX. A higher pressure drop of an HEX
is directly proportional to the pumping cost. The pressure loss is considered constant at 0.7 bar following
Kennisinstituut voor Installatietechniek (2012) and scaled to velocity squared, where for the maximum veloc-
ity the pressure drop will be 0.7 bar.

Pump

There are two pumps on the side of the heat source TESW and TEWW; the first is used to pump source
material and the second is used to pump between the HEX and the heat pump. Single-suction centrifugal
pumps as classified by the DACE pricelist(Freriks, 2011). Equation 4.19 is used to estimate the CAPEX of the
pumps, in which V̇ is the volumetric capacity [m3/s] and Hhead the head [m].

C APE Xpump = (−13.4+119∗ V̇ +119)∗ (1717–16.8∗Hhead )+27302 (4.19)

The OPEX is calculated by determining the electricity cost, according to 4.20 (Knepper, 2019), which then
is multiplied by the cost of electricity. The pressure drop includes the pressure drop of all the previously
mentioned components. The estimated efficiency of the pump is 0.8.

Ẇpump = V̇ ∗∆p

ηpump
(4.20)

Heat pump

A large-scale heat pump with ammonia as the refrigerant is used for upgrading heat, similar to the ma-
jority of heat pumps in Europe (Pieper et al., 2018). The cost for other equipment can be divided into CAPEX
and OPEX. The OPEX of a large-scale heat pump is largely determined by the electricity it requires to upgrade
the heat. The CAPEX of the heat pump has been divided by Pieper et al. (2018) into cost for construction,
electricity-related investment, consulting and heat source investment. Pieper et al. (2018) compared the
CAPEX of heat pumps in Europe based on the heat source, installed thermal capacity and inlet and outlet
temperatures of both the heat source and sink. Based on these data the sewage heat pump CAPEX estimate
is used to assess all heat pump investment cost since these costs are most representative for the uses of heat
source in this case. The CAPEX is then calculated in millions of euro based on the thermal capacity max(Q̇HP )
of the heat pump in kW, illustrated in equation 4.21.

C APE XHP = (0.6396∗max(Q̇HP )∗10−3 +0.50543)∗106 (4.21)

The OPEX of the heat pump is calculated for the COP per hour instead of the SCOP, as described in equa-
tion 4.8. The amount of electricity necessary is multiplied by the price of electricity to get the total cost. The
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expected average COP is 4.4. In this case, a Carnot efficiency factor of 40 percent will be used to get similar
results to a COP of 4.4 as found by Staub et al. (2018).

Total cost

The total cost will be higher than the cost of the individual equipment summed. The investment cost for
example will consist of more than just the cost of the material, as other factors such as risk and project cost
must also be taken into account. The total cost will be approximated by dividing the CAPEX into continuative
sub-department costs for equipment, building, engineering, and consulting, and extra additional cost (which
do not fit in the building and engineering cost). Moreover, some costs cannot be anticipated and are covered
in unforeseen. These costs are often represented as a factor of the total initial material cost, as illustrated
in4.22.

C APE X = (ΣC APE Xi )∗ηC APE X (4.22)

For which ηC APE X equals the product of ηsecond ar y = 1.21, ηextr a = 1.05 and ηun f or eseen = 1.3, leading to
ηC APE X = 1.65. For the OPEX, maintenance cost is expected to be around 3 percent of the CAPEX per year
(Mazhar et al., 2018).

4.3.5. Validation of TESW and TEWW temperature profile
The temperature model set up for the IJssel uses measurement provided by the KNMI for the IJssel temper-
ature of 2019 for Eefde Beneden and weather data of the Hupsel. The Hupsel is one of the main supplying
rivers of the IJssel and the Berkel and is located 30 km upstream of the IJssel (KNMI, 2020). These datasets
have a limited range with a maximum of 1996-2020, requiring an estimation for the temperature.

The error of the predicted values and the actual values is based on the data of the water temperature,
calculated by the model for Hupsel and the actual water temperature. The error is presented in figure 4.1 and
the form of covariance, Pearson coefficient and the mean absolute percentage error:

• Pearson coefficient= 0.9836

• Mean absolute percentage error= 1.022 %

Figure 4.1: Calculated temperature of the Ijssel (TI J ssel ) and measured temperature of the Ijssel at Eefde (Eefde).
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4.4. Model of solar thermal energy
4.4.1. Introduction
Solar thermal energy can be harvested in the Netherlands, which might be unexpected as the Netherlands
is not known for its high solar intensity compared to locations closer to the equator. Solar radiation is con-
verted to thermal energy using FPC. As the thermal energy production is highly seasonal, abundant heat will
get stored in the ATES. Additionally, thermal energy is of such high levels of temperature that it can be di-
rectly used for DH, making DH less dependent on electricity production. Limitations of solar thermal energy
include the large space it requires and the low efficiency compared to the total radiation of the sun. As to
solve the first major limitation, space requirement, the panels can be ground- or roof-mounted to maximize
the harvest grounds. However, ground-mounted solar systems are predominantly cheaper in comparison to
roof-mounted systems. Therefore, the space available remains a limiting factor. The second major limitation,
low efficiency, is caused by heat losses from the FPC to the surroundings. Lowering the distribution temper-
atures of the DH network can increase efficiency, limiting heat losses to the surrounding by decreasing the
temperature difference between FPC and outside temperature.

For Westenholte, first, the ground-mounted solution will be researched. The system used for collecting
solar thermal energy is FPC placed in series to form rows. The rows are in parallel connected to a central
HEX, which delivers energy to the DH network. The length and number of the rows depend on the allowed
maximum velocity of the heat transferring medium inside the FPC, the pressure drop, and the intensity of the
solar radiation. To determine the amount of heat that is available from the sun and the associated costs and
CO2 emissions, the entire setup of the FPC system is explained, to start with a clear understanding of designer
demands. Next, the energy and mass balances are solved, which enables a preliminary design of the system.
At last, the components involved will be designed individually and the associated costs determined.

4.4.2. Solar thermal harvesting system
To fully comprehend the solar thermal system, the system will be explained from the bottom up; from the
ground used to the eventual heat supply and associated cost. The first essential requirement for a solar ther-
mal system is available space where the sunshine can be collected and the FPCs can be placed. The FPC is
a type of HEX in which solar irradiation is transmitted to small tubes inside the FPC. Multiple FPCs are then
placed in an array to minimize piping between them. As the maximum volumetric flow limits the length of an
array, multiple arrays are used to maximize the surface area where the sun can be collected. Next, all trans-
ferred heat is directed to a single HEX which transmits the heat to the DH through the FPC’s heat transfer
medium. Note that a heat pump is not necessary for the STE system, as the heat transferring medium of the
FPC is already sufficiently high.

Figure 4.2 illustrates the feasible ground for the installation of FPC in Westenholte, in which the yellow
striped areas are the potential areas for ground-mounted FPC and green shaded areas for roof-mounted FPC.
The areas are following the destination plan of the township of Zwolle. Initially, only ground-mounted solar
panels will be used, as these are cheaper (Mora et al., 2018). ). In case the ground-based FPC proof to be
unable to provide sufficient heat, the roof-mounted FPC will be looked into.

4.4.3. Physics of solar thermal collectors
With the area for the FPC located, the system of harvesting solar energy can be designed, eventually leading
to determination of the costs. To design the total solar thermal energy harvesting system, the first step is to
solve the energy balance. Second, the mass balance will be stated with the associated boundary conditions.
Finally, elaborating on the solving method will lead to the next section, in which the cost will be calculated
based on the heat and mass balances.

Q̇d = AF PC ∗G ∗ηF PC (4.23)

Equation 4.23 shows the energy balance in which Qd is matched by supply, which depends on three main
variables, harvesting area AF PC , irradiance G and ηF PC . The FPC efficiency has been previously described
in equation 2.6. This efficiency illustrates the effect of heat loss by using the average temperature of the FPC
Tm and the outside temperature Ta to calculate the heat loss. When filling in equation 4.23 for the heat
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Figure 4.2: Selected areas for use of FPC, based on destination plans by the township of Zwolle. The yellow striped areas are for ground-
mounted FPC and the green shaded areas for roof-mounted FPC.

requirement for the DH network will lead to the mass balance, as illustrated by equation 4.24, which solves
for the mass flow (ṁar r ay ).

Npanel s,ar r ay =
∆TD H ∗ cp ∗ṁar r ay

ηF PC ∗G ∗ AF PC
(4.24)

The mass flow per array, ṁar r ay , is bound by the minimum and maximum flow allowed inside the FPC.

For example: 0.4 < ṁF PC
ρW

< 5 [m3/h] for the SolarBoost FPC ACRON SUNMARK (2020). An optimal volume
flow should be found based on these boundary conditions and the space available. The dimensioned system
will provide steady heat throughout the year but will have a high LCOE, as the energy won is low and it will
have a risk of overheating.

To determine the amount of total FPC which can be placed, equation 4.25 will be used, in which Npanel s

refers to the number of panels that can be placed, Atot al the total amount of area which can be used and
AF PC the total area per FPC. It is then further estimated that the total amount of land area used per FPC is
equal to 1.5 times AF PC .

Npanel s =
Atot al

AF PC ∗1.5
(4.25)

To estimate the pressure drop, the governing equations for piping will be used. The length of the differ-
ent piping system will be estimated in the following equations to meet the centralized HEX for all the rows
present:

L f i eld = LF PC ∗ (Npanel s,ar r ay +2) (4.26)

w f i eld = wF PC ∗ (Nar r ay s +2) (4.27)

Lpi pi ng = L f i eld +w f i eld (4.28)

In which LF PC is the length of an array, wF PC is the width of an array and Lpi pi ng the total amount of piping
to be used, as illustrated in figure 4.3. The associated pressure drop and cost can be determined through the
dimensioned piping.

The pressure drop of the individual FPC is calculated based on the data of the manufacturer or using the
Darcy-Weisbach equation (4.13) for the major losses. The minor losses are based on the idea that each solar
panel will have several small sets of tubing connected to two main distribution pipes in a U-shape. A K value
of 0.5 is considered for the minor losses in each duct, ranging from larger to smaller tubing. For, example, the
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Figure 4.3: Schematic overview of FPC solar thermal installation. Blue boxes are FPC, lines are piping and orange box is central point
transferring heat to DH.

FPC SolarBoost 35/10 (ACRON SUNMARK, 2020) has 18 tubes in parallel, with a length of 5.8 m and diameter
of 10 mm, and two distribution tubes of 35 mm in diameter. The major pressure losses consist of resistance
of the 5.8 m tubings, while the minor losses consist of individual drops for the entrance and a pressure drop
for the exit. The total pressure drop will then be the major and minor pressure drops combined, as found in
Bava and Furbo (2015) and demonstrated in equation 4.29.

∆p =∆pma j or +∆pmi nor = ρ∗ v2

2
(

f ∗L

D
+ΣK ) (4.29)

4.4.4. Equipment
With the heat and mass balances satisfied, including the pressure drops over different parts of the system the
equipment can be designed.

FPC

The solar panel to be used is the SolarBoost 35/10 for initial estimation. This solar panel is often found in
large solar DH systems. The key figures are divided into geometry, efficiency and cost. Concerning the geom-
etry, the panel has an active surface area of 12.51 m2. It consists of a U-shape arrangement in which smaller
tubing is fed in parallel to two distribution pipes. Each of the smaller tubes is 5.8 m long, has a diameter of 10
mm, and is made out of copper. Equation 2.6 determined the efficiency, for which η0 = 0.838,a1 = 2.46 and
a2 = 0.0197. The CAPEX of the panels is estimated at € 235 /m2 of the FPC’s active area (ACRON SUNMARK,
2020). The maintenance cost of the panels is estimated at 2 percent of the CAPEX instead of the 3 percent of
the other heat sources (Atia et al., 2012).

Piping, pumps and HEX

The equations for estimating the price in section 4.3.4 will lead to the CAPEX, OPEX, LCOE and CO2 emis-
sion of the piping, pumps and required HEX. The length of the piping is determined in equation 4.28. The
material of the piping will be the same as that used for the DH network. The design and price of the HEX and
pumps will be decided according to section 4.3.4, more specifically equations 4.18, 4.19, and 4.20.

Validation of the solar thermal energy model will be based on comparing the LCOE with the literature.
This is because the methods used for calculating the heat profile are already widely accepted.

4.5. Model of IWH
4.5.1. Introduction
IWH is thought to be the cheapest heat source available out of the selected heat sources for Westenholte.
The SDE++ has estimated that the LCOE of IWH is about e 0.02 /kWh without heatpump and e 0.03 /kWh
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with heatpump (Church, 2016). The cost of IWH is small because it is a highly concentrated heat source
and temperatures are on average greater than those of natural resources. However, retrieving IWH requires
collaboration between the industrial parties and the DH provider. This collaboration has been seen as one
bottleneck of IWH, as the industrial parties are not able or not willing to guarantee heat. Two other bottle-
necks of IWH are the distance to the heat consumer, increasing the transportation cost, and the idea that
supply might be lowered in the future, as companies are required to become more efficient. Additionally, the
potential heat available varies greatly per industry and factory, requiring a unique approach per case.

To estimate the IWH potential and bottlenecks for Westenholte, the industrial area of Voorst will be further
researched on potential WH. A method similar to the method proposed by Woolley et al. (2018), as explained
in section 2.4.4, will be used to estimate the potential IWH for Westenholte. Using literature data and informa-
tion on the companies present, the heat source is deduced to obtain the amount and expected temperature
profile over time of IWH and the phase of matter, air or water. When that amount is known, the calculation
will be made on the equipment used, leading to the cost, LCOE, and CO2 emission.

4.5.2. Methodology of estimating available IWH
To estimate the total available IWH, a further look was given to the industrial area Voorst. Since Voorst is
labelled as category four of industrial sites of the Netherlands (IBIS, n.d.), it implies that only a minority of
companies fall in the heavy industry label. Looking further into the natural gas usage per postal code from
CBS (2014), it shows that not all area codes have excessive heat usage. As not all companies will be used as
IWH sources, first, a selection of companies will be made based on the estimated amount of heat consumed
per year, after which companies that show waste heat potential are further researched on the quality and
quantity of their heat.

In addition to natural gas consumption, CO2 emissions and visual inspection of air photos serve as meth-
ods to identify potential IWH sources. The CO2 emissions data rapport offered by Rijksoverheid (n.d.) in-
dicates that there are two companies with a significant CO2 emission: Abbott and ForFarmers. The visual
inspection confirms that the companies emitting a relatively large amount of CO2 also have large cooling sys-
tems placed on their roof. Another finding of the visual inspection is that two other companies have cooling
equipment installed: Sensus and Agrifirm. Combining the natural gas consumption data, CO2 emissions an
inspection of air photos of Google Maps it became clear that four companies will be of interest for harvesting
IWH: Abbott, Agrifirm, Forfarmers and Sensus.

To get to the actual waste heat per company, the total heat demand was estimated based on the natural
gas usage, after which historical literature data were used to predict the part of the heat consumption that
would eventually become WH. The natural gas consumption is estimated based on the natural gas consump-
tion per postal code by comparing data from CBS (2014). With those data, the total amount of gas usage per
company can be estimated for 2014, as illustrated in figures 4.4 and 4.5. Figure 4.4 illustrates the natural gas
consumption in the whole of Voorst divided into 2 sections, where figure 4.5 shows the natural gas consump-
tion of different zones of the 6 postal codes. Through deduction, the natural gas usage can be appraised for
the selected companies, as seen in columns one and two of 4.2.

.

Table 4.2: Food companies identified with emission data and visually through Google Maps, the method for calculating the gas (using
gas per postal code and WH percentages), and the expected temperature.

Companies Method for estimating natural gas consumption, see figures 4.5 & 4.4 Estimated natural gas consumption [m3] Estimated WH [%] Estimated IWH [m3 of gas] Temperature [°C]
Abbott (East Voorst - 6)/2- heating compensation 6.29E+06 6% 3.77E+05 100-200
Agrifirm West Voors-sum(1:5) 1.76E+06 60% 1.06E+06 50
ForFarmers 5 2.15E+05 60% 1.29E+05 50
Sensus (East Voorst - 6)/2- heating compensation 6.29E+06 6% 3.77E+05 100-200
Total 1.45E+07 1.94E+06

4.5.3. Heat profile
However, the amount of waste heat present does not necessarily mean the WH is useful. The quality of the
IWH plays a key role in the associated cost of the IWH source. Starting by estimating the available heat, the
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Figure 4.4: Voorst divided into west and east of the Zwolle-IJssel channel based on 4 digits postal codes, (CBS, 2014)

Figure 4.5: : Voorst divided into the 6 postal codes based on 6 digits postal codes accompanied by total gas usage (CBS, 2014).

quality of the WH is divided into two segments: the expected profile of available heat and the medium in
which it presents itself, including temperature. Evaluation of these different aspects then allows the forma-
tion of the total heat profile.

To estimate the heat profile for the lifespan of DH, an approximation is made for a standard year, which
is extrapolated for the rest of the DH life. The approximation for the one year is based on the available nat-
ural gas consumption for different industry sectors in the Netherlands, which is only available for the year
2019 (CBS, 2020b). This gas profile describes the weekly gas consumption, using the average consumption
per week of 2017 as a reference. However, since the DH network is modelled on an hourly basis, the hourly
fluctuations should also be taken into account.

Two working periods were identified for the companies: 12-hour operating workdays with no processes
at the weekend and companies producing 24/7. This will be used as leading for the hourly emitted IWH,
whereby, if no nightshift were found, it is estimated the shift are from 6:00 to 18:00 hour.

The heat transfer media of the IWH for the four different companies was then researched. For Abbott and
Sensus, the product produced is similar and classified, as this information is competition sensitive. Going
from the literature, only cooling water is assumed as waste heat in the range of 100-200 °C. The other two
companies both produce stockfeed in the form of pellets. The production process could be estimated based
on the work of Tumuluru et al. (2016), ergo the form of the IWH carrying medium could also be estimated, as
well as the temperature and pressure. The cooling medium is air, and it can be assumed to have a range of
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20-90 °C with an average of 70 °C (Tumuluru et al., 2016).

The companies mentioned above were contacted and send a questionnaire to confirm or bust assump-
tions made. From this questionnaire, quantitative data was shared regarding the WH available regarding the
medium in which the IWH is present. This includes the pressure, temperature, and purity, as well as the
quantity over time. Thus far, the method resembles the one used by Woolley et al. (2018), however, instead of
using the data directly to estimate the surplus of WH, it was merely used for reference. The reason the data
could not be used directly is due to privacy concerns. These concerns, however, vanish when it is used to test
the newly developed method.

4.5.4. Equipment
The companies selected for Westenholte can now also be divided based on the heat profiles associated. On
the one hand, there is a heat profile consisting of 5 days 12-hour production and temperatures varying from
100-200 °C with heat-carrying medium water for the companies Abbot and Sensus. On the other hand, there
is 24/7 operation and temperature profiles from 30-90 ° C with air as the heat-carrying medium. The equip-
ment function is the same for both heat profiles: an HEX to exchange heat from the heat-carrying medium
combined with a heat pump when the temperature is too low. The large difference for the required equipment
is the dimensions required and the medium that it carries. In the following section, for both heat profiles, the
equipment will be designed. To start, the equipment will be designed for the water source heat profile of
Abbott and Sensus. Next, the equipment will be designed for the air source heat profile for Agrifirm and For-
Farmers. Finally, an appraisal of the total cost and emissions for the different companies will lead to the total
cost and emissions of IWH. These results will then be evaluated in the following section.

As previously mentioned, the equipment for Abbott and Sensus consists of an HEX and a heat pump if the
source temperature is lower than that of the DH. However, as the source temperature is expected to remain
mainly between 100-200 °C and only lower for a small period of the year, the heat pump will not be required.
This leaves only the necessity for an HEX and a pump. To design the equipment for transferring the heat from
waste/cooling to the DH network, the same questions apply as for TESW and TEWW in section 4.3.4. The
piping from the source to the HEX is estimated to be 20 m back and forth as they might not be enough room
available. The source water will then meet the DH distribution net in the HEX. A pump must be placed in
between the source water and the HEX. With all the equipment designed, the total cost can be calculated.

For the remaining two companies, Agrifirm and ForFarmers, the setup will be altered slightly as the source
medium is air. Firstly, the air’s higher maximum velocity dictates dissimilar pipe dimensions compared to wa-
ter. The piping should also be different and will thus have different pricing in length and diameter. Secondly,
the pump will be changed for a fan to move the air through the piping. Thirdly, the HEX will transfer heat
from the air to water. Lastly, a heat pump will be used to upgrade the heat.

Piping

Starting with the piping, the diameter is calculated using the equation for the maximum velocity of 20 m/s
(The Engineering Toolbox, n.d.) for air. As the piping’s CAPEX is very small in comparison to the heat pump’s
cost, these can be neglected. The length of the piping will be the same as that for the previous companies; 20
m. For the pressure drop equation 4.13 will be used for 80 °C a density of 1 [kg/m3] and dynamic viscosity of
1.963*10−5kg /ms.

HEX

The air-to-water HEXs cost are approximated using a simplified method provided by Ferreira (2021) for
an estimated mean temperature of the source of 80 °C of the air. The cost are then estimated using equation
4.30.

C APE XHE Xai r = 14∗0.65∗ max(Q̇ ∗103)

∆T
(4.30)

Fan
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For the fan, the following equation serves to determine the CAPEX, based on the DACE price sheet (Freriks,
2011). For the electricity consumption of the fan equation 4.32 is used, assuming the air behaves according
to the ideal gas law for atmospheric conditions (k=1.41 and p1=1 bar) (White, 1979) and p2 calculated by tak-
ing the pressure drop over a tube with a length of 10 m and diameter designed to respect the maximum air
velocity in the tubing in addition to an HEX pressure drop of 0.1 bar.

C APE X f an = 113000∗max(V̇ )+21000 (4.31)

W f an =
p1 ∗ V̇ ∗ k

k−1 ∗ ( p2
p1

k−1
k −1)

ηcompr essor
(4.32)

Additional cost

In order to use the heat of the companies, financial compensation is expected by the companies. This
can be seen as a fee for redeeming the heat. According to Church (2016), a normal compensation per kWh
for the usage of the heat is equal to 70 percent of the price paid per kWh of the price paid for natural gas.
In this work, the wholesale price of the natural gas is estimated at €0.016 / kWh, resulting in an extra cost of
0.016∗0.7 = 0.0112e /kWh.
Validation of the IWH of the profile is not possible, as the heat profile of the companies is not available.



5
Coupling of heat supply and demand

5.1. Introduction
Obtaining the desired heat from the suppliers to the consumers requires, first of all, a distribution grid of
pipes that carry heat. The distribution grid must be constructed in such a way that the consumers in the
dwellings always have their demand met. This chapter offers a design of the distribution grid for this case
according to ISSO publication 7 from Kennisinstituut voor Installatietechniek (2012), to satisfy this demand,
using steel and polymer piping, depending on the grid temperature. Steel piping will be used for 70/40 °C
DH network. The 50/30 °C network can use polymer piping. The polymer piping has certain advantages over
steel as the maximum velocity is higher and insulation better. To obtain the cost and CO2 emission of the
distribution network, first, the global layout of the network will be determined, second, the heat and mass
balances for this layout will be solved, as these will be the input for the last step. In this last step, the equip-
ment will be designed and associated cost and CO2 emissions calculated.

The second requirement for delivering the heat from the suppliers to the consumers is to solve the dif-
ference in time of the heat generation and heat demand. The generation of heat will vary over time, as it
depends on the weather, industrial production times, and other influences. Additionally, the heat demand
of the consumers for SH and DHW also varies over time, since more people require heat in the evening than
during the day, for example for showering. Storage can be used to match the demand and supply. The storage
capacity is divided into two time frames; short-term (ST-TES) and seasonal storage. For ST-TES, a large water
vessel will be used to overcome differences in supply and demand over a time frame of a day to a week. The
long-term storage will be an ATES system, storing energy for a time frame of about half a year. In the following
chapter, first, the different time frames are separated, after which both types of storage will be designed and
the cost will be determined to get to the overall LCOE.

5.2. Distribution
5.2.1. Introduction
As previously stated, the design methods of ISSO 7 publication from Kennisinstituut voor Installatietechniek
(2012) will be used to design a distribution grid connecting the heat supply with the heat demand for West-
enholte. The first step for defining a distribution grid for both 70/40 ° C with steel piping and 50/30 ° C with
polymer piping is defining the layout. The kind of layout which should be used is provided by the ISSO 7
publication. However, two important design factors are not defined: the total length of the distribution grid
and the diameters of piping. The length of the piping will be approximated using the available literature,
whereas the diameter of the piping will be appraised based on the existing DH. Following, the heat and mass
balances are to be solved as this will inform the cost and energy requirement of the equipment. The last step
then will be calculating the cost and energy requirement to determine the total cost and CO2 emission for all
equipment together.

53
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Figure 5.1: Schematic overview heat inside DH distribution network (STE is solar thermal energy).

5.2.2. Lay out distribution system
The piping connecting the heat demand with the supply can be arranged into different layouts. From the
literature study and ISSO 7, an indirect distribution network, consisting of a primary and secondary distri-
bution grid, is the best fit for Westenholte. This is the case, as the amount of dwellings in Westenholte far
exceeds 800, which is roughly the maximum for direct distribution. The primary network will connect all the
heat sources to the main substation, where a secondary network will connect all the consumers to the same
substation. A substation is a location where a pump and an HEX transmit the heat from one distribution grid
to another distribution grid. This main substation will be, for this case, at the same location where the heat
storage is present.

Looking further into the layout; the network is divided into a primary and secondary network. The pri-
mary network will consist of sources that are individually connected to the storage substation by a supply
and return pipe, except for TEWW and TESW as these remain in the same location. Figure 6.2 schematically
illustrates the heat sources and their connection to the grid. For the secondary network, on the other hand, a
Y-network will be used as described in chapter 2. For the demand side, however, the total amount of dwellings
will be subdivided into 3 sections of each about 800 dwellings as stated in ISSO 7. Each of these sections will
include a substation. These smaller distribution grids will then provide heat to the consumers, which is de-
picted in figure 5.2. Figure 5.1 schematically summarizes this distribution grid.

Each of the substations will contain one HEX and one pump at the “demand” side of the HEX. To come
to an estimation of the cost for this distribution network, the total length of the piping per diameter must
be known, because the CAPEX of piping is often expressed in e /m per diameter of the piping. Additionally,
pumping cost estimation also requires the diameter and length of the piping used, as shown in equations 4.13
and 4.20.

The work of Persson and Werner (2010) serves to estimate the total length of the distribution network for a
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total population of 5371 residents. The total area for the whole of Westenholte is 1,24 * 106 m2 which is equal
to the build environment area (allecijfers.nl, 2020). The length is then estimated to be 20 km of supply and
return pipe. Following, the length of piping per diameter is expected to be equal for all diameters used. The
piping for the DH will likely occur in all diameters; from the minimal diameter (the diameter for the typical
dwelling with the largest maximal energy consumption) to the maximum diameter (formed by the total heat
demand of Westenholte) using equation 4.12.

5.2.3. Heat and mass balance
With the design, length, and diameter of the piping, now the heat and mass balances can be calculated for the
distribution network from figure 5.1. Seven pumps and HEXs are present in substations in the distribution
network of Westenholte. To estimate the demands on the equipment, the heat and mass balance will be set
up, starting from the supply side and following the heat flow to the storage and the demand.

The requirements for calculating the heat and mass balance on the supply side are the length of the pip-
ing, as depicted in figure 5.1, the temperature of the DH grid, and the heat flow of each heat source. As the
HEX falls under the responsibility of the heat source owner, pumping water through the HEX and piping only
requires the pumping energy calculation. Using the heat provided by each source and the temperature dif-
ference of the DH network, equation 4.11 serves to calculate the mass flow. With this mass flow, the diameter
can be calculated with equation 4.12. The pressure drop over the piping can be calculated with equation 4.13,
but should also include the pressure drop of both HEX’s, as described in section 4.3.4. Then, equation 4.20
can compute the energy consumption for each pump.

For the substation and storage, one can assume that the supply can release all its heat as provided over
time, while the demand can obtain all the heat as required in respect to time, as the storage used will guaran-
tee the match. On the demand side, the storage substation is connected to three other substations, for which
the pumping energy should be calculated. The connection contains the main pipe for supply and return,
which is then split up into three, each going to a separate substation. After that, the pressure loss is calcu-
lated by estimating the pressure drop that only one substation would cause, as they are placed in parallel. The
piping diameters can be estimated through equation 4.29, assuming that the heat demand of each substation
is equal.

Figure 5.2: Schematic overview heat inside DH distribution network of heat transfer stations (TS). S1 and R1 have the same diameter as
have S2 and R3 etc. Inside the dwelling a local hex transfers the heat to the local distribution network.

The network becomes more complex between the substations and the dwellings. So far the length per di-
ameter of piping is known, as the lengths are all equal. To calculate the pressure drop over the network from
the substations to the dwellings, the length of piping to and from a single dwelling should also be known. The
reason is that the dwelling with the highest pressure drop must be met, so the distribution network should be
able to provide for this dwelling. This thus sets the minimum pressure drop, as all the dwellings are placed in
parallel in a ring-type network. However, contrary to the literature study, the dwellings are all attributed with
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a pressure valve to control the local heat flow into the dwelling instead of a pump.
When assuming a perfect network, the following equations and boundary conditions provide the average
pressure drop over a single dwelling: equation 5.2 provides the number of parallel pipes which are required
to carry the maximum heat load. The maximum heat load per diameter of piping is calculated using equation
5.1 and illustrated in table 5.1, in which vmax,DN is the maximum velocity per diameter of piping, ADN the
surface area per diameter, ρw the density of water, cp,w the specific heat of the water and ∆TD H the tem-
perature difference of the supply and return of the DH. Multiplied, these lead to the maximum heat flow per
diameter Q̇max,DN .
The length leading to one dwelling is estimated by putting all the pieces of pipe required to get to one dwelling
and their associated speed in series and calculating the pressure drop. The length per diameter of piping
is calculated by dividing the total length of piping with a certain diameter by a factor that determines the
amount of which need to be placed parallel to transport the whole heat demand. This factor is calculated ac-
cording to equation 5.2. Placing all of the lengths per diameter in series, and calculating the maximum heat
load per diameter will lead to the pressure drop. This pressure drop is the major loss of the network, as de-
scribed in equation 4.29. The minor losses are estimated as 10 percent of the major losses. With the pressure
drop and the volumetric flow for each substation, the energy consumption of the pumps can be calculated
according to equation 4.20.
For example, if the total length of piping of DN 250 is 100 m and of DN 125 as well, transporting heat from
one central point to six subpoints. The maximum heat transport capacity of DN 250 is 10.5 kW and of DN
125 1.86 kW for a ∆ T of 30 °C. To transport the same amount of heat one DN 250 is carrying would require
10,500/1,860 = 6 tubes to be placed in parallel. Thus to get from the central point to one subpoint would
require 100 m of DN 250 and 100/6 = 16.7 m of DN 125. Then the pressure drop for all of these segments is
calculated as if the pipe was a perfect fit for the heat load: the maximum heat load it has to transport equals
the maximum heat load the tube can carry. Adding up all of these pressure drops leads to the total pressure
drop. This gives a pressure drop of 100 m DN 250 for a heat load with a peak of 10.5 kW and 16.7 m for a heat
load with a peak of 1.86 kW.

Q̇max,DN = vmax,DN ∗ ADN ∗ρw ∗ cp,w ∗∆TD H (5.1)

Npi pes = max(Q̇D )

Q̇max,DN
(5.2)

Ld wel l i ng = LDN /Npi pes (5.3)

Table 5.1: Maximum heat load of piping, calculated according to equation 5.1.

Q̇max,DN [kW]
Steel Polymer

DN \∆T 30 20 30 20
25 25 16 68 45
32 51 34 122 81
40 95 63 190 127
50 173 115 346 231
65 334 223 585 390
80 570 380 1,013 676
100 990 660 1,583 1,056
125 1,860 1,240 2,780 1,860
150 2,890 1,930 4,680 3,120
200 5,940 3,960 9,500 6,330
250 10,500 7,000 16,700 11,100
300 16,900 11,300 26,700 17,800
500 66,800 44,500 118,700 79,200
600 110,000 80,000 190,000 130,000
800 230,000 160,000 380,000 250,000
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5.2.4. Total cost
The total cost and CO2 emission will be calculated as described in section 4.3.4. This will include the cost es-
timation of the pumps and HEXs used. However, for the piping of the distribution system, the maintenance
cost is lower in comparison to the other parts of the DH with 2 percent per year of the piping CAPEX, accord-
ing to ISSO 7. This is because the piping does not contain moving parts, contrary to, for example, a pump.

5.3. Thermal energy storage
TES resolves the time dependency of heat demand and supply. The TES will be divided into two time scales:
short-term TES (ST-TES) and seasonal/long-term TES. ST-TES can compensate for the daily and weekly vari-
ations, which occur, for example, because the generation of heat during the day is often higher than demand.
For this type of TES, T-TES allows cheap loading and unloading of heat. The seasonal storage is necessary as
during the summer months energy will be generated in excess, while during the winter months energy de-
mand surpasses that of the supply. The literature study suggested that SH-TES is the best TES solution. For
long-term storage, the ATES method will be used because the storage space is the cheapest available. Since
loading and unloading into the aquifers are more costly compared to the T-TES, this method cannot be used
for fast unloading and loading as a result of daily variations. T-TES, on the other hand, suits fast loading and
unloading of heat and will be used for ST-TES.

To eventually come to the total cost and CO2 emission of both storage solutions, first, the heat balance
will illustrate the differences in time of heat supply and demand. The difference will then be subdivided
into short-term and long-term differences. Second, solving the mass balance and thereby calculating the
equipment demands will lead to designs for both the ATES and the T-TES solutions. At last, the cost and CO2

emission will be determined based on the cost for both designs. These will be validated for Westenholte in
chapter 6.

5.3.1. Energy balance
The ATES will be able to store the excess heat that is created by seasonal differences and release the heat
once the demand surpasses the supply, where the ST-TES will only act as a short-term buffer to smoothen the
(un)loading of the ATES and the load on the piping. The ST-TES will dampen the peaks in heat demand and
supply. Since the pumping cost during peak demand is cubically proportional to the cost, this can make a
significant impact (Guelpa & Verda, 2019).

To obtain the excess heat supplied by the heat sources and the demand that cannot be met, Q̇∆, the lev-
elized heat supply (Q̇l ,s , calculated in equation 5.5) will be subtracted from the heat demand (Q̇d ), as seen in
equation 5.4. The levelised heat supply is calculated according to equation 5.5. This scales the total amount
of supply to be equal to the total amount of demand, whilst the supply maintains the old heat profile. By
using the levelized heat supply, only the timing differences between the heat production and demand are be-
ing stored, as the total heat demand equals the total heat supply. Q̇∆ thus provides the redundant heat when
positive and the reluctant heat when negative. From Q̇∆, the two different time frames, short term, Q̇ST−T ES ,
and long term, Q̇ AT ES , are computed.

Q̇∆ = Q̇l ,s −Q̇d (5.4)

Q̇l ,s =
Q̇s

Σi (Qs,i )
∗Σi (Qd ,i ) (5.5)

In this case, the T-TES will act as a buffer for 24 hours, as most periods of demand and supply are 24 hours.
This means that the net energy stored over the past 24 hours should be equal to zero. An easy way of calcu-
lating the result for a buffer of 24 hours is by using the SMA for the heat difference for 24 hours. Equation
4.2 shows the SMA, for which t is the current time in hours, N is the period and p is the time series for which
the SMA is calculated. With a window from the past 12 hours and the future 12 hours, the SMA equals a per-
fect prediction of the heat flow, as the weather can also reasonably be predicted for 24 hours. This means
that only the perfect amount of heat is stored or provided because of the mathematical property of an aver-
age. The SMA will be the result of applying the T-TES, so the signal automatically sets the heat that the ATES
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should be able to store or provide, Q̇ AT ES , as illustrated by equation 5.6. The amount of heat that then has
to be stored by the ST-TES, Q̇ST−T ES , can be calculated according to equation 5.7. With the storage demand
split into short and long-term storage, the design of both storage solutions can be determined. This method
is appropriate for the tank model, which will be explained in section 5.3.3, as the model assumes a perfectly
steady temperature of the supply of the proposed DH distribution and no heat losses in the tank.

Q̇ AT ES = SM A(Q̇∆, N = 24) (5.6)

Q̇ST−T ES = Q̇∆−Q̇ AT ES (5.7)

5.3.2. ATES
To get to the design of the ATES, first, the functioning of the ATES will be further defined by examining the
working of the ATES and the losses that occur. Solving the heat and mass balances will enable one to design
the equipment and obtain the total volume required for the ATES. Finally, with the solved heat and mass bal-
ances, the cost and CO2 emission of the equipment can be calculated leading to the cost and CO2 emission
of the ATES system. The CAPEX will be based on the total volume of the ATES, where the OPEX is based on
energy consumption.

Figure 5.3 depicts the functioning of an ATES. As can be seen, when there is an abundance of energy, water
from the cold well will be pumped through an HEX, thus gaining heat from the DH network, and raising the
temperature. The warm water is then pumped into the hot well, where it will be stored until the heat demand
of the DH exceeds the supply. To regain the heat, the water from the hot well will be pumped to the cold well,
passing a heat pump where it will release its heat. In the heat pump, the heat is extracted and upgraded for
use by the DH. Historically, LT-ATES is widespread throughout the Netherlands, with storage temperatures of
10 °C for the cold and 17 °C for the hot well (de Wit-Blok, 2017). The depth of the aquifers ranges between
about 20-300 m, with some exceptions (Fleuchaus et al., 2018). This form of TES is known in the Netherlands
for having one of the lowest costs among long TES and relatively small space requirements, and being the
only permitted form of ATES. Typically, ATES storage capacity ranges from 10 MWh to 10,000 MWh and heat-
ing power from 0.5 MW to 200 MW (de Wit-Blok, 2017). This suffices as the total heat demand of Westenholte
has a maximum of approximately 10 MW.

Figure 5.3: Schematic representation of LT-ATES in which the storage of water takes place in the sand between two impermeable layers.
In the summer, it is charged using an HEX and, in the winter, discharged with a heat pump. Adapted from Bloemendal et al. (2018).

The heat balance will be solved to obtain the heat stored in the ATES. Thus far, only the heat demand
from the ATES is known and depicted in equation 5.8, as the levelized heat supply (Q̇l , is used to calculate
Q∆. Calculation of the amount of heat required to provide the final heat should account for the heat pump as
well as the efficiency of the ATES system. The demand which should be provided by the ATES is illustrated in
equation 5.8. Equation 5.9 gives the demand that should be provided by the ATES. The heat directly output
by the ATES then remains. This heat becomes less as heat losses occur (Bloemendal et al., 2018). The input of
the ATES must be more than the output as a result of this efficiency. Equation 5.10 shows how the heat input
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of the ATES is calculated from the heat demanded from the ATES Q̇d ,AT ES . The total input can then be calcu-
lated according to equation 5.11. The heat, including losses, that is “stored” in the ATES can be calculated by
summing the previous in and output of this heat.

Q̇d ,AT ES = Q̇ AT ES for Q̇ AT ES > 0 (5.8)

Q̇ AT ES,out = Q̇d ,AT ES −Ẇel (5.9)

Q̇ AT ES,i n = Q̇ AT ES,out

ηAT ES
(5.10)

Q̇ AT ES,i n = Q̇d ,AT ES

ηAT ES
∗ (1− 1

COP −1
) (5.11)

Mass balance and cost

Next up for investigation are the mass balances. The ATES can be divided into two stages: loading and
unloading. In the loading phase, energy from the DH will be put into the ground with the help of an HEX.
By law, the heat and volume going in and out of the ATES should be equal over a full year. In hindsight, for
Westenholte, this would mean the heat input over a full year must average to zero. This can be calculated by
subtracting the Q AT ES,i n which heat should be stored and released by the SMA of the heat profile of Q AT ES,i n

of a year (8760 hours), as illustrated in equation 5.12. By subtracting the yearly SMA, the mean of the total
heat profile per year will be zero, meaning all energy stored is released in the same year. This then satisfies the
regulations set by the Dutch authority. However, this technique is based on hindsight, meaning it can only
be used with known data and only roughly estimates the storage capacity. The volume flows for (un)loading
can be calculated with equation 4.11, for water for a temperature difference of 7 °C and Q̇ AT ES,i n . A negative
mass flow indicates that the mass is being pumped from the hot well to the cold well.

Q AT ES,year l y =Q AT ES,i n −SM A(Q AT ES,i n , N = 8760) (5.12)

With the volume flow, the pumping cost can be determined for the ATES system. Haichar (2018) prescribes
that the maximum diameter and velocity for each utilized ATES well must be accounted for, leading to mul-
tiple wells and pumps. The maximum diameter for an aquifer is estimated to be 0.3 m and the velocity 0.52
m/s. The number of aquifers is then calculated by dividing the total volume flow by the maximum volume
flow for one aquifer. The energy it takes to pump the water is estimated in equation 4.20. The pressure drop
the gravity causes has a net-zero effect, as the water is pumped the same amount up as down, the gravity does
not cause pressure differences.
Besides, the pressure drops caused by friction forces and the HEX’s are still present and should be added to
this pressure drop. When the soil is assumed as water, the pressure drop for both loading and unloading is
the same: pumping water into the aquifer causes an increased pressure that equals the increased pressure
drop due to the conservative force field properties of gravity.

The CAPEX of the ATES will be based on the total volume of the ATES. The cost of the ATES can be cal-
culated using the volume equivalent water of the ATES, calculated in equation 5.13 (de Guadalfajara et al.,
2014), in which Vstor ed is the total volume equivalent of water stored and αT ES is a variable dependent on the
type of storage (αT ES = 0.25 is assumed for ATES and αT ES =1 for T-TES). The CAPEX is then calculated using
equation 5.14. This equation has been verified for ATES data using de Wit-Blok (2017).

Vstor ed = max|Σt
t=0Q AT ES,year l y |

cp,w ∗ρw ∗∆TAT ES
(5.13)

C APE X =αT ES ∗4660∗V 0.615
stor ed (5.14)

The OPEX of the ATES system consists of the cost for electricity of the heat pump and other pumps. The
pumping cost is calculated based on the pressure drop. For the pressure drop, it is assumed the cold and hot
aquifers are separated by 100 m and the depth is 80 m. With this pressure drop and the volume flow, equation
4.20 can calculate the electricity consumption for a single aquifer. The electricity consumption for the heat
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pump is obtained through equation 4.8 with input Q̇ AT ES,out and COP for the temperatures (10+17)/2 = 13.5
° C and supply temperature for the DH network.

5.3.3. Short term SH-TES
How the T-TES balances heat demand and supply over 24 hours is illustrated in section 5.3.1. The tank stores
the thermal energy by holding hot and cold water in the same tank in a stratified manner. Additionally, the
T-TES can act as a pressurization vessel when directly connected to the DH distribution system. Loading of
the tank is done by letting the supply piping fill the tank with hot water, while the return pipe is draining the
tank. Vice versa for unloading of the tank. Figure 5.4 depicts the above described T-TES.

The cost is determined in largely the same manner as for the ATES: the volume of the tank determines
the total CAPEX and the OPEX mainly consists of the friction losses and minor losses at the distributor. Ad-
ditionally, when using the moving boundary model from Dumont et al. (2016), the layer of water separating
the hot water and the cold water, the thermocline, takes up some space in the tank and reduces its efficiency.
Learning the cost of the T-TES starts with determining the tank design, including its efficiency, leading to the
volume. Next, the loading and unloading of the tank will be modeled, leading to the energy consumption of
the T-TES. At last, the cost and CO2 emission are calculated based on the volume of the tank and the energy
consumption.

Figure 5.4: Schematic overview of a stratified T-TES, showing the hot and cold side, thermocline, and diffusers.

Design of T-TES

The design of the T-TES is based on the moving boundary model of Dumont et al. (2016) for a stratified
water tank. The model proposed by Dumont et al. has low computational demand while providing relatively
high accuracy. This model is based on the usage of a stratified tank divided into two sections: a hot section
and a cold section. These sections are separated with a boundary layer that is infinitely thin and where no
heat transfer takes place, as can be seen in Dickes et al. (2015) and is described by the equations 5.15 and 5.16.

Qhot = (Ht ank −h(t )−0.5∗Hth)∗ At ank ∗ρw ∗ cp,w ∗∆T (5.15)

Qcold = (h(t )−0.5∗Hth)∗ At ank ∗ρw ∗ cp,w ∗∆T (5.16)

Hth = Lth ∗Ht ank (5.17)

For this model to be used, first, the total volume of the water inside the tank needs to be obtained in
order to calculate CAPEX and OPEX of the T-TES. An initial estimation for the volume of water required can
be made using the work of Gadd and Werner (2015) and Guelpa and Verda (2019). In their research, 6 m3 of
water was used for storage per TJ generated heat to fulfil the annual heat supply. This initial estimate leads
to a volume of around 750 m3. Additionally, Guelpa and Verda (2019) have estimated that 17 percent of the
average daily heat load is required in storage, which is 16 m3 for when ∆T = 30 °C. Equation 5.13 assesses the
volume of the tank without the thermocline separating the hot and cold sides. For a reference case for the DH
of Westenholte, where each source is providing a quarter of the heat, the demand is as-is and the temperature
of the DH is 70/40 ° C, the volume lowers to 700 m3 for 95 percent of the maximum based on Q̇T−T ES . This
illustrates the method used to model the heat flow for the T-TES provides a good approximation.
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The method used to calculate the 700 m3 however does not include the volume of the thermocline in-
side the tank. Therefore, an adaptation on the model is proposed for Hth , in which a transition layer or
thermocline is used, as the thermal energy capacity is overestimated. The transition layer can be adapted
to account for the thermal efficiency of the TES and reduces the thermal storage capacity to approximate
the encountered experimental values better, which Dickes et al. (2015) encountered. A value for the non-
dimensionalized thickness was found to be approximate Lth=0.4. This can then be used to calculate the total
required volume of water for the tank, and therefore all other dimensions required for calculating the CAPEX
and OPEX, as will be elaborated in the following sections.

(Un)loading

(Un)loading the tank with heat requires pumping energy. In case of a heat surplus, the tank will gain hot
water from the DH network and feedback the cold water, maintaining the same volume. In case of a heat
shortage, the hot water will be put back into the DH network and the colder water will be fed into the tank.
Because the tank is connected directly to the DH this will happen automatically: a surplus of heat will cause
extra pressure in the distribution piping. The extra pressure from a decreased demand leads to a sudden lower
flow rate, while the pumps are still running at a previously indicated flow rate. This is because the closed flow
valves at the dwellings leave no opportunity for the DH to discard the volume. The extra pressure in the distri-
bution net then finds a way out by filling the tank. Diffusers are used to slowly fill/drain the tank, preventing
distortions that could break the thermocline. This process happens vice versa when extra cooling is required
of the sources with the return line. Direct connection to the DH also means that the supply temperature will
equal the hot water as the return temperature will equal the colder water. The amount of pumping energy
can be estimated by calculating the pressure drop formed by friction and gravity, similar to the ATES.

Cost

Equation 5.14 serves to calculate the total CAPEX of the T-TES, forαT ES =1, according to de Guadalfajara et
al. (2014). Next, equation 4.20 gives the electricity consumption for the previously calculated pressure drop
during (un)loading and the associated volumetric flow for a pipe with the diameter as determined in 4.12.
This electricity is then multiplied by the electricity price to obtain the OPEX.





6
Total model

6.1. Introduction
So far, the different sub-models have been constructed independently from one another. In this chapter, the
models will be merged to form the complete DH model. The goal of the DH model is to answer the main re-
search question. It does so by calculating the KPIs, previously determined in chapter 2, for various scenarios
and researching the influences of DH temperature and the different heat sources. Location-bound variables
should remain constant to determine the effect of these two variables. Therefore, a distinction is made be-
tween constants, which are variables for the case study, and variables such as the DH temperature. The model
is, first, initialized with constant location-bound data which does not change with a run of the model for the
case study: the neighborhood of Westenholte. Next, the variables of specific scenarios are entered into the
DH model after which the result for that scenario can be calculated.

To get a starting point for finding the optimal configuration of heat sources, two base case scenarios per
submodule will be calculated for Westenholte, summarized: the conservative 70/40 °C scenario and the pro-
gressive 50/30 °C scenario. For these base cases, the total heat supply per source is equal for all sources so
they can easily be compared, whilst the temperature causes the main differences in the resulting KPIs.

The DH model will be constructed by composing each submodule for the base case scenario to obtain
the KPIs per submodule. These KPIs will then be validated with the current literature. Using the validation,
the total output of the DH model can be calculated with an amount of certainty. The results of the base sce-
narios are then compared with an all-electric heated reference model, which is developed in the last part of
the chapter. Chapter 7 offers a discussion for optimization of the DH based on the resulting KPIs of the base
scenario and the all-electric reference model.

6.2. Model
The total model is largely based on the heat flow model shown in figure 6.1. However, instead of the weather
being the sole input of the model, various parameters each play a role. Two kinds of parameters will be distin-
guished: initial and variable parameters. Initial parameters are constant per location and cover, for example,
the number of dwellings that the case study represents. Variable parameters are subject to change through-
out a case study, these will include the DH temperature.

In the following section, the DH model is constructed based on figure 2.3, after which the two base scenar-
ios are composed. Second, the different submodules are individually calibrated for Westenholte, the variables
for the scenarios are determined and then run for the base case scenarios. The variables are chosen in line
with the model’s goal of obtaining the KPIs for different demand distributions over the heat sources. The
submodules will be initialized and run according to the flow of figure 6.1 and be compared to finally arrive at
the output. To assure the assumptions made are correct, each submodule will be validated with the literature.
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Figure 6.1: Schematic overview DH model

6.2.1. Functioning and goal of the DH model and scenarios
Figure 6.1 depicts the DH model and provides the information flows between the submodules. Compared to
the heat flow model in figure 2.4, this new model has an additional input and output submodule. The input
module, as illustrated in the figure, provides the variables that are open for research, such as the temperature
of the DH network. This submodule is the single central point of the DH network where variables (indepen-
dent of location) are loaded for the whole model. The input module is nested in all other submodules. After
running the submodules in the flow illustrated in figure 6.1, the output submodule can merge the results of
all the different submodules to get the final KPIs for the total DH. Based on these KPIs, the total DH network
can be evaluated on the effects caused by the variables loaded into the input submodule. The last stage starts
with an elaboration on the goal of the base scenarios. The total functioning of the model is explained with
help of these base scenarios, illustrating the location-dependent variables and the scenario variables.

Developing the different scenarios and setting up the DH model requires, first, a confined area. This case
study involves the area of Westenholte, so the different scenarios can be developed. Two base scenarios are
developed for initial research on the temperature effects of a DH in Westenholte: the conservative 70/40 °C
and the progressive 50/30 °C. The goal of the 70/40 °C scenario is to be the least invasive without large dis-
ruption of current designs of DH and in the dwellings of consumers. For example, this scenario will not need
an electrical boiler for its DHW. The 50/30 °C progressive scenario, however, is designed to minimize the CO2

emission. For instance, insulating the dwellings could limit the demand. These scenarios offer a view at
the effect of the different temperature regimes whilst also providing an equal ground for comparison of the
heat sources. Both cases are locally implemented for each submodule. Using the base scenarios, the global
functioning of the model is explained, after which the variables per submodule are determined for both base
scenarios. The total amount of variables for the network is then illustrated in table 6.1.

As illustrated in figure 6.1, the DH model starts with the input module. This module contains global
location-constant parameters relevant for all the submodules and all the variables which can be altered based
on the scenarios, as this is the submodule influencing all the other modules. The demand will be determined
from the input module. For the demand, the insulation of the dwellings is not location-bound and will dif-
fer per scenario. Insulation does not affect the conservative case, and thus will not be considered. However,
the progressive case has a benefit from insulation: less heat to be generated directly means less CO2 emission.

The total heat supply is calculated through the demand and the input modules. This must include how
much each heat source will need to produce in respect to the total heat demand, to study the effect of us-
ing different sources and of the heat loss of the overall network on the heat production. The amount of heat
supply per source can thus be varied. It is even possible to completely exclude certain sources. For the con-
servative case, the peak supply will consist of a gas boiler and the baseload will be covered by equal amounts
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of each heat source. For the progressive scenario, the peak load is provided by the ATES, limiting CO2 emis-
sion from the boiler. The baseload will be the same to research the effect of the different scenarios without
the varying heat supply.

With the demand and supply, the storage and distribution network can be determined. The storage will
not vary over iteration and only needs to be initialized. However, the distribution grid includes two options,
steel or polymer piping. The conservative scenario will use steel piping as is mostly used by DH so far. The
progressive scenario likely will benefit from the polymer piping, since the heat losses are slightly lower. Table
6.1 provided below gives a clear overview of all the variables used in the base scenario.

Table 6.1: Values for the variables of the base scenarios. The running period for both scenarios is from 2005 to 2020.

Scenarios conservative progressive unit
Heat demand Insulation No Yes [-]
Heat supply Peak load boiler Yes No [-]

IWH 22 31 [%]
TEWW 24 24 [%]
STE 27 23 [%]
TESW 27 22 [%]

Distribution Piping material ST/PUR/PE PB-h/PUR/HDPE [-]
Supply temperature 70 50 [C]
Return temperature 40 30 [C]

6.2.2. Input
At the beginning of the model, the input submodule offers location-based data such as the weather, but
mainly supports altering key/design constants of the entire DH network, as defined in the previous section.
Different scenarios can therefore be simulated to come to the ultimate solution. For example, this model al-
lows changing the temperatures of the DH distribution model.
The input module consists of three main groups of key parameters used to describe the DH distribution net-
work: the distribution of heat provided by the different sources and input to financial parameters previously
described in section 4.3.4 and general key characteristics of the entire DH model.

Starting with the latter, general key characteristic parameters for the DH consist of the specific heat value
and the weather. Heino’s data for the period of 2005-2020 describes the weather and includes solar irradiation
and temperature. For more on the financial parameters for the DH model, refer to section 4.3.4. The specific
CO2 emission is part of the main KPI and is also included in this group at 441 g CO2/kWh of electricity (Euro-
pean Enviroment Agency, 2020).

The variables loaded into the input submodule include the distribution temperature, dwelling insulation,
and extra required heat production to compensate losses. The distribution temperature was already set to
research 50/30 and 70/40 °C networks, these are only the minimum and maximum of the DH and can be
altered as well. The second adjustable variable is the insulation of the housing stock. This will reduce the
demand profile and produce investment costs that are calculated in the demand section. Lastly, the fraction
of heat supplied per heat source is set based on the percentage of the total heat supply for each heat source,
depicted in table 6.1.

In addition to distributing the heat demand over the sources, the input module also estimates the amount
of heat loss in the DH as a percentage of the demand. The heat loss is then encountered in the heat produc-
tion. The total heat loss is divided into two parts, the heat loss of the ATES and the heat loss of the distribution
grid, as the tank is assumed to be 100 percent efficient. The heat loss of the ATES is calculated according to
section 5.3.2 and of the distribution grid according to section 4.3.4. The supply to demand ratio can then
be calculated using equation 3.4 for a constant ground temperature of 10 °C (Kennisinstituut voor Installati-
etechniek, 2012) and the ATES efficiency as described in equation 5.11. However, the heat loss depends on
the amount of heat stored, which can only be determined based on the match between the supply and de-
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Table 6.2: Demand output for a lifetime of 30 years for the 2215 dwellings of Westenholte.

Scenarios Conservative Progressive [unit]
Demand 110 74 TJ/year
CAPEX 0 37,3 Me
OPEX 0 0,217 Me/year
LCOE 0 0.072 €/kWh

mand profiles. These profiles are known after the input model, making an iteration round required to get to
the exact heat production, but before calculating the storage and distribution. However, the results reflected
in this work already account for this correction and are thus the final results.

6.2.3. Demand
The heat demand is the first to be calculated based on the input. The input of the heat demand only consists
of the input model, which provides the weather data and defines whether or not the dwellings need insula-
tion. Additionally, the demand module initializes its data before running the model. This data provides the
types of dwellings according to Agentschap NL (2011b), based on its envelope and construction year, and
reference heat usage of these types. It also includes the number of dwellings found in Westenholte based on
the four typical dwellings formed in chapter 3 and listed in appendix A in table A.1.

The process of calculating the heat demand starts with estimating the standard insulation per dwelling.
The standard insulation is based on the reference gas consumption of the entire neighbourhood (CBS, 2018).
A lower reference value indicates that extra insulation is used, illustrating the effect of insulation. The heat
demand is then calculated by the insulation values, the weather, and the values of the four typical dwellings.
The heat demand is categorized in solar heat, heat losses, and DHW heat demand per typical dwelling – cal-
culated simultaneously. At last, the heat demand of the entire neighborhood is estimated by multiplying the
number of dwellings per typical dwelling with its heat demand.

Each scenario has different insulation of the dwellings and utilization of the electric boiler. A lower distri-
bution temperature of the DH than the allowed DHW temperature would require electrical boilers and insu-
lation measures need to be taken. Both costs are determined based on Technim (n.d.) and Knepper (2019).
The cost of the boiler is based on the CAPEX per unit at €2000.- and the OPEX energy consumption of the
boiler and the consumer electricity price of € 0.22/kWh. The DHW heat demand will be used to determine
this energy consumption and provide the OPEX. The insulation only involves the CAPEX as, after insulation,
it is considered to be maintenance-free. The total cost of the submodule heat demand will thus consist of the
insulation and boiler costs, including the installation cost, extra costs, and unforeseen costs, as discussed in
section 4.3.4.

The output thus consists of the heat demand per typical dwelling, the total heat demand of the whole
neighbourhood and the CAPEX of the applied insulation. The heat demand is used in all the following mod-
ules of the DH model.

The output of the heat demand modules for both cases is compared for the years 2013-2020 to the average
heat demand based on the average gas consumption for a normal dwelling without insulation (allecijfers.nl,
2020). With a combustion efficiency of ηg as = 94.2 percent (Energy Matters, 2014) the average heat demand
for the past seven years for a dwelling in Zwolle is estimated at 44.0 GJ, which is slightly higher than normal.
For the model this amounts to 49.7 GJ for one dwelling per year. The 8.0 percent difference is fairly low.

6.2.4. Supply
Following the flow chart in figure 6.1, the next step is calculating the heat supply model. First, the heat de-
mand is used to determine the amount of heat supply required, using the expected heat losses of the system.
With the total supply in place, the total demand per heat source is determined through the input module.
The required heat supply is divided into baseload and peak load. The required peak load is delivered either
by a gas boiler or the ATES and the baseload by the RES and IWH. From these submodules, the heat sources
provide the heat supply profile. This, in turn, leads to the sources’ CAPEX, the OPEX, and the electricity use,
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which only applies to the output submodule to produce the final output.

First of all, the amount of heat supply needs to be determined based on expected losses of the DH grid. In
this study, the 100 percent efficient tank leaves the ATES’ storage losses and the distribution grid’s heat losses
as the two major heat losses. Based on initialization, the heat losses are calculated using equations 5.11 and
3.4. Converting the heat losses will allow the heat supply to compensates for the heat losses in the input sub-
module. However, as the loss of the ATES depends on the difference in time of supply and demand, it requires
an iteration round to get the perfect match. The starting value for this iteration will be that 25 percent more
heat is required to account for the heat losses, based on an ATES efficiency of 75 percent. This ratio will then
be adjusted to the ATES heat losses for each scenario.

The division between peak load and baseload is based on using a division in quantiles. The heat demand
required is first ordered in size. The lower quantile, covering the lower 95 percent of the total amount of heat
required is taken as the baseload. For Westenholte this will mean that up to a heat load of 9 MW is considered
baseload and consists of heat provided by the RES and the TES. If the heat load is above 9 MW, the peak load
provide the heat. This comes down to about 1000 hours per year of which the peak supply is also used. The
peak load can be shut off and be replaced with a larger ATES providing this heat, as is done for the progressive
case to limit CO2 emission.

Figure 6.2: Schematic overview heat sources of DH network for solar thermal energy (yellow sun), TEWW and TESW (waves) and IWH
(factory).

The RES and WH used are all calculated similarly. Starting, the amount of heat to be used is calculated,
accompanied by the temperature and volume flow of the source material. With these values, the cost is cal-
culated based on the equipment. Two types of heat sources are differentiated; on the one hand, the sources
where the maximum temperature is always above the distribution temperature, and on the other hand, the
sources below the distribution temperature. The first type only requires an HEX, piping, and pump and is
defined as circuit one in this study and illustrated in 6.2. For the second type of heat source, circuit one is
used but supplemented with a second circuit that consists of piping, a pump, and a heat exchanger. The
equipment will be adapted according to the source material.

Using the equations in section 4.3.4 and finance values from the input module, the total heat supply,
CAPEX, OPEX, and electricity consumption will be calculated. This will include the rough material cost as
primary cost, secondary cost such as small buildings facilitating the installation, extra cost and unforeseen
cost as discussed in section 4.3.4. The total heat supply will be considered in both distribution and storage.
Only the distance from the source to the point of extraction by the DH is taken into consideration for this
setup. Table 6.3 shows the results of the conservative base scenario, which are elaborated on in the following
sections.
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Table 6.3: Heat supply various heat profiles definitions and KPIs for a lifetime of 30 years.

TEWW STE TESW IWH
Heat production 30.55 35.19 35.40 25.73 TJ/year
Maximum capacity 1.26 4.88 2.16 0.82 MW
production time 6,757 2,002 4,548 8,760 h
Electricity consumption 2,641.98 0.13 3,166.34 24.19 MWh/ year
CAPEX 2.04 7.14 2.97 1.40 M€

OPEX 245.36 149.48 320.31 117.49 k€
LCOE 0.04 0.06 0.05 0.03 €/kWh

TEWW,TESW

TESW and TEWW have fairly similar inputs for both sources. Both TESW and TEWW use the air tempera-
ture to estimate the source temperature. The total heat potential can be calculated by assessing the available
amount of source water. Both sources are limited by the amount of effluent that can be dumped. Lastly, the
heat source uses both circuits.

The local inputs for both sources thus will be the air temperature of Heino. Additionally, the effluent tem-
perature is computed based on the capacity the sewage treatment can handle, according to equation 4.6. The
available volume for the effluent is the dry weather capacity to 0.66 m3/s and for the TESW, a maximum of
0.16 m3/s has been set according to the largest TESW installation found in the Netherlands. Water can be
dumped back into the Ijssel at 12.3 °C, assuming a flow of 340 m3/s for the IJssel and a maximum flow of
both TEWW and TESW of 0.66 + 0.16 = 0.82 m3/s is 12.14 °C to meet the proposed regulations of IF and Stowa
(2018).

Additionally, both heat sources are placed on the land owned by Waterschap at the same location. Both
the effluent and the IJssel are easily accessible while it remains as close to Westenholte as possible. The length
of the piping to the sources also reflects this proximity: estimated at 100 m of tubing for TESW and about 10
m for TEWW.

The amount of heat is controlled by limiting the input of the sources. Less volume will mean less water
to obtain heat from. As each heat source provides roughly a quarter of the heat flow (table 6.1), for the TESW
this will mean that only an effluent volume flow of 0.0343 m3/s and Ijssel volume flow of 0.0343 m3/s leading
to 30 TJ per year of heat for the conservative 70/40 °C scenario are returned to the IJssel. This value is then
adjusted to provide the percentage of heat for the progressive scenario.

The output for both installations is calculated for a quarter of the total heat demand of both base scenar-
ios, leading to the CAPEX, OPEX, LCOE, and electricity consumption. A summary of these results is illustrated
in table 6.3.

The cost of TESW ise 0.047 per kWh, which only 7 percent higher than the estimatede 0.044 per kWh by
SDE++. Heat supply for one year is illustrated in figure 6.3. What is clearly illustrated in this figure is the effect
of the heat pump, as the heat from the heat pump decreases when the temperature increases. Assuming a
constant supply of heat from the IJssel, the only variation is the heat added by the heat pump when upgrad-
ing the heat. During summer, when the source temperature is high, the efficiency of the heat pump is higher,
resulting in less additional heat. This process reverses in the winter.

However, since the effluent has a higher temperature, the operation hours are 6,700 hours instead of 6,000
for TESW. This also reflects in the LCOE, which is with e0.042/ kWh slightly lower than that of TESW. In per-
spective to the SDE++ model, with approximated the LCOE ate0.028/ kWh, the price is 50 percent higher per
kWh.

STE
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Figure 6.3: Power available from TEWW and TESW of 2005. In the cold months, roughly hour 0 to 2000, the temperature is below 12.5 °C
and no heat is available from the water sources because the water from which heat is extracted cannot be dumped back to the IJssel per
government rule.

The solar heat source does not require the second circuit from figure 6.2 to provide heat, only the first
circuit, because of the beneficial source temperature. Multiplying the designated area to install the FPC with
solar radiation and efficiency gives the STE heat. The efficiency is calculated based on the air temperature
and the DH temperature. The FPC is placed in arrays based on the available heat. With the setup complete,
the required pumps and HEX can be calculated.

For Westenholte, both the location for installation as well as the preferred FPC for iteration are prese-
lected. The location is shown in figure 4.2 and the FPC is the solar boost HQ, with relevant parameters as
listed in section 4.4.3.

As the area of the FPC is still open for selection, the total FPC area might vary. With the input parameter in
which an indication can be provided of what part of the total area can be used, the heat source can be scaled.
For the base cases/scenarios, this will mean only 26584 m2 of the active area of FPC will be installed, leading
to a power profile as illustrated in figure 6.4.

Figure 6.4: Power available from solar thermal for 2005

From this heat source, the output will be OPEX, CAPEX, electricity consumption and total heat. Table 6.3
shows these results. In comparison to the SDE++ model, which had an LCOE of 0.095 e /kWh, this seems
very reasonable and even a bit on the low side by 80 percent. However, their model is slightly different as it
only offers 600 hours of full operation against the 2,000 hours that model of this study is active. This drasti-
cally decreases the influence of the CAPEX on the LCOE, making it a logical approximation. In comparison to
(Perez-Mora et al., 2018), which estimated the LCOE ate 0.050 /kWh, it is the same. An increase in plant size
most likely will reduce its LCOE.
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Table 6.4: KPIs of the companies making IWH source for the base scenario

Abbott Agrifirm ForFarmers Sensus
Tj/year 13.3 13.1 1.6 13.3 TJ/year
CAPEX 37.2 3580 1363 37.2 k€
OPEX 43.1 227.9 74 43.1 k€/year
Electricity consumpion 0 197.6 24.1 0 MWh
LCOE 0.012 0.126 0.365 0.012 €/kWh

IWH

The companies providing the IWH were previously selected during a feasibility study. The heat profile
is obtained based on the gas consumption, the temperature range of the source, operating hours, the WH
percentage of the total gas consumption, and whether the source material is water or air.

For Westenholte the selected companies are shown in table 6.4, with the WH percentage, working hours,
type of source and temperature profile. For each company, the length of piping from the source to the deliv-
ery point has yet to be determined.

To research the effect of the IWH, the total amount of heat that will be retrieved from the companies can
be altered. In the input, the percentage of WH is determined. However, as it will not be beneficial to install
IWH retrieving equipment for only half of the available IWH, this has been made discrete. The order in which
the IWH would be disconnect from the DH in the case the amount of IWH would be reduced is according to
the following; first ForFarmers then Agrifrim, Sensus and Abbott at last.

The output for the DH will be OPEX, CAPEX, electricity consumption and heat generated. For the whole
DH for the conservative base scenario, this is presented in table 6.3. The heat profile is provided in figure
6.5, gained according to figure 6.2. With all the equations, the following results are obtained, as provided in

Figure 6.5: Power available from IWH for 2005

table 6.4. The LCOE for the air source company is exceptionally high, whereas the LCOE of the companies
providing heat in water sources follows the SDE++ of €0.03/kWh.

6.2.5. Distribution
Each heat supply will be connected separately to a central point in order to prevent co-dependence of the
supply piping. The central point will match the supply and demand in time by use of storage. Three substa-
tions are connected to the central point to which the heat will be pumped, after which a subnetwork for each
substation serves to transmit the heat to the dwellings. The substations each will consist of an HEX and a
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Table 6.5: Distribution grid cost of conservative scenario. Distribution costs from sources to storage, storage to demand, and the total
are illustrated in figure 5.1.

CAPEX [M€] OPEX [k€] LCOE [€/kWh]
TEW 6.4 132.3 0.0092
STE 8.9 178.7 0.0127
IWH 5 101.1 0.0071
Demand grid 18.2 398.7 0.0265
Total 38.4 810.8 0.0555

pump.

Pumps at the center of each heat source will draw the heat from that source to the central point. The HEX
is already placed and is part of the source. From the HEX of the source, water is pumped to the central point.
For each heat source, the diameter and length of piping are equal for the different sources and are estimated
at supply and return of 3 km, as all heat sources are roughly in a circle of radius 1.5 km.

Water is transported from the central point to the substations, which then transfer the heat through
an HEX to the separated consumer network. The consumer network is designed according to Persson and
Werner (2010). Over the total length of 20 km, the length of piping per diameter of the piping is evenly dis-
tributed.

The only variable for the DH network is the piping material. The material used is dependent on the tem-
perature of the DH network; polymer piping for the progressive and steel for the conservative. However,
primary tests have shown that polymer piping can also be used for 70/40 °C networks, on the condition that
the pressure does not exceed 8 bar. The investment cost of both different types of piping is expected to be
the same per piping diameter. This is because the difference in the source material is small compared to the
variance in installation cost. Placing the piping underneath asphalt has a much higher cost than under grass-
land. For the whole network, it is assumed the ground in which the piping is placed will be equal asphalt and
grassland.

The results of the conservative scenario are illustrated in table 6.5. The LCOE of the distribution was found
to be 0.056 e /kWh, which is in the range stated by Mazhar et al. (2018) of 0.051-0.1065 e /kWh for 1.1 euro
per pound.

6.2.6. Storage
The storage is formed by heat demand and supply. The goal of the storage is to match heat supply and de-
mand in time. This process is highly influenced by the profiles of both the demand and supply. However,
the design method is the same and thus indifferent to the heat supply and demand and other input variables
used.

Designing the supply starts with taking the difference between the demand and the supply and splitting
this into a 24 hours signal, of which the mean over 24 hours is zero, and a yearly signal, of which the mean
over one year is zero. The yearly signal will then be used to design the ATES system and the 24-hour signal to
design the ST-TES solution.

The ST-TES consists of a tank stratifiedly filled with water. The tank depends on the signal it receives to
cover the maximum peak. Furthermore, the T-TES temperature equals that of the DH network. The main cost
of this tank is found in the CAPEX, which is directly related to the tank volume and thus to the match between
supply and demand. For both cases, the water equivalent volume of the tank follows the method discussed
in chapter 5 for the base cases, including the CAPEX and the OPEX. As seen in table 6.6, the size of the tank
almost directly matches the estimated amount provided by Guelpa and Verda (2019).

The depth of the ATES is estimated at 100 m and the temperature at 10 - 17 ° C. The efficiency is about
constant and an estimated at 80 percent (de Wit-Blok, 2017). The size of the ATES is directly dependent on the
seasonal match between supply and demand and the cost is also primarily determined by the CAPEX, which
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relies on the size of the ATES. In table 6.6 the size and cost of the ATES are illustrated for the conservative
scenario.

Table 6.6: TES results for conservative 70/40 °C base scenario

Volume [m3] CAPEX [M€] OPEX [k€] LCOE [€/kWh]
ATES 1,350,000 6.9 43 0.007
T-TES 775 0.4 12 0.001
Total 1,350,775 7.3 55 0.008

6.2.7. Output
The output of all the submodules is provided in OPEX, CAPEX, LCOE, heat electricity, and electricity con-
sumption. Simply adding the individual CAPEX of all submodules gives the final CAPEX, idem ditto for the
OPEX. However, as the LCOE is not calculated for the total heat of the network but per submodule, this has
to be recalculated. The CO2 emission is calculated for all the heat sources by multiplying the electricity with
the CO2 equivalent. The results of both base scenarios are provided in table 6.7 and are discussed in chapter 7.

6.3. Individual reference model
A reference scenario that does not rely on the decentral use of natural gas serves to put the results of the DH
network into perspective. According to section 2.6, an individual decentralized all-electric scenario gives the
most fitting alternative to a DH system. In order to compare these two systems, the KPI for both systems are
calculated and compared. The KPIs of the DH system have already been calculated for the base scenarios
in the previous chapter. However, the KPIs of the decentralized system are not. To come to these KPIs, the
following section will design the decentralized all-electric reference scenario and set up a model to provide
the KPIs, after which the latter is calculated. In the literature study in section 2.6, it was found that an air
source heat pump seemed to be the best solution as a heat source, without the need for natural gas. In the
following section, first, the design of a system based on a heat pump for an individual dwelling will be set up,
second, the total electricity consumption will be calculated and lastly, the cost of the decentralized solution
will be calculated and contrasted to the current price per kWh and that of the DH network.

For the design of a decentralized heating solution, the scenario with solutions competitive with DH is that
of an individual electrical heat pump, supplemented with an electric boiler to fulfil the SH and DHW demand
per dwelling. In this scenario, the heat pump will supply the required heat for the SH of the dwelling. The
electrical boiler will provide heat for the DHW requirement. This design was also largely previously used as
a reference scenario by Knepper (2019) and requires high insulation of the dwellings for the heat pumps to
function effectively. When the demand is too high, the heat pump won’t be able to subtract enough heat out
of the air to heat the house (ECN & TNO, 2016). The required airflow would be too large to be economically
viable. A normal temperature for an air source heat pump to produce heat is 35 - 55 °C (ECN & TNO, 2016).

Table 6.7: Results of conservative and progressive scenario’s

CAPEX [M€] OPEX [k€/y] LCOE [€/kWh]
Scenario Conservative Progressive Conservative Progressive Conservative Progressive
IWH 1.40 1.39 117 115 0.0292 0.0288
TEWW 2.04 1.72 246 145 0.0445 0.0498
STE 7.14 2.64 150 56 0.0627 0.0406
TESW 2.97 2.36 321 186 0.0522 0.0603
Total supply 13.55 8.11 833 502 0.0564 0.0527
Demand 0.00 40.26 0.00 185 0 0.0783
Storage 14.50 11.34 48 33 0.0279 0.0326
Distribution 38.44 35.86 405 578 0.0955 0.1491
Total 66.49 95.57 1,286 1,298 0.1844 0.3848
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Since this temperature is lower than the required 65 °C by law, an electric boiler will be used to upgrade this
heat to 60 °C. Concluding, the all-electric scenario will consist of an air source heat pump, an electrical boiler
and additional insulation of all dwellings.

6.3.1. Design of decentralized all-electric reference scenario
To simulate the previous illustrated model, standard values for air-source domestic heat pumps and electric
boilers will be used from ECN and TNO (2016). The input of this model will be provided by the already es-
tablished heat demand model. From the heat demand module, the signals of the central heating demand
and the DHW heating demand are separated. Secondly, for both the signals the electricity consumption is
calculated. For the heat pump, this implies that first the COP will be calculated based on the outside temper-
ate, after which the electricity consumption can be calculated based on the heat demand using equation 4.10
for a Carnot efficiency of 0.4. For the electric boiler, only the efficiency will need to be considered to get the
electrical demand. With the electricity demand per typical dwelling, the total demand can be calculated as a
third step. Finally, the CAPEX, OPEX, LCOE and CO2 will be calculated using the same pricing construction as
for the DH network, except the electricity price. For normal consumers, this price is doubled, as tariffs differ
per user size.

Starting from the CAPEX, which consists of the insulation cost, the heat pump cost and the electrical
boiler cost, the CAPEX of the heat pump is estimated at e 5,100.- including installation, the boiler is then
estimated ate 1000.- euro per dwelling. The insulation cost is previously determined in 3.1 and for the whole
of Westenholte are estimated at on averagee 7,800.- per dwelling.

The OPEX is determined by the maintenance and operation costs, where the operational cost is largely
determined by the electricity for the boiler and the heat pump. The electricity price for an average dwelling
is estimated at e0.22 in comparison to e 0.053. The maintenance cost then consists of 3 percent per year of
CAPEX of the heat pump, where the insulation and electrical boiler are considered to last the 30 year lifetime.

6.3.2. Output
The following CAPEX and OPEX, LCOE and CO2 emission are found for the “all-electric” individual heating by
heat pump and boiler scenario for Westenholte, which are illustrated in table 6.8. The CAPEX thus consist of
the costs for insulation, heat pumps, and electrical boilers per dwelling and include the secondary, extra, and
unforeseen costs discussed in section 4.3.4. Notably, the average heat price of gas is roughlye 0.085 /kWh.

Table 6.8: KPI of reference all-electric scenario, including the average COP of the heat pump

Ref_model Unit
CAPEX 29 Me
OPEX 2.4 Me/year
LCOE 0.22 e/kWh
CO2 49 ton/year
SCOP 2.7





7
Discussion and optimization

7.1. Introduction
In this chapter, the optimal distribution of heat load over the heat sources will be conceptualized, calculated
and evaluated. To conceptualize the optimal scenarios, first, the results of chapter 6 will be discussed. The
previously chosen variables per scenario are evaluated on their impact on the KPIs. This evaluation will result
in a prognosis on how the distribution of heat load could optimize the KPIs for the two different scenarios.
After the prognoses, a sensitivity analysis will be performed for both scenarios with variable heat loads per
source. The result of the sensitivity analysis will then be evaluated with the prognoses to conclude the distri-
bution of the heat load over the heat sources.

7.2. Discussion results of chapter 6
Three scenarios were simulated in the DH model in chapter 6: the conservative scenario, the progressive
scenario, and the individual scenario. The KPIs of these scenarios will be compared in this chapter. Per
submodules of the DH model, the impact of various parameters on the KPIs will be evaluated: CAPEX, OPEX,
LCOE, and CO2 emissions. The total KPIs from the scenarios will be compared and lead to a prognosis on the
optimal distribution of the heat load at the sources.

7.2.1. Demand
Starting with the first submodule of the DH model: the heat demand. The most impactful difference between
the scenarios from the heat demand module’s parameters is the effect of the insulation, which reduces the
heat demand significantly; from 110 to 70 TJ per year. This difference of roughly 40 TJ/year will have a large
impact on the total cost between the scenarios.

Looking at the impact on the KPI, a reduction in heat supply will instigate a reduction in all costs related
to heating the dwellings as well as a reduction in CO2 emissions. However, even when assuming a constant
LCOE of all other submodules, the additional investment cost of the insulation logically will increase the
LCOE of the total system. All in all, the e 0.052 paid per saved kWh of heat roughly equals the price for kWh
of natural gas. These costs should be covered by the decrease in demand, as the consumption is less and the
total cost and consumption of the DH are reduced.

The other parameter concerned with the heat demand is the additionally required boiler for DHW. The
CAPEX of the boiler remains insignificant in comparison to the cost of the insulation. However, the OPEX is
significant, as the heat DHW demand does not change with insulation. The electric boiler needs to upgrade
the temperature with 60–(50−2) = 12 K of which is approximately 20 percent of the total heat required to up-
grade normal tap water to hot tap water. Because the boiler is relatively inefficient compared to a heat pump,
a large amount of electrical power is needed for the heating, instigating a large increase in CO2 emissions.
Section 7.2.5 offers a comparison of these values to other submodules of the total DH model.

75
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7.2.2. Supply
The KPIs of the different heat sources can be fully compared for both scenarios. As all heat sources produce
similar amounts of heat per scenario, it is an ideal starting point for the comparison of the different sources
and their KPIs. Starting with the CAPEX, figure 7.1a shows that the largest CAPEX belongs to solar thermal
energy, which is strongly dependent on the amount of heat that needs to be produced. A reduced produc-
tion allows a reduced CAPEX. This decline in CAPEX is visible for all other sources, except for IWH, as this
production does not differ per scenario.

For the supply, the scenarios can fully be compared for all the KPI. As all heat sources produce roughly the
same amount of heat per scenario, it is an ideal starting point for the comparison of the different sources and
their KPI’s. Starting with the CAPEX, as illustrated in figure 7.1a, the largest CAPEX belongs to solar thermal
energy, which is strongly dependent on the amount of heat that needs to be produced. Since the production
has been reduced, also the CAPEX has been reduced. For all other sources, this decline in CAPEX can also be
seen, except for IWH, as this production does not differ per scenario.

(a) CAPEX of different heat sources for progressive and conservative base sce-
narios

(b) OPEX of different heat sources for progressive and conservative base sce-
narios

Figure 7.1: Cost of heat sources for base scenarios

The OPEX illustrated in figure 7.1b also decreases significantly with a lowered heat demand, as less heat
needs to be provided by the heat sources. The other reason for a lower OPEX in the progressive scenarios,
compared to the conservative scenarios, is the higher efficiency of the heat pump at all sources, except so-
lar thermal energy. The most notable difference in the OPEX between the individual heat sources is found
between the water-based sources and the solar thermal energy: Solar thermal energy has roughly half of the
operational cost compared to the water-based sources. This can be explained by the difference in heat pro-
duction method. The water-based sources need a heat pump to upgrade the heat, which consumes a large
amount of electrical energy. On the contrary, a heat pump is not required for solar thermal energy, signifi-
cantly reducing the cost.

Figure 7.2: LCOE of different heat sources for progressive and conservative base scenarios

The LCOE is evaluated for the heat produced per source over a lifetime of 30 years. The effect of the heat
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pump dependent heat source is most notable in figure 7.2, as the cost is scaled to produced heat. Both the
heat pump dependent water-based sources have a higher LCOE for the progressive scenario compared to the
conservative scenario. This however differs for the solar thermal energy source. For this source, the efficiency
of this source increases as heat losses reduce with a lower DH temperature, resulting in a decrease in the LCOE
with a lower distribution temperature. This compensated for the linear price decrease per installed MW of
solar thermal energy, resulting in an overall higher advantage of temperature difference versus the decrease
in size of the source.

Figure 7.3: CO2 of different heat sources for progressive and conservative base scenarios

Figure 7.3 shows that the CO2 production of the IWH and solar thermal energy are negligible in compar-
ison to the heat pump dependent water-based sources. The decrease in heat demand and increase in heat
pump efficiency are both dominant factors in the lowering of the total emitted CO2 as a result of the electric-
ity consumption.

For the heat supply of the reference scenario, the CAPEX of the heat-producing heat pump for the whole
of Westenholte is estimated at e 29,000,000.- . The CAPEX of the heat source is higher than the combined
CAPEX of all other heat sources used in the DH. The lower source temperatures (temperature of air versus
the water-base sources) also decreases the efficiency of the heat pump and results in a higher OPEX at e
2,400,000.- as the efficiency of the heat pump is far lower due to lower source temperatures. Additionally, the
electricity coste 0.22 /kWh, is far higher than the industrial electricity price ofe0.053 /kWh. The CO2 is also
higher due to the lower HP efficiency but is roughly equal to the total DH model.

Based on the sensitivity analysis of the heat sources, the water-based sources present the lowest overall
CAPEX, while STE offers the lowest overall CAPEX as well as CO2 emission. When considering the overall
cost, the water-based sources also produce a lower LCOE. Thus, a balance needs to be found in cost and CO2

emission.

7.2.3. Storage
The relative differences in the KPI of TES are provided in figure 7.4. It presents lower CAPEX and OPEX yet
higher LCOE for the progressive scenario. As an increase in volume reduces the price per m3 of storage for
both types of TES, the larger the storage, the smaller the relative CAPEX per amount of heat stored, which is
also illustrated by equation 5.14. On the contrary, the OPEX is reduced linearly with a reduction in total stored
volume. The combination of the increase in the relative cost of CAPEX is enough to increase the LCEO. The
reduction in heat demand does have a positive effect on absolute CO2 emission, as illustrated in the most
right part of figure 7.4. The progressive scenario thus will have a large LCOE no matter the amount of heat.
The difference in KPIs between scenarios is already slightly less as the peak supply of the progressive scenar-
ios already reduces the total required storage volume. In case the scenarios would have equal peak supply, an
absence of the peak supply for the progressive scenario, the KPIs would differ even more.
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Figure 7.4: KPI of TES for progressive and conservative base scenarios

Figure 7.5: KPI of distribution for progressive and conservative base scenarios

7.2.4. Distribution
The cost of distribution is separated into the cost of the supply part of the distribution grid and the cost of the
demand part of the distribution grid. The supply part connects the heat sources to the storage facility and the
demand part connects the storage facility to the dwellings, also illustrated in figure 5.1. This division enables
a clear overview of the different impact the scenarios make. In figure 7.5, the KPIs are illustrated relative to the
total KPIs of the conservative scenario. Starting with the CAPEX, it becomes visible the supply and demand of
both cases are relatively the same. However, the CAPEX of the progressive scenario shows a slight decrease in
cost. This, most likely, is a result of the decrease in heat demand. When comparing the CAPEX of the supply
and demand distribution grid, the diameter and length of the piping present a relatively simple explanation
for the same CAPEX: The wider the diameter, the higher CAPEX of the piping. Even though the total length of
the supply grid is lower than that of the demand grid, the diameter of the supply grid is far larger, resulting in
roughly similar costs for both.

For the OPEX and CO2 emission, the effect of the difference in temperature regime is most obvious as
both increases with a decrease in temperature of the DH network. More water has to be transported for the
same amount of heat. This effect is so large that even the reduced heat demand does not compensate for this
change. When contrasting the supply and demand grids, the demand has both notably lower OPEX as CO2

emission because the piping is placed in parallel, requiring less pumping power compared to the sources.
The relative distance from storage to the dwelling thus becomes far shorter, even the total piping length is
significantly longer than that of the supply. This reduction in length reduces the required pumping power.

Finally, an increase of LCOE for the progressive scenario is obvious as both the CAPEX and OPEX are
higher and the heat supply is lower. The ratio of demand and supply remains the same for both cases. Figure
7.5 serves to clarify that the supply part of the distribution exceeds half of the KPIs of the total and thus will
have a significant impact.
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(a) CAPEX of progressive and conservative base scenarios (b) OPEX of progressive and conservative base scenarios

Figure 7.6: Cost of progressive and conservative base scenarios

7.2.5. Total comparison of scenarios
The results of both base scenarios from table 6.7 are depicted in the figures 7.6a, 7.6b, 7.7 and 7.8. However,
instead of the total amounts of each KPI, the relative amount is provided. The relative amount is the value
of the KPI divided by the amount of the total for that KPI of the conservative scenario. For example for the
CAPEX of the demand of the progressive scenario is roughly 30 percent of the total CAPEX of the conserva-
tive scenario. The relative presentation provides a more easy comparison method as the absolute values do.
What the following figures predominately illustrate’s is a summary of the previous DH sections. As the main
research question revolves around comparing the LCOE and CO2, the latter will be dealt with in this section.

Altogether, the progressive demand appears more expensive than the conservative scenario, this is illus-
trated for both the CAPEX, OPEX and also the LCOE. However, the CO2 emission is significantly reduced in
comparison to that in the conservative scenario. The most obvious reason for this reduction is the decrease
in heat demand resulting from the insulation used by dwellings in that scenario. Additionally, the progressive
scenario does not use a natural gas-based heat source for the peak load. The second reason less CO2 is pro-
duced is that the heat pumps in the heat sources are more efficient with a lower distribution temperature, as
explained in section 2.2.1.

Figure 7.7: LCOE for progressive and conservative base scenarios

The reduction of CO2, however, comes with a price: adaptation to a lower DH distribution temperature.
This includes both the insulation to facilitate a lower distribution network, as well as the boilers required to
upgrade the heat. As illustrated in figures 7.6a, 7.6b for both the OPEX and the CAPEX, the cost are respec-
tively what makes the total cost of the progressive network higher. The real question which thus remains is
whether or not the LCOE should be the lowest or the CO2.

Based on these findings, it is expected that IWH in combination with TESW or TEWW will have the lowest
overall price for the DH. IWH scores best on all KPIs but is unable to provide enough heating for the whole
of Westenholte. TEWW and TESW present fewer distribution costs than solar energy, as the heat profile has
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Figure 7.8: CO2 for progressive and conservative base scenarios

lower variance and because they share the same location. The latter effect might be able to compensate for
the higher LCOE of the water-based heat sources.

7.3. Optimization of heat sources
To answer sub-question 6 of what is the optimal scenario of heat load over the heat the DH model will be
optimized for both LCOE and CO2 by performing a sensitivity analysis. This will be done by decomposing the
model into submodels, after which the KPIs are calculated per submodule for the different heat load distri-
bution scenarios and DH temperatures. The KPIs of the submodules are then added to come to KPIs of the
total model resulting in the final optimal heat load distribution over the heat sources for the lowest LCOE and
CO2 emissions for the two different temperature regimes.

The model constructed in the programming language Python is not computational fit to analyze the
whole system. Therefore, the submodules are individually optimized, whilst still obtaining results similar
to optimization of the entire model. The optimization method and model are further illustrated in appendix
B. The final optimized result from the appendix is discussed in the following section, these studies will be
combined to provide the optimal distribution for the different supply temperatures and LCOE and CO2.

7.3.1. Optimal distribution of heat load over sources
The result of the optimization of appendix B is presented in figures 7.9 for the total cost and 7.10 for the CO2

emission.

The DH network is optimized by varying the amount of heat provided per heat source. This results in
different costs and CO2 emissions per scenario. Since IWH was found to be the cheapest and least CO2 emit-
ting heat source, the maximum amount of IWH will be applied to all scenarios analyzed. This leaves three
heat sources supplying distinct heat totals: TESW, TEWW, and solar thermal energy. The heat loads of these
sources will vary from providing all heat for the entire DH per one source to being excluded from the used
sources. For example, this could mean that IWH will provide 25 percent of all heat required, TEWW 75 per-
cent, and no other heat sources. However, it could also mean that in addition to the IWH only TESW or solar
thermal heat will be used.

For example, this could mean that IWH will provide 25 percent of all heat required, TEWW 75 percent, and
no other heat sources. However, it could also mean that in addition to the IWH only TESW or solar thermal
heat will be used.

Results of optimization

The total DH cost, CAPEX in addition to all the OPEX over the DH’s lifetime, is optimized for the total
lifetime of a DH network in figure 7.9. In figure 7.9 and 7.10 the total cost and CO2 emission for the various
heat distribution scenarios: The y-axes depict the percentage of the heat amount from either TEWW or TESW.
Besides IWH, the upper left corner shows the sole use of TESW, while the lower-left corner depicts the sole
use of TEWW. The x-axis illustrates the amount of solar within the total heat supply mix: Left in the figure,
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only solar thermal energy is used in addition to IWH. An equal contribution of all heat sources, in addition
to IWH, can thus be found in the middle of the figure. The resulting values are then scaled from 0 to 1, as
illustrated in the color bar next to the figures. The zero represents the lowest value and 1 the highest.

Discussion of optimization

In figure 7.9, what is first notable is that the solar thermal energy source leads to the most expenses. This
also does not happen gradually but step-wise. This most likely results from the distribution cost, which follow
a similar pattern. The cost of distribution increase relatively stepwise as wider dimensions of piping result in
higher CAPEX in steps. The second conclusion which can be drawn from the figure is that the difference be-
tween using TEWW, TESW or a combination of both is minor. Ultimately, these figures thus provide profit for
primarily using TEWW/TESW for the lowest cost.

(a) Relative cost of 70/40 °C DH of Westenholte (b) Relative cost of 50/30 °C DH of Westenholte

Figure 7.9: Relative cost of DH of Westenholte. The y-axis presents the percentage of TEWW vs TESW and the x-axis presents the amount
of solar thermal energy versus amount of TESW and TEWW. 1 is for the highest possible cost and 0 the lowest.

(a) Relative CO2 emission of 70/40 °C DH of Westenholte (b) Relative CO2 emission of 50/30 °C DH of Westenholte

Figure 7.10: Relative CO2 emission of DH of Westenholte. The y-axis presents the percentage of TEWW vs TESW and the x-axis presents
the amount of solar thermal energy versus amount of TESW and TEWW. 1 Is for the highest possible CO2 emission and 0 the lowest.

The result of the cost optimization, as described in the previous paragraph, stands in great contrast with
the CO2 emission. Figures 7.10 shows that the CO2 emission is the lowest when primarily using solar thermal
energy. The transition from TEWW/TESW to solar thermal energy also happens gradually, opposed to the
cost, because heat sources TEWW and TESW are the primary producers of CO2 emission and solar thermal
energy the lowest. When the heat load from the water-based heat sources is gradually shifted to the solar
thermal energy, so will the CO2 emission while solar thermal energy is the lowest. When the heat load from
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the watery heat sources is gradually shifted to solar thermal energy, the CO2 emissions will consequently de-
crease. The key difference here is that the total cost is primarily influenced by the distribution cost, which
increases step by step, whilst the CO2 emission is mainly influenced by heat production, which increases
gradually. Overall, a trade-off is illustrated between cost and CO2 emission. It will be up to the designer of the
network which they consider to be of the highest importance. This conclusion reflects the prognoses almost
perfectly.

The lowest cost scenario for both temperature scenarios comes down to 25 percent IWH, 55 percent
TEWW and 20 percent TESW, in addition to a peak supply. This leads to the respective CAPEX, OPEX, LCOE
and CO2 emission illustrated in table 7.1. For a minimal CO2 emission, the heat load mixture consist of 25
percent IWH and 75 percent solar thermal energy, leading to the KPIs also included in table 7.1.

Table 7.1: Results of optimization of heat load over heat sources

Scenario Minimalized CAPEX [Me] OPEX [Me/year] LCOE [e/kWh] CO2 [ton/year]
Conservative LCOE 52.02 1.156 0.1492 34.67

CO2 79.17 1.092 0.2051 4.3
Progressive LCOE 88.13 1.257 0.358 16.19

CO2 102.64 1.165 0.4015 2.76

Comparison of DH network to the all-electric reference scenario

Starting the KPI comparison of the all-electric reference scenario versus the optimized scenarios with the
CAPEX, directly a large difference is encountered: the largest difference in CAPEX is estimated ate 70,000,000.
This is explained by the additional equipment required for the DH network. However, the OPEX of the DH
network is lower than half of the OPEX of the reference scenario, also leading to lower LCOE for the progressive
scenario. This difference can most likely cause by the increased efficiency of heat generation, as also the
CO2 emission of the optimized DH scenarios is lower than that of the reference scenario. Since the CO2

predominantly is produced as a result of the electricity production, less energy is required to produce the
same amount of heat, since this emission is lower for the optimized DH than that of the reference scenario.
This conclusion is also established in the heat production discussion, found in section 7.2.2.



8
Conclusion and recommendations

8.1. Introduction
In the previous chapters, the KPIs of the DH network for Westenholte for the heat sources TEWW, TESW, solar
thermal energy, and IWH were optimized for the two temperature regimes 70/40 °C and 50/30 °C. In this
chapter, the conclusions for these optimizations will be summarized and connected to the other conclusions
drawn previously. First, the answers will be provided per sub-research question, as formulated in section
1.2. Subsequently, the sub research question, the main research question will be answered, providing the
final conclusion. The recommendations for further research regarding the multi-RES DH network will be
provided per chapter, to stimulate continued research on the feasibility of multi-source DH networks.

8.2. Conclusion
The purpose of this research is to find an alternative to the natural gas-fueled heating systems of dwellings
for the neighbourhood of Westenholte. The reason for replacing this system is to prevent GHG emissions
resulting from the combustion product of natural gas (CO2), in addition to the greenhouse effect that natural
gas has.

DH for Westenholte with RES

The proposed solution is to replace this GHG intensive system with a DH network, which was compared
to a decentralized all-electric solution for reference. Neither solution requires the vast amount of natural gas
needed by the traditional system, so both could lead to the desired reduction in CO2 emissions. The DH net-
work, on the one hand, adopts central renewable heat sources, of which the heat is then distributed to the
dwellings. The decentralized all-electric solution, on the other hand, will use an individual heat pump and
electrical boiler per dwelling for heat generation.

Research effect of temperature and heat sources on KPI

However, constructing and using a DH network would involve a large investment with total costs that
might be higher than that of the traditional, CO2 emission-intensive, heating system. For this reason, the
cost of a new DH should be minimalized. To investigate both the cost and CO2 emission, the following KPIs
were selected: CAPEX, OPEX, LCOE to quantify the cost and CO2 emission to indicate the difference in GHG
emissions.

Two temperature regimes of the distribution temperature of the DH were calculated and optimized for
the neighborhood of Westenholte. Using a lower temperature (50/30 °C) in comparison to the more con-
ventional temperature (70/40 °C) would successfully reduce the KPIs. Lowering the distribution temperature
would raise the heat pumps’ efficiency, so reducing the overall cost.

Additionally, the DH could probably be made less GHG-emitting and cheaper by using multiple renew-
able heat sources. As the heat profile over time differs per heat source, a combination of the energy sources
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would offer a better match with the heat demand profile, reducing the required heat storage and associated
CO2 emission and cost.

To research the latter two suspicions, a DH model was created, calculating the KPIs. Several sub-questions
needed to be answered to come to a state-of-the-art model. Finally, optimization of the results led to an an-
swer to the main question.

8.2.1. Answering sub-questions
Sub-question consumer end :

1. How can the demand for domestic buildings, set for 2022 and the near future, be modelled for the
temperature regimes low and middle on an hourly basis for three or more years?

The heat demand of the DH network was modeled through an appropriate combination of historic and de-
terministic modeling. Specifically, the methods found most suitable for modeling the heat demand are based
on these two categories. For both categories, a tradeoff between the accuracy versus computational cost and
availability for data resulted in an optimal heating degree day method based on typical dwellings. However,
an additional deterministic element to the model prevented an inaccurate fit of the heat demand and the so-
lar heat supply. The model was able to accurately predict the heat demand for 15 years, based on the weather
data available from the KNMI and the dwelling data from the RVO. Furthermore, the demand could be pre-
dicted for both temperature regimes by incorporating insulation into the dwellings for the lower temperature
regime.

Sub questions heat supply :

2. What is the state of the art of the components for the different RES used to acquire energy for DH?

For the RES, the state for the art of the mechanical model was found as depicted in figure 6.2. For TESW, an
open type of configuration was found to provide the best overall results. The water for this setup was pumped
from the river the IJssel into a P-HEX which then transported the heat to a heat pump. The heat pump trans-
ported the heat on its turn to the distribution grid of the DH. For TEWW, instead of river water, the effluent
of the sewage treatment is used. Harvesting IWH is fairly similar to that process. When the source material,
which was either air or water, drops below the DH temperature, a HEX would transport the heat to the heat
pump after which the upgraded heat was presented to the DH network.

In contrast to the above-mentioned source, in case the source temperature raised higher than that of the
DH, no heat pump was required to upgrade the heat. For the IWH and solar thermal energy heat sources,
such situations were found. The step of the heat pump could just be skipped for IWH. However, the solar
thermal energy required a different approach, as FPC is used to harvest heat from the sun. A grid of FPCs was
designed, heating the thermal fluid in several FPCs, after which the thermal fluid was led to a central location
to exchange its heat using a P-HEX to the distribution grid. Figure 6.2 schematically illustrates this process.

3. What is the most suitable modelling method for each individual RES?

Different methods were examined to find the best method for modeling the RES. In general, the first step
was to estimate the gross heat potential and the total heat potential for the DH network following a heat
pump model. The model for the gross heat potential for TEWW and TESW was based on a combination of
simple linear regression models. For solar thermal energy, the method as described in the common European
standard most accurately approached the computational time allotted for the model. For IWH, the average
waste heat profile of the food section and the gas usage found on the postal code allowed for a rough estima-
tion. The cost was then calculated based on the setup in combination with a heat pump model as depicted
in figure 6.2, consisting of (a) pump(s), P-HEX, piping and a heat pump (if required).

Coupling of demand and supply :
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4. What is the most optimal type of distribution network to supply heat to consumers?

In general, the optimal type of distribution found was the ring network because it kept pressure differences
fairly low. Polymer turned out to be the ideal piping material for the lower temperature regime of the DH, as
maximum velocity is relatively high at the same cost. For the medium temperature regime of the DH, the best
material to be used was ST/PUR/PE, as this the most conventional and the best in the used design method
according to the Kennisinstituut voor Installatietechniek (2012).

5. What is the most optimal type of storage to compensate the mismatch in heat supply and demand?

The best type of storage seasonal storage was the ATES combined with T-TES for short-term storage. The
ATES offers relatively cheap storage and does not require a vast amount of space above ground, thus an ideal
seasonal storage method for the densely populated area of Westenholte. It is also an established technology
in the Netherlands of TLR 9. T-TES proved to be the best fitting short-term storage, as its charging and dis-
charging cost is small. This type of storage also eliminates the need for pressure vessels acting as a pressure
buffer. In addition, it decreases the pipe diameter, as well as the cost of the ATES.

6. How can an optimal configuration of the different heat sources be found, minimizing CO2 emissions
and LCOE?

The optimal source configuration for both scenarios for the baseload was adopting three of the four com-
panies suitable for IWH. Dividing the remaining heat load allowed for 20 percent TESW and 80 percent TEWW
while the LCOE was to be kept to a minimum. If the CO2 was to be minimized, the optimal configuration
was that of IWH in combination with solar thermal energy. These results were found for both temperature
regimes.

8.2.2. Answering the main question
What are the LCOE and CO2 emission of multi-source DH systems with supply/return temperatures of 70
/ 40 °C and 50 / 30°C and decentralized all-electric heat pump systems for space heating and DHW heating
of the 2177 dwellings of Zwolle’s district Westenholte?

The multi-source DH system of 70/40 ° C has an optimal LCOE of 0.15e/kWh for a heat load distribution
for the baseload where 25 percent of the heat load is covered by IWH, 60 percent by TEWW and 15 percent by
TESW in addition to a peak load heat source. The CO2 emission on the other hand was found to be the lowest
for heat load distribution of 25 percent IWH and 75 percent solar thermal energy of 4.3 ton CO2/year, for an
LCOE of 0.21e//kWh.

The multi-source DH system of 50/30 ° C has an optimal LCOE of 0.35e//kWh for a heat load distribution
where 25 percent of the heat load is covered by IWH, 60 percent by TEWW and 15 percent by TESW. The CO2

emission on the other hand was found to be the lowest for heat load distribution of 25 percent IWH and 75
percent solar thermal energy of 2.76 ton CO2/year, for an LCOE of 0.40e//kWh.

The reference case was found to have an LCOE of 0.22 €/kWh and a CO2 emission of 49 ton/year. This
makes the reference solution financially on the same scale as the DH, however, the CO2 emission is far higher.

These results lead to the conclusion that, financially, a conservative scenario with a heat load distribu-
tion of 25 percent IWH, 60 percent TEWW and 15 percent TESW in addition to a peak load supply is the best
solution financially. Regarding the emissions, the best solution is a progressive scenario with a heat load
distribution of 25 percent IWH and 75 percent solar thermal energy. The latter solution would lead to an
emission of 2.76 ton CO2/year, but this reduction in CO2 emission would trigger a 100 percent price increase.

8.3. Recommendations
This research has as the main goal to provide techno-economic analysis of a DH for two temperature regimes,
with the focus on the use of multiple RES to lower the cost and CO2 emissions. For further research into this
topic, recommendations resulting from this study will be provided per chapter.
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8.3.1. Literature
This study intends to answer whether or not a combination of heat sources would be beneficial in reducing
cost and CO2 emission. However, whilst studying the available literature, it has become clear that more re-
search is required to provide a good indication of the feasibility for a multi-source DH varying in DH grid
temperature.

8.3.2. Demand
The heat demand was greatly simplified as the heat demand will differ per dwelling over time. A more exten-
sive model including solar energy and consumer behavior per dwelling would be beneficial. Both factors are
incorporated in the model to a certain extent, however, they could still significantly reduce or increase the
overall heat demand of the DH network.

The error of the model producing the heat demand was found to be ± 3 percent in absolute heat demand,
which does not reflect all inaccuracies. The heat demand profile is only verified with the absolute total heat
demand, so the total heat used over time. Verification should, however, also include comparing two heat
profiles over time for Westenholte.

Additionally, the model used for the dwellings from the RVO was accurate around the date of creation but
can now be considered slightly outdated, as it does not incorporate dwellings built after 2006. The error of this
model is both prevailing into what extend dwellings can be insulated, as well as the cost for this insulation,
including inflation compensation and subsidy of the government for these measures. Although, the latter
roughly cancel each other out (Milieucentraal, 2021).

8.3.3. Supply
For the water-based heat sources, TEWW and TESW, the temperature and volume flow are reasonably well
approximated. The estimated cost as seen in equation 4.22, however, could be improved. The secondary
cost, indicating the cost of the additional required equipment to facilitate the core equipment, is calculated
by utilizing the multiplication factor of the raw material cost. Even though this will suffice as an initial ap-
proximation, the overall accuracy is not satisfactory. As this method of cost calculation is used for the entire
network, the overall cost should be defined more accurately. This includes all the secondary, extra and un-
foreseen cost, and also the maintenance costs per year as a percentage of the CAPEX.

The solar thermal energy model provides a sufficient initial approximation, as also determined by the Eu-
ropean Union (European Solar Thermal Industry Federation, 2012). However, the presented method lacks
dynamic modeling of the heat losses occurring when using the FPC. These heat losses include, for example,
the heat-up time in the morning and the cooling-down time in the evening. Extra factors should be taken
into consideration to compensate for this lack of calculations.

The second proposed improvement involves the location of the FPC. The placement of the FPCs on the
ground near Westenholte will, most likely, face resistance of the inhabitants of the dwellings in or nearby
Westenholte. This issue could be prevented by placing the FPC on a rooftop. However, that would require a
more extensive assessment of whether or not the FPC can be placed on top of the roof.

The IWH approximation is largely based on assumptions for the quality and profile of the IWH, as IWH is
largely classified for public use. A method should be developed to deal with a classification method that both
enhances the information, whilst preventing a harmfull impact on the competitive position of companies.
This would not only help with the current DH and its accuracy but also could increase the total use of IWH in
all future DH networks.

8.3.4. Coupling of heat demand and supply
Distribution

As for the distribution, a couple of improvements could be made. To start, the layout of the distribution
grid was based on a more general approach for a random DH network. This layout should be optimized to
include the specific geography of Westenholte. For the distribution network of the heat sources, the layout of
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each heat source has an own piping network to the central storage point, which might result in a larger cost
when compared to a ring network. Secondly, the material used for the distribution of the medium regime
network was steel. If possible, replacing steel with polymer piping could reduce the distribution cost. Lastly,
the OPEX was calculated based on a perfect network in which the maximum velocity is only reached once or
twice in the lifetime of the grid. This is an unlikely scenario for a realistic DH network.

TES

The functioning of both TES solutions has been simplified and assumptions were made. The most signif-
icant of these assumptions is the efficiency of the storage system. In contrast to the real-world ATES system,
in the model, a constant efficiency over time is assumed. Additionally, the efficiency is also assumed for an
average ATES found in the Netherlands. Both attributes of the efficiency should be locally investigated in or-
der to come to a more realistic model. The design of the TES and the resulting CAPEX for both storage types
was calculated using a basic general equation and might differ depending on the location. Further research
should include a method that can easily assess the cost on local parameters more easily without a large com-
putational burden.
Additionally, this general approach lacks information on efficiency and pumping cost. The efficiency was
determined based on the general efficiency for the Netherlands and does not increase with time, which is
unlikely. The pumping cost also did not include the pressure drop over the filter used in the ATES to regain
water from the aquifer, which might increase the cost. Although these changes will, most likely, not cause any
significant changes in the cost to the model, further research should investigate the latter.

8.3.5. Total model
For the total model, key assumptions are made for the electricity price and the associated CO2 emissions.
The electricity price is assumed to be fixed over time, however, as the coverage of DH over the whole of the
Netherlands increases, this price will become higher as demand increases. In this study, the CO2 intensity of
the electricity is approximated by taking the average over 2018. As the price of the electricity fluctuates, so
does the CO2 emission intensity. Therefore, to improve the model for both the price and the CO2 emission,
also the cost and CO2 emission should be modelled on an hourly basis.
Additionally, to further improve the model, cooling of dwellings should also be incorporated. With the ex-
pected temperature rise according to the Paris agreement, the demand for cooling will increase significantly.
To research the feasibility of DH, this could play a key part, as demand for the DH would be throughout the
year instead of only during the colder days.
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Table A.1: Archetype buildings based on type of building and year of construction with current gas usage, improved gas usage and
associated cost and total window area according to Agentschap NL (2011a).

Type of dwelling Construction period Gas usage [m3] Improved
gas usage
[m3]

Improvement
cost

Window
area
[m2]

house Detached 0 1964 4.731 1.496 15.510 28,3
house Detached 1965 1974 4.110 1.602 16.870 35,3
house Detached 1975 1991 2.616 1.581 16.490 34,7
house Detached 1992 present 1.882 1.702 2.580 39,6
house Semi-detached 0 1964 3.453 1.194 13.400 26
house Semi-detached 1965 1974 3.046 1.233 13.990 31,3
house Semi-detached 1975 1991 1.915 1.234 14.230 26,4
house Semi-detached 1992 present 1.497 1.296 3.680 29
house Terraced 0 1945 3.337 1.106 11.480 22,9
house Terraced 1946 1964 2.246 953 7.880 23,2
house Terraced 1965 1974 2.030 1.050 8.980 27,1
house Terraced 1975 1991 1.542 1.037 8.240 21,1
house Terraced 1992 present 1.135 1.077 1.000 23,6
Apartment building ’maisonette’ 0 1964 2.693 799 7.810 20,3
Apartment building ’maisonette’ 1965 1974 1.493 767 7.900 20,3
Apartment building ’maisonette’ 1975 1991 1.081 763 6.830 16
Apartment building ’maisonette’ 1992 present 833 798 450 18,4
Apartment building ’galerij’ 0 1964 875 513 3.550 20,7
Apartment building ’galerij’ 1965 1974 1.339 807 5.340 20,7
Apartment building ’galerij’ 1975 1991 747 513 5.214 15
Apartment building ’galerij’ 1992 present 606 583 770 17,2
Apartment building ’portiek’ 0 1945 1.489 510 11.201 15
Apartment building ’portiek’ 1946 1964 1.162 532 6.084 31,6
Apartment building ’portiek’ 1965 1974 981 550 3.700 19,5
Apartment building ’portiek’ 1975 1991 849 644 4.110 13,9
Apartment building ’portiek’ 1992 2005 774 675 2.390 16
Apartment building ’overig’ 0 1964 1.140 525 5.634 16,2
Apartment building ’overig’ 1965 1974 1.329 829 4.900 19,6
Apartment building ’overig’ 1975 1991 782 530 5.304 14,9
Apartment building ’overig’ 1992 present 691 669 50 1,9

89





B
Appendix B

B.1. Method
Normally, for optimization, a sensitivity analysis would be performed for all different combinations of the
whole DH model, after which the cheapest or least CO2 emitting heat load distribution scenario would be se-
lected. However, since this would take too much computational time, simplifications are made to the model.
The method used for the optimization of the KPI by varying the distribution of the heat load over the different
sources is still performed, however, individually per simplified submodule. These resulting KPI will then later
be combined to form the final analysis of the simplified DH, but with a similar optimum as for the whole DH
model. As the demand model can not be optimized by varying the heat load, this submodule will be over-
looked.

Starting with the sensitivity analysis of the heat sources, each model is put in the form as defined in equa-
tion B.1. These equations will then provide the KPI dependent on the heat load the heat source should pro-
duce per scenario. In equation B.1 the K PIk is are the KPI for heat source k, calculated by function fk for heat
load QHS . The total heat load will thus be varied, resulting in a different cost per sources, however, the total
heat load should still match the demand of the DH system. For example, all heat sources are responsible for
25 percent of the heat demand which is 110 TJ/year. This ratio of heat load over the heat sources may vary in
performing the sensitivity analysis. The KPIs are dependent on the quantity of heat load, so will they change
when the heat load is changed, besides the influence of the DH temperature.

What might be noted is the lack of heat source IWH. This is because the IWH is very limited in optimiza-
tion as it has only four options and cannot scale up. Additionally, IWH found by using all companies except
ForFarmers has provided the lowest cost and CO2. Since this heat source has the lowest KPI, it is considered
inherent to the system and will not be optimized.

K PIk = fk (Qk ) for k in TESW, TEWW and STE (B.1)

For the distribution, the KPI will be calculated in a similar matter. However, the cost of the demand part
of the distribution can be excluded, as these will not change with changing heat load per heat source. The KPI
can then be calculated as stated in equation B.2. The KPI of the distribution is formed by two functions: fST E ,
which is the function that calculates the transport cost based on the heat load for solar thermal energy, QST E

and fT EW which calculates the distribution cost for the watery heat sources load of QT ESW and QT EW W . As
these heat sources are on the same location, only one distribution network is required to transport this heat,
leading that the KPI are results of both heat load of watery sources.

K PIDi str i buti on = fT EW (QT ESW ,QT EW W )+ fST E (QST E ) (B.2)

For the storage, however, no linear combination of heat source influence can be formed. This is because
the storage is calculated based on the difference of the heat supply profile over time and the demand profile.
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(a) CAPEX of heat source for temperature regimes illustrated in progressive
and conservative base scenarios.

(b) CAPEX of heat source for temperature regimes illustrated in progressive
and conservative base scenarios.

Figure B.1: Cost of heat source for progressive (PRO) and conservative (CON) temperature regime

The equation used for the supply is illustrated in B.3.

K PIT ES = fT ES (QT ESW ,QT EW W ,QST E ) (B.3)

The total DH model is then calculated using the output module to form the KPI of the whole system. The
output module simply adds the different KPI of the submodules to come to the final KPI, except for the LCOE.
Since all the variables are changed for the LCOE, this has to be recalculated to come to the LCOE of the whole
system.

B.1.1. Heat sources
In this section, the different KPI per heat sources will be approximated on the heat output per heat source to
come equation B.1. As the KPI are dependent on the temperature of the DH, for both temperature regimes
a model will be constructed. In figures, the CAPEX, OPEX and CO2 emission per source are illustrated for a
varying heat load as part of the total heat demand of the 70/40 °C DH system.

What is found from performing the sensitivity analysis is that the CAPEX and OPEX can be reasonably
approximated using a linear approach since the Pearson number has only a deviation of 0.0001 percent of
the perfect 1. Table B.1 illustrates the inputs describing the system when using a equation B.4 for the α and β

factors provided by the table. The KPI is calculated dependent on the values used.

Nota bene the low total cost and CO2 emission of IWH. This re-emphasizes why these heat sources in all
cases will be used: compared to other heat sources is IWH the cheapest and lowest CO2 intensive source.

K PI =α∗Q +β (B.4)

Table B.1: Alpha and beta factor for linear equation leading to specific KPI of the heat source

CAPEX OPEX CO2
alpha beta alpha beta alpha beta

Conservative STE 3.70E-05 3.32E+04 1.36E-05 -2.29E+05 4.64E-05 -4.51E+06
TESW 9.16E-06 1.13E+06 2.24E-05 8.48E+05 2.85E-01 1.46E+02
TEWW 8.14E-06 9.91E+05 2.30E-05 7.44E+05 3.11E-01 -7.53E+02

Progressive STE 2.86E-05 2.81E+04 1.06E-05 -1.01E+05 3.74E-05 -2.06E+06
TESW 1.06E-05 1.13E+06 1.79E-05 8.45E+05 1.79E-01 -3.06E+03
TEWW 9.42E-06 9.87E+05 1.85E-05 7.41E+05 2.07E-01 1.09E+03
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Figure B.2: CO2 of heat source for progressive (PRO) and conservative (CON) temperature regime

B.1.2. Distribution

(a) CAPEX of heat distribution from watery source to storage point for 70/40
°C.Blue shaded area reflect possible ratios of TEWW/TESW of total heat sup-
ply.

(b) CAPEX of heat distribution from solar thermal energy.

Figure B.3: CAPEX of heat distribution of TEWW,TESW and solar thermal energy

For the distribution, the two distribution points are considered; the distribution of the heat from the
water-based source to the storage point and that for the solar thermal based heat source to heat source. Both
these heat sources are individually connected to the central storage point. The reason these distribution grids
are selected comes from the fact that only the KPI of these distribution grids will change when the distribu-
tion of the heat load is altered. The KPI of the part connecting the storage to the dwellings of Westenholte
will be unchanged by a different distribution of heat load over the heat sources, as the storage act as a buffer,
preventing the change of equipment for the distribution grid.

Starting with the KPI of the distribution grid transporting the heat from the watery heat sources to the
central storage point: In figure B.3, the CAPEX of the distribution point is illustrated. The CAPEX of the distri-
bution grid is bound by either the graphs of the CAPEX if only one source was present, so either only TEWW or
TESW. As illustrated in the figure, the CAPEX, if only TEWW was gained, is overall slightly higher than if only
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(a) OPEX of heat distribution from watery source to storage point for 70/40 °C.
Blue shaded area reflect possible ratios of TEWW/TESW of total heat supply.

(b) OPEX of heat distribution from solar thermal energy.

Figure B.4: OPEX of heat distribution of TEWW,TESW and solar thermal energy

(a) CO2 production of heat distribution from watery source to storage point
for 70/40 °C. Blue shaded area reflect possible ratios of TEWW/TESW of total
heat supply.

(b) CO2 production of heat distribution from solar thermal energy.

Figure B.5: CO2 production of heat distribution of TEWW,TESW and solar thermal energy

TESW was gained. The blue area found in between these graphs is a possible configuration of both sources.
For the OPEX, the same effect is illustrated. The sudden move up in cost is explained by an increase in pip-
ing diameter. The increased pipe diameter significantly increases the CAPEX. Since the OPEX is dominated
by the maintenance cost, this jump can also be identified in figure B.4. The CO2 production however drops
when piping size is increased, as the power required to pump the water decreases because the overall velocity
decreases, illustrated in figure B.5.

B.1.3. Storage
The cost is determined by the profile of the heat supply and the demand. The supply should match the de-
mand, making it impossible to determine the cost of the supply per source. However, the contribution of
the heat of each heat source can be varied to calculate the KPI of the TES. As the two temperature regimes
show great similarities, only 70/40 °C will be provided. In figure B.6a the CAPEX is illustrated for the 70/40
°C scenario. It illustrates that the CAPEX of the ATES is the lowest for dominance of TEWW in the total heat
supply. This can be explained as TEWW is the source that gives the most steady heat supply over the year.

The OPEX, figure B.6b however is the lowest for dominance by TESW. The heat pumps upgrading the heat
at the end of the year must play a crucial role in this differentiation in CAPEX and OPEX. The extra heat gen-
erated by the heat pumps must smoothen the peak in demand, reducing the overall OPEX. Since the OPEX is
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(a) Relative CAPEX of TES for different heat load distribution for 70/40 °C (b) Relative OPEX of TES for different heat load distribution for 70/40 °C

Figure B.6: Relative CAPEX and OPEX of TES for 70/40 °C DH temperature with on the y-axis percentage of TEWW vs TESW and on x-axis
amount of solar thermal energy versus amount of TESW and TEWW. 1 Is for the highest possible cost and 0 the lowest.

Figure B.7: CO2 emission of TES for 70/40 °C DH temperature with on the y-axis percentage of TEWW vs TESW and on x-axis amount of
solar thermal energy versus amount of TESW and TEWW. 1 Is for the highest possible CO2 emission and 0 the lowest.

lower for a scenario dominated by TESW, it follows that also less CO2 is emitted, as seen in figure B.7.
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