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A B S T R A C T

The increasing popularity of offshore wind as a result of the demand for renewable energy,
forces the industry to consider the development of wind farms in sub-arctic areas. One of
these areas is the Baltic Sea, where the potential for wind energy is very large, but which is
also prone to the occurrence of ice. For the design of offshore foundations it is paramount that
ice-structure interaction is appropriately considered as ice-induced vibrations are known to
significantly increase the loads. As a result, ice-mitigating measures may need to be included
in the design. However, such measures will substantially increase the cost estimates required
for competitive tenders. Hence it is valuable for developers to have early screening tools to
assess this.

The aim of the research was to provide a ‘feasibility map’, which predicts the necessity for
ice-mitigating measures in the entire Baltic region. Feasibility of monopiles was considered
both technically and economically. The former by imposing design, installation & fabrication
constraints and the latter was measured in terms of weight increase of monopiles. This research
was conducted in three parts, an analysis of metocean conditions in the Baltic Sea, development
of coupled ice and aero-elastic models, and the optimization of monopiles based on generated
ice, wind & wave loading.

In Part I of the research, an analysis of metocean data was conducted for the Baltic Sea. Strong
emphasis was put upon ice parameters, such as ice thickness, ridge properties and the ice
crushing coefficient. Subsequently, based on the collected data, nine characteristic regions in
the Baltic Sea were identified: the Danish Straits, the Baltic Proper South, the Baltic Proper
North, the Gulf of Riga, the Gulf of Finland, the Archipelago Sea, the Bothnian Sea South,
the Bothnian Sea North and the Bay of Bothnia. For each characteristic region representative
metocean conditions were determined to aid in defining the ‘feasibility map’. The extreme 50-
year ice thickness was found in the range of 0.40–1.25 m, and the 1-year extreme ice crushing
coefficient CR in the range of 0.86–0.98 MPa.

In Part II, a novel integrated software for coupled simulations of offshore wind turbines in
the time domain under ice, wind & wave loading was developed for this research. The TU
Delft developed software VANILLA to assess ice crushing load was integrated in the Wood
Thilsted in-house software MORPHEUS, which determines the response of the structure in
the time domain. The integration was extensively verified versus the stand-alone VANILLA
based on statistical measures of displacement, velocity and ice load. Subsequently, VANILLA
was coupled to the aero-elastic simulation tool HAWC2, which is an DTU developed aero-
elastic tool to determine wind turbine response. By setting up a TCP/IP link between Matlab
and HAWC2 the two applications were able to run stand-alone, which allowed for minimal
changes to the existing code.

In Part III a design assessment of offshore wind turbines across the Baltic Sea was conducted by
optimizing foundation designs for the IEA 15 MW reference turbine, including and excluding
ice loading. The applied method provided a screening to assess the significance of ice loads
versus other actions as well as a screening for the necessity of costly ice-mitigating measures.
Based on comparison of the designs, the following regions were deemed feasible for monopile
design without ice-mitigating measures: the Danish Straits, the Baltic Proper South, the Baltic
Proper North, the Gulf of Riga and the Archipelago Sea. The Bothnian Sea North and the
Bay of Bothnia were deemed infeasible for design as a result of significant increase in weight
due to additional required stiffness. For the Bothnian Sea South and the Gulf of Finland no
conclusive answer was found, as more research into the cost competitiveness of alternative
options is required. Investigation of the designs showed that the increase in fatigue as a result
from ice loading were the main cause for weight increase of the designs.
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The current study provided rough estimates for the cost increase due to an ice cone, how-
ever, a thorough analysis should be performed to determine the impact of such ice-mitigating
measures on both hydrodynamic loading and project cost. Additionally, due to scarcity of
measurements and data outside the Bay of Bothnia, ice conditions were often scaled or chosen
conservatively. Further research into ice conditions in other regions could improve the findings
of this research.

Keywords: Ice loading, feasibility map, monopiles, design optimization, offshore wind turbines, design
load cases, fatigue limit state, ultimate limit state, ice-mitigating measures.
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1 I N T R O D U C T I O N

In recent decades offshore wind has become increasingly important as it provides clean, renew-
able energy and can aid with the worldwide commitment to combat climate change. Besides
providing clean energy, offshore wind has additional benefits compared to onshore wind as
there is more public support, the potential for increased capacity is very large and the overall
environmental impact is smaller [Wu et al., 2019; Esteban et al., 2011]. As a result, unsurpris-
ingly, the offshore wind energy production has accelerated greatly over the past decade as can
be seen from Figure 1.1. This growth will surely continue as the EU alone has already commit-
ted to investing close to twenty billion euros in the wind sector by 2030, 60% of which in the
offshore market [Wu et al., 2019].

Figure 1.1: Offshore and onshore global installed capacity over the period 2011–2020 [Wu et al., 2019].

One potential area for significant growth of the offshore wind market is the Baltic Sea. At the
end of 2020, an installed capacity of only 2 GW was reported, while the projected potential
capacity is 93 GW [WindEurope, 2020]. The Baltic Sea, however, introduces a new challenge for
designing an Offshore Wind Turbine (OWT), namely ice-structure interaction. The probability
of ice occurrence varies greatly over the entire region, but even in the Southern regions the
probability per season was at least 32% in the twentieth century [Jevrejeva et al., 2004]. Al-
though a decreasing trend for this probability is observed in the Southern regions, ice loading
is still far from negligible. Farther North in the region, no decreasing trend was observed, with
some regions reporting a probability of ice occurrence of 100% [Jevrejeva et al., 2004], further
emphasizing the necessity to include its effects in design.

A major advantage of the rapid growth of the offshore wind industry is the significant decrease
in Levelized Cost of Energy (LCOE), which can be defined as “the minimum price of electricity,
above which a return on capital can be obtained" [Bosch et al., 2019]. As a result of the expansion of
offshore wind, the industry has matured substantially over the past decade and increased expe-
rience has led to more efficient wind farm design, improved reliability and lower operational &
maintenance costs [The Crown Estate, 2017]. This — combined with a decrease in cost of capi-
tal — has aided in reducing the LCOE of the offshore wind industry [Finance, 2017]. In 2017 the
LCOE of offshore wind energy was first reported to dive below £100 per MWh (€112 per MWh)
in the United Kingdom, four years ahead of projections. For other wind energy strongholds
such as Denmark and the Netherlands the reported LCOE is even lower, with prices reported
around €63.90 per MWh and €54.50 per MWh, respectively [The Crown Estate, 2017].

1



2 introduction

Figure 1.2: Total number of foundations installed in Europe per substructure type [WindEurope, 2020].

However, despite the great strides in terms of economic feasibility, offshore wind is still sub-
stantially more expensive than onshore wind. In a recent review on offshore foundations for
wind turbines the investment per megawatt was estimated to be around 50% higher for off-
shore turbines. Moreover, for an offshore wind farm 20-30% of the total investment is used for
the foundations [Wu et al., 2019]. In other words, an efficient foundation design is vital for a
financially sound project.

1.1 ice-structure interaction
From Figure 1.2 it is evident that the monopile is, by a substantial margin, the preferred option
for an offshore wind support structure. This foundation type has matured relatively long and
is often the simplest in both design and installation phase, resulting in the lowest LCOE [Wu
et al., 2019; WindEurope, 2020].

However, vertically-sided structures, such as monopiles, can experience severe structural vibra-
tions due to interaction with level ice. These ice-induced vibrations are dependent on flexibility
of the structure and the velocity of the ice as illustrated by Figure 1.3. The occurring ice-induced
vibrations, or interaction regimes, are Continuous Brittle Crushing (CBR), Intermittent Crush-
ing (ICR), Frequency Lock-In (FLI) and — specific to OWTs — Multi-modal interaction I (MMI)
and Multi-modal interaction II (MMII) [Hammer et al., 2022]. The ice loads associated with
these interaction regimes vary greatly in magnitude and load effect, e.g. the peak loads asso-
ciated with ICR can be up to 4 times higher than peak loads due to CBR [Singh et al., 1990].
Furthermore, FLI may cause significant damage due to structural fatigue [Hendrikse and Koot,
2019].

1.2 ice-mitigating measures
Since the entire Baltic Sea is prone to ice occurrence and the loads resulting from ice-structure
interaction can be substantial, the effect of ice loading should be considered during the design
process. In the Southern Baltic Sea, the loads as a result of ice are often not governing as
the magnitude is relatively low [Gravesen and Kärnä, 2009]. However, given the severity of
ice seasons in the Northern & Eastern regions of the Baltic Sea, and the amplifying effect of
ice-induced vibrations, mitigating measures might be necessary once wind farm development
expands into these areas.
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Figure 1.3: Overview of traditional interaction regimes for crushing between vertically-sided structure
and level ice based on ice velocity and structural compliance [Hendrikse, 2017].

One common mitigating measure is the installation of ice cones at the ice action point, which
causes the ice to fail in bending rather than crushing, which reduces the overall load on the
structure. However, including ice cones in the design negatively affects the LCOE as they are 1)
expensive to fabricate, 2) labour-intensive to assemble and 3) need to be post-installed offshore
as a pile. Additionally, the ice cone is subject to significantly higher wave-loading when ice
is not present due to the increased diameter at the waterline [Tang et al., 2021; Zhu et al.,
2021]. Other mitigating options include the consideration of alternative substructures more
aptly equipped against the effects of ice loading. One such a substructure is the Gravity Based
Structure (GBS), which can easily be designed with an inclined ice-structure surface. A GBS

is known to resist high ice loading and can be cost-competitive for shallow water positions
[Anku-Vinyoh et al., 2021].

Since the effect of ice can greatly alter the design of an OWT foundation, both in LCOE and type
of substructure, it is important to understand what the effect of ice loading is within a region.
Specifically, it can be of great interest to know which regions do or do not require ice-mitigating
measures for monopiles. There is currently no information available regarding such an ‘ice-
defined boundary’ or ‘feasibility map’ for monopiles in the Baltic Sea. Hence this research will
aim to answer the following question:

Where in the Baltic Sea is it feasible to install monopiles without ice-mitigating measures?

1.3 thesis objective
The main objective of the thesis is to research the limit of the applicability of monopiles for
OWT without ice-mitigating measures in the Baltic Sea. Moreover, the aim of the research is to
present this limit in terms of a feasibility map for monopiles in the Baltic Sea, which visually
presents the possibility of installing monopiles in a certain region. Both technical and eco-
nomic feasibility are considered. The former by imposing design, fabrication and installation
constraints, and the latter in terms in terms of weight of additional steel, which serves as proxy
for economic feasibility.

This map provides insight into the future of offshore wind design, specifically the future of
the monopile, within the entire Baltic Sea. It provides information on the LCOE of wind farm
designs within the various regions, as the inclusion of ice-mitigating measures will most likely
increase the LCOE. Inversely, if a region does not require any ice-mitigating measures, projects
in this region might be more economically feasible, which could save both financial (€) and
environmental costs (CO2 emissions).

In order to investigate this limit, the ice load effect on the foundation design has to be evaluated
in the entire Baltic Sea region. This introduces two secondary objectives to this thesis, namely
1) identifying characteristic regions in the Baltic Sea and their metocean conditions and 2)
developing a model which can accurately run coupled ice-structure interaction and aero-elastic
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simulations. The former provides a thorough analysis and comparison of the extremity of ice
seasons in different regions of the Baltic Sea. The latter is a specific goal of Wood Thilsted (WT),
as it provides them the opportunity to design OWTs in colder regions in the future.

1.4 thesis outline
The framework of this thesis, as outlined by Figure 1.4, consists of three parts, each necessary
for achieving the main objective of the research. The first two parts are aimed at the two
secondary objectives, while the last part uses the results from the first two parts to accomplish
the main objective.

Collect and analyze
metocean conditions

Couple Morpheus
& VANILLA

Identify charac-
teristic regions

Couple HAWC2
& VANILLA

Run coupled
simulations

Morpheus
monopile design

Feasibility
Map

PART III

PART IIPART I

Figure 1.4: Visualization of the applied research framework, including Part I, II and III and the relations
between these parts.

1.4.1 Part I

The aim of Part I is to answer the following question:

Which characteristic regions can be identified in the Baltic Sea based on metocean conditions and what
are the representative metocean conditions in these regions?

To this purpose Chapter 2 discusses the relevant metocean conditions for the modelling of
ice-structure interaction in the Baltic Sea as partly described in a separately published liter-
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ature study [van der Stap, 2022]. During the identification of the regions, the focus will be
on metocean conditions relating to ice, as that is the primary concern of this research. This
includes extreme ice thickness, ice strength coefficient CR, ice ridge parameters and ice state
probabilities.

After identifying the characteristic regions, the corresponding metocean conditions for each of
these regions are found. These will serve as input for Part III.

1.4.2 Part II

In Part II begins with the necessary theoretical background of ice mechanics and the ice model
VANILLA (Variation of contact Area model for Numerical Ice Load Level Analyses) for assess-
ment of ice crushing loads. Both are presented in Chapter 3. As this research is concerned
with monopiles, the focus will be on ice failure modes against vertically-sided structures. This
means bending, the governing failure mode on sloping structures, will be excluded from the
discussion.

Subsequently, in Chapter 4 the thesis will focus on the coupling of VANILLA into both the
WT in-house software MORPHEUS, and the aero-elastic tool HAWC2 (Horizontal Axis Wind
turbine simulation Code 2

nd generation) with the aim of efficiently simulating coupled aero-
elastic and ice-structure interaction simulations. For the coupling, understanding of the time
integration methods used in MORPHEUS and HAWC2 is required. To this purpose the nec-
essary background is presented, which aids in presenting the coupled systems. A verification
based on statistical measures is proposed and applied to the coupled MORPHEUS/VANILLA
model.

1.4.3 Part III

The third and final part of this thesis answers the main question of this research using the
metocean input collected in Part I and the model developed in Part II:

Where in the Baltic Sea is it feasible to install monopiles without ice-mitigating measures?

In order to answer this, Chapter 5 outlines the methodology of the design & research procedure.
This requires the selection of wind, wave and ice design load cases to be included. This is fol-
lowed by a presentation of the design methodology of the MORPHEUS optimization algorithm.
Based on the proposed research methodology a feasibility map is generated and presented in
Chapter 6. This is followed by a thorough discussion of the generated map. Finally, Chapter 7

concludes the research, answers the posed questions, and summarises the limitations of the
current research and suggestions for future research.
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The first step towards defining a feasibility map for the Baltic Sea, is the identification of char-
acteristic regions and determining the representative metocean data for each region. This is the
objective of Part I. This chapter discusses the relevant parameters, methods for the derivation
of the parameters and the results. Since the main focus of the research is ice loading, priority
was given to parameters that heavily influence ice loading, such as level ice, ridged ice and the
CR coefficient. For the remaining parameters, literature or data provided by the FWT metocean
was used. Finally, the characteristic regions are identified based on the derived parameters,
and representative parameters for each region are listed. The following parameters will be
discussed:

• Ice thickness

– Level ice

– Ridged ice

• Ice strength coefficient CR

• Bathymetry

• Ice drift speed

• Ice state probability

– Ice thickness distribution

– Ice days

• Wind & Waves

Section 2.1.1, Section 2.2 and Section 2.3 are succinct summaries of work presented in a sep-
arately published literature study [van der Stap, 2022]. However, additional information —
specifically with regards to ice ridges, wind & waves, ice drift speed and ice state probabilities
— is presented and discussed in this research.

2.1 ice thickness
For the assessment of ice-structure interaction, an accurate estimate of ice thickness is essential.
This section briefly discusses how the level ice as well as the ridge parameters were deter-
mined. For the level ice thickness a modified version of Stefan’s law was applied with two
additional scaling factors, ω and lice. For the ridge parameters both design standards, and
relevant literature are used.

2.1.1 Level ice

For the assessment of the level ice thickness in the Baltic Sea few direct measurements are
available. Air temperature data sets, to the contrary, are easily accessible for locations around
the entire region. Due to this accessibility and given that air temperature has been shown
to provide a decent estimate of ice thickness in the past [Stefan, 1891; Leppäranta, 1993], ice
thickness was assessed using air temperature data sets from various weather stations around

7
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the Baltic Sea. After this, the results could be validated and scaled — if necessary — based on
both ice thickness measurements and ice charts.

The most common relation between air temperature and ice thickness is referred to as Stefan’s
law and was originally derived in Stefan [1891]. The key concepts of this derivation are briefly
discussed here, but for a full derivation reference is made to van der Stap [2022]. To find the
ice thickness Stefan assumed that the air, ice and water are a closed or isolated thermal system
and that the air temperature, Tair, was constant, and below the freezing temperature Tfr. Such
a system is shown in Figure 2.1.

Figure 2.1: Schematic of Stefan’s problem for simplified ice growth.

By assuming that 1) the temperature over the ice layer, hice, is linear, 2) the temperature at the
bottom of the layer is equal to Tfr, 3) the surface temperature is equal to Tair and 4) assuming
hice(t = 0) = h0, a relation is found for the ice thickness:

h =

√
2kice

ρiceℓ
CFDD (2.1)

where kice is the thermal conductivity of ice, ρice is the density of ice, ℓ is the latent heat of
fusion of water and CFDD is number of cumulative freezing degree days. This last parameter is
the sum over all days of the difference between the freezing temperature and the average daily
air temperature. Note, this is only on days with an air temperature below freezing temperature.

For offshore design the ISO19906 [2018] uses a similar method for the calculation of ice thick-
ness as Equation 2.1, however they include a snow cover as well as an empirically derived
coefficient, ω, specific to the design location. There is little data available on snow cover extent
around the Baltic Sea and including this in the derivation of ice thickness is beyond the scope
of this research. When no snow cover data is present the empirical coefficient ω can also be
used to scale the thickness to include the insulating effect of a snow cover. It is then typically
set to a value in the range of 0.3–0.7. This is also the applied method for the current research,
where the thickness can be calculated using:

hice =

√
ω

2kice

ρiceℓ
CFDD (2.2)

Once an appropriate value for ω is found, the ice thickness corresponding to once in 50 year
ice event can be found by applying a Generalized Extreme Value fit through the data as shown
in Figure 2.2.
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Figure 2.2: Fitted Generalized Extreme Values for CFDD at weather station Ajos in the Bay of Bothnia.

2.1.2 Scaling factors

Besides ω, the factor lice needs to be determined for the accurate scaling of ice thicknesses.
This factor is introduced to scale between the landfast ice region — in which (almost) all the
data sets are located — and the drift ice. When ice formation is not landfast, the growth is
known to be more limited due to lower temperatures offshore and cooling of a larger water
column is required. Different sources were used to estimate the factors and define benchmark
ice thicknesses around the Baltic Sea.

The Sveriges Meteorologiska och Hydrologiska Institut (SMHI) and the Finnish Institute of Ma-
rine Research (FIMR) provide charts with the maximum ice extent coverage for each year since
1980. For this research it is assumed that at the time of maximum ice extent, the maximum
ice thickness is reached. Additionally, some direct ice measurements are available along the
Finnish coast from 1981 until 2005, with the exception of the period 1986–1990. The ice charts
give good ranges for entire areas, whereas the direct measurements give good estimates for po-
tential local maxima. The ice charts also aid in assessing the difference in drift and landfast ice
thickness. The most severe ice conditions in (relatively) recent years were in the winter seasons
of 1984/1985 and 1986/1987, which can be seen on the ice charts as provided in Figure A.1 and
Figure A.2. These ice charts, the ice measurements and the temperature data sets are in good
agreement on the severity of these years.

By using the available data the optimal values for for ω and lice were found to be 0.55 and
0.8, respectively. For an in-depth discussion and derivation of these values reference is made
to van der Stap [2022]. For the locations of all observations stations, reference is made to
Figure A.3. Figure 2.3 gives the resulting ice thickness map for a 1/50 year ice event in the
Baltic Sea, i.e. h50.

On the whole, the generated map is in good agreement with extreme winters and the most ex-
treme ice measurements. For most given locations, the predicted ice thickness is usually on the
side of caution, with the exception of the Gulf of Riga, which may be slightly underestimated.
Note, this map is generated for research purposes and should not be used for detailed design,
but should only serve as an indication of ice thickness in the Baltic Sea region. For detailed
designs, a full in-depth metocean analysis is essential.
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Figure 2.3: Design ice thickness, h50, for a 1/50 year ice event in the Baltic Sea. The hatched area defines
the area where no ice is found (< 5 cm), even in extreme winters. The dash-dotted line is
denotes the boundary between landfast and drift ice.

2.1.3 Ridged ice

As a result of wind and weather, sheets of level ice are often pressed into one another resulting
in the formation of ice ridges. This especially occurs at the boundary between landfast and drift
ice, where the dynamic drift ice is being pushed into the rigid landfast ice. A similar situation
could present itself in the presence of a wind farm, when drift ice collides with ice stationary
against monopiles. This emphasizes the necessity for accurate ridge properties assessment.

The contribution of ice ridges to the total ice mass over large areas can vary drastically de-
pending on the location, with estimates ranging from 10 to 30% for the Baltic Sea [Leppäranta
and Hakala, 1992]. Because of this potentially large presence, the effect of ice ridges cannot be
neglected. A typical ice ridge consists of a sail, a consolidated layer, and a keel. The sail is
neglected during the calculation of the ice action, thus only the contribution to the load of the
consolidated layer, Fc, and the keel, Fk, need to be considered [ISO19906, 2018]. The final ridge
action is found as the sum of these two actions,

Fr = Fc + Fk (2.3)

This section will derive all the relevant parameters necessary for calculating this action.
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Consolidated layer

The ice action resulting from the consolidated layer crushing against the structure can be calcu-
lated with Equation 2.5, which will be discussed thoroughly in Section 2.2. The only unknown
in this equation is the thickness, hc, of the consolidated layer. Both the designs standards and
relevant literature suggest a relation between the layer thickness and surrounding ice or the
‘parent’ ice, i.e. the ice that originally deformed into the ridge.

In absence of location specific data the ISO19906 [2018] suggests a consolidated layer thickness
of 2h, where h is the ice thickness of the parent ice. Accurately determining the thickness of
the parent ice sheet is very difficult, and using the extreme 50-year ice thickness would be a
significant overestimation. As this thickness occurs briefly at the most severe time during a
very severe season. It is therefore highly improbable that two sheets of this extreme thickness
were to collide, then impact such that the new layer is twice the original thickness and allowed
sufficient time to refreeze. Hence Det Norske Veritas AS [2013] suggest an alternative to relate
the extreme ice thickness to the consolidated layer, namely hc = 1.5h50, which is adopted in
this research.

Keel

Besides crushing of consolidated layer, the action from the keel of a hummocked ice ridge
needs to be considered. This action is given in ISO19906 [2018] by,

FK = µϕhkw
(

hkµϕγe

2
+ 2c

)(
1 +

hk
6w

)
µϕ = tan

(
45° +

ϕ

2

)
γe = (1 − e) (ρw − ρice) g;

(2.4)

where µϕ is the passive pressure coefficient, which depends on the internal friction angle effect
ϕ, hk is the height of the keel, w is the width of the structure, γe is the effective buoyancy
and c is the apparent keel cohesion. The effective buoyancy depends on the density of the
water, ice and the porosity, which varies between 0.1 and 0.4 according to ISO19906 [2018]. For
preliminary designs a value of 0.3 can be applied for the porosity and a value of 35° is advised
for the internal friction angle of the ridge.

For the assessment of the keel height, hk, Det Norske Veritas AS [2013] provides a derivation
based on the extreme ice thickness, 12.5

√
h50, which is in good agreement with field research

on ridge properties Tin and Jeffries [2003].

The advised value for the keel cohesion, c, leads to very high values of the ice ridge, hence
this research deviates from the standards with respect to this parameter. The effect of this
difference will be investigated in Part III by including ridge action from both methods. The
keel cohesion of the ridges is 10 kPa according to ISO19906 [2018] and Det Norske Veritas AS
[2013]. The suggested alternative is based on field experiments with first-year ice ridges by
Heinonen [2004]. The field experiments determined a relation between the internal friction
angle and the maximum keel cohesion as given by Figure 2.4.

For an internal friction angle of 35° the minimum measured keel cohesion was around 6 kPa,
and the maximum was 13 kPa, which corresponds to average keel cohesions of 3 and 6.5 kPa.
It is assumed that the weakest measured ridge in the severe conditions in the Bay of Bothnia
is similar to the strongest ridge in the least severe region in the Southern Baltic Sea. Hence
the range of 3–6.5 kPa is assumed and values in between are interpolated based on the length
of ice season in the region. With all the aforementioned parameters the ridge action can be
determined with Equation 3.1, Equation 2.5 and Equation 2.3, as will be done in Part III of this
research. An overview of the applied ridge parameters is given in Table 2.1.
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Figure 2.4: Relations between keel cohesion and internal friction angle for various tested ridges in the
Bay of Bothnia [Heinonen, 2004].

Table 2.1: Ice ridge parameters according to design standards and field research.

Ridge parameter Design standards Alternative

hc 1.5h50 1.5h50
hk 12.5

√
h 12.5

√
h

e 0.3 0.3
ϕ 35° 35°
c 10 kPa 3–6.5 kPa

2.2 ice strength coefficient CR

The ice strength coefficient CR is introduced in the ISO19906 [2018] to determine the upper
boundary of continuous brittle crushing of ice against a vertical structure. The global average
ice pressure and the global ice action can be calculated with the following equations:

FG = pGhw

pG = CR

[(
h
h1

)n (w
h

)m
+ fAR

] (2.5)

where FG is the global ice action, h is the level ice thickness, w is the projected structure width,
pG is the global average ice pressure, CR is the ice strength coefficient, h1 is a 1 m reference
thickness, both n and m are empirical coefficients, and fAR is an empirical term which should
only be included for structures with an aspect ratio < 5.

ISO19906 [2018] gives characteristic values of CR for arctic, sub-arctic and temperate ice regions,
which corresponds to regions with approximately 4000, 2000 and 1000 CFDD, respectively. The
Baltic Sea is specifically listed as a temperate ice region. However, there is little literature on
inter-region variability of the crushing coefficient, when the CFDD diverges from the default
values. The standard does mention three methods to adjust the crushing value if the the
region of interest is not clearly categorized by the these values. However, none of these are
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satisfactory in the context of this research. Therefore this section suggests a new method, first
applied in an informal paper by Hendrikse [2020]. This method will be explained and applied
to scale the 1-year and 50-year ice strength coefficients, CR;1 and CR;50, as measured in full-scale
measurements on the Norströmsgrund Lighthouse in the Bay of Bothnia. Reference is made to
van der Stap [2022] for an in-depth analysis of the Hendrikse method and the (herein rejected)
methods as proposed by the standards.

2.2.1 The Hendrikse method

The original CR value for the Baltic Sea was determined at the Norströmsgrund Lighthouse
(65°6’6”, 22°19’12”) in the Bay of Bothnia, which will serve as reference location. When the rest
of the Baltic Sea is compared to this region there are three major differences that may influence
the peak ice crushing pressure:

• The length of the winter season is shorter in almost all other regions of the Baltic Sea.
This results in less interaction events per winter, which likely results in a lower annual
maximum peak pressure.

• The average temperature of the ice is lower in other regions. Warmer ice gives a lower
strength and in turn a lower annual maximum peak pressure.

• The salinity in the Bay of Bothnia is lower than in most other regions. Saline ice is known
to have less crushing strength compared to freshwater ice.

Data on the length of ice seasons is readily available, whereas data on salinity and temperature
of the ice would require plenty of assumptions. Thus the crushing value will only be scaled
based on the change in exposure between regions. It should be noted that the coldest, freshest
ice will yield the highest crushing coefficient. Since the reference value is based on the Bay of
Bothnia, where temperature and salinity is lowest, neglecting the aforementioned effects will
give conservative estimates for the rest of the Baltic Sea. For this research the length of the ice
season is assumed to be a decent indicator of exposure time. The length of ice season — from
ice formation to break-up — was measured in a large scale statistical analysis of ice season in
the twentieth century for all observation stations around the Baltic Sea. By assuming similar
drift conditions throughout the Baltic Sea, the annual maximum value of the reference locations
were correlated to the x-year maximum at a different location in the Baltic based on the length
of ice season. With this adjusted return period the reduction factor can be determined using
Figure 2.5, which shows the extreme global pressure at the Noströmsgrund Lighthouse as a
function of the return period. Note, that the assumption of similar drift conditions throughout
the Baltic, means that the CR value in landfast regions is heavily overestimated. Structures in
the landfast zone are exposed to events much less frequently, hence this is very conservative.

The final reduction factor can be found as the ratio between the values found in Figure 2.5.
After the reduction factor is obtained for all observation stations, the results were extrapolated
across the entire Baltic Sea. The result for 1-year extreme ice strength coefficient, CR;1, is given
by Figure 2.6. A similar plot for the 50-year maximum coefficient, CR;50, can be found in
Appendix A.
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Figure 2.5: Extreme global pressure at the Noströmsgrund lighthouse as a function of the return period.
The values were normalized for a penetration distance of 300 m, ice thickness of 0.4 m and
for 100-year values for both global and local pressures. For global pressures the width, w, of
7.5 m was taken and for local pressures it was 1.2 m [Gravesen and Kärnä, 2009].

Figure 2.6: Inter-regional variability of the annual maximum crushing coefficient, CR;1, in the Baltic Sea.
The diamond marker depicts the reference location.
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2.3 bathymetry
The bathymetry of the Baltic Sea has a significant impact on the design of fixed wind tur-
bines. Monopiles feasibility water depths depends on turbine size, but for the current gener-
ation of 12–15 MW turbines 60-65 m is considered the limit for design. Besides this issue, the
bathymetry influences designs in arctic conditions in a different way. The formation of landfast
ice depends strongly on the water depth. According to most literature the landfast ice region is
defined in the range of the 5 to 15 m isobath [Granskog et al., 2006]. The difference in thickness
of landfast ice and drift ice can be substantial as discussed in Section 2.1. This section will
provide a map of the bathymetry of the Baltic Sea based on the available data. Additionally,
the isobath of 15 m is provided as input for the definition of the landfast region.

Figure 2.7 shows the bathymetry of the Baltic Sea based on the Baltic Sea Bathymetry Database
(BSBD), which is developed by Baltic Sea Hydrographic Commission using data sets provided
by each national hydrographic authority. Additionally, a map showing all locations where
monopiles could be considered as foundations for wind turbines(< 65 m) can be found in
Figure A.6.

From the bathymetry defined in Figure 2.7 the isobath at 15 m was also found, which shows
close resemblance to the boundary for landfast ice regions on ice charts, especially in the North
and East. However, based on these ice charts some adjustments have been made for a more
probable result. Notably, in the Southern Baltic Sea the isobath does not necessarily define the
landfast region as often no landfast ice is spotted. Furthermore, due to the Finnish archipelago
a large landfast zone is observed of the South West coast of Finland. Additionally, the Bay of
Bothnia and the Gulf of Finland see large landfast regions. The final boundary for the landfast
ice as well as the contour plot up to isobath 15 m is given in Figure A.5.

Figure 2.7: Baltic Sea bathymetry generated with the BSBD.
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2.4 wind & waves
For the purpose of monopile design, parameters representing wind and wave conditions
should be accurately estimated. This has to be done for the 50-year Extreme Sea State (ESS50)
as well as for the Normal Sea States (NSS). Since the research is mostly concerned with the ice
loading, the data on wind and waves was provided directly by the metocean team of WT. For
each region a wind-wave table was generated with probabilities for each sea state. Addition-
ally, the 50-year extreme values were provided by DTU’s global wind atlas [Badger et al., 2015].
As the focus was mostly on the effect of ice, the wind and wave conditions were considered
to a lesser extent for the identification of the characteristic regions. Rather, the corresponding
values were found after the regions were identified. These values are presented in Table 2.2.

2.5 ice drift speed
In this section the ice drift speed is discussed. In the context of monopile design there are
two cases which should be considered, the Ultimate Limit State (ULS) and the Fatigue Limit
State (FLS). For the former it is critical that the ice drift velocities with the most severe load
impact are included in the analysis. While for the latter, an estimate of the likelihood of each
individual ice drift speed is required. This section aims to provide reasonable values for both
cases.

A multitude of models has been developed with the aim to accurately determine the ice drift
speed depending on a range of variables. However, derivation of the exact ice drift using one of
these models is unnecessary for the ULS analysis of the monopile. Rather a range of velocities
should be considered which 1) are expected to occur and 2) capture the dynamic effects of ice-
structure interaction. This approach is in agreement with the design standards such as DNV
GL [2016], which states that: “it shall be analyzed that the dynamic interaction between the structure
and the moving sea ice cover leads to a lock-in situation."

The relevant dynamic regimes are ICR, FLI and CBR, which are defined in Section 3.2. Since the
first two occur at relatively low velocities and are known to be governing in terms of the design
loads, it suffices to consider a range of speeds from low speeds up until CBR occurs. For all
regions ice velocities in the range of 0.01–0.2 m s−1 are selected, since these speeds are known
to occur in all regions, but also include effects from all regimes, thus ensuring that the peak of
the global ice load is captured.

For the FLS cases the likelihood of all potential ice drift velocities and directions need to be
determined. Additionally, the likelihood of a specific wind velocity in combination with a ice
drift velocity and their relative misalignment should be assessed. Unfortunately, acquiring such
a thorough data set is rather strenuous and unrealistic for the scope of this research. Instead, a
different approach can be applied. Ice drift is forced by wind and currents, however, research
has shown that in the Baltic Sea the contribution of the wind forcing is dominant over the
current [Leppäranta, 1981]. This is in line with other research suggesting that a simple wind
factor model for the ice drift works equally well as a coupled ice-ocean model [Leppäranta and
Omstedt, 1990].

Therefore, the same model is applied in this research with a wind factor of 2% as suggested by
Leppäranta and Omstedt [1990]. This assumption implies no misalignment between wind and
ice direction, which might be nonconservative. The design standards, however, do not require
the assessment of misalignment [DNV GL, 2016].

Since the wind and ice speeds are assumed to be directly related, the probability of each ice
velocity is similar to that of its corresponding wind velocity. It is important that this factor is
applied to the wind experienced by the ice sheet at sea level, rather than the wind speed at hub
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height. The wind speeds at a reference height can be calculated from the wind speeds at hub
height using,

U(z)
U(zr)

=

(
z
zr

)α

(2.6)

where U(z) and U(zr) are the wind speeds at height z and at reference height zr, and α is the
power law exponent. For an offshore location at open sea an α of 0.14 can be applied for a
reference height of 10 m in accordance with IEC [2019]. The difference in wind speed at the
reference height of 10 m and at sea level is considered negligible.

The resulting wind speeds are in the range of 0–0.5 m s−1 for each region, which is in correspon-
dence with literature on ice drift speed in the Baltic Sea. Average ice drift speeds were reported
in the range of 0.09–0.27 m s−1, while maximum drift speeds were around 0.5–1.0 m s−1 depend-
ing on the regions [Lilover et al., 2018]. The wind factor model underestimates the maximum
occurring ice drift velocities, however, global ice loads decrease during brittle crushing, thus
the applied model is conservative. Though, it should be noted that the wind factor model can
yield inaccuracies for low wind velocities, as the contribution of currents — now neglected —
is more dominant in these cases Leppäranta [1981].

2.6 ice state probability
For a proper FLS analysis of the OWT the probability of each ice state needs to be determined,
such that during post-processing of the loads the correct probabilities of occurrence are as-
signed to each simulation. In the previous section it was observed that if wind-ice misalign-
ment is neglected and a wind factor model is applied for the ice drift speed, the probability
distribution for the ice drift velocity follows from the wind distribution as the two are directly
related. Besides the ice drift velocity distribution, the ice thickness distribution, the number
of ice interaction days and the directionality are required for the calculation of the ice state
probability, pice. The derivation of pice will be the focus of this section.

2.6.1 Ice thickness distribution

In a recent article by Hornnes et al. [2022] drift ice thickness distributions were derived for the
design phase of an offshore wind turbine in the Southern Baltic Sea by applying a Copernicus
reanalysis product. In this paper the ice occurrence probabilities are provided for a reference
case, namely the Danish Kriegers Flak project. Since deriving such a thickness distribution
is difficult without a full-scale metocean analysis, similar distributions are assumed for the
southern characteristic regions in the Baltic Sea. Note that, similar as with wind & wave data,
the assignment of ice thickness distributions and interaction days, was not taken into account
during identification of the characteristic regions, but rather performed retro-actively. This is
because the scarcity of data of ice thickness distributions and ice interaction days in the Baltic
Sea.

For the Northern most region, the Bay of Bothnia, two papers describing ice thickness distribu-
tion over one or multiple ice seasons by Hornnes et al. [2020] and Ronkainen et al. [2018] were
used. The ice thickness distribution of the former is presented in Figure 2.8. However, these
distributions cannot be directly used as no distinction is made between deformed and unde-
formed ice. Deformed ice is formed due to weather, collisions or other environmental impacts.
The deformed ice is much weaker than undeformed ice, but can result in thicker measured ice.

This distinction was also not included in the research on Southern ice thickness distribution,
but for the Bay of Bothnia this will have a larger impact as the ice concentration is much
higher while the ice season is also longer, giving the ice sheets more opportunity to deform.
As a result, all ice thicknesses above the derived extreme ice thickness of 1.25 m are neglected.
The resulting probability is applied to the Northern most regions of the Baltic Sea. Educated
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estimates are made for the thickness distributions in regions that are bounded by the Northern
and Southern regions.

Figure 2.8: Probability of interpolated ice thickness values with a bin width of 0.05 m [Hornnes et al.,
2020].

The probability of each ice state, pice, can then be calculated by multiplying the ice thickness &
velocity distributions to generate a combined distribution table, as shown in Table A.1.

2.6.2 Ice days

After the probabilities of specific ice states have been determined, the total number of ice days
over the lifetime of a structure has to be assessed. This serves to scale between the wind/wave
simulations on one hand and the ice simulations on the other hand. Based on the little data
available a method is proposed to determine the total days of ice-interaction based on the
length of the ice season and the probability of ice forming in a season, given by,

Dice = µdrift (Ls pc TOWT − Dfr pc TOWT) (2.7)

where Dice is the number of interaction days over the lifetime of the structure, Ls is the length
of the ice season in days (from first ice formation to break up), pc is the probability of ice
occurring at the coast, TOWT is the lifetime of the structure in years, Dfr is the freeze delay in
days and µdrift is the ice drift factor.

In a review of ice seasons in the twentieth century the length of the ice season and the proba-
bility of ice occurrence were determined for coastal weather stations all around the Baltic Sea
by Jevrejeva et al. [2004]. Since the weather stations are all on the coast a correction is required
to account for the slower formation of ice offshore. This is due to lower temperatures and
larger water depths, which means a larger water column has to be cooled. To account for this
a freeze delay factor, Dfr, is included which subtracts a number of days in a season for the
formation of ice offshore. This factor also includes the fact that the effect of level ice below
0.15 m is negligible, hence the freeze delay includes days required until the formation of ice
above this threshold in open waters. This is approximately 35 days, which is around 5 days for
the formation of ice to 0.15 m — calculated with Equation 2.2 — and 30 days for the formation
of ice offshore as deduced from ice charts.

Besides the freeze delay, a drift factor, µdrift is included, which accounts for the fact that in
most cases the ice is not drifting against the structure. Based on observations at the lighthouse
Norströmsgrund, where crushing of drifting ice was only observed 10% of the time, the factor
is set to 0.1. With these parameters and an assumed lifetime of 25 years, the total number of
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ice interaction days per region were determined and are given in Table 2.2. For the required
input data per region, such as the length of ice season and probability of ice formation at the
coast, reference is made to Table A.2.

The available data for ice interaction days suggest a total of 8.9 days over the lifetime for an OWT

in Kriegers Flak, which lies between the Danish Straits and Baltic Proper South [Hornnes et al.,
2022]. The proposed method suggests 9.6 and 11.9 days for these two regions, respectively.
Hence, if the data for Kriegers Flak would be accurate, the method is on the conservative side,
but within an acceptable range. During full-scale measurements, research found that the total
distance travelled of the level ice around the lighthouse in the Bay of Bothnia is around 135 km
during one season, when the level ice moves at 0.15 m s−1 [Thijssen et al., 2019]. The interaction
days from proposed method lead to a total distance travelled of 183 km, which is again an
overestimate. However it 1) is within the right order of magnitude and 2) it is conservative
assuming that ice damage is larger than wave damage. The latter is very reasonable as wave
conditions throughout the Baltic are relatively mild compared to sea states elsewhere.

Finally, the directionality is required to derive pice. To reduce the number of simulations only
one ice direction is included, however it was assumed that ice would be drifting in this direction
35% of the total interaction days. For six total considered directions, this is more than twice
the average probability. Without measurements it is hard to determine with certainty, however
it is assumed to be on the conservative side.

2.7 characteristic regions
During the review of metocean data, and specifically the data relating to ice, much available
data were already grouped into certain known regions in the Baltic Sea. The best example of
this is the description of the Baltic Sea in the ISO19906 [2018], which is split over the Gulf of
Bothnia (consisting of the Bay of Bothnia & the Bothnian Sea), the Gulf of Finland, the Gulf of
Riga, the Baltic Proper and the Danish Straits or Belts.

As a result the identification of the regions is strongly based on these locations, but with slight
alterations based on the new analysis of the ice conditions. These changes include the division
of the North and South parts of the Bothnian Sea, due to a decrease in ice thickness, ice strength
and significant difference in bathymetry. Next, the Archipelago Sea was specifically included,
which stands out to adjacent regions due to the very large probability of thick ice as a result of
the shallow water. The Gulf of Finland and Riga remain as is. Finally, the Baltic Proper is split
in North and South due to difference in ice thickness. The latter of the two is often referred to as
the Southern Baltic Sea. However, the Danish Straits are kept separate from this region due to
the shallow water in this region, as well as the substantially milder wave conditions. The final
identified regions are shown in Figure 2.9 and the corresponding representative conditions are
given in Table 2.2. Current velocity, ice drift speed and soil profiles are kept constant for each
region. Wind and wave tables are specified for each region specifically, as are extreme wind
and wave speeds.

Table 2.2: Identified regions and their characteristic metocean conditions. The * indicates that the average
depth exceeds 65, hence 65 m is taken as design limit.

Region h50 [m] CR;1 [MPa] Depth [m] vwind;50 [m s−1] HS;50 [m] Dice [days per lifetime]

Danish Straits 0.40 0.88 19 45.06 6.17 9.6
Baltic Proper S. 0.45 0.86 65* 43.44 12.43 11.9
Baltic Proper N. 0.50 0.88 65* 43.88 12.96 73.3
Gulf of Riga 0.55 0.94 26 39.19 9.23 197.6
Gulf of Finland 0.95 0.95 37 35.96 6.44 198.0
Archipelago Sea 0.75 0.92 23 40.28 6.55 96.9
Bothnian Sea S. 0.65 0.92 50 40.72 12.53 228.0
Bothnian Sea N. 1.00 0.94 65* 41.07 11.26 299.8
Bay of Bothnia 1.25 0.98 42 37.70 9.75 352.5
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Figure 2.9: The nine identified characteristic regions of the Baltic Sea. The numbers indicate 1 - the
Danish Straits, 2 - the Baltic Proper South, 3 - the Baltic Proper North, 4 - the Gulf of Riga, 5 -
the Gulf of Finland, 6 - the Archipelago Sea, 7 - the Bothnian Sea South, 8 - the Bothnian Sea
North and 9 - the Bay of Bothnia.
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To accurately simulate ice-structure interaction of OWT it is necessary to understand ice failure
mechanisms against vertical structures. This chapter discusses the relevant ice mechanics, and
serves as an introduction to the development of the coupled models, which is the objective of
Part II.

Traditionally, most offshore structures concerned foundations for the oil- and gas industry
which were very stiff and massive, and could thus (for the most part) be considered as rigid
structures. As a result, failure of the ice — and thus the global ice action — was independent
of the structural response. As more structures were subject to ice loading, it was observed that
the compliance of the structure as well as the ice velocity strongly influenced the ice loading.
This chapter provides a short overview of the failure mechanisms typically associated with ice
loading as well as the dynamic interactions, known as ice-induces vibrations, for compliant
structures. The chapter will conclude with a succinct summary of the theory behind Variation
of contact Area model for Numerical Ice Load Level Analyses (VANILLA), which will be used
for the modelling of the ice-interaction in the subsequent chapters of the report.

3.1 ice failure modes
When level ice interacts with a monopile foundation there are multiple modes of failure, most
notably creep, crushing, buckling and splitting. The latter is known to occur in small floes
and is believed to be a load-releasing mechanism. This mechanism is the result of a crack
through the thickness of the ice propagating towards a free edge of the floe [Lu et al., 2015].
It is assumed that the floes relevant to this research will be of sufficient size that the distance
to the nearest free edge is too large for splitting to occur. Hence, splitting is neglected. The
occurrence of the other three modes depends on the ice drift velocity, or indentation velocity,
and the aspect ratio, which is the diameter of the structure, d, over the thickness of the ice, h.
The dependence of the modes on these two parameters is given in Figure 3.1.

3.1.1 Creep, crushing & buckling

At low indentation velocities and low aspect ratios, creep is the dominant failure mechanism.
Creep, also known as ductile failure, is a plastic deformation of the ice sheet as it slowly pushes
against and around the structure. It is characterized by a very low indentation velocity and,
if sustained for longer periods, large deformations due to the uniform pressure along the ice-
structure interface. Figure 3.2 depicts, amongst others, the creep failure mode on a vertical
structure [Hendrikse, 2017].

For ice-interaction at higher indentation velocities with low aspect ratios, crushing is observed.
In this failure mode the higher indentation velocity prevents the development of a full contact
area, so only local contact and non-simultaneous failure occurs. The resulting load signal is
quasi-random around a mean value [Jordaan, 2001]. In contrast with creep, the high indenta-
tion velocities associated with crushing leads to elastic — instead of plastic — deformations
before failure [Hendrikse, 2017].

For high aspect ratios buckling is the governing failure mode. Buckling is characterized by out-
of-plane deformation, leading to failure once the bending stress exceeds the flexural strength
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Figure 3.1: Map displaying failure modes of ice depending on the ice indentation velocity and the aspect
ratio. Expected transitions between failure modes are given by dashed lines. Letters indicate
failure modes: cr – creep, c – crushing failure, b – buckling failure, m – mixed crushing and
buckling failure. Note, this map is for model-scale conditions [Hendrikse, 2017].

of the ice sheet [Hendrikse and Metrikine, 2016]. It is often confused with bending failure, also
characterized by out-of-plane failure. However, buckling is out-of-plane bending as a result
of in-plane forces, while bending is the result of vertical forces on the ice sheet, e.g. being
pushed on a sloped structure. At high indentation velocities buckling is sometimes observed
to occur after a period of crushing, this is referred to as mixed failure of crushing and buckling
[Hendrikse, 2017].

Figure 3.2: Ice failure modes against vertically-sided structures [Hoek, 2021].

3.2 ice-induced vibrations
In contrast with rigid structures, dynamic ice-structure interaction needs to be considered when
compliant structures are designed. Due to the flexibility in the system the structure and ice
interact, which leads to ice-induced vibrations. The load effects of these vibrations are pre-
dominantly observed in the transition from creep to crushing, or as it was often referred to:
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the ductile to brittle transition [Yue et al., 2002]. This section discusses the three ‘traditionally’
identified vibrations, or failure regimes given in Figure 3.3. Additionally, recent research has
shown that for offshore wind turbines specifically, the traditional terminology does not accu-
rately describe all of the observed regimes. Therefore two additional interaction modes are
introduced, namely MMI and MMII as first introduced in Hammer et al. [2022].

Figure 3.3: Three regimes of ice-induced vibrations as function of ice velocity. Structural displacement
is given by the top row, while the bottom row gives the global ice load on the structure
[Hendrikse, 2017].

3.2.1 Intermittent crushing

In the transition region from ductile to brittle failure, ICR can develop for the lowest ice veloc-
ities. The process starts with the displacement of the structure in direction of the ice motion
upon loading. As the the relative velocity of the ice decreases, the ice fails in a ductile manner
and the contact area between structure and ice can fully develop. During this phase the load
increases as the maximum deflection of the structure is reached, after which the ice starts to fail
and the structure begins to move in the opposing direction. Due to the opposing movement
of the structure, no full contact area is allowed to develop, so there is brittle failure of the ice
and the load drastically decreases [Hoek, 2021]. As the structures continues to move in the
opposing ice drift direction its velocity is reduced due to the incoming ice sheet. The process
can then repeat itself. As a result the displacement and global load over time are given by the
distinctive saw-tooth pattern [Sodhi, 2001]. The peak loads associated with ICR can be up to 4
times higher than peak loads during regular crushing [Singh et al., 1990].
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3.2.2 Frequency lock-in

For slightly higher indentation velocities, FLI occurs. During FLI the frequency of ice failure
‘locks’ in with the one of the natural frequencies of the structure, resulting in periodic oscilla-
tions of the structure at a frequency close — usually slightly below — this natural frequency.
The reason that this oscillation is not truly, but ‘near’ harmonic is that as the structure changes
its motion in the opposing direction to the ice, the ice does not immediately fail. Rather, some
deformation is still imposed on the ice, resulting in a load on the structure, which delays the
oscillation. These oscillations may lead to significant damage as a result of structural fatigue
[Hendrikse and Koot, 2019]. When the relative velocity of the ice is low, the global load on
the structure can rapidly increase. Whereas during periods of high relative velocity the load is
similar to that of quasi-random crushing failure. Occasionally the structural velocity exceeds
that of the ice sheet, causing a short unloading [Hendrikse, 2017].

3.2.3 Continuous brittle crushing

For high indentation velocities the observed interaction regime is CBR for all structures, inde-
pendent of the compliance of the structure. Note, the transition region at which this occurs is
still dependent on the flexibility. Due to the high speed of the ice sheet, the relative velocity of
the ice is constantly high, so the contact area remains small. Hence there is no large periodic
transfer of energy, but rather a continuous quasi-random load transfer. The corresponding ice
load and displacement are thus quasi-random and oscillate around a mean value [Hendrikse
and Nord, 2019]. This mean value is substantially lower than in ICR and FLI, indicating that CBR

is less significant for design.

3.2.4 Multi-modal interaction-II

For intermediate ice drift speeds, which are relative to the structure, multi-modal interaction II
has been observed. This interaction is characterized by a periodic response of the structure due
to loads with higher maxima but similar mean loads as for CBR. The response of the structure is
correlated with the second and third mode, with the latter being dominant. The observed load
signal is similar in nature to FLI, however FLI is associated with a near-harmonic oscillation,
whereas this is highly unlikely to occur for an OWT as higher modes are easily excited. This
leads to a response with a steeper slope during the unloading phase compared to the loading
phase Hammer et al. [2022], as shown in Figure 3.4b.

3.2.5 Multi-modal interaction-I

For interaction between ice and OWT at low relative ice drift speeds high peaks are observed
after a long phase of low relative ice velocity between structure and the incoming ice. Between
the peak and the new phase, the load signal resembles that of the the previously introduced
MMII. The structural response is characterized by the saw-tooth pattern, similar to ICR. However,
in the unloading phase small vibrations associated with the second or third mode can be
observed as an additional saw-tooth within the saw-tooth, as indicated by Figure 3.4a. This can
be explained due to the low first natural frequency of the structure. This causes a relatively low
velocity during the unloading phase, which allows the second and third mode to be excited.
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(a) (b)

Figure 3.4: (a) Typical load time series (top) and structural response (bottom) of OWT during MMI. (b)
Typical load time series (top) and structural response (bottom) of OWT during MMII [Ham-
mer et al., 2022].

3.3 vanilla
In this research the VANILLA model will be used to simulate ice crushing. This section discusses
the latest version of this model. For an overview and comparisons of existing ice models
reference is made to van der Stap [2022]. This also contains the reason for selecting VANILLA,
which in short is either due to the conservative approaches of other models or non-physical
assumptions of the models.

Theoretical background

VANILLA is a phenomenological model developed at the TU Delft which assumes that the de-
velopment of the contact area between the ice and the structure, as a result of the relative
velocity between the two, governs the interaction process. The model has been validated with
small- and full-scale measurements on multiple occasions [Hendrikse et al., 2018; Hendrikse
and Nord, 2019]. To accurately model the contact area, the model assumes that the ice sheet is
partitioned into N independent elements in order to capture the stochastic, non-simultaneous
nature of brittle crushing as shown in Figure 3.5a. The elements are each positioned with a
uniformly distributed offset to the structure. A combination of (non-)linear springs and dash-
pots for each individual element is used to model the deformation and failure of the ice once
contact is made with the structure as illustrated in Figure 3.5b.

The non-linear dashpot, C2, at the rear of the ice elements was added to simulate the creep
regime, or ductile failure. These creep deformations, occurring at very low velocities, are
governed by the ‘power law creep’, where the deformation is a function of the stress cubed
[Hoek, 2021]. The parallel linear spring-dashpot combination, K1 and C1, captures the delayed-
elastic deformations of the ice in the transition from ductile to brittle failure. The front non-
linear springs, K2 model the local elastic deformations (in compression only) and the failure of
the ice when the critical deformation, δ, is reached [Hendrikse et al., 2018]:

ui,2 − ui,1 = δ (3.1)

Once this deformation is exceeded the ice element ‘fails’, and is removed from its location and
replaced. The new ice element position is again drawn from a uniform distribution based on
the roughness of the ice edge.
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Figure 3.5: VANILLA ice model with (a) ice edge partitioned by N individual elements interacting with
a structure which can be of various shapes, (b) combination of (non-)linear springs and dash-
pots to model each ice element and (c) the structure modelled as simplified SDOF oscillator
[Hendrikse et al., 2018].

With the three described components VANILLA is able to simulate ice-structure interaction that
has ice velocity dependent deformation and failure of each ice element. This is illustrated in
Figure 3.6, where the load resulting from a single ice element is shown as a function of the
deformation. Due to the rear dashpot, brittle failure will never occur for low velocities, which
is indicated by the line asymptotically approaching the critical load deformation. In contrast,
at high ice velocities, the critical load deformation is reached much faster after it develops
linearly as a result of the front spring. Finally, at intermediate ice velocities, brittle failure is
reached, but much slower than at high velocities. This behaviour corresponds to the linear
spring-dashpot combination [Hendrikse and Nord, 2019].

By solving the equations of motions for the ice elements the resulting global ice load can be
found as the sum of the contributions of all the elements. When VANILLA is run stand-alone,
the response of the system can then be determined by by either assuming that the structure is
a simple SDOF oscillator or by solving the system of equations for the structure in the modal
domain. The total system is then solved with a 4th order Runge-Kutta solver. Event detection
is included in the algorithm to accurately capture the of ice failure. For high velocities a large
number of events will occur, thus adaptive time-stepping is included to optimize the time step
[Hendrikse et al., 2018; Hendrikse and Nord, 2019].

Figure 3.6: Load resulting from a single ice element at different velocities versus the deformation of the
element. The solid line corresponds to crushing at high ice speeds, the dashed line to the
transition between crushing and creep at intermediate ice speeds and the dash-dotted line to
creep at low ice speeds [Hendrikse and Nord, 2019].

As will be discussed in Section 4.2, for the combined MORPHEUS/VANILLA model only
the equations of motion for the ice elements are relevant, as the response of the structure
is determined by MORPHEUS with a different solver. Hence all relevant equations will be
presented in Section 4.2.
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Model parameters

Measurements are required to determine the value of the seven input parameters, K1, K2, C1,
C2, N, rmax and δ. These measurements should be from the ice action against a rigid structure.
This allows for the simulation of flexible structures under similar conditions [Hendrikse and
Nord, 2019]. If unavailable these can be scaled using reference measurements [Hendrikse and
Metrikine, 2016].





4 I C E -S T R U C T U R E I N T E R A C T I O N M O D E L L I N G

In this chapter the method for coupling VANILLA with MORPHEUS and the aero-elastic sim-
ulation tool HAWC2, is presented. The objective was to create a coupled model which can
accurately simulate the response of an OWT subject to ice-, wind- and wave-loading. In order
to efficiently combine the models, a thorough understanding of MORPHEUS and HAWC2 is
required, specifically with regards to the time integration method applied in the methods, as
VANILLA will tie into this. Additionally, the coupling to HAWC2 requires a communication
channel between the application and Matlab, for this purpose the concept of a TCP/IP link
will be introduced and applied.

4.1 morpheus
The WT in-house developed software platform MORPHEUS is a framework specifically de-
veloped for the holistic design of offshore wind foundations. It includes software for site-
conditions assessment, geotechnical assessment, aero-elastic loads generation for integrated
load-analysis and software for structural and geotechnical design optimization [Nielsen et al.,
2022]. The structure of MORPHEUS is illustrated in Figure 4.1. This research will expand on
the load generation module and make use of the design optimization module of MORPHEUS.
The MORPHEUS load generation can be performed directly in the software or by using the
coupling to the DTU developed code HAWC2. For this research VANILLA will be coupled first
to the former, and in the second part to the latter. The core of MORPHEUS is written in Mat-
lab, which readily facilitates a coupling to VANILLA — also written in Matlab. This will be
the focus of this chapter. In Chapter 6 the optimization module of MORPHEUS is used to
assess the effect of the loads by generating optimized foundation designs with and without ice
loading. The optimization algorithm for foundation design is presented in Section 5.3.1.

For now, it suffices to state that the OWT is modelled as a finite element model of Timoshenko
beam elements and Winkler springs to model the non-linear soil-structure interaction. The
Rotor Nacelle Assembly (RNA) is modelled as a lumped mass (or in 3D may also include cou-

Figure 4.1: Overview of WT’s in-house optimization software MORPHEUS [Nielsen et al., 2022].
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pling terms, i.e. a fully populated mass matrix) representing the RNA at hub height [Nielsen
et al., 2022].

4.2 time integration algorithm
To accurately simulate the response of an OWT subject to time dependent loads a numerical
integration of the equations of motion of the structure is required. For a linear structure the
equations of motion can be described with the following system of second order differential
equations,

Mü + Cu̇ + Ku = f(t) (4.1)

where M, C and K are the mass, damping and stiffness matrix of the structure, respectively,
while f(t) denotes the (external) load history, in this particular case wind-, wave-, and (soon)
ice loading. Solving the equation for the response of the structure, u, further requires 2n initial
conditions, two for each Degrees of Freedom (DOF), of the form of

u(0) = u0 u̇(0) = u̇0 (4.2)

This section discusses the time integration method applied in MORPHEUS and HAWC2 to
determine the response of the OWT, and subsequently discusses the method to include VANILLA

generated ice loading into the procedure. An extensive verification is then performed to assess
the accuracy of the new methodology.

4.2.1 The generalized α-procedure

The time integration method applied in MORPHEUS is the generalized α-procedure. The
procedure is a time integration method based on a discretized structural model. If such a
model has n DOF, the displacements are given by u(t)T = [u1(t), u2(t), ..., un(t)], and the time
derivatives are indicated by the dot notation such as the velocity, u̇, and the acceleration, ü.
Linear structures can be fully described at any given time if the load vector, f(t), and the state
vector, (u(t), u̇(t)), containing the displacements and velocities, at time t, are known [Wood
et al., 1980].

The generalized α-procedure computes the state vector (un+1, u̇n+1) at time tn+1 using the pre-
vious state vector, (un, u̇n) at time tn, and the load vectors at time tn and tn+1, respectively fn
and fn+1. The procedure consists of two steps. In the first step the increment of the displace-
ment and velocity are expressed as integrals of the acceleration over the time-step interval. In
the second step the acceleration is determined with the equations of motion. The generalized
α-procedure imposes the equation at motion at both tn+1 and tn by applying weighted mean
values as given by [Chung and Hulbert, 1993],

αm M ün + (1 − αm)M ün+1 + α f (C u̇n + K un)

+ (1 − α f ) (C u̇n+1 + K un+1) = α f fn + (1 − α f ) fn+1
(4.3)

where the relative weight of the old inertia term and old forcing terms are specified by the
parameters αm and α f , respectively.

The results of the first step of the algorithm, the integrals of the acceleration over the time step,
are,



4.2 time integration algorithm 31

u̇n+1 = u̇n + (1 − γ) h ün + γ h ün+1 (4.4)

un+1 = un + h u̇n + (1 − β) h2 ün + β h2 ün+1 (4.5)

where h is the time step interval tn+1 − tn, and 0 < γ < 1 and 0 < β < 1
2 are parameters

that determine the degree of forward or backward weighting that is applied, e.g. γ = β = 0
corresponds to full backward weighting and γ = 1, β = 1

2 is full forward weighting. It can be
shown that numerical stability is reached if γ = 1

2 + α f − αm and β = 1
4 (γ + 1

2 )
2 [Krenk, 2009].

Due to the introduced α-weights Equation 4.4 and Equation 4.5 can be simplified by use of,

∆ü = ün+1 − ün (4.6)

which allows for the equations to be rewritten into a prediction without acceleration increment,
and a correction contribution with the acceleration increment [Krenk, 2009],

u̇n+1 = u̇n + ∆u̇∗ + γ h ∆ü (4.7)

un+1 = un + ∆u∗ + β h2 ∆ü (4.8)

where the predictors based on accelerations at tn are given by ∆u̇∗ = hü and ∆u∗ = hu̇n +
1
2 h2 ün. Finally, the weighted equation of motion can be written in the following form:

M∗ ∆ü = fn − (M ün + C u̇n + K un) + (1 − α f ) (∆f − C ∆u̇∗ − C ∆u∗) (4.9)

Where M∗ is the modified mass matrix and ∆f is the force increment as given by,

M∗ = (1 − αm)M + (1 − α f ) (γ h C + β h2 K) (4.10)

∆f = ∆fn+1 − fn (4.11)

Algorithm B.2 provides a numerical implementation of the full procedure.

4.2.2 MORPHEUS/VANILLA coupling

To simplify the integration of VANILLA into the MORPHEUS framework, it can be included in
the generalized α-procedure for the evaluation of the structural response. This can be achieved
by adding a step after the ‘prediction’ step, or step 4) in Algorithm B.2, in which the force
increment is updated to include the VANILLA generated ice load. This is achieved by including
an ice load vector, fice, before continuing the algorithm. The ice load vector only contains a
non-zero value at ice action point.

The non-zero value is the VANILLA generated ice load at Mean Sea Level (MSL), which can be
found by solving the equations of motions for each individual ice elements, i, given by,

ui,1 =

{
ui,2 ui,1 < us

us ui,1 ≥ us

u̇i,2 =
K2

C1
(ui,1 − ui,2) +

K1

C1
(ui,3 − ui,2) + vice −

1
C2

(K2(ui,2 − ui,1))
3

u̇i,3 = vice −
1

C2
(K2(ui,2 − ui,1))

3

(4.12)
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(a) (b)

Figure 4.2: Time history of (a) the structural response at MSL and (b) the global ice load based on three
methods: stand-alone VANILLA, the MORPHEUS/VANILLA model with iterations (iterative)
and without iterations (predictive).

where ui,1, ui,2 ui,3 are the positions of the front, centre and rear of the individual ice element
as illustrated in Figure 3.5, K1, K2, C1, K2 are the model parameters of the (non-) linear springs
and dashpots and us is the structural displacement at MSL, in this case given by the predictor
of the displacement, un;MSL + ∆u∗;MSL. The resulting global ice load on the structure is then
given by,

Fice(us, t) =
N

∑
i=1

Fi =
N

∑
i=1

K2(ui,2 − ui,1)H(ui,1 − us) (4.13)

where Fi is the load contribution of a single ice element to the global load, and H is the
Heaviside step function which indicates if the ice element and the structure are in contact.
The system of equations are solved with a 4th order Runge-Kutta solver as the velocity and
acceleration of the structure at MSL are already known, u̇s = u̇n;MSL + ∆u̇∗;MSL and üs = ün;MSL
respectively. Note, these are the predicted values, as they correction is applied after imposing
the equation of motion which requires the forcing term (and thus the ice force).

Event detection is included in the algorithm to detect the occurrence of ice failure. For high
velocities a large number of events will occur, thus adaptive time-stepping is included to opti-
mize the time step [Hendrikse et al., 2018; Hendrikse and Nord, 2019]. After addition of the ice
load vector to fn+1, the generalized α-procedure proceeds as it normally would. The updated
procedure is given by Algorithm 4.1.

Step 5-7 of Algorithm 4.1 can be iterated for increased accuracy. Consecutive iterations use the
updated state vector from step 7 for the generation of the ice load, which is more accurate as
the ice load would otherwise technically ‘run behind’. Step 6 and 7 are then executed with the
updated VANILLA load. This process is repeated until a predefined tolerance is met.

However, time series such as Figure 4.2 show that although the models accurately predict the
vibration regime — MMI in this case — both the iterative and non-iterative model do not fully
coincide with VANILLA. The reason for this is twofold. Firstly, VANILLA uses event detection
to capture ice failure, in which an element is removed and replaced. The event detection
can miss events in the first time step, which is why the time step is split up within VANILLA.
However, when the MORPHEUS/VANILLA coupling generates the ice load this can happen
more frequently. Secondly, once a single event is missed the entire response is different due to
the stochastic nature of the ice crushing, which can clearly be seen in Figure 4.2.
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Algorithm 4.1: The generalized α-procedure including VANILLA

1) System matrices:

K, C, M
M∗ = (1 − αm)M + (1 − α f ) (γ h C + β h2 K)

2) Initial conditions:

u0, u̇0
ü0 = M−1 (f0 − C u̇0 − K u0)

3) Increment time:

tn+1 = tn+1 + h

4) Increment predictors:

∆u̇∗ = h ün
∆u∗ = h u̇n +

1
2 h2 ün

5) Generate ice load and update load vector:

⇒ VANILLA:
fice(un;MSL + ∆u∗;MSL, u̇n;MSL + ∆u̇∗;MSL, ün;MSL)

∆f = fn+1 + fice − fn

6) Acceleration increment:

∆ü = M−1
∗ (fn − (M ün + C u̇n + K un) + (1 − α f ) (∆f − C ∆u̇∗ − C ∆u∗))

7) State vector update:

ün+1 = ün + ∆ü
u̇n+1 = u̇n + ∆u̇∗ + γ h ∆ü
un+1 = un + ∆u + β h2 ∆ü

8) Return to step 3) or stop if tn+1 = tend

Thus including the iteration does not lead to increased accuracy, while it does require more
computational time. Thus — if verified — the results in both cases are representative and the
coupled models would allow for a more detailed structural model — including other load com-
ponents — to be considered. This would otherwise have been a larger source of discrepancy,
i.e. if ice loads were simulated based on a few selected modes only and without simultaneous
wind loads and associated aero-elastic damping.
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Table 4.1: Ice thickness and ice speed considered in simulations for the different structures. Ice speed
provided in Matlab notation for brevity.

Structure Ice thickness [m] Ice drift speed [mm s−1] Number of seeds [-]

Rigid 0.4, 1.2
[0.1:0.3:0.7][1:3:7]

6

[10:10:190][200:100:500]

Compliant 0.4, 1.2
[0.1:0.3:0.7][1:3:7]

6

[10:10:190][200:100:500]

Table 4.2: Simulation time per ice drift speed.

Ice drift speed 0.1 mm s−1 0.2–2 mm s−1 3–500 mm s−1

Simulation time 2600 s 1800 s 900 s

4.2.3 Verification

The verification of the MORPHEUS/VANILLA model is performed in two parts. First, the
model is verified for a rigid structure. Results for the global ice load are compared between
the MORPHEUS/VANILLA model and stand-alone VANILLA. Subsequently, the global ice load
and the structural response of a compliant structure is investigated to assess dynamic ice-
structure interaction. It should be noted that during all verification simulations no non-linearity
is considered in the system, e.g. no wind loads transferred, no soil or fluid coupling. Table 4.1
provides an overview of the simulations used for verification.

For the simulations a range of ice speeds is considered as well as two ice thicknesses. Addition-
ally, six simulations are performed per combination with different ‘seeds’, which are realiza-
tions of the ‘same’ ice-structure interaction under identical conditions. In total 696 simulations
were run: 2 structures x 2 ice thicknesses x 29 ice drift speeds x 6 seeds.

Depending on the drift velocity the simulations ran for different durations as ice failure may
take a substantially longer time to occur for low ice velocities in comparison to high velocities.
Each simulation runs for at least 600 seconds, but extra time is included to allow for initial
conditions and the effect of low ice speeds. For the slowest ice speeds, in which only creep
occurs, even more time is simulated to ensure a steady-state has been reached. In these cases,
the required simulation time has been determined by trial and error. Table 4.2 shows the
duration of the simulations per ice drift speed.

Table 4.3 gives the criteria which were used in the verification process for MORPHEUS/-
VANILLA. Due to the stochastic nature of ice failure, the verification is done based on sta-
tistical measures such as the mean value, the maximum value and the standard deviation. The
statistical measures from Table 4.3 are averaged over the six ‘seeds’. The limits for acceptance
were determined based on internal discussion on acceptable deviations. Finally, a visual check
is performed to determine if the interaction regimes ICR, FLI and CBR occur at similar ice drift
velocities. Note, as discussed in section Section 3.2 the traditional interaction regimes do not
fully describe the observed interaction for OWTs. Nonetheless, during the verification the ter-
minology is still applied. Thus the vibration regimes MMI and MMII are considered as ICR and
FLI, respectively.
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Table 4.3: Verification steps and criteria. Note, MV denotes the associated variable according to MOR-
PHEUS/VANILLA and V denotes the associated variable according to stand-alone VANILLA.
The limits for acceptance were determined based on internal discussion on acceptable devia-
tions.

Verification step Type of result Rejection criteria

Static
interaction

1) Temporal mean global ice load ∆ = |MV−V|
V > 2.0%

2) Temporal root-mean-squared global ice load ∆ = |MV−V|
V > 5.0%

3) Temporal maximum global ice load ∆ = |MV−V|
V > 5.0%

4)
Mean-squared spectral density peak location of
global ice load ∆ = |MV−V|

V > 5.0%

Dynamic
interaction

Similar to ‘Static interaction’, but including the
following at ice action point:

5) Temporal mean structural displacement ∆ = |MV−V|
V > 2.0%

6)
Temporal root-mean-squared structural
displacement ∆ = |MV−V|

V > 5.0%

7) Temporal maximum structural displacement ∆ = |MV−V|
V > 5.0%

8) Temporal maximum structural velocity ∆ = |MV−V|
V > 5.0%

9) ICR at X ice drift speed

10) FLI at X ice drift speed

11) CBR at X ice drift speed

Results: rigid structure

The results of the verification of MORPHEUS/VANILLA for a rigid structure are presented in
Table 4.4. The results indicated — based on the criteria from Table 4.3 — stand-alone VANILLA

and MORPHEUS/VANILLA are in good agreement. For criteria 4 maxima location of the
spectral density peaks are compared, because of this a single seed can heavily influence the
results, which occurred during rejection of criteria 4 at ice drift speed of 0.2 ms−1.

Results: compliant structure

The results of the verification of the MORPHEUS/VANILLA model for a compliant structure
are presented in Table 4.4.

Two key observations from Table 4.5 are 1) errors occur in the transition between interaction
regimes and 2) the error in the maximum structural velocity increases with the ice drift velocity.

The first observation is unexpected as it only indicates that the models transition at slightly
different regions. Visual inspection of the time series confirms this and also indicates that
this discrepancy is well within reason. It should be noted that this effect increased when a
thicker ice sheet was considered as can be seen in Table A.3. In this case the transition regions
were more widespread over multiple velocities, with some velocities showing different regimes,
which lead to larger errors in the verification. This becomes apparent when the range of 0.12–
0.16 m s−1 is examined. Both models predicted FLI and CBR for each velocity, but depending on
the model a different number of seeds predicts one or the other, which leads to exceedance of
the criteria.
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Table 4.4: Quantitative verification for each ice drift speed in mm s−1 against criteria 1–4 from Table 4.3
for a rigid structure with an ice thickness of 0.4 m thickness. Red indicates rejection of the
value, given in percent point, and green indicates acceptance.

vice 1 2 3 4

0.1 0

0.4 0

0.7 0

1 0

4 0 0 0 0

7 0 0 0 0

10 0 0 1 0

20 0 0 3 0

30 0 0 2 4

40 0 0 2 3

50 0 0 0 2

60 0 0 0 0

70 0 0 0 3

80 0 0 0 0

90 0 0 1 0

100 0 0 0 0

110 0 0 0 0

120 0 0 0 0

130 0 0 0 1

140 0 0 0 0

150 0 0 0 0

160 0 0 0 0

170 0 0 0 1

180 0 0 0 0

190 0 0 0 0

200 0 0 0 10

300 0 0 1 3

400 0 0 0 0

500 0 0 0 1

This is to be expected in the transitions between regimes as they are nonlinear phenomena
which are influenced by the stochastic nature of the ice failure and initial conditions or arbitrary
conditions. The simulations are sensitive to different initial conditions and perturbations.

The second observation indicates that too much energy is maintained in the system. As this
is well within the regime of CBR the force is fortunately not affected, and neither is the mean
structural displacement. The most likely reason behind this increased energy is the size of time
step. As the velocity of ice increases, more ice failure occurs over each time step. Due to the
nature of the interaction between MORPHEUS and VANILLA, it may miss an ice failure since
the event detection in VANILLA is less robust when the solver is used over only one time step.
If such an event is missed, it is immediately corrected within the same time step, which is why
no divergence is observed for the force. This is confirmed by Table 4.6, which shows a drastic
decrease in the maximum velocity error when a reduced time step of 0.001 s is used.

A small error still exists, however Figure 4.3 indicate that the model is able to accurately capture
the ice-structure interaction. For the ice drift velocities leading to ICR and FLI — where the
highest loads are observed — the loads and displacements are accurately predicted. For the
highest ice drift velocities leading to CBR the maximum velocity is still exceeded, however 1)
this is conservative and 2) for design these velocities will play a marginal role as the velocities
and displacements are negligible compared to those due to FLI. Nonetheless, the impact of this
overestimation will be investigated during the results.
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Table 4.5: Quantitative verification for each ice drift speed in mm s−1 against criteria 1-8 from Table 4.3
for a flexible structure with an ice thickness of 0.4 m thickness. Red indicates rejection of the
value, given in percent point, and green indicates acceptance. Criteria 9-11 are verified in the
second and third column, which present the predicted interaction regime from the stand-alone
simulations (V) or from the MORPHEUS/VANILLA simulations (MV). CRP indicates creep, I
- intermittent crushing, F - frequency lock-in and C - continuous brittle crushing.

vice V MV 1 2 3 4 5 6 7 8

0.1 CRP CRP 0 0

0.4 CRP CRP 0 0

0.7 CRP CRP 0 0

1 CRP CRP 0 0

4 I I 2 1 0 0 2 1 1 2

7 I I 1 0 0 0 1 0 0 1

10 I I 1 1 0 0 2 1 1 2

20 I I 1 0 0 1 1 0 0 3

30 I/F I 1 1 1 50 1 0 4 6

40 F F 2 3 1 0 2 4 5 0

50 F F 1 1 1 0 1 1 1 2

60 F F 0 0 2 67 1 1 1 2

70 F F 0 0 0 22 0 0 1 2

80 F/C F 2 2 5 44 2 6 12 16

90 C C 0 0 0 6 0 0 2 12

10 C C 0 0 1 0 0 0 2 19

110 C C 0 0 1 2 0 0 1 11

120 C C 0 0 0 0 0 0 2 19

130 C C 0 0 0 10 0 0 4 22

140 C C 0 0 0 7 0 0 4 23

150 C C 0 0 0 3 0 0 3 22

160 C C 0 0 0 0 0 0 2 15

170 C C 0 0 3 0 0 0 5 23

180 C C 0 0 1 3 0 0 3 26

190 C C 0 0 1 3 0 0 3 31

200 C C 0 0 0 4 0 1 4 48

300 C C 0 0 0 0 0 0 7 85

400 C C 0 0 1 2 0 0 8 125

500 C C 0 0 0 6 0 0 14 23

Table 4.6: Quantitative verification for ice drift speed in mm s−1 against criteria 1-8 from Table 4.3 for a
flexible structure with an ice thickness of 0.4 m thickness and a reduced time step of 0.001 s.
Red indicates rejection of the value, given in percent point, and green indicates acceptance.
Criteria 9-11 are verified in rows 2 and 3, which present the predicted interaction regime from
the stand-alone simulations (V) or from the MORPHEUS/VANILLA simulations (MV). CRP
indicates creep, I - intermittent crushing, F - frequency lock-in and C - continuous brittle
crushing.

vice V MV 1 2 3 4 5 6 7 8

10 C C 0 0 2 0 0 0 1 3

120 C C 0 0 3 0 0 0 3 3

140 C C 0 0 3 0 0 0 2 7

160 C C 0 0 4 0 0 0 0 4

180 C C 0 0 3 0 0 0 28 8

200 C C 0 0 5 0 0 0 5 6

300 C C 0 0 4 0 0 0 3 19

400 C C 0 0 5 0 0 0 12 23

500 C C 0 0 9 0 0 0 14 15
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(a) 0.4 m ice thickness (b) 1.2 m ice thickness

(c) 0.4 m ice thickness (d) 1.2 m ice thickness

Figure 4.3: Global ice load and structural displacement as a function of the ice drift velocity for 0.4 and
1.2 m ice thickness and time step of 0.01 s.

4.3 hawc2/vanilla
After a successful implementation of VANILLA into MORPHEUS, VANILLA is coupled into the
aero-elastic tool HAWC2 to simulate both aero-elastic effects and ice loading in a coupled
fashion. The proposed coupling method is similar as previously presented, but now a TCP/IP
link is required to establish communication between the two applications. This section will
first provide a brief introduction to HAWC2, after which the coupling of VANILLA to HAWC2

is discussed by elaborating on the concept of a TCP/IP link.

4.3.1 HAWC2

HAWC2, or Horizontal Axis Wind turbine simulation Code 2
nd generation, is an aero-elastic

simulation tool developed by the Aero-elastic Design Research Program at DTU Wind Energy.
HAWC2 simulates response of the wind turbine in the time domain. It models the structural
components based on multi-body dynamics, where the total structure consists of multiple bod-
ies, such as the substructure and tower, which are each connected through a set of constraints.
The bodies consist of Timoshenko beam elements with six degrees of freedom for each node.
HAWC2 then solves the equations using the the Newmark method, which is a specific form of
the generalized-α procedure, when αm = α f = 0. Typically, the substructure, tower and shaft
consist of one body, whereas the blades are made up of several bodies. This allows non-linear
effects to be captured. The loading is based on the deformed shape of the structure [Larsen
et al., 2005; Larsen and Hansen, 2007].

HAWC2 uses Blade Element Momentum (BEM) theory for the aerodynamic interaction be-
tween wind and structure, which requires curves of Cl, Cd, Cm and α as input. Addition-
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Figure 4.4: Visualization of TCP/IP communication between HAWC2 and VANILLA via a HAWC2 DLL.

ally, a Dynamic Link Library (DLL) can be added to HAWC2 to include other interactions, e.g.
controller, soil loads and hydrodynamic loads. The last two are treated as external loads by
HAWC2 [Larsen et al., 2005; Larsen and Hansen, 2007].

4.3.2 TCP/IP link

For the coupling of HAWC2 and VANILLA a TCP/IP link was applied. The main benefits of
this coupling was that the two applications — written in FORTRAN and Matlab — could
run stand-alone, which prevents having to rewrite the VANILLA or HAWC2 code as much as
possible. After setting up communication between the applications via a TCP/IP link, the
applications interact similarly as MORPHEUS and VANILLA.

TCP/IP or Transmission Control Protocol/Internet Protocol is a specific mechanism of which
the origin outdates the Internet, and was developed for the transfer of data between separate
applications and — if required — over multiple networks. The advantage of TCP/IP commu-
nication is it’s simplicity and ease of configuring. One applications is considered the server,
which sets up hosts a server to which the other application, the client, connects. Once the
applications are connected both can send and receive information. This means that the two
applications can run separately, while exchanging data via the channel. It is non-transactional
and non-persistent, i.e. there is no exchange when data is sent/received and the data is not
stored anywhere [Barahona et al., 2009].

In previous research HAWC2 was successfully coupled to Matlab via a TCP/IP link [Garzon
et al., 2010], in this case for the integration of the controller. In the particular case of VANILLA

the non-transactionality and non-persistence are not an issue, as neither are required for the
simulation. The date is only required within the time step (non-persistence) and there is need
for proof of transmission (non-transactional), which makes the TCP/IP link a viable mechanism
for the coupling of the two applications.

The TCP/IP communication is set-up via a DLL called by HAWC2. This DLL starts the TCP
server, to which Matlab connects. The DLL then exchanges the required data each time step.
As a result HAWC2 runs the simulations independently, but continuously sends and receives
data via the TCP/IP socket [Garzon et al., 2010].

The coupling is then similar to that as described in Section 4.2. The structural displacement,
velocity and acceleration according to HAWC2 are sent — via the TCP/IP link — to Matlab,
which generates a global ice load. This is then imposed as external load on the structure. The
coupling is visualized in Figure 4.4.

A downside of the coupled HAWC2/VANILLA model is the long computational time required
for simulations. To accurately capture ice-structure interaction small time steps are required,
i.e. 0.01 s or smaller, which makes HAWC2 very slow. A potential solution could be the use
of a reduced structural model, or superelement, which splits the structure into boundary and
interface nodes. The use of a superelement is already possible for the MORPHEUS/VANILLA
model, but for a superelement coupling of HAWC2 and VANILLA more development is neces-
sary.





5 B A LT I C S E A M O N O P I L E D E S I G N -
M E T H O D O LO GY

This chapter outlines the methodology of Part III in which the limit of applicability for monopiles
is investigated, by defining a feasibility map in the Baltic Sea. For each region one cycle of the
design procedure is performed both for a ‘non-ice’ — the ‘reference’ case — and for an ‘ice’
case. For one such design cycle all necessary steps are described. This includes the identifi-
cation of the ‘usual suspects’, the Design Load Case (DLC)s usually governing for design. By
cutting down the DLCs to this essential set, the required simulation time of the design cycle is
greatly reduced, while confidence in the result is maintained.

For the ice case, the five load cases, as prescribed by DNV GL [2016], are discussed. For both the
reference and the ice case the relevant metocean conditions have been provided in Chapter 2.
Based on the loads from the metocean conditions and an initial geometry, new design loads can
be determined, which in turn can be used in MORPHEUS to generate an optimized monopile
design based on design & fabrication criteria. Finally, the designed foundations are compared
to define a feasibility map.

The methodology of the research — and more specifically Part III of the research — as pre-
sented in this section is visualized in Figure 5.1.

5.1 simulation set-up
Before any simulations can be performed initial loads are required in order to determine an
initial monopile geometry. For this purpose the load-scaling tool of MORPHEUS is used, which
determines loads based on the turbine properties, relevant metocean conditions and reference
projects. The selected turbine is the IEA 15 MW reference turbine designed by DTU Wind
Energy. The corresponding tower provided by DTU, however, is scaled from a diameter of 10
to 8 m, which is the industry standard for turbines of this size. The moment of inertia was
kept constant by scaling the thickness. After the scaled loads are found, a full monopile design
is generated by MORPHEUS. The method for MORPHEUS monopile design is evaluated in
Section 5.3.1. Besides the initial geometry, both the water depth and the ridge action are
required for each region.

5.1.1 Water depth

This procedure is performed for three design cases: a shallow, intermediate and deep position,
which correspond to respectively 25, 35 and 45 m water depth. Rather than designing for
an individual depth for each region, three clusters were chosen, as this is often done in the
industry. The nine identified regions are grouped in the three clusters based on the average
water depth values found in Chapter 2. The deepest cluster is set at 45 m depth rather than the
previously discussed value of 65 m. This choice was made in order for the research to remain
realistic, as designing for a monopile under ice loading would be most unlikely in 65 m deep
water. Hence the chosen depth for each region is based on what can be reasonably assumed
to be the deepest design cluster for an actual project in that region. Only the deepest position
per region is considered as the effect of ice loading is assumed to be most detrimental at these
positions due to the larger moment-arm of the ice at the seafloor. The division of the regions
over the chosen cluster is given in Table 5.1.

41
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Figure 5.1: Research methodology for the development of a monopile feasibility map in the Baltic Sea.
Green indicates data collection as performed in Part I of the project, blue indicates pre-
processing of loads, red is generating loads by running simulations, and orange is post-
processing of the loads, which involves updating design and generating the feasibility map.
Note that the the dashed line depicts the iterative process which is the applied approach
during detailed design if the optimized design violates design constraints, e.g. diameter, fre-
quency, stiffness.

Table 5.1: Division of identified Baltic Sea regions over the water depth clusters.

SHALLOW INTERMEDIATE DEEP
25 m 35 m 45 m

Danish Straits Gulf of Finland Baltic Proper S.
Gulf of Riga Bothnian Sea S. Baltic Proper N.

Archipelago Sea Bay of Bothnia Bothnian Sea N.

5.1.2 Ridge action

By using the ridge parameters from Table 2.1, Equation 3.1 and Equation 2.3 the ridge actions
could be determined. The results are presented in Table 5.2.
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Table 5.2: Ice ridge actions according to design standards and field research.

Region Ridge action [MN] ISO ridge action [MN]

Danish Straits 5.09 6.95

Baltic Proper South 5.48 7.47

Baltic Proper North 6.30 8.16

Gulf of Riga 7.56 9.05

Gulf of Finland 12.09 14.06

Archipelago Sea 9.10 11.42

Bothnian Sea South 9.13 10.81

Bothnian Sea North 11.75 13.38

Bay of Bothnia 16.20 17.90

5.2 simulations
After all simulation input is defined, the relevant simulations are then run in the coupled
HAWC2/VANILLA model. For this purpose a Load Case Table (LCT) is defined in which all
relevant DLCs with corresponding metocean conditions are listed. This section presents the
DLCs which were deemed essential for the design procedure.

For the wind and wave simulations, the generation of wave loads is required. The in-house
wave-generation module of WT was used for this purpose. Based on wave and current data
of each identified region, the relevant wave loads are generated, which are applied as external
load at individual nodes at each time step in HAWC2. In accordance with DNV GL [2016]
no wave loads are considered for DLCs relating to ice. Once the wave loads are generated, all
simulations can be executed. Around 550-600 simulations were performed for each region for
the reference case, and around 200-300 simulations were done for the ice case.

5.2.1 Design load cases: “the usual suspects”

This section identifies and discusses the DLCs that commonly govern monopile design, aptly
named “the usual suspects”. The naming convention of DNV GL [2016] for DLCs is applied.
There are three turbine conditions characterizing the DLCs: power production, parked condition
and parked plus fault condition. During power production the turbine functions as specified
by the manufacturer, but errors to the ideal operating conditions, e.g. control system delays
and yaw misalignment, should be included. The relevant DLCs included in the research are
DLC1.2, 1.4 and 1.6. When the turbine is in parked conditions the rotor is idling or at standstill.
Yaw misalignment is still considered. The relevant DLCs included in the research are DLC6.1
and 6.4. The parked plus fault conditions refers to a situation in which the turbine is idling or
at standstill as a result of a fault. Note that this differs from the parked conditions as it can
occur both outside and inside the range of operating wind speeds. The relevant DLC included
in the research is DLC7.2. Below a brief description per DLC is provided.

• DLC1.2: Fatigue damage of the structure is considered as a result of NSS over its lifetime.
Misalignment of wind and waves as well as multi-directionality of metocean conditions
is included. Relevant wind-wave tables have been derived in Part I. A wind discretization
of 2 m s−1 and a direction discretization of 60° is applied.

• DLC1.4: The ULS of the structure is considered when the turbine is subject to sudden
change of wind direction during NSS. Three wind speeds are considered: Vrated, Vrated +
and Vrated - 2 m s−1. Twelve seeds per wind speed are used.

• DLC1.6: The ULS of the structure is considered when turbine is operating in Severe Sea
State (SSS). Wind and wave misalignment is not included, nor is multi-directionality.
Extreme waves and wind speeds corresponding to this DLC have been derived in Part I.
A wind discretization of 2 m s−1 and a direction discretization of 60° is applied. Three
seeds per wind speed are used.
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• DLC6.1: The ULS of the structure is considered when the turbine is idling or at standstill in
ESS50. Wind and wave misalignment is not included, nor is multi-directionality. Extreme
waves and wind speeds corresponding to this DLC have been derived in Part I. Twelve
seeds are used.

• DLC6.4: Fatigue damage of the structure is considered as result of loads during idling or
standstill over its lifetime. Misalignment of wind and waves as well as multi-directionality
of metocean conditions is included. Relevant wind-wave tables have been derived in Part
I of the research. A wind discretization of 2 m s−1 and a direction discretization of 60° is
applied.

• DLC7.2: Fatigue damage of the structure is considered as result of loads during idling or
standstill — occurring due to fault — over its lifetime. Misalignment of wind and waves
as well as multi-directionality of metocean conditions is included. Relevant wind-wave
tables have been derived in Part I of the research. A wind discretization of 2 m s−1 and
a direction discretization of 60° is applied. The expected time in non-power production
due to faults has been set to 8%.

These six DLCs were selected as the governing DLCs based on WT’s project experience.

5.2.2 Design load cases: ice

This section discusses the DLCs that are required in case of ice presence at a design location.
Similar to wind and wave DLCs they cover power production, parked condition and parked
plus fault condition, albeit the latter does not have an explicit case as before. During the
consideration of ice DLCs wave loads, wind-wave misalignment and wind-ice misalignment are
excluded. Below a brief description per DLC is provided.

• DLC9.1: The ULS of the structure during power production in extreme 50-year ice con-
ditions is considered. Dynamic effects from ice loading are included. An ice velocity
discretization of 0.01 m s−1 until 0.06 m s−1 is applied. Beyond this a discretization of
0.02 m s−1 is applied until 0.2 m s−1. This is done as trial and error confirmed that the
dynamic effects for the simulated structures occur at the lower velocities leading to in-
creased loads due to ICR and FLI. At higher velocities CBR occurs and the loads decrease.
The considered wind speeds are Vrated and Vcut-out.

• DLC9.2: Fatigue damage of the structure is considered as a result of ice-structure inter-
action during power production over its lifetime. A wind discretization of 2 m s−1 and
wind factor of 0.02 for the ice drift is applied.

• DLC9.3: The ULS of the structure as a result of loads from ice ridges during both power
production and standstill/idling is considered. DNV GL [2016] only requires the the
ridge action to be simulated as a static load on the structure. The considered wind
speeds are Vrated, Vcut−out and Vwind;1*. It should be noted that the inclusion of ice ridges
during power production is not prescribed by DNV GL [2016].

• DLC9.4: Fatigue damage of the structure is considered as a result of ice-structure inter-
action during standstill or idling over its lifetime. A wind discretization of 2 m s−1 and
wind factor of 0.02 for the ice drift is applied.

• DLC9.5: The ULS of the structure during standstill or idling in extreme 50-year ice con-
ditions is considered. Dynamic effects from ice loading are included. An ice velocity
discretization of 0.01 m s−1 until 0.06 m s−1 is applied. Beyond this a discretization of
0.02 m s−1 is applied until 0.02 m s−1. This is done as trial and error confirmed that for
the simulated structures ICR and FLI occurred at these lower velocities leading to increased
loads. The fine discretization ensures that the peak load is captured. At higher velocities
CBR occurs and the loads decreases. The considered wind speed is the 1-year extreme
wind speed Vwind;1*.
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Table 5.3: Associated IEC DLCs [IEC, 2019].

DNV GL IEC

DLC9.1 DLC D3

DLC9.2 DLC D4

DLC9.3 DLC D6

DLC9.4 DLC D7

DLC9.5 DLC D8

The * is included since the current report applied Vwind;50
instead of the Vwind;1 prescribed by

the standard. The results remain unaffected as will be discussed in Chapter 6. Reference is
made to Figure A.9 for the extended DLC table covering ice conditions as provided by DNV GL
[2016]. For clarity the Table 5.3 provides the associated IEC ice DLCs.

5.3 post-processing
In the final phase of the design cycle, the loads are post-processed to generate load envelopes
for both ULS and FLS of the structure. For the latter it is necessary to accurately assess the
probability of occurrence of each simulated sea state. For the wind & wave simulations these
were given in the wind-wave tables provided by the WT metocean team. For the ice simulations
the probabilities were determined based on ice thickness distribution and ice interaction days
as discussed in Section 2.6. For simplicity this research assumed the ice to drift in a single
direction. This direction is given a weight of 35%, which for a wind discretization of 60° is
considered conservative.

Once the loads are known, a new optimized monopile is designed by MORPHEUS. Section 4.1
discusses the design methodology applied by MORPHEUS. The optimization is based on cer-
tain design and fabrication criteria, which also serve to compare the results. Section 5.3.2
presents and discusses these criteria. The monopiles are optimized for both the reference and
the ice case. Note, that in the case where ice is considered, all other DLCs are still considered,
but the probabilities of the FLS DLCs are altered as ice is present. The final designs of the opti-
mized monopiles are then compared to each other and used as measure for the feasibility of
monopiles in the Baltic Sea.

5.3.1 MORPHEUS optimization

During the design procedure of an OWT foundation the main design variables considered are
the bottom diameter of the monopile, D, the wall thickness, t, and the embedded pile length,
Lpile, as shown in Figure 5.2. The diameter at the top of the foundation is constrained by
the tower diameter and the bottom diameter is in practice often limited by fabrication and
installation constraints, but both the optimization of the wall thickness and the embedded pile
length provide a great potential for steel savings [Nielsen et al., 2022]. During traditional pile
design, the design variables are selected and manually adjusted until verification ensures a suf-
ficient design. In contrast, in MORPHEUS the design procedure is fully optimized. The design
variables are optimized while complying with both the standards and design, installation and
fabrication constraints [Nielsen et al., 2022].

MORPHEUS models the structures as a finite element model of 2D Timoshenko beam elements
and Winkler springs to model the non-linear soil-structure interaction. The RNA is modelled as
a lumped mass at hub height [Nielsen et al., 2022]. The model is then optimized. A simplified
version of the optimization loop is presented in Algorithm 5.1.
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Figure 5.2: Initial monopile geometry consisting of a transition piece (TP), skirt and monopile (MP)
[Nielsen et al., 2022].

During the FLS check, MORPHEUS considers Stress Concentration Factor (SCF) for various
attachments, holes or other structures. Note, during the optimization in this research, the FLS
check is based on a damage equivalent moment ∆Meq. This moment, applied over a chosen
number of reference cycles (107) causes equivalent damage as if it would be calculated using a
moment time history and a SN curve [Nielsen et al., 2022].

For the current research all design checks are performed at intervals of 0.5 m, whereas during
detailed design an interval of at least 0.1 m is applied. In step 4, the pile is divided into
can sections. Each can section should satisfy the fabrication constraints, e.g. minimum and
maximum weight, height and maximum wall thickness t. To ensure the FLS checks of all
circumferential welds are still satisfactory, wall thicknesses may be updated [Nielsen et al.,
2022].

5.3.2 Design, fabrication & installation criteria

During the optimization of MORPHEUS, the design should satisfy a predefined set of design
and fabrication criteria. In terms of design criteria, the required first natural frequency should
be met, within the 1P and 3P limits. Furthermore, both the frequency and the stiffness of the
foundation have to be comparable to the model used for load generation.

For the stiffness of the structure WT has defined multiple parameters, one of which is a flexibil-
ity parameter, αk. This is the static displacement of the structure at MSL in mm MN−1, when
1 MN is applied at this elevation. If the structure does not meet the minimum required stiff-
ness (or frequency), pile length or wall thickness, at selected cans, is added until the criterion
is satisfied. MORPHEUS adds either pile length or wall thickness, depending on the amount
of steel required, i.e. the more economic option is selected. For each water depth an initial
value is chosen based on reference projects. During optimization αk is slightly adjusted based
on each individual region to reach a more efficient design.
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Algorithm 5.1: MORPHEUS-FOUNDATIONS algorithm

1) Find minimum embedded pile length:

Based on design loads in ULS

Based on permanent pile rotation in Serviceability Limit State (SLS)

2) Check ULS according to relevant standards:

Based on combined bending, shear and axial forces
Based on global column buckling

3) Check FLS according to relevant standards:

Based on constant amplitude equivalent moment ∆Meq

4) Divide pile into can sections and check:

Based on fabrication constraints

⇒ Can wall thickness updated if necessary

5) Dynamic properties of foundation are checked:

First natural frequency of OWT within 1P and 3P limits
Frequency and stiffness comparable to model used for load generation

⇒ Wall thickness and/or embedded pile length increased if necessary

6) Repeat steps 1-5 until:

Convergence is realized
Constraints and designs checks are satisfied

For wave-induced fatigue, an increase αk — which increases the flexibility — the fatigue loads
are scaled one-to-one, however, if αk is decreased the fatigue loads are scaled down with only
50% of the αk-scaling to remain conservative. A similar relation was assumed in this research
for ice-induced fatigue. This relation will be investigated.

If possible, the αk will be kept constant between the reference and the ice case. However,
if necessary due to violations of the fabrication constraints, the stiffness is increased. The
fabrication constraints are based on industry practice and are as follows:

• Maximum D/t ratio of 130 for monopile

• Maximum D/t ratio of 180 for for transition piece and skirt

• Maximum wall thickness of 150 mm

• Maximum can weight of 100 t

• Can height range of 2000–4200 mm for cylindrical cans

• Can height range of 2000–3500 mm for conical cans

• Maximum foundation weight of 2000 t

After the optimization the feasibility of the various monopiles is considered. The outlined
design, fabrication & installation criteria define technical feasibility of the monopile, i.e. a
design is technically feasible if it satisfies the constraints and vice versa.
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Besides technical feasibility, economic feasibility is considered, in terms of the weight increase
of the foundations under ice loading, i.e. excessive weight increase indicates an infeasible
design.

5.3.3 UR plots

After the design optimization MORPHEUS is able to provide a utilization ratio plot for the
various design checks, which indicates the governing factor at each elevation. Figure 5.3 pro-
vides an example of such a plot. The plots include utilization ratio of ULS buckling & yielding,
FLS longitudinal, circular & attachment welds, damage due to transport & installation and
maximum allowable D/t ratio [Nielsen et al., 2022].

The investigation of these plots provides insight into the driving factors for the pile design at
each elevation, and in the case of this research will be used to assess the specific effect of ice
loading compared to the reference case.



5.3 post-processing 49

T&I Damage

Figure 5.3: Utilization ratios for various limit states





6 B A LT I C S E A M O N O P I L E D E S I G N -
F E A S I B I L I T Y M A P

In the previous chapter the methodology to obtain a feasibility map for monopiles in the Baltic
Sea was presented. In this chapter, the results of the research are presented and discussed. The
results include load envelopes of the various simulated DLCs, foundation designs for monopiles
in all regions and feasibility maps based on weight and fabrication constraints, which is the
main objective of Part III.

First, the governing loads are evaluated for the various regions by investigating the load en-
velopes for each region. By evaluating the load envelopes the impact of ice on the loads can
be assessed. However, one or more governing ice DLCs do not directly imply a load effect on
the design, as it may not be driving for design. To investigate the load effect, the monopile
designs generated by MORPHEUS are compared between the reference and the ice case. Based
on these monopile designs a feasibility map for monopiles in the Baltic Sea is generated.

This is followed by a discussion on the impact of various input parameters or assumptions on
the research, namely the ridge action, the ice interaction days and the water depth. Finally, the
effect of ice-mitigating measures on the current research is discussed.

6.1 loads
First the ULS load envelopes as well as the damage equivalent moment, ∆Meq, for monopiles
in the nine regions are discussed.

6.1.1 Ultimate Limit State

The load envelopes of the overturning moments from all DLCs are provided in Figure 6.1 for
two regions, the Danish Straits and the Bay of Bothnia, which are considered as the least and
most severe regions in terms of ice conditions, respectively. Reference is made to Figure A.7
for similar plots of all other regions.

For all regions — if calculated according to the design standards — DLC9.3 during power
production is shown to be governing. This is extensively discussed in Section 6.3, but in the
current section only the ridge action DLC calculated according to literature is considered. The
load case due to this alternative ridge action is shown to be governing for at least some section
of the foundation in eight out of nine regions.

From Figure 6.1a it can be observed that for the Danish Straits the governing DLC is — for the
most part — DLC1.4, which is a sudden gust in another direction. Due to the large RNA mass
of the IEA 15 MW, it is unsurprising that this DLC is driving for the design. Especially since
wave conditions in this region were relatively mild. The ice DLCs are almost negligible for this
region, with only DLC9.1 exceeding the DLC1.4 at the mudline.

For the Bay of Bothnia the ice DLCs were governing over the entire foundation as indicated by
Figure 6.1b. Since the largest ice thicknesses and crushing coefficients occur in these regions,
it is unsurprising that the foundations were subject to substantial loads and displacements.
Similar results were found for the Gulf of Finland, the Bothnian Sea South & the Bothnian Sea
North.

51
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(a) (b)

Figure 6.1: Overturning moment load envelopes for a monopile in (a) the Danish Straits and (b) the Bay
of Bothnia. For DLC9.3, “id" and “pp" indicate idling and power production, and the dashed
line indicates the ridge action according to the design standards.

(a) (b)

Figure 6.2: Damage equivalent moment in the most unfavourable direction for a monopile in (a) the
Danish Straits and (b) the Bay of Bothnia.

The load envelopes for all other regions indicated that as ice conditions worsen, the load enve-
lope is increasingly more governed by the ice DLCs, which is in line with expectations.

Additionally, by comparing the load envelopes of the Archipelago Sea and the Bothnian Sea
South the impact of the water depth can be observed. The former has a higher extreme ice
thickness, yet DLC9.1 is only governing from MSL onward. While in the Bothnian Sea South
— for less extreme ice conditions — the same DLC is governing over the entire length of the
foundation.

The load envelopes show that ice loading was the governing DLC for most regions. This suggest
that there will be a influence on the design. The exact nature of this influence is discussed in
Section 6.2.

6.1.2 Fatigue Limit State

The fatigue loads were represented with the damage equivalent moment ∆Meq, which is given
in Figure 6.2 for the Danish Straits and the Bay of Bothnia. The damage equivalent moment for
the other regions is given by Figure A.8.

The results confirm that the ice caused significantly more damage — around 50% more in
terms of ∆Meq — in the Bay of Bothnia than in the Danish Straits. This was expected, as the
OWT interacts with ice for approximately 10 days over its lifetime in the Danish Straits, versus
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approximately 350 days in the Bay of Bothnia. In the Danish Straits the increased damage
equivalent moment was almost negligible compared to wind & wave contributions. Figure 6.3
shows the correlation between the ice interaction days and the increase in ∆Meq, which is quite
strong. The various outliers are likely a result of differences in extreme ice thickness and/or
wave conditions.

Examination of the fatigue due to ice showed that more than 90% of the damage as a result
of ice is due to simulations at low speeds, specifically those resulting in FLI. However, this
research is concerned with the load effect, i.e. what the fatigue damage ∆Meq leads to and the
required design changes resulting from it. The load effect due to the increased ULS & FLS loads
is investigated in the following section.

An important note with regards to the generation of the loads is that only the combination of a
50-year extreme ice thickness and a 1-year extreme CR were used. For simplicity it was assumed
that this was the governing case, but other combinations may be governing. Furthermore,
during time domain simulations the research assumed that limit stress is always governing
over limit force & energy, i.e. driving forces are always sufficient for ice failure. In reality,
this may not be the case as ice sheets — especially ridges — could come to halt against the
structures. With increasing size of the foundations this effect may be more prevalent [Croasdale,
1984].

Figure 6.3: Increased damage equivalent moment as a function of ice interaction days.

6.2 load effect
The load effect was investigated by generating optimized monopile designs for all regions
based on 1) the reference loads (wind & waves only) and 2) both the reference loads and the
ice loads. Figure 6.4 indicates the weight increase per monopile if all the design & fabrication
constraints are satisfied.

For the Danish Straits, Baltic Proper South, Baltic Proper North, Gulf of Riga and Archipelago
Sea monopile designs could be generated without increasing the stiffness — and decreasing the
fatigue loads — of the structure. For the Baltic Proper North, Gulf of Finland and the Southern
Bothnian Sea a small increase in stiffness (3–4%) was required to adhere to the fabrication
constraints as the maximum can weight of 100 t was slightly exceeded. For the Northern
Bothnian Sea and the Bay of Bothnia the stiffness had to be drastically increased, 23 and 43%
respectively, with a significant increase in weight as a result. Before the stiffness was increased
both the maximum can weight and thickness were exceeded.
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The results are summarized in Table 6.1. It should be noted that the frequency constraint
was relaxed as the IEA 15 MW tower was scaled based on moment of inertia, not frequency.
As a result the frequency constraint was driving for all designs, and no weight increase was
observed.

Figure 6.4: The change in foundation mass, ∆MF for a monopile subject to ice loading in the Baltic Sea
for the simulated water depth in each region (25–45 m).

Table 6.1: Summary of results for monopile design optimization for the nine identified regions in the
Baltic Sea. The letters indicate DS - Danish Straits, BPS - Baltic Proper South, BPS - Baltic
Proper South, GOR - Gulf of Riga, GOF - Gulf of Finland, ARS - Archipelago Sea, BSS -
Bothnian Sea South, BSN - Bothnian Sea North, BOB - Bay of Bothnia.

Reference case Ice case Comparison
Region Depth [m] MMP [t] MTP [t] αk [mm MN−1] MMP [t] MTP [t] αk [mm MN−1] ∆MF [t] ∆MF [%]

DS 25 910 166 9.9 907 166 9.9 -3 0

BPS 45 1911 230 14.8 1907 230 14.9 -4 0

BPN 45 1913 234 14.9 1964 230 14.3 46 2

GOR 25 912 170 9.9 937 181 9.9 36 3

GOF 35 1306 179 12.8 1447 227 12.3 189 13

ARS 25 915 163 9.9 977 181 9.7 81 8

BSS 35 1341 199 12.4 1464 231 11.9 155 10

BSN 45 1821 235 15.9 2178 232 12.9 353 17

BOB 35 1323 194 12.8 1930 230 8.9 643 42



6.2 load effect 55

6.2.1 UR plots

The utilization ratio plots generated by MORPHEUS provide the ability to investigate the driv-
ing factors of all the designs. The UR plots for the reference case and the ice case of the Gulf
of Finland are shown in Figure 6.7 and Figure 6.8. UR plots for the other regions are included
in Appendix C.

The UR plots, Figure 6.5 & Figure 6.6 for the Danish Straits was near identical for the reference
and the ice case. This corresponds to the observed weight increase of 0%. For this region the
ice DLCs was only governing close to sea bed. This does not translate to any load effect on the
design. Similarly, the occurrence of ice was too low for the fatigue loads to have a load effect.
A similar result is observed for the Baltic Proper South, Baltic Proper North and the Gulf of
Riga. However, as the ice conditions become more extreme, more weight increase (up to 2–3%)
is observed due to mostly fatigue loading.

T&I Damage

Figure 6.5: UR plot of reference case - Danish Straits
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T&I Damage

Figure 6.6: UR plot of ice case - Danish Straits

The Gulf of Finland required a small increase in stiffness to satisfy all the design & fabrication
constraints. From the UR plot, Figure 6.7 & Figure 6.8, it was observed that this is a result of the
fatigue loads, which are governing for most of the foundation. Additionally, the ULS loads were
governing near the bottom of the foundation. The design drawings confirmed that increased
wall thickness weight was required along the entire length of the foundation. Similar results
were found for the Archipelago Sea and the Bothnian Sea South. Fatigue loads were governing
over the entire length of the foundation leading to substantial weight increases around the top
of the monopile and the transition piece. Either no or small increases in stiffness was required.
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T&I Damage

Figure 6.7: UR plot of reference case - Gulf of Finland
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T&I Damage

Figure 6.8: UR plot of ice case - Gulf of Finland

The UR plot for the Bay of Bothnia, Figure 6.9 & Figure 6.10, changed drastically between the
reference case and the ice case. The stiffness had to be increased substantially, which results
in a very inefficient design for the bottom half of the monopile. The UR plots indicate that
the increased stiffness is required due to the fatigue loads driving the top half of the monopile
design, which punishes the bottom half of the monopile by adding the required steel. The
Bothnian Sea South showed similar results.
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T&I Damage

Figure 6.9: UR plot of reference case - Bay of Bothnia
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T&I Damage

Figure 6.10: UR plot of ice case - Bay of Bothnia

An additional design was generated by MORPHEUS with relaxed fabrication constraints. The
resulting UR plots, also provided in Appendix C, and design drawings showed that 1) the
fatigue was governing for the design and 2) that specifically the top half of the monopile
exceeded the constraints substantially, which is further discussed in the following section.

6.2.2 Fabrication constraints

The design drawings of the monopile and the transition piece are presented for the various
cases in Appendix D. With the drawings the impact of the ice loading for specific can sections
was investigated. Drawings have also been provided for the ice case with relaxed fabrication
constraints to indicate were the designs exactly exceeded the limitations.

For designs that initially exceeded the fabrication constraints for the ice case, the cans causing
the problem were the bottom can of the transition piece, the top can of the monopile and the
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lowest can above the seabed. The reason for this was the presence of welded attachments
and/or holes, which are susceptible to fatigue damage, and include high SCFs.

For the Baltic Proper North, the Gulf of Finland and the Bothnian Sea South the only fabrication
constraint that was exceeded was the maximum can weight. The designs could satisfy the
constraints and the stiffness requirement if the maximum can weight was increased to from
100 to 110 t. However, slightly increasing the stiffness was more beneficial in terms of total
foundation weight.

For the Bothnian Sea North and the Bay of Bothnia the opposite was true, i.e. relaxing the fab-
rication constraints saved more steel than increasing the stiffness. However, the new required
fabrication constraints were less realistic as both the maximum can weight and the maximum
thickness were exceeded substantially. The maximum can weight was, respectively, 120 and
130 t for the Bothnian Sea North and the Bay of Bothnia, while the maximum wall thickness
was 162 and 171 mm.

Besides the fabrication constraints, the installation constraint was exceeded one of the designs.
The monopile in the Bothnian Sea North weighs more than 2000 t, which is often considered the
maximum allowed weight, as it corresponds to the maximum crane capacity of most commer-
cial lifting vessels for monopile installation. If the monopile requires installation vessels with
higher crane capacity the overall cost are expected to increase. Recently installed monopiles
that exceeded this weight had to be installed by vessels with capacity of 5000 t. This increased
capacity most likely comes at a steep price increase [DEME, 2022].

6.2.3 Feasibility Map

For the simulated water depth in each region, monopile designs were deemed feasible in the
following regions: the Danish Straits, the Baltic Proper South, Baltic Proper North, Gulf of Riga,
Archipelago Sea.

Based on the observed increased in weight and the inefficient utilization the Bothnian Sea
North and the Bay of Bothnia were deemed infeasible for monopile design under ice loading.

For both the Bothnian Sea South and the Gulf of Finland feasibility is difficult to assess. An
efficient design that satisfies all criteria is possible. However, a substantial weight increase is
observed (10–13%), which despite the technical feasibility, may indicate economic infeasibility.
For the Gulf of Finland it should be noted that the mild wave conditions play a role. As a result
the wave contribution to the total fatigue damage was low compared to other regions. However,
the increased weight was still substantial and should be compared to alternative solutions with
ice-mitigating measures. This will be discussed in Section 6.6. The final feasibility map is
presented in Figure 6.11. Note, this is for region specific water depths.

A recent study by the European Commission indicated that the potential capacity of offshore
wind in the Baltic Sea is estimated at 93.5 GW. Since the map is now generated it is possible to
investigate if the potential capacity regions and feasibility regions coincide. The study reports
that in the Baltic Sea Denmark, Germany, Poland, Lithuania and Latvia combined account for
58.5 GW (63%) of the potential capacity. These countries are all adjacent to feasible regions.
Furthermore, Sweden accounts for another 20 GW (21%), which is spread along its coast, in
both feasible and infeasible regions. The total capacity within monopile feasible regions is thus
likely even higher [European Commission and Directorate-General for Energy, 2019]. Note,
this is not entirely accurate as only specific water depths are considered for each region.

6.3 ice ridges
This section discusses the effect of two methods for ice ridge action. Figure 6.12 illustrates the
increased weight difference between the two cases, which indicates that diverging from the
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Figure 6.11: Feasibility map for monopiles in the Baltic Sea for region specific water depths. Green
indicates a feasible design, yellow indicates that it depends on alternative options, and red
indicates infeasible design. The letters indicate DS - Danish Straits, BPS - Baltic Proper South,
BPS - Baltic Proper South, GOR - Gulf of Riga, GOF - Gulf of Finland, ARS - Archipelago
Sea, BSS - Bothnian Sea South, BSN - Bothnian Sea North, BOB - Bay of Bothnia.

standard saves 1–2% in steel for three of the nine regions, namely the Gulf or Riga, Gulf of
Finland & the Archipelago Sea.

This is unsurprising as these were the only regions for which the UR plots indicated that the
ULS loads were governing for a (small) section of the design. Overall, the result indicated that
ULS does not greatly influence the design and thus the increase in ridge action does not have a
significant load effect for most regions.

However, further research into the ridge properties is required as it was the governing ULS

load case for many regions and there was a — albeit small — load effect, which seemed to
affect the non-deep positions mostly. Due to the infrequency of ice seasons, especially in the
Southern regions, assessing the governing ridge geometry required assumptions. Three key
factors which strongly influenced the ridge action were 1) the consolidated layer, 2) the keel
depth and the 3) keel cohesion.

The current research assumed a factor of 1.5 between the extreme level ice thickness and the
consolidated layer. The keel depth and keel cohesion were determined based on experimental
data and measurements. The experiments, however, were all conducted on ridges in the Bay of
Bothnia. Properly scaling this to the Southern regions is difficult, but might reduce the ridge
actions further.

Moreover, the ice ridge action in this research was applied during power production, which
is not necessary according to the standards. However, the reason the design standards omit
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Figure 6.12: Weight increase of the foundation design due to ice loading for a ridge action calculated
according to literature and design standards. The letters indicate DS - Danish Straits, BPS -
Baltic Proper South, BPS - Baltic Proper South, GOR - Gulf of Riga, GOF - Gulf of Finland,
ARS - Archipelago Sea, BSS - Bothnian Sea South, BSN - Bothnian Sea North, BOB - Bay of
Bothnia.

this load case is unclear. A potential reason would be that ridge formation occurs only in such
extreme winter conditions that the wind farm is pre-emptively shut down. This is deemed
rather unlikely as the design standard does consider extreme level ice, which in most regions
would also lead to ridges. The presence of a wind farm likely also increases the chances for
ridge formation, as drifting ice may interact with ice stationary against the monopiles. However,
if there is a valid reason for the exclusion of the ridge DLC during power production, then it can
be concluded that ridges do not impact design, since the idling ridge DLC is never governing.

6.4 ice occurrence
Recent research has suggested that the applied probability of ice occurrence has a greater
impact on design than the applied extreme ice thickness [Hornnes et al., 2022]. Since there is
little information on this variable, this research was forced to make assumptions with regards
to the ice interaction days as mentioned in Section 2.6.2. The applied interaction days were —
compared to the literature — on the conservative side. The effect of this can be observed in
Figure 6.13, which provides the weight difference when the ice interaction days were halved.

The results indicate, that the interaction days are of paramount importance on the design. This
also follows from the UR plots, which show that for most regions fatigue is driving for design.
This further emphasizes the necessity for extensive metocean information with regards to ice
occurrence.
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Figure 6.13: Weight increase of the foundation design due to ice loading for regular number of ice inter-
action days and the 50% reduction of the interaction days. The letters indicate DS - Danish
Straits, BPS - Baltic Proper South, BPS - Baltic Proper South, GOR - Gulf of Riga, GOF - Gulf
of Finland, ARS - Archipelago Sea, BSS - Bothnian Sea South, BSN - Bothnian Sea North,
BOB - Bay of Bothnia.

6.4.1 Ice direction

Additionally, the occurrence of ice in specific directions should be investigated. The current
research assumed the ice to be one-directional and weighted this direction with 35%, twice
the average probability for a discretization of 60°. Without data it is difficult to determine
whether this is conservative or not. However, as discussed in Section 2.5, the ice drift is strongly
governed by wind throughout the Baltic Sea. As a result a wind factor model was suggested to
be an accurate estimate of the drift speed [Leppäranta, 1981; Leppäranta and Omstedt, 1990].
Since the two are strongly correlated, the directionality can be assumed to strongly correlate as
well. By investigating the probabilities of the wind directions for the regions, it can be shown
that the applied 35% is very conservative. The occurrence of the governing wind direction
varies for all regions, but is at most 23%. Reducing the directionality would have similar
effects as reducing the interaction days, as the fatigue load is more evenly distributed over the
directions.

It should also be noted that the wind factor model has one — until now — ignored assump-
tion, the current contribution to the ice forcing is neglected. For low wind speeds this might
not be accurate, as the relative contribution of the current becomes larger [Leppäranta, 1981;
Leppäranta and Omstedt, 1990]. For the FLS simulations this implies that at lower wind speeds
the simulated ice drift velocities may have been underestimated, as including the current con-
tribution would have increased it. Since the lower drift velocities contribute significantly to
the fatigue damage due to the occurring vibration regimes, including the current contribution
might lead to more efficient and less conservative designs.

The current research assumed — in line with requirements from the design standards — no
wind-ice misalignment. However, wind-ice misalignment may result in bi-directional vibra-
tions, thus potentially negatively affecting the design of the foundation [Zhu et al., 2021].
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Table 6.2: Summary of results for monopile design optimization for the nine identified regions in the
Baltic Sea. The letters indicate DS - Danish Straits, BPS - Baltic Proper South, BPS - Baltic
Proper South, GOR - Gulf of Riga, GOF - Gulf of Finland, ARS - Archipelago Sea, BSS -
Bothnian Sea South, BSN - Bothnian Sea North, BOB - Bay of Bothnia.

Reference case Ice case Comparison
Region Depth [m] MMP [t] MTP [t] αk [mm MN−1] MMP [t] MTP [t] αk [mm MN−1] ∆MF [t] ∆MF [%]

BSS 35 1341 199 12.4 1464 231 11.9 155 10

BSS 45 1905 235 14.9 2097 234 13.4 190 9

6.5 water depth
In the methodology a deeper water depth was assumed to be unfavourable for ice loading.
This section investigates and discusses this assumption.

The load envelopes confirm that for the ULS of the foundations the deeper positions were
increasingly more governed by the ice DLCs. However, since fatigue was shown to be governing
over the ULS loads, this may not directly result in a larger load effect. To investigate this, a
second water depth was considered for one of the regions, the Bothnian Sea South.

Besides the original water depth of 35 m a deeper position was considered at 45 m. The results
are given in Table 6.2. The increase of foundation mass in percentage is similar between the
two regions — even slightly smaller for the deep position — but the increase in absolute weight
increases since the foundation is substantially larger for the deep design. As a result, the overall
mass exceeds the installation constraint of 2000 t.

The UR plots of the intermediate and deep positions all indicated that fatigue was driving for
design. Specifically, the fatigue loads in the top section of the foundation were often governing.
The welds around the transition piece and in the top of the monopile were very susceptible to
fatigue damage. The results indicated that this fatigue damage is similarly detrimental to the
intermediate and deep position, in terms of relative foundation increase.

However, as deeper positions are considered a smaller relative weight increase can lead to large
complications. With the current size of foundations for OWT, any increase will push the overall
foundation weight beyond the installation requirements. This was shown to be the case for the
Bothnian Sea South, Bothnian Sea North, Bay of Bothnia and the Gulf of Finland. No deep and
intermediate position were simulated for the Archipelago Sea and the Gulf of Riga.

Hence the original assumption that the ice load effect is worst for deep positions does not
seem to be entirely correct. The ULS load envelopes showed that for larger positions the ice
DLC govern larger parts of the foundation. However, the ice load effect is similar between
intermediate and deep position. Nonetheless, the deeper position will more frequently be
infeasible for design as it is closer to the installation constraint. The effect of water depth
should be carefully investigated for each region individually.

Table 6.3 provides the feasibility of monopiles in the Baltic Sea for varying water depths, with
help of some assumptions. Firstly, the Gulf of Finland is considered infeasible for design,
while the Bothnian Sea South is considered feasible for design. This is based on a preliminary
assessment of ice-mitigating measures, presented in Section 6.6. Secondly, it is assumed that
design is possible for all water depths in the Danish Straits, as ice & wave conditions are
worse for the Baltic Proper South, yet this region was shown to be feasible for design. Thirdly,
the Gulf of Riga was deemed feasible for intermediate positions as it has similar (mild) wave
conditions and interaction days as the Gulf of Finland, but almost half the ice thickness. Finally,
it is assumed that the intermediate deep position for the Bothnian Sea North is infeasible for
design as ice conditions are significantly worse than in its Southern counter part, where the
feasibility of the design is already questionable.
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Table 6.3: Increased weight in percent point for a monopile within a specific region as well as feasibility
of monopiles in the Baltic Sea for shallow (25 m), intermediate (35 m) and deep water position
(45 m). The colors indicate green - feasible, yellow - inconclusive, red - infeasible and gray -
unknown. The letters indicate DS - Danish Straits, BPS - Baltic Proper South, BPS - Baltic Proper
South, GOR - Gulf of Riga, GOF - Gulf of Finland, ARS - Archipelago Sea, BSS - Bothnian Sea
South, BSN - Bothnian Sea North, BOB - Bay of Bothnia.

DS BPS BPN GOR GOF ARS BSS BSN BOB
SHALLOW 0 3 8

INTERMEDIATE 13 10 42

DEEP 0 2 9 17

Figure 6.14: Fatigue scaling versus the flexibility parameter αk.

6.5.1 Flexibility sensitivity

In this research the fatigue loads were assumed to scale linearly with the flexibility parameter
αk. This relation was also investigated by comparing fatigue damage for 3 monopiles with
varying stiffness. The results are given in Figure 6.14. This indicates that fatigue loads do
indeed scale with the flexibility parameter, however with only 3 data point it is difficult to
distinguish if the relation is linear, thus more research is required.

6.6 ice-mitigating measures
In order to fully assess the feasibility of monopiles in the Baltic Sea under ice loading, it is nec-
essary to discuss the mitigating measures or alternative substructures. This section discusses
the ice cone as mitigating measures as well as the jacket & the GBS.

6.6.1 Ice cones

Ice cones are the most common ice-mitigating measure. The inclined surface of the cones
reduces the peak ice loads by changing the ice failure mode from crushing to bending, which
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also reduce the effects of ice-induced vibrations. Note, the effects of ice-induced vibrations
cannot be completely ignored as they can still occur if the ice break-up frequency matches the
frequency of the structure [Wang et al., 2013]. However, ice cones have shown to significantly
reduce the measured ice loads [Brown and Määttänen, 2009].

Steel

It is possible to make a crude estimate around the additional cost required to include an ice
cone. By comparing this to the previously designed monopiles this can indicate whether it is
economically feasible to design a monopile with or without ice cone in each region.

To calculate the cost of an ice cone, its geometry has to be determined. Previous literature on
cones in the Baltic Sea has considered cone angles in in the range of 50–65°, cone heights of
5–6 m and a wall thickness around 25 mm [Gravesen et al., 2005; Rissanen and Heinonen, 2016].
This corresponds to about 80 to 120 t of steel, assuming a density of 7850 kg/m3 , and including
25% additional steel, such as internal stiffeners.

However, integrating an ice cone is not as straightforward as simply adding the amount of steel.
A multitude of factors need to be considered. Firstly, the fabrication of conical steel section is
more tedious than cylindrical sections. This is normally accounted for in the industry by a cost
factor of 1.1 for conical steel.

The second factor is the transport & assembly of the ice cones. If the assembly is done prior
to installation it might increase cost of transport of monopiles as they can be transported less
efficiently. If the assembly is performed after the installation, the cones need to be transported
on a separate barge and the assembly is done offshore, which is very labour-intensive and leads
to increased costs [Zhu et al., 2021]. Little data is available on the additional cost for transport
and assembly of ice cones. However, the additional costs are quantified in terms of steel for
the ice cone by another factor of 1.2.

The third, and potentially most vital, factor which has to be considered is the increase in
hydrodynamic loads due to an increased diameter at the waterline. The current generation of
monopiles has seen a large increase in diameters. Further increasing this will draw very large
loads to the monopile as the inertia contribution of the wave-load is related to the diameter
squared.

For the ice cones described before, the diameter would be in the range of 12–18 m. To mitigate
the hydrodynamic loading, a downward-facing cone could be installed, which ensures the
largest diameter is above the waterline, illustrated by Figure 6.15b. An alternative solution is
an up-downward cone, shown in Figure 6.15a, which reduces the maximum diameter at the
waterline and is shown to have the best performance under wave-loading [Tang et al., 2021].
Additionally, the up-downward cone requires less steel. However, fabrication and installation
cost will most likely increase due to the complexity of the cone.

Assuming that the increased weight of the monopile due to the hydrodynamic loads on the
cone is around 2% of the foundation weight, the total additional steel required for a monopile
design with ice cone is in the range of 150–200 t.

Figure 6.16 shows the feasibility map for monopiles without ice cones, thus including a max-
imum weight increase constraint of 175 t. The map shows that the Bay of Bothnia and the
Bothnian Sea South are infeasible for monopiles. The Gulf of Finland also exceeds this thresh-
old, however, it is very close and the observed weight increase of approximately 190 t actually
falls within the range of additional steel due to the ice cone. Further research into the implica-
tions of an ice cone on monopile design is therefore required for conclusive results.

Cost

The extra steel required for designing in (sub-)arctic conditions increases the total cost as well
as the CO2 emissions of the project. The additional financial and environmental cost due to the
inclusion of ice loading into the design of a monopile is given by Figure 6.17a. Figure 6.17b is
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(a) (b)

Figure 6.15: Ice breaking cone configurations: (a) up-downward cone; (b) downward cone [Tang et al.,
2021].

Figure 6.16: Weight increase in t for monopiles design in the Baltic Sea when ice loading is included. The
dark red signifies that the threshold of 175 t is exceeded, which indicates that an ice cone
design is more efficient.

an indication of the costs gained or lost by implementing an ice cone into the final design. The
calculation assumed a cost of steel of €2000/t and an associated emission of 1.97 t CO2/t steel
[Sandberg et al., 2001]. Substantial costs can be saved by including ice-mitigating measures or
alternative substructures in the Bay of Bothnia and the Bothnian Sea North. This conclusion
is supported by the only existing wind farm in the Bay of Bothnia, Ajos, which made artificial
islands for each individual turbine [OX2, 2021].
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(a) (b)

Figure 6.17: Financial and environmental cost of designing monopiles in the Baltic Sea: (a) Increased cost
due to ice loading; (b) Cost saved due to ice cone. The letters indicate DS - Danish Straits,
BPS - Baltic Proper South, BPS - Baltic Proper South, GOR - Gulf of Riga, GOF - Gulf of
Finland, ARS - Archipelago Sea, BSS - Bothnian Sea South, BSN - Bothnian Sea North, BOB
- Bay of Bothnia.

Figure 6.17b also shows that the Gulf of Finland and the Bothnian Sea South are close to break-
ing even. Hence, developers should always consider alternative options during development
in these regions.

6.6.2 Alternative substructures

The current research has focused on the monopile as substructure for OWTs due to its simplic-
ity in both design and installation (often) resulting in the lowest LCOE. However, alternative
fixed substructures could also be considered for many of the identified regions. Two will be
discussed here, namely the jacket and the GBS.

Jacket structure

For inclined structures the threshold angle for ice failing in crushing instead of bending is be-
tween 70 and 110°, meaning that the ice will fail in crushing if the angle between the incoming
ice sheet and the structure lies within this range [Hoek, 2021]. The legs of a jacket, despite hav-
ing a slight incline, fall within in this range and the governing failure mode of the ice will still
be crushing. This means the structure will still be subject to substantial loads. Regular jackets
include bracing in the waterline, which increases the ice loading on the structure. However,
the omission of bracing at the waterline is unfavourable due to design and fabrication complex-
ity, less redundancy and thicker jacket legs. Hence recent research has focused on designing
jackets in ice conditions, while keeping the braces in the waterline, which was deemed feasible
[Hoek, 2021].

It should be noted that this research focused on the ULS of the jackets, rather than the FLS. The
current research suggests that as the ice interaction days increase throughout the Baltic regions,
the fatigue damage becomes driving for design. The effect of this should be investigated,
as the tubular joints of jackets are very susceptible to fatigue damage [Zhang et al., 2018; Li
et al., 2008]. On the other hand the global ice load will be reduced due to the shielding effect
of the legs, while the negative effects of jamming — accumulation of ice between adjacent
members/legs — are less significant due to the size of the next generation OWT substructures
Huang et al. [2007]; Hoek [2021].

Further research is required to assess the feasibility of jackets in the Baltic Sea, however, it is
expected that the fatigue of the tubular joints will be the main concern.
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Gravity Based Structure

The GBS is often suggested as foundation for OWTs in (sub-)arctic conditions, as it is easy to
manufacture with an inclined ice-structure interface and is known to resist very high ice-loads
[Anku-Vinyoh et al., 2021].

In terms of ice resistance the GBS will be sufficient for all occurring ice loading in the Baltic Sea
as it has proven itself in more extreme conditions [Li et al., 2015]. Another advantage of the GBS

is its relative ease of fabrication and installation [Esteban et al., 2019]. The crucial aspect for the
feasibility of the GBS is the economics of the substructure, especially when deeper waters are
concerned. In the offshore wind sector GBS are found up to 20 m of water depth, but usually are
only considered for water depths less than 10 m. For deeper locations the increased costs lead
to noncompetitive designs compared to the monopile [Esteban et al., 2019]. However, based on
the current research this might not be the case under extreme ice conditions, as the monopile
design increases drastically in price.



7 C O N C L U S I O N

The aim of the present research was to develop a feasibility map for monopiles in the Baltic
Sea. The research was split into three parts, each necessary for producing the feasibility map.
This chapter provides the conclusions, limitations & recommendations of each of these parts
and answers the research question:

Where in the Baltic Sea is it feasible to install monopiles without ice-mitigating measures?

7.1 part i
The first step in defining the feasibility map was the analysis of metocean data of the Baltic Sea
in order to answer the following question:

Which characteristic regions can be identified in the Baltic Sea based on metocean conditions and what
are the representative metocean conditions in these regions?

In Part I the following nine characteristic regions were identified: the Danish Straits, the Baltic
Proper South, the Baltic Proper North, the Gulf of Riga, the Gulf of Finland, the Archipelago
Sea, the Bothnian Sea South, the Bothnian Sea North and the Bay of Bothnia. The minimum
and maximum reported 50-year extreme ice thickness were 0.40 and 1.25 m in the Danish Straits
and the Bay of Bothnia, respectively. The corresponding 1-year extreme crushing coefficients
for these regions were 0.86 and 0.98 MPa. Two methods to determine the ridge action were
presented, one based on the design standards and one based on the literature, as the design
standard was assumed to be overly conservative for regions other than the Bay of Bothnia.

A major issue surrounding the ice conditions in the Baltic Sea is the lack of data. In most
regions, other than the Bay of Bothnia, the occurrence of ice is not as frequent. Especially
in the Southern parts of the Baltic Sea, where ice seasons are so infrequent that little data
are available and therefore data from more extreme regions have to be scaled. During the
derivation or scaling of such parameters, the research aimed to be conservative. This was the
case for the ice thickness calculation (snow cover neglected), the ice thickness scaling (ω & lice),
the CR (salinity neglected), the ice direction and the ice interaction days.

Despite these efforts, it is difficult to determine whether the chosen values were actually conser-
vative without data. Further research is required to accurately determine the ice conditions in
the Baltic Sea, outside the extreme regions. Furthermore, the current velocity and soil profiles
were kept constant between the regions. The former does not greatly affect the results, but the
latter can have tremendous effects on monopile design and should be thoroughly investigated
for each region. Finally, the ice drift speed was determined using a wind factor model. More
sophisticated models can be applied as the wind factor model most likely underestimates the
drift velocity at low wind speeds, since the contribution of the current to the forcing is ne-
glected.

7.2 part ii
In Part II of the research VANILLA was coupled to both MORPHEUS and HAWC2. Due to the
stochastic nature of ice failure, a verification based on statistical measures was performed. This
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showed that the model was in great agreement, except when higher ice drift velocities were
simulated, which resulted in an overestimation of the maximum structural velocity. The reason
for this is likely the event detection of the VANILLA which may miss events — ice element
failures — in the first time step, thus leaving too much energy in the system. At higher
velocities more ice element failures occur and as a result more may be missed. Hence, a
smaller time step was shown to reduce this error, substantially.

No increased accuracy was observed when the generalized-α procedure was applied iteratively.
Due to the aforementioned event detection flaw and the stochastic nature of the ice failure, the
solutions always diverge slightly. This was also the reason for verification based on statistical
measures.

For the coupling to HAWC2 a TCP/IP link was used, which allows for Matlab and HAWC2

to run stand-alone. As a result minimal changes were required to the existing codes, but fully
coupled aero-elastic ice-structure interaction simulations could be run. The coupled model is
computationally expensive due to the small required time step for ice crushing. Further re-
search into the reduction of computational time could prove very useful. A potential solution
could be the use of a reduced structural model, or superelement, which splits the structure
into boundary and interface nodes. The use of a superelement is already possible for the MOR-
PHEUS/VANILLA model, but more development is required for the superelement coupling of
HAWC2 and VANILLA.

7.3 part iii
In Part III the methodology for the generation of the feasibility map was presented and exe-
cuted in order to answer the research question:

Where in the Baltic Sea is it feasible to install monopiles without ice-mitigating measures?

The results of this study showed that monopile designs without ice-mitigating measures were
feasible both economically and technically in the Danish Straits, the Baltic Proper South, the
Baltic Proper North, the Gulf of Riga and the Archipelago Sea. In contrast, designing monopiles
in the Bothnian Sea North and the Bay of Bothnia without ice-mitigating measures led to very
heavy designs. This was a result of the substantial increase in stiffness required to withstand
the fatigue damage. Hence these regions were deemed infeasible for monopile design. Finally,
monopile design in the Bothnian Sea South and Gulf of Finland is technically feasible without
mitigating measures, yet the alternatives should be thoroughly investigated as the economic
feasibility is questioned due to large weight increases. This was largely a result of the increase
in fatigue damage from the ice loading.

The applied method in this research was to categorize the regions into three water depths —
shallow (25 m), intermediate (35 m) & deep (45 m) — based on their bathymetry. Wind, wave
and ice loads were generated for initial geometries in all regions. The load envelopes showed
that in most regions ice loading was governing for the ULS of the foundations. The damage
equivalent moment — used for FLS analysis — was also shown to be strongly correlated to the
number of ice interaction days.

The load effect was subsequently investigated by generating monopile designs for both the
reference case consisting of only the wind & wave loads, and the ice case consisting of wind,
wave & ice loads. The results showed little to no weight increase for the Danish Straits (0%),
the Baltic Proper South (0%), the Baltic Proper North (2%) and the Gulf of Riga (3%).

In the Bothnian Sea North and the Bay of Bothnia, the fatigue loads in the top of the foundation
were so large that a significant increase in stiffness was required to satisfy the design & fab-
rication constraints. The resulting UR plots showed that the stiffness constraint governed the
bottom half, effectively punishing this section of the foundation in order to resist the fatigue
damage in the top half. As a result the weight of the designs increased by 17 and 42% for the
Bothnian Sea North and the Bay of Bothnia, respectively.
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Monopiles in the Archipelago Sea, the Bothnian Sea South and the Gulf of Finland showed a
larger increase in weight, around 8%, 10% and 17%, respectively. All three designs satisfied
all fabrication constraints and are technically feasible. However, the economic feasibility is
questionable. The former of the three is considered feasible as the weight increase is below
10% and due to the shallow position relatively small in absolute weight increase. Further
analysis is required to assess the feasibility of monopiles in the other two regions, as it strongly
depends on the cost of the ice-mitigating measures.

One such a measure is the installation of an ice cone, as it reduces the ice loading by changing
the ice failure mode from crushing to bending. A preliminary estimate of the additional cost
for an ice cone, in terms of steel, ranges between 150–200 t. Though, care should be taken with
an ice cone design as the additional diameter in the waterline may have very detrimental effects
on the overall design. Hence a more thorough research in the behaviour — and specifically the
hydrodynamic performance — of monopiles fitted with ice cones is required.

Other ice-mitigating measures include considering an alternative substructure such as a jacket
substructure or a GBS. Since the current research shows that fatigue is the limiting factor for
design, the jacket structure is suspected to be too vulnerable due to its tubular joints. A GBS

can most certainly be designed to withstand ice loading, however, existing GBSs for OWT are in
the range of 5–20 m water depth. Due to the size of these foundations, economic feasibility of
this substructure needs to be investigated as the costs drastically increase with water depth.

Two different methods to assess the ridge action were applied, one based on ridge literature
and one based on the design standards, which was larger in each region. The larger ridge
actions were shown only to impact the design slightly (< 2% weight increase). The affected
regions were the Gulf of Riga, the Gulf of Finland and the Archipelago Sea. The regions were
either shallow or intermediate and also showed relatively mild wave conditions. As a result
the ULS ridge DLC had more impact on design in these regions, but not significantly.

Overall the increase in fatigue damage due to ice loading was the governing factor for design
in most regions. For all regions, investigation of the individual simulations showed that the
fatigue damage due to ice was largely a result of the simulations involving FLI, which led to
the large structural vibrations, which was especially detrimental to the design of the transition
piece and the top of the monopile.

For the Bothnian Sea South another water depth was simulated. This showed that the deeper
positions, showed a similar relative weight increase. However, since the foundations are closer
to the installation constraint this will likely limit the design of monopiles for deeper water in
these region. However, further research should investigate this relation for each specific region.

In addition, recommendations for further research include a diameter sensitivity analysis for
the design positions. This study did not change the diameter between the reference case and
the ice case, but doing so might provide the necessary stiffness more efficiently, i.e. use less
steel. Other limitations include — amongst others — the soil conditions, which were kept
constant for each region, the selection of a subset of wind & wave DLCs and the assumed one-
directionality of the ice. Further research could build on the current work by investigating the
effect of each listed limitation. The large scope of the thesis forced the research to limit these
parameters, but inclusion will improve the quality of the findings.
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A A D D I T I O N A L F I G U R E S A N D TA B L E S

This appendix consists of Figures to further clarify specific topics, but were excluded from the
main text for brevity.

a.1 metocean conditions
For the ice thickness scaling additional figures were used to find the correct scale factors. Fig-
ure A.1 and Figure A.2 were used as they provide ice charts at maximum ice extent in the
severe ice winters of 1984–1985 and 1986–1987, respectively. The final empirical values were
then found and presented in Section 2.1.1.

Figure A.1: Maximum ice extent of the Baltic Sea in the extremely severe ice winter 1984–1985 [Kalliosaari
and Seinä, 1987].
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Figure A.2: Maximum ice extent of the Baltic Sea in the extremely severe ice winter 1986–1987 [Voigt et al.,
2010].

Besides the ice charts, actual air temperature data were used for the ice thickness determination.
Figure A.3 provides the location of all the weather stations around the Baltic Sea which were
used for determining the ice thickness based on air temperature data sets.

In Section 2.2 a method was proposed for finding the correct ice crushing coefficient. For
design the worst possible combination of ice thickness and ice crushing coefficient for once in
50 years should be considered. This could be the 1-year maximum thickness with the 50 year
ice strength coefficient or vice versa. But other options, e.g. the 2- or 5-year ice maximum with
the 25- or 10-year crushing coefficient, should also be considered. For clarity Figure A.4 shows
the crushing coefficient corresponding to a 50 year ice event.
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Figure A.3: Location of weather stations around the Baltic Sea with available air temperature data sets.

Figure A.4: Inter-regional variability of the annual maximum crushing coefficient, CR;50
, in the Baltic Sea.

The diamond marker depicts the reference location.

Section 2.3 discussed the impact of bathymetry for design both for the landfast ice formation
and for overall monopile design. Figure A.5 and Figure A.6 give the bathymetry plots for the
Baltic Sea with a limit at either 15 or 65 m. The first serves as indication for the landfast ice
region, the second as indication for possible monopile locations.
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Figure A.5: Baltic Sea bathymetry up to depth of 15 m. The boundary for the landfast ice zone, in magenta,
is largely defined by the 15 m isobath with adjustments based on observations from ice charts.

Figure A.6: Baltic Sea bathymetry up to depth of 65 m. Current industry standard for monopiles is up to
65 m, thus the map provides locations which can be considered for monopile design.
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For each region an ice thickness-velocity distribution table was generated as discussed in Sec-
tion 2.5. Table A.1 provides an example of such an ice thickness-velocity distribution table,
which is used to find the the probability of each ice state, pice.

Table A.1: Ice thickness and velocity distribution for probability of individual ice states for Danish Straits.
The probability of each ice state, pice, is determined as the product of the probability of the
specific wind/ice speed and the probability of occurrence of the specific ice thickness, 35, 50
and 15% in this case.

vwind [m s−1] vwind [m s−1] vice [m s−1] pwind [%] Ice thickness 0.2 m 0.3 m 0.4 m
at hub height at 10 m pice [%] pice [%] pice [%]

1 0.68 0.01 1.45% 0.51% 0.73% 0.22%
2 1.37 0.03 2.95% 1.03% 1.48% 0.44%
3 2.05 0.04 3.80% 1.33% 1.90% 0.57%
4 2.74 0.05 4.43% 1.55% 2.21% 0.66%
5 3.42 0.07 4.96% 1.74% 2.48% 0.74%
6 4.11 0.08 5.38% 1.88% 2.69% 0.81%
8 5.48 0.11 11.58% 4.05% 5.79% 1.74%

10 6.84 0.14 12.43% 4.35% 6.22% 1.87%
12 8.21 0.16 13.13% 4.59% 6.56% 1.97%
14 9.58 0.19 12.68% 4.44% 6.34% 1.90%
16 10.95 0.22 10.56% 3.70% 5.28% 1.58%
18 12.32 0.25 7.50% 2.63% 3.75% 1.13%
20 13.69 0.27 4.40% 1.54% 2.20% 0.66%
22 15.06 0.30 2.52% 0.88% 1.26% 0.38%
24 16.43 0.33 1.30% 0.46% 0.65% 0.20%
26 17.80 0.36 0.63% 0.22% 0.31% 0.09%
28 19.16 0.38 0.17% 0.06% 0.08% 0.03%
30 20.53 0.41 0.07% 0.03% 0.04% 0.01%
32 21.90 0.44 0.03% 0.01% 0.01% 0.00%
34 23.27 0.47 0.01% 0.00% 0.00% 0.00%
36 24.64 0.49 0.00% 0.00% 0.00% 0.00%
38 26.01 0.52 0.00% 0.00% 0.00% 0.00%

Sum 100.00% Sum 35.00% 50.00% 15.00%

In Section 2.6.2 a method was proposed to calculate the number of ice interaction days. Ta-
ble A.2 gives the required input for the calculation of the number of ice interaction days in
each region as well as the actual number of interaction days.

Table A.2: Ice season, probability of ice occurrence and ice interaction days for each characteristic region
in the Baltic Sea. Note, the probability of ice occurrence listed here is the probability of ice
forming at the coast, which should not be confused with the probability of ice forming in open
waters.

Region Ice season [days] Ice occurrence [%] Ice interaction [days/lifetime]

Danish Straits 44 43 9.6
Baltic Proper South 44 53 11.9
Baltic Proper North 75 73 73.3
Gulf of Riga 128 85 197.6
Gulf of Finland 134 80 198.0
Archipelago Sea 77 92 96.9
Bothnian Sea South 131 95 228.0
Bothnian Sea North 159 97 299.8
Bay of Bothnia 176 100 352.5
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a.2 verification
Table A.3 presents the verification of the MORPHEUS/VANILLA model for a flexible structure
interacting with an ice thickness of 1.2 m.

Table A.3: Quantitative verification for each ice drift speed in mm s−1 against criteria 1-8 from Table 4.3
for a flexible structure with an ice thickness of 1.2 m thickness. Red indicates rejection of the
value, given in percent point, and green indicates acceptance. Criteria 9-11 are verified in the
second and third column, which present the predicted interaction regime from the stand-alone
simulations (V) or from the MORPHEUS/VANILLA simulations (MV). CRP indicates creep, I
- intermittent crushing, F - frequency lock-in and C - continuous brittle crushing.

vice V MV 1 2 3 4 5 6 7 8

0.1 CRP CRP 0 0

0.4 CRP CRP 0 0

0.7 CRP CRP 0 0

1 CRP CRP 0 0

4 I I 1 1 0 0 1 2 1 1

7 I I 1 0 0 1 1 1 1 0

10 I I 1 1 0 1 1 1 1 2

20 I I 1 0 0 0 1 1 1 1

30 I/F I/F 1 0 0 50 1 1 0 0

40 I/F F 1 1 0 17 1 1 5 6

50 F F 1 1 1 0 1 1 1 2

60 F F 1 0 0 0 1 0 1 6

70 F F 0 0 0 0 0 2 0 4

80 F/C F 1 1 1 21 1 3 5 6

90 C C 1 1 1 10 1 1 0 5

100 C C 2 1 5 56 2 4 14 8

110 C C 1 0 0 0 1 2 1 2

120 C C 1 1 1 4 1 0 0 9

130 C C 1 1 5 427 1 3 8 14

140 C C 3 3 13 60 3 9 23 43

150 C C 3 4 15 37 3 11 32 89

160 C C 3 4 15 40 3 11 34 97

170 C C 0 0 1 3 0 1 3 8

180 C C 1 1 2 0 1 1 5 40

190 C C 0 0 1 0 1 1 6 46

200 C C 0 0 1 3 1 1 6 54

300 C C 0 0 1 2 0 0 8 111

400 C C 1 1 0 1 0 0 9 124

500 C C 0 0 0 26 0 0 13 206

a.3 loads
In Section 6.1 loads for the Danish Straits and the Bay of Bothnia are presented. For brevity the
loads of the other regions were not included in the main text, but for clarity they are included
here.

Figure A.7 shows the ULS load envelopes for monopiles in the various regions, while Figure A.8
shows the damage equivalent moment in the most unfavourable direction.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure A.7: Overturning moment load envelopes for (a) Baltic Proper South, (b) Baltic Proper North, (c)
Gulf of Riga, (d) Gulf of Finland, (e) Archipelago Sea, (f) Bothnian Sea South and (g) Bothnian
Sea North. For DLC9.3, “id" and “pp" indicate idling and power production, and the dashed
line indicates the ridge action according to the design standards.
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(a) (b)

(c) (d)

(e) (f)

(g)

Figure A.8: Damage equivalent moment in the most unfavourable direction in (a) Baltic Proper South, (b)
Baltic Proper North, (c) Gulf of Riga, (d) Gulf of Finland, (e) Archipelago Sea, (f) Bothnian
Sea South and (g) Bothnian Sea North.



a.3 loads 87

Figure A.9 is the extended design load case table of DNV GL [2016], which covers all DLCs
relating to ice.

Figure A.9: Extended design load cases covering ice conditions as listed in DNV GL [2016].





B A LG O R I T H M S

This appendix presents two algorithms, the full Newmark numerical algorithm (which is a
specific case of the generalized-alpha procedure) and the generalized-alpha procedure.

Algorithm B.1 provides the full Newmark numerical algorithm, which is found when the
weighted

Algorithm B.1: The Newmark algorithm

1) System matrices:

K, C, M
M∗ = M + γ h C + β h2 K

2) Initial conditions:

u0, u̇0
ü0 = M−1(f0 − C u̇0 − K u0)

3) Increment time:

tn+1 = tn+1 + h

4) Increment predictors:

u̇∗
n+1 = u̇n + (1 − γ) h ün

u∗
n+1 = un + h u̇n + (1 − β) h2 ün

5) Corrections:

ün+1 = M−1
∗ (fn+1 − C u̇∗

n+1 − K u∗
n+1)

u̇n+1 = u̇∗
n+1 + ∆u̇∗ + γ h ∆ü

un+1 = u∗
n+1 + β h2 ün+1

6) Return to step 3) or stop if tn+1 = tend
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b.1 the generalized α-procedure
Algorithm B.2 shows the numerical implementation of the generalized α-procedure.

Algorithm B.2: The generalized α-procedure

1) System matrices:

K, C, M
M∗ = (1 − αm)M + (1 − α f )(γhC + βh2K)

2) Initial conditions:

u0, u̇0
ü0 = M−1(f0 − Cu̇0 − Ku0)

3) Increment time:

tn+1 = tn+1 + h

4) Increment predictors:

∆u̇∗ = hün
∆u∗ = hu̇n +

1
2 h2ün

∆f = fn+1 − fn

5) Acceleration increment:

∆ü = M−1
∗ (fn − (Mün + Cu̇n + Kun) + (1 − α f )(∆f − C∆u̇∗ − C∆u∗))

6) State vector update:

ün+1 = ün + ∆ü
u̇n+1 = u̇n + ∆u̇∗ + γh∆ü
un+1 = un + ∆u + βh2∆ü

7) Return to step 3) or stop if tn+1 = tend



C U R P LOT S

All the relevant UR plots of the research are presented in this appendix. For each region first
the UR plot of the reference case is presented, followed by the ice case. For the Bothnian Sea
North and the Bay of Bothnia the plots for relaxed fabrication constraints are also included.
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T&I Damage

Figure C.1: UR plot of reference case - Danish Straits
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Figure C.2: UR plot of ice case - Danish Straits
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Figure C.3: UR plot of reference case - Baltic Proper South
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Figure C.4: UR plot of ice case - Baltic Proper South
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Figure C.5: UR plot of reference case - Baltic Proper North
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Figure C.6: UR plot of ice - Baltic Proper North
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Figure C.7: UR plot of reference case - Gulf of Riga
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Figure C.8: UR plot of ice case - Gulf of Riga
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Figure C.9: UR plot of reference case - Gulf of Finland
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Figure C.10: UR plot of ice case - Gulf of Finland
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Figure C.11: UR plot of reference case -Archipelago Sea
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Figure C.12: UR plot of ice case -Archipelago Sea



104 ur plots

T&I Damage

Figure C.13: UR plot of reference case - Bothnian Sea South
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Figure C.14: UR plot of ice case - Bothnian Sea South
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Figure C.15: UR plot of reference case - Bothnian Sea North
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Figure C.16: UR plot of ice case - Bothnian Sea North
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Figure C.17: UR plot of ice case for relaxed fabrication constraints - Bothnian Sea North
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Figure C.18: UR plot of reference case - Bay of Bothnia
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Figure C.19: UR plot of ice case - Bay of Bothnia
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Figure C.20: UR plot of ice case for relaxed fabrication constraints - Bay of Bothnia





D T E C H N I C A L D E S I G N D R A W I N G S

All the generated Technical design drawings for the research are presented in this appendix.
For each region the monopile and transition piece drawing are included for both the reference
and ice case.

If during initial generation of the monopile under ice loading, the fabrication constraints were
exceeded, two monopiles were generated. For one design the stiffness was increased (and
fabrication constraints kept constant), which is referred to as the ice case. For the second design
the fabrication constraints were relaxed, which is referred to as the relaxed case. Drawings for
both cases are included.
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Figure D.1: Transition piece design drawing of reference case - Danish Straits
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Figure D.2: Monopile design drawing of reference case - Danish Straits
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Figure D.3: Transition piece design drawing of ice case - Danish Straits
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Figure D.4: Monopile design drawing of ice case - Danish Straits



118 technical design drawings

Figure D.5: Transition piece design drawing of reference case - Baltic Proper South
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Figure D.6: Monopile design drawing of reference case - Baltic Proper South
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Figure D.7: Transition piece design drawing of ice case - Baltic Proper South
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Figure D.8: Monopile design drawing of ice case - Baltic Proper South
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Figure D.9: Transition piece design drawing of reference case - Baltic Proper North
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Figure D.10: Monopile design drawing of reference case - Baltic Proper North
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Figure D.11: Transition piece design drawing of ice case - Baltic Proper North
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Figure D.12: Monopile design drawing of ice case - Baltic Proper North
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Figure D.13: Transition piece design drawing of relaxed case - Baltic Proper North
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Figure D.14: Monopile design drawing of relaxed case - Baltic Proper North
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Figure D.15: Transition piece design drawing of reference case - Gulf of Riga
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Figure D.16: Monopile design drawing of reference case - Gulf of Riga



130 technical design drawings

Figure D.17: Transition piece design drawing of ice case - Gulf of Riga
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Figure D.18: Monopile design drawing of ice case - Gulf of Riga
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Figure D.19: Transition piece design drawing of reference case - Gulf of Finland
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Figure D.20: Monopile design drawing of reference case - Gulf of Finland
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Figure D.21: Transition piece design drawing of ice case - Gulf of Finland
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Figure D.22: Monopile design drawing of ice case - Gulf of Finland
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Figure D.23: Transition piece design drawing of relaxed case - Gulf of Finland
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Figure D.24: Monopile design drawing of relaxed case - Gulf of Finland
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Figure D.25: Transition piece design drawing of reference case - Archipelago Sea
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Figure D.26: Monopile design drawing of reference case - Archipelago Sea
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Figure D.27: Transition piece design drawing of ice case - Archipelago Sea
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Figure D.28: Monopile design drawing of ice case - Archipelago Sea
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Figure D.29: Transition piece design drawing of reference case - Bothnian Sea South
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Figure D.30: Monopile design drawing of reference case - Bothnian Sea South
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Figure D.31: Transition piece design drawing of ice case - Bothnian Sea South
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Figure D.32: Monopile design drawing of ice case - Bothnian Sea South
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Figure D.33: Transition piece design drawing of relaxed case - Bothnian Sea South
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Figure D.34: Monopile design drawing of relaxed case - Bothnian Sea South
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Figure D.35: Transition piece design drawing of reference case - Bothnian Sea North
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Figure D.36: Monopile design drawing of reference case - Bothnian Sea North
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Figure D.37: Transition piece design drawing of ice case - Bothnian Sea North
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Figure D.38: Monopile design drawing of ice case - Bothnian Sea North
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Figure D.39: Transition piece design drawing of relaxed case - Bothnian Sea North
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Figure D.40: Monopile design drawing of relaxed case - Bothnian Sea North
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Figure D.41: Transition piece design drawing of reference case - Bay of Bothnia
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Figure D.42: Monopile design drawing of reference case - Bay of Bothnia
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Figure D.43: Transition piece design drawing of ice case - Bay of Bothnia
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Figure D.44: Monopile design drawing of ice case - Bay of Bothnia
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Figure D.45: Transition piece design drawing of relaxed case - Bay of Bothnia



technical design drawings 159

Figure D.46: Monopile design drawing of relaxed case - Bay of Bothnia
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