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Adopt what is useful, reject what is useless, and add what is specifically
your own. Man, the living creature, the creating individual, is always more

than any established style or system

Bruce Lee
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Preface

The reason I love watching sports — especially team e-sports — is to see the social
practice at work in full perfection. In split seconds an expert uses knowledge that
is trained, automated and embodied to such a degree that one — in the flow —
makes the right decision. On top of that a trusty teammate knows you will make
the right call and times that pass, sets up that heal, flanks the enemy. No need to
communicate. No need to explicitly know what you are doing. Just one massive
tuning in; to the flow, tao, life, magic. Sports demonstrate the ability of humans
to train, change and shape, and eventually let go into beautiful unified patterns of
behaviour. This ability is what defines us as humans and explains the success of
our species.

The discussions after an e-sport match are fascinating as well. Commentators
will discuss the current view on how the game should be played, or as it is called
in e-sports: the meta. What moves are strong at this moment? What moves are
weak? The meta corresponds with what I’ll call the collective view on a practice.
Knowing the collective view in sports is an advantage because it allows a player
to adapt his or her playing style. A player copies the moves that are strong or
predicts what others will do and counters it. These adaptions, in turn, change
how the collective views the game: changing the meta. Which in turn changes
a player’s decision-making... changing the meta again, and so on, and so on...
These dynamics between the individual and the collective (or micro and macro) are
fascinating and relate to another core principle of being human: for me I’m special,
but I also know, I’m one of many.

The PhD is a discovery to find your own social practice of doing research. Suc-
cessful evolution of a system depends on both copying the collective and adapting
it to make it your own. I’ve learned about the collective view on research: the
grinding, the focus on details, the grasping for true knowledge and the individual
search for acknowledgement. I’ve tried things out and adopted what I see fit. I’ve
added my own aspects and eventually, never intending so, created my own prac-
tice. I am far from completing such a journey but do know that my view on good
research includes this magic of a seamless unified carrying out. Research should
be cooperation where the creation is the product of the interaction of a group that
knows themselves and creates something no individual alone can create. A process
where our behaviour flows together because we cherish the same values and know
what to expect of each other. Hopefully, one day, my view will too influence the
meta.

Rijk Mercuur
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1
Introduction

Effort is not gritting once teeth and forcing action. Effort is creating the right
conditions. [...] Effort is the self-confidence to overcome. Effort is joy,

relaxation, enthusiasm. Finding joy in what is good.

Stephen Batchelor, Secular Buddhism

If I feel completely muddled it isn’t that there’s a problem that I have to
solve: I just don’t know who I am in connection with that problem.

Joko Beck, Everyday Zen

Parts of this chapter have been published as Mercuur, R. (2018). Realistic Agents with Social Prac-
tices. Proceedings of the 17th International Conference on Autonomous Agents and MultiAgent Systems,
1752–1754 [168].
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1.1. Rationale
1.1.1. Motivation and Challenge
The behaviour of groups of people plays an important but complex role in a wide
range of social challenges such as disease outbreaks, climate change and coördi-
nating a hospital. For example, in a disease outbreak, it is important to know where
people go and to what extent they conform to social distancing. However, this is
not easy to find out: individuals act differently, influence each other and adapt
their behaviour over time. In addition, these individuals produce emergent effects
that feedback on their decisions (e.g., buying toilet paper, leads to the toilet paper
being out of stock, which in turn, leads to a daily shop run to find toilet paper,
etc.). These complex aspects of human behaviour – heterogeneity, interactions,
emergence, feedback loops and individual learning – add to the complexity of so-
cial challenges. Understanding these complex aspects of human behaviour helps
us in dealing with social challenges.

Agent-based social simulation (ABSS) enables researchers to simulate these
complex aspects of human behaviour by directly representing individual entities
and their interactions [107] (Box 1.1.1 provides an introduction on ABSS). ABSSs
are useful for a wide range of applications and a wide range of purposes. AB-
SSs have been applied to study opinion dynamics [62], consumer behaviour [135],
industrial networks [5, 30], supply chain management [246] and electricity mar-
kets [18, 113, 216]. An intuitive purpose of ABSSs is to predict which policies will
provide the sought after results. And indeed, ABSSs have been used to guide poli-
cies aimed at decreasing air pollution [99], to test vaccination strategies that guard
against pandemics [244], and to quantify risks from flooding [79]. In addition to
predicting and guiding policies, ABSS is used for theoretical exposition, explanation,
description and illustration [80].1 A common factor in all these ABSS studies is that
they provide and communicate insights into complex social systems.

ABSS studies use different agent frameworks that emphasise different aspects
of human decision-making.2 Relatively simple agent frameworks are used in ABSS
studies such as the Schelling segregation study [228]. In contrast, this thesis fo-
cuses on cognitive agent models (see Box 1.1.1). Cognitive agents, such as rea-
soning agents and normative agents, are based on work from the multi-agent sys-
tems community and intelligent agent community. Reasoning agents emphasise
autonomy, reactivity and proactivity. For example, the BDI agent (Belief, Desire,
Intention agent) reasons which actions to take next based on a set of beliefs, de-
sires and intentions [213]. Normative agents emphasise sociality by incorporating
norms: standard, acceptable or permissible behaviour in a group or society [91].
For example, the EMIL-A framework [13] models how such norms emerge from so-
ciety and the BOID framework [38] models how agents use these norms to come to
decisions. In parallel research based on the social-psychological literature, agents
are based on social-psychological literature and model mechanisms such as fear
1In fact, in the ABSS community the possibility of prediction, given our current knowledge of social
systems, is a recurring debate.
2Throughout this thesis, we use ‘framework’ to refer to a domain-independent conceptualisation and
‘model’ to refer to the domain-dependent conceptualisations based on such a framework.
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(e.g., Agent-0 [83]) or needs (e.g., Consumat [135]). For example, the Consumat
agent makes its decisions based on theories on need satisfaction and uncertainty.
Employing the right agent framework for the right system and the right purpose is
paramount for the success of an ABSS study [19].

Current agent frameworks do not support researchers in simulating human rou-
tines (see Chapter 3). Routines capture that humans make habitual decisions,
interconnect these habits throughout the day and use these interconnected habits
as a blueprint for social interaction (see Chapter 3). Evidence from the social sci-
ences shows the influence of routines on human decision-making (see Chapter 3).
Habitual behaviour, one aspect of routines, has theoretically been studied by Aris-
totle [8], William James [137] and more recently Triandis [250]. To quote William
James on habits: “Ninety-nine hundredths or, possibly, nine hundred and ninety-
nine thousandths of our activity is purely automatic and habitual, from our rising
in the morning to our lying down each night.”[Ch. VIII] [136] Empirically, meta-
studies in transport choices [124], food choices [215] or recycling [148] consis-
tently show that measures of habits have a moderate to strong correlation with
behaviour. In addition to this evidence speaking for the importance of the habitual
aspect of routines, there is similar theoretical and empirical evidence for the im-
portance of the social and planning aspects of routines (see Chapter 3). Multiple
scientific fields argue that integrating this evidence would improve the success of
their decision-making models: multi-agent systems [240], game-theory [234], eco-
nomics [144, 248] and social psychology [104]. Likewise, an agent framework that
integrates human routines would enable ABSS researchers to gain new insights into
social systems grounded in theoretical and empirical evidence on routine behaviour.

To illustrate the relevance of these new insights (that are gained by an agent
framework that integrates routines), we discuss two examples. Part III of this thesis
further demonstrates the relevance of an agent framework that integrates routines
with several applications and Chapter 8 discusses our contributions to the ABSS,
MAS and social science community.

Exploring Vegetarian Policies In Mercuur [167], we used an agent model that
integrates habits to simulate policies that motivate people to break out of
their meat-eating habits. Springmann et al. [242] calculates that if the world
went vegan, this would save 69.4 billion land animals per year [85], save 8
million human lives by 2050, reduce greenhouse gas emissions by two thirds
and lead to healthcare-related savings and avoided climate damages of $1.5
trillion. Current policies predominantly focus on providing information on the
environmental consequences of meat-eating [2]. Dining routines are well in-
grained into humans and merely hearing new information does not suffice
to overcome strong habits to eat meat (e.g., [233]). Using an agent model
of habits, Mercuur [167] simulates different policies that focus on breaking
habits: opening up new restaurants, extending the menu of current restau-
rants or organising a ‘vegetarian week’. These simulations show that organ-
ising a vegetarian week at a location known to the agent motivates an agent
to break out of its meat-eating habit. The newly acquired meat-free habit, in
turn, influences the dining behaviour in their household context, creating a



1

6 1. Introduction

domino-effect. This doctoral dissertation improves and extends the habitual
agent presented in Mercuur [167] by capturing other aspects of routines (i.e.,
routines are not only habitual but also social and interconnected). By enabling
the simulation of all aspects of routines, we further provide insights for policy
makers that help them save lives, reduce greenhouse gas emissions and cut
back on economic costs.

Discerning Habitual Theories In Chapter 7, we present a simulation study that
uses an agent framework of human routines to compare two theories on how
habits break. Inducing behavioural change requires a good understanding of
how habits break. For example, how do we motivate people to break their car
driving habits and take the train to mitigate COኼ-emissions? Mercuur et al.
[176] identifies two theories in the psychological literature that explain how
habits break: the decrease theory [156, 160] and persist theory [3, 35]. Both
theories are used to explain behavioural change, but one states the original
habit fades out, while the other theory states the habit persists. Using an
agent framework of human routines, we simulate a scenario where agents
are motivated to domultiple alternative actions (e.g., take the bike or take the
train), instead of one alternative action (e.g., take the bike). We show that in
this scenario, the two theories should lead to different results. By translating
the simulation experiment into an empirical experiment, social scientists will
be able to find out which theory is supported by evidence and subsequently
improve their chances of breaking bad habits.

An agent framework that integrates routines thus enables relevant insights in
social systems, such as, insights that guide policymakers in reducing our meat in-
take and insights that guide social scientist in improving their theories on breaking
habits.
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Box 1.1.1: Introduction to Agent-based Simulations

Agent-based models enable researchers to model complex human behaviour
by directly representing individual entities and their interactions [107].
These individual entities are called agents. Agent-based models are com-
putational models: a computer program represents as clearly as possible
how one believes that reality operates. The computer program enables
researchers to simulate an experiment (i.e., an agent-based simulation or
ABS). The model is used to simulate the real world as it might be or be-
come in a variety of circumstances. These agent-based simulations enable
researchers to gain insight into complex social challenges (this research is
called agent-based social simulation (ABSS)).

Figure 1.1: Urban areas with two kind of
households (blue and red) simulated with
different tolerance threshold (0%, 10%,

etc.) [138]

An influential ABSS study in understanding segregation is the Schelling
model [120, 228]. The model represents an urban area with two kinds of
households (blue and red) (see Figure 1.1). At each timestep, each house-
hold counts the fraction of nearby households that are of the other colour.
If the fraction is greater than some constant threshold, then the household
considers itself to be unhappy and moves to an empty spot (grey). This relo-
cation, in turn, influences households decisions to move in the next timestep.
The surprising result of this domino-effect is that for relatively high levels of
tolerance (a threshold of 30%) an initial random distribution of households
segregates into ‘red’ neighbourhoods and ‘blue’ neighbourhoods. The model
has been influential because it is simple, has a surprising and robust result,
and gives us an interesting insight: low degrees of racial prejudice could
yield strongly segregated U.S. cities [20].
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Box 1.1.2: Simple Agents vs Cognitive Agents

This thesis uses cognitive agents – instead of relatively simple agent models
– to simulate social phenomena. Simple agent models — or abstract mod-
els [105] — aim to reduce the complexity of a social system to essential
(social) mechanisms to understand the dynamics and (emergent) outcomes
of these mechanisms [106, 121]. For example, the Schelling model (Box
1.1.1) shows that a simple mechanism (based on tolerance) generates seg-
regated neighbourhoods. The advantage of using simple agent models is
that they are computationally feasible, easy to understand and communi-
cate. Besides, they give surprising insights into the emergent effects caused
by simple mechanisms.
Cognitive agent models trade some of these practical advantages to en-
able cross-validated explanations. Cross-validated explanations have been
proposed in ABSS by Moss and Edmonds [188]. Simulations support the
explanation of social phenomena by reproducing the phenomena via pro-
grammed mechanisms. Cross-validating an explanation implies validating
three steps in such an explanatory simulation: input validation (where the
input of the simulation matches the input of the system), mechanistic val-
idation and output validation. Cognitive models enable modellers to bear
evidence on the cognitive input and mechanism that produce behavioural
output. Increasing the evidence that bears on models allows modellers to
reduce the number of possible explanations that explain the observed be-
havioural output. For example, the Schelling model (see Box 1.1.1) does
not explain why people become more or less tolerant nor how this toler-
ance interacts with other cognitive functions (e.g., imitation, habits). Thus,
the Schelling model allows multiple explanations of segregation. By bearing
evidence from the cognitive sciences (e.g., qualitative interviews [188]) on
cognitive ABSSs, we pinpoint the most likely explanation. In short, cognitive
agent models enable us to integrate evidence from the cognitive science in
ABSS and pinpoint which explanations integrate this evidence.
Another advantage of cognitive agents is that they aim to model the interac-
tion of social mechanisms and cognition [106]. Humans differ from physical
particles in that they understand and intentionally influence macro-level so-
cial mechanisms that affect them. For example, voters influence the success
of a party, which in turn influence the voters. Thus, humans (e.g., the party
leader or voter) reason about the social level (e.g., the party) and how their
actions might influence this level (and, in turn, feedback on them). An ABSS
that attempts to explain the party’s politics only in terms of social mech-
anisms (i.e., an ABSS that reduces cognitive details to social mechanisms)
does not suffice. Instead, for certain use cases, ABSS researchers need to
understand the dynamics of the interaction between the cognitive and social
levels [106]. This thesis thus aims for socio-cognitive agent models, specif-
ically focusing on routines, and as such supports cross-validated ABSS that
model the dynamics between the cognitive and social level.
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1.1.2. A Solution
An agent framework that integrates human routines would enable researchers to
gain important insights into social systems. The agent framework needs to fulfil
two criteria to support ABSS researchers:

Grounding in Evidence The framework needs to support models that are ground-
ed in evidence from the social sciences. This grounding relates to a larger
series of papers that call for integrating evidence in agent models [29, 80, 81,
187, 243]. Edmonds [80] points out the large number of published ‘floating
models’ in ABSS: models that are not constrained by empirical evidence of
observed social phenomena and as such do not provide insights about social
phenomena. In more detail, the understanding a model provides depends on
the strength of three steps in modelling: mapping into the model, inferring
using the model and mapping back from the model. By utilising evidence
from the social sciences, we strengthen the first step of mapping evidence on
human decision-making into our model of human decision-making: agents.

Reuseable The framework needs to support reusable models: models usable by
different scientists, comparable with other models and models that are easy
to extend or combine with other models. Edmonds [80] argues for reusabil-
ity to serve the scientific process of collective modelling. He describes ABSS
as an evolutionary process where each ‘generation’ of models become ‘fit-
ter’. For such an evolutionary process to be successful, fit parts of previous
generations, need to be compared, copied and reused. Kaminka [145] and
Dignum et al. [71] argue for reusability to ensure efficiency. If modellers can
build upon a domain-independent framework, they can spend their energy on
problems specific to the ABSS study. In short, the reusability of a model is
important for a sustainable and successful future for ABSS as this contributes
to the evolution of models and efficient modelling.

To ensure the reusability of our agents, we need a domain-independent agent
framework that enables ABSS researchers to create multiple domain-dependent
agent models. Dignum et al. [71], Kaminka [145] and Norling [196] identify that
current agent models use similar socio-cognitive theories on sociality, but cannot
compare and combine their models because there is no overall framework. For
example, agent models capture social mechanisms of imitation in different ways
such as a neighbour-copying-function [135] or deontic logic model of norms [38].
A general framework relates these conceptualisations of norms, enabling, for exam-
ple, the combination of the neighbour-copying function with a penalty for when the
norm is broken specified by the deontic model. By creating a domain-independent
agent framework, we enable the reuse of domain-independent concepts to ensure
the reusability of our agents.

To enhance the reusability and grounding of evidence, we build the frame-
work based on a socio-cognitive theory. Jager [134] argued for integrating socio-
cognitive theories in our agent models to enhance the realism of agents. By using
socio-cognitive theories we stand on the shoulders of years of social and psycholog-
ical evidence. In addition, as socio-cognitive theories range over multiple domains,
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they are ideal for making a domain-independent agent framework. Thus to create
a domain-independent agent framework that is grounded in evidence, we need to
select a socio-cognitive theory that provides the concepts, relations and evidence
to model human routines.

This thesis uses social practice theory (SPT) to ground an agent framework that
integrates our human routines. SPT is in particular applicable to model human rou-
tines as this theory aims to describe our ‘daily doings and sayings’ [227]. Our day
is full of social practices (SPs): working, dining, commuting, teaching, meeting,
walking or sports. SPT provides concepts and mechanisms relevant to describe the
habitual nature of human routines [34]. For example, it describes that when one
is at the office, one habituality enacts the SP of working. Besides, SPT provides
concepts and mechanisms relevant to describe the social nature of human rou-
tines [214, 227]: a practice is not only individual but others have a similar practice.
For example, SPT describes that when your colleague enters your office, he or she
has a similar working practice and does not distract you but waits until the coffee
break at 10:30 to discuss current matters. SPT thus helps us to conceptualise and
ground the habitual and social aspects of human routines.

To create an agent framework that supports researchers in modelling human
routines its necessary to integrate SPT and ABSS. Previous work has applied SPT
to ABSS but needs to be extended to include the following aspects:

An integration of agent theory and SPT to ensure the framework enables mod-
elling decision-making on human routines. Holtz [127] has made an abstract
ABSS of SPT applied to consumer behaviour. Holtz [127] focuses on mod-
elling an SP as a separate entity and does not integrate SPs with agent theory.
In other words, the agents in this ABSS are the SPs themselves and not hu-
man decision-makers. However, to integrate social-psychological evidence on
human decision-making we need to represent human decision-makers (i.e.,
agents). Thus, to integrate current evidence on human routines, we need
to synthesise research from SPT, sociology, social-psychological and agent
theory.

A systematic and domain-independent translation from SPT to an agent frame-
work to ensure reusability, combinability and correctness. [191] used SPT in
an ABSS that studies energy systems. Although the resulting model provides
useful insights for the specific domain, without a domain-independent and
systematic approach modellers lack the general context to reuse Narasimhan
et al. [191]’s model for their own purposes. A domain-independent translation
enables modellers to separate between domain-specific choices and reusable
domain-independent choices. A systematic approach (e.g., via requirement
elicitation) ensures transparency in the choices made for the framework such
that ABSS researchers know which propositions they commit to when they use
the framework. To ensure a transparent and systemic approach in integrating
SPT in agents, we need to translate the theory to requirements, surveying
a list of concepts from the literature and providing explicit model choices for
each concept.



1.2. Problem Statement

1

11

An evaluation of current agent frameworks that ensures we do not reinvent
the wheel and determines the scope of the new agent framework in com-
parison to others. Current evaluations of agent frameworks [72, 77, 125]
suggests that current agent models do not suffice to model our human rou-
tines and calls for an integration of SPT in agent models. However, without
a rigorous comparison of current agent models against precise requirements,
it is unclear what current models lack, for which purposes they suffice and
what parts should be reused to model human routines. To ensure that the new
agent framework does not reinvent the wheel, we need to evaluate current
agent frameworks against SPT.

An agent framework that correctly captures SPT in computationally implementable
concepts and relations. We take the high-level conceptual model by Dignum
and Dignum [77] as a starting point and extend it to (1) meet the earlier de-
termined requirements and (2) make it computationally implementable. Such
a translation is not straight forward, as SPT is an ambiguous, abstract, broad,
ever-expanding sociological theory that is interpreted differently by differ-
ent sociologists and of which empirical evidence still has to show its exact
scope [226]. In contrast, a computational model needs to be precise and un-
ambiguous such that it is implementable in a computer language. To utilise
SPT in agents, we need to translate that theory into a computational model.

Case studies testing the agent framework to ensure the applicability and scope.
To our knowledge only Holtz [127] and Narasimhan et al. [191] have applied
SPT in ABSS. However, they use a different translation from SPT to ABSS
and therefore, do not test the applicability of our framework. In addition to
testing the applicability of our framework, using SPT in ABSS studies helps
us to determine the scope of SPT. For example, the discussion in Chapter 8
of this thesis explains how SPT has given interesting insights in the domain
of transport mode choices but is less relevant for use cases where agents
only make one decision (eg., adoption of HV-panels) or have little freedom
in making their decision (e.g., the ultimatum game). Knowledge about the
scope of SPT is useful for both ABSS researchers as well as a wider range of
social scientists who use the theory.

1.2. Problem Statement
Given the need for an agent model that integrates human routines and the open
issues identified in the previous section, we can now formulate the main objective
of this thesis.

Research Objective

Create a domain-independent agent framework that integrates theories on
social practices to support the simulation of human routines.
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The open issues that have prevented a model that integrates social practices
lead to the following key questions:

RQ1 What aspects of our human routines are (1) emphasised by social practice
theory and (2) important for agent-based social simulations?

RQ2 What requirements for an agent framework that integrates these aspects rep-
resent current evidence from agent theory, social practice theory and social
psychology?

RQ3 To what extent do current domain-independent agent frameworks satisfy
these requirements?

RQ4 What is a domain-independent agent framework that satisfies these require-
ments?

RQ5 To what extent does the resulting agent framework support simulation studies
on human routines?

1.3. Thesis Outline
Figure 1.2 provides an overview of the chapters and their relation with the research
questions. This part contained a single chapter that introduced our aim to create
an agent framework that supports the simulation of human routines. We identified
that to support ABSS researchers our framework needs to integrate SPT and agent
theory, correctly reflect these theories and support simulation studies.

Part II identifies the aspects of SPT that are relevant for ABSS, distils require-
ments from the literature, reviews current agent models and provides the SoPrA
framework that satisfies said requirements. Chapter 2 provides a preliminary study
that focusses on two aspects of SPs: values and norms. The chapter provides an
agent framework to simulate values and norms and a comparison with the canonical
homo economicus framework by simulating a psychological experiment on dividing
money. By focussing only on values and norms, we make the conceptualisation
of SPT more manageable. In addition, a modular modelling approach enables us
to examine what each aspect of SPT offers: to compare the parts to the whole.
Chapter 3 zooms out again and considers the SP as a whole. It identifies that the
habitual, social and interconnected aspects of SPs are relevant for ABSS, provides a
set of requirements for integrating SPT in agent models and provides an evaluation
of 11 current agent models with respect to these requirements. Chapter 4 presents
the Social Practice Agent (SoPrA) framework that integrates SPT and fulfils the re-
quirements set out in Chapter 3. Part III applies SoPrA to case studies to validate
the applicability and test the scope of the framework.

Part III describes three applications of SoPrA. The case studies show how our
framework is able to support research in different domains with different purposes
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Figure 1.2: Thesis outline diagrams that shows four parts are split up into eight chapters
and connected to the five research questions.
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by using different parts of SoPrA.3

Chapter 5 presents a study that focuses on the value-alignment problem: a well-
known problem in AI where one aims to match the behaviour of an au-
tonomous agent with human values. The study analyses to what extent an
autonomous agent is able to estimate the values and norms of a simulated
human. Our framework supports this study by enabling the simulation of
humans with values and norms.

Chapter 6 presents a study on identifying social bottlenecks in hospitals. The
study provides a formal model (an OWL ontology) of the social dimension of
an emergency room (ER). We use a formal reasoner to automatically identify
whether certain social guidelines are being met. For example, the tool is able
to identify for which activities the staff does not show an understanding of
certain needs of the patient. Our framework supports this study by capturing
key aspects of the ER in ABSS: agents follow protocols (routines) and make
coordinated decisions deviating the protocol.

Chapter 7 presents a study comparing two theories on how habits break via sim-
ulation. Inducing behavioural change requires a good understanding of how
habits break but multiple theories explain habituality. Via simulation, we iden-
tify an empirical experiment that enables social scientists to find out which
theory is supported by evidence. Our framework supports this study by al-
lowing the simulation of habitual behaviour.

Applying the framework allows us to reflect both on the application domain and
the framework. The insights in the application domain show that the framework
is applicable. The insights about the framework show the scope of the framework
and the focus of future work.

Part IV discusses and concludes our thesis. First, we discuss the central choices
made in our thesis. We provide arguments for these choices, relate them to choices
made by other scientists or scientific fields, and in some cases advice future work
to choose differently than we did in this body of work. Second, we discuss the
scientific and societal relevance of our thesis. Last, we summarise the conclusion
of our thesis in relation to our research questions.

This thesis ends with two appendices. Appendix 8.3 provides an overview of the
requirements for the SoPra Framework, different computational versions of SoPrA,
SoPrA extensions and the simulation models and their online location. Appendix
8.3 presents a preliminary study on mitigating gossip in organisations. The study
provides a cognitive agent-based model to study the impact of various intervention
strategies to control rumours in organisations. SoPrA extends current models on
rumour-mongering by capturing how the behaviour of spreading rumours is ha-
bitual, social and interconnected with SPs as working and moving around. This
appendix can be extended to a full fledged ABSS study by running the simulation
experiment proposed in Section 8.3 and evaluating its results.
3The chapters use the at-that-time most recent version of SoPrA. These versions differ from the final
version presented in Chapter 4. We reflect on this process in Chapter 8.
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A First Step: Modelling
Agents with Values and

Norms

The sage puts himself last and becomes the first, Neglects himself and is
preserved. Is it not because he is unselfish that he fulfills himself?

Laozi, Dao de Ching

This chapter has been published as R. Mercuur, V. Dignum and C. Jonker, “The value of values and norms
in social simulation,” J. Artif. Soc. Soc. Simul., vol. 22, no. 1, pp. 1–9, 2019 [174].
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2.1. Introduction
Social simulations gain strength when explained in understandable terms. This
paper proposes to explain agent behaviour in term of values and norms following
[16, 60, 125]. Values are generally understood as ‘what one finds important in life’,
for example, privacy, wealth or fairness [209]. Norms generally refer to what is
standard, acceptable or permissible behaviour in a group or society [91]. Using
values and norms in explanations has several advantages: they are shared among
society [125], they have moral weight [209], they are applicable to multiple contexts
[51, 182] and operationalized [229]. Moreover, humans use values and norms in
folk explanations of their behaviour [161, 183]. Agents that use values and norms
could thus lead to social simulation results that meet human needs for explanations.

To understand the relevance of agents with values and norm for social simu-
lation, we need to know to what extent they can represent humans. Models are
always simplifications from the system they are meant to represent, but under-
standing these differences clarifies the relevance of the model. Previous research
primarily focussed on constructing agents that use human values and norms in their
decision-making [16, 51, 60]. They gained insights in possibilities to synthesize the-
ories on values and norms or how to formally argue in favour of an action in terms
of values and norms. This paper aims to take the next step by comparing empirical
data on human behaviour to simulated data on agents with values and norms.

We approach this by creating four agent models: a Homo economicus model,
an agent model with values, an agent model with norms and an agent model with
both values and norms. By comparing several agent models we gain more insight
into the relative properties of the models. We do not expect the models to fully
reproduce human behaviour, but we want to know how they compare and in what
expects they differ. In particular, the Homo economicus model is used as a baseline
as it is often used to represent humans (e.g., in game theory).

We simulate the behaviour of the agents in the ultimatum game (UG). In the UG,
two players (human or agent) negotiate over a fixed amount of money (‘the pie’).
Player 1, the proposer, demands a portion of the pie, with the remainder offered
to Player 2. Player 2, the responder, can choose to accept or reject this proposed
split. If the responder chooses to ‘accept’, the proposed split is implemented. If
the responder chooses to ‘reject’, both players get no money. We use two different
scenarios: a single-round scenario and a multi-round scenario. In the single-round
scenario, we test if the human behaviour can be reproduced by letting the agents
evolve and converge to stable behaviour. In the multi-round scenario, we test if
the change in behaviour humans display over multiple rounds of UG-play can be
reproduced by the different agent models.

We compare the simulated data to empirical data from a meta-analysis that
studied how humans play the ultimatum game. We focus on aggregated results:
the mean and standard deviation of the demands and acceptance rate. We find
that based on these measures a combination of agents with values and norms pro-
duces aggregate behaviour that falls within the 95% confidence interval wherein
human plays lies more often than the other agent models. Furthermore, we find
specific cases (responder behaviour in the multi-round scenario) for which agents
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with values and norms cannot reproduce the learning nuances human display. We
interpret this result as showing that agents with values and norms can provide
understandable explanations that reproduce average human behaviour more accu-
rately than other tested agent models. Furthermore, it shows that social simulation
researchers should be aware that agents with values and norm can differ from hu-
man behaviour in nuanced learning dynamics. We find several insights on what
aspects agents with values and norms outperform agents with solely values, the
role of values and norms as static and dynamic components and how norms can
produce different behaviour in different cases. We discuss the generalizability of
these results given the dependence of these results on our translation from theory
to model, parameter settings, evaluation measures and the use case.

The remainder of the paper is structured as follows. The next section presents
theories on how agents use a Homo economicus view, values, norms or, values
and norms in their decision making. Section 2.3 presents the two UG scenarios
and the data on human behaviour in these scenarios. Section 2.4 presents our
translation from theories to domain specific computational agent models. Section
2.5 presents the simulation experiments and the resulting behaviour of the different
agent models. Section 2.6 discusses the interpretation and generalizability of these
results.

2.2. Theoretical Framework
We use theories on the Homo economicus, values and norms to model the simulated
agents. These theories are briefly summarized in this section.

2.2.1. Homo economicus
The Homo economicus (HE) agent is the canonical agent in game theory [190] and
classical economics [139], that only cares about maximizing its direct own welfare,
payoff or utility. As the agent only cares about its own direct welfare it will accept
any positive offer in the UG. Humans in contrast reject offers as high as 40% of the
pie [203].

One approach to explaining these findings is by extending the HE agent model
to incorporate learning [93, 222]. The core of this explanation is that humans have
learned through the feedback of repeated interaction to reject low offers to force
the proposer into making higher offers. In this view, humans can be represented
as learning Homo economicus agents for which, roughly said, fairness only exist as
an instrument for wealth.

Our theory on the learning Homo economicus encompasses:

LHE.1 Humans only care about maximizing their own welfare.

LHE.2 Humans can learn that forgoing short-time welfare might lead to a higher
long-term welfare.
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2.2.2. Values
We view values as ‘what a person finds important in life’ [209] that function as
‘guiding principles in behaviour’. In the remainder of this subsection, we will de-
scribe some of the work on values in psychology, sociology and philosophy focusing
on how we can use values in the decision making of agents.

Schwartz developed several instruments (e.g. surveys) to measure values [229].
Based on these measurements Schwartz [229] can distinguish ten different basic
values: self-direction, stimulation, hedonism, achievement, power, security, con-
formity, tradition, benevolence and universalism. (These basic values, in turn, rep-
resent a number of more specific values like wealth and fairness.) Schwartz shows
that although humans differ in what values they find important there is a general
pattern in how these values correlate. For example, people who give positive an-
swers to survey questions on wealth are more likely to give negative answers to
survey questions on fairness. These findings on intervalue comparison have been
extensively empirically tested and shown to be consistent across 82 nations repre-
senting various age, cultural and religious groups [26, 56, 92, 229, 230].

Values have a weak, but general connection with actions [104, 182]. Miles [182]
used data from the European Social Survey to show that values predict 15 different
measured actions over six behavioural domains and in every country included in the
study. Gifford [104, p. 545-546] reviews environmental psychology and concludes
that the correlation between action and values is consistent, but weak, such that
moderating and mediating variables are needed to predict actions from values.
Following this research, we view values as abstract fixed points that actions over
many context can be traced back to.

When making a decision between two actions there might be a conflict between
two values. For example, when choosing to give away money or to keep it one
might experience a conflict between the value of wealth and fairness. Poel and
Royakkers [209, p.177-190] discusses different ways to resolve a value conflict:
a ‘multi-criteria analysis’ or threshold comparison. In multi-criteria analysis, the
different actions are weighted on the values and compared on a common measure;
in threshold comparison an option is good as long as both values are promoted
above a certain threshold. If one action upholds both thresholds, while the other
one does not the former is chosen. If both option uphold both thresholds, threshold
comparison does not specify what option to take. This paper uses multi-criteria
analysis as this allows our agent to always make a concrete choice and therefore
serve as a computational model for simulation.

Our theory on values thus encompasses:

V.1 There are ten different basic universal values (i.e., self-direction, stimulation,
hedonism, achievement, power, security, conformity, tradition, benevolence
and universalism.) that each represent a number of specific values (e.g.,
wealth and fairness) Schwartz [229]).

V.2 Humans are heterogeneous in the values they find important.

V.3 The importance one attributes to these values is correlated according to the
findings of Schwartz [229]. For example, the values of wealth and fairness
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are negatively correlated.

V.4 Values are (for the aim of this study) the direct and only cognitive determiner
for actions.

V.5 When values are at conflict in a decision, humans use a multi-criteria analysis
to resolve the conflict.

2.2.3. Norms
We follow Crawford and Ostrom [53] in that norms have four elements referred to
as the ’ADIC’-elements: Attributes, Deontic, aIm and Condition.1 The attribute ele-
ment distinguishes to whom the statement applies. The deontic element describes
a permission, obligation or prohibition. The aim describes the action of the relevant
agent. The condition gives a scope of when the norm applies. One example in the
context of the UG can be found in Table 2.1.

Table 2.1: A norm decomposed according to the ADIC-elements.
A D I C
Proposers should demand 60% of the pie when in a one-shot Ultimatum Game

What norms exists in a scenario? We say a norm exists when it influence the
behaviour of an agent. We follow Fishbein and Azjen [91] in that norms influence
behaviour either because of perceptions of what others expect or what others do.2

Fishbein and Azjen [91] use the term ‘perceived norm’ (or: subjective norm) to
make clear that it is a person’s individual perception that influences behaviour and
that perceptions may or may not reflect what most others actually do or expect.
Thus a norm exists, for a particular person, when that person perceives other peo-
ple do or expect it. To put it in terms of the ADIC syntax: a norm exists, for a
particular person, if and only if the person (in Crawford and Ostrom [53]’s termi-
nology Attribute) perceives others do or expect the aim given that the condition
holds.

Empirical work shows that there is a correlation between norms and action. For
example, a meta-analysis on the theory of planned behaviour shows an average
𝑅ኼ of .34 between subjective norms and intentions. In other words, a linear model
that takes measurements on the subjective norm as input can on average explain
34% of the variation of the measured intentions [14]. (Intentions, in turn, can
explain about half of the variance in behaviour.). There are many different theories
on how this relation between action and norm precisely works. For the purpose of
this study, we aim to explore to what extent we can explain agent behaviour using
only an understandable concept as norms.

Our theory on norms thus encompasses:
1Crawford and Ostrom [53] distinguishes norms from rules. Rules differ from norms in that they have
a unique sanction when one does not abide them. In the UG, there are predominantly norms at play
and not rules as players can differ in the sanctions they apply: reject the offer or accept but lower their
esteem of the opponent.
2Note that the concept of norm of both Fishbein and Azjen [91] and Crawford and Ostrom [53] overlaps
with what is often called a social norms (as opposed to e.g. a legal or moral norm).
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N.1 A statement is a norm if and only if it has the following four elements: At-
tributes, Deontic, aIm and Condition.

N.2 A norm exists, for a particular person, when that persons perceives other
people do or expect it.

N.3 The action a human does is the same as what they perceive as the norm.

2.2.4. Values and Norms
We follow Finlay and Trafimowm [89] in that some humans use values while others
use norms. In a meta-analysis covering 30 different behaviours, they found that
some humans are primarily driven by attitude (which strongly correlates with values)
and some individuals are primarily driven by norms. We choose this theory for its
simplicity and postpone more complex combinations of values and norms to future
work.

Our theory on norms and values thus combines our theory on values (V.1 - V5)
and norms (N.1 - N3) and adds:

VN.1 Some humans always act according to the norm and other humans always
act according to their values.

Note that V.4 and N.3 in the case of the third theory only apply to a subset of
the agents.

2.3. The Scenario
In this section, we describe how humans behave in two UG scenarios. We will use
the simulations to check if our models, which we will describe in the next section,
can reproduce this behaviour.

The UG has been the subject of many experimental studies since its first ap-
pearance in [114]. In this study, we use the meta-analysis by Cooper and Dutcher
[48] as our main data source for human behaviour. We obtained the data of 5 of
the 6 studies from the authors, namely: [221], [238], [12], [117], and Cooper et al.
[50]. We obtain a total of 5950 demands and replies with on average the following
specifics:

• An experiment has 32 players: 16 proposers and 16 responders.

• The pie size 𝑃 is 1000.3

• A proposer can demand any 𝑑 ∈ 𝐷 = [0, 𝑃]

• A responder can choose a reply 𝑧 ∈ 𝑍 = {𝑎𝑐𝑐𝑒𝑝𝑡, 𝑟𝑒𝑗𝑒𝑐𝑡}

• The players are paired to a different player each round, but do not changes
roles.

3For ease of presentation we chose ኻኺኺኺ with no monetary unit to the pie size. Although empirical
work [203] shows that the effect of the pie size is relatively small, in further work we need to check
the critically of this assumption.
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• Players are anonymous to each other.

These studies can be separated on the amount of rounds the subjects play. One
round comprises one demand for each proposer and one reply for each matched
responder. We consider two scenarios: the one-round ultimatum game and the
multi-round ultimatum game.

2.3.1. Scenario 1: One-Shot Ultimatum Game
The ultimatum game where players only play one round is called the one-shot
ultimatum game. We subset the dataset on first-round games and depict what
humans do in these rounds in Table 2.2.

Table 2.2: First-round human behaviour according to our adapted dataset. We display the
estimated average demand (with its confidence interval (CI)) and acceptance rate.

datapoints demand (𝜇) with CI demand (𝜎) accept (𝜇) with CI accept (𝜎)
310 562 547-576 129 0.81 0.76-0.85 0.40

One popular explanation of why humans make these particular demands and
accepts is that they have learned this in repeated interactions with other humans.
When scholars talk about this type of learning, they mean an evolutionary sort of
learning that takes place over long periods of time. Debove et al. [59] reviewed
36 theoretical models that all aim to explain first-round UG behaviour with such
an evolutionary model. The idea behind these studies is that one simulates many
rounds of behaviour in the ultimatum game and checks if this results in the demands
human make in one-shot games. 4 In Section 2.5, we will check if our theories can
explain the data in a similar way.

2.3.2. Scenario 2: Multi-Round Ultimatum Game
The original study of Cooper and Dutcher [48] focuses on how behaviour of respon-
ders evolves over 10 rounds. In Figure 2.1, we use the obtained data to represent
two of their main findings.

In the left figure, we see that the share proposers demand slightly rises over
time. In the right figure, we see that the responder’s acceptance rate slightly falls
and then rises. According to Cooper and Dutcher [48], the behaviour in the first five
rounds significantly differs from the behaviour in the last five rounds.5 Although the
differences are small Cooper and Dutcher analyze them as they believe they can be
informative. They assume that the mechanisms that are responsible for the change
in behaviour over time, are also the mechanisms that bring about the behaviour in
the first round. In Section 2.5, we present experiments that check if our theories
can explain this change in behaviour over time.
4The catch here, is that these scholars do not believe that humans have played ultimatum games
since the dawn of time, but that they have learned to make fair demands in (ultimatum-game-like)
life experiences. Humans then display this behaviour at the first round of the actual psychological
experiment. This is in contrast with the multi-round scenario were the simulation is actually compared
to multiple rounds of real human ultimatum game play.
5Note that for a full statistical analysis we will need an ANOVA-test. For our purposes, it is enough to
concern ourselves with the findings of [48].
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Figure 2.1: Multi-round human behaviour according to our adapted dataset. We display the
estimated average demand (left) and acceptance rate (right) for different rounds. The grey

area depicts the 95% confidence interval.

2.4. Model
If we want our results to be relevant for our theory (instead of an ad-hoc model),
we need to be clear about the relation between the theory and a domain-specific
model. In this section, we present our ultimatum-game specific implementation
of our normative and value-based agent theory. The normative model has been
implemented in Repast Java [198], the value-based model has been implemented
both in Repast Java and in R for verification. The code, documentation and a
standalone installer are provided at Github (see Appendix 8.3).

2.4.1. Learning Homo economicus Agent
In case of the learning Homo economicus agent there are already a few models
available that can be applied to the UG. This paper uses the reinforcement learning
models presented in [222] and [84], because in our view they focus on the core
mechanisms of the Homo economicus and they are well documented.

In these models, each player keeps track of an utility 𝑢 for a range of portions
of the pie 𝐴 (in our case 𝐴 = {0, 0.1𝑃, 0.2𝑃,… , 𝑃}.) For the proposer, this num-
ber represents the demand it makes. For the responder this number represents a
threshold; if the demand is above this threshold it will reject, if the demand is equal
or below the threshold it will accept. The model is initiated by letting each player (𝑛)
attribute an initial utility (𝑖) to each pie-portion 𝑎 ∈ 𝐴, such that, 𝑢፧(𝑡 = 1, 𝑎) = 𝑖.

Each round the agent does the following:

1. Each round a player picks a pie-portion according to the distribution of these
utilities. In other words, the probability 𝐻, to pick a pie-portion 𝑎, is defined
by the following function 𝐻(𝑎) = ፮ᑟ(፭,ፚ)

∑
ᑒ∈ᐸ

፮ᑟ(፭,ፚ)
.

2. The proposer’s demand is equal to that chosen pie-portion. The responder
accepts the demand if its below its chosen pie-portion and rejects otherwise.

3. Each player 𝑛 updates the utility 𝑢፧ of the played action �̂� by adding the
obtained money 𝑟 to the previous utility, i.e. 𝑢፧(𝑡 + 1, �̂�) = 𝑢፧(𝑡, �̂�) + 𝑟. The
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utility of the other actions remains the same.

Erev and Roth [84], Roth and Erev [222] present two versions of the Homo
economicus that differ in their approach to the initial utilities. Before introducing
them we first introduce the parameter 𝑠(1), the initial strength of the model, defined
as the ratio between sum of the initial utilities and the average reward, i.e. 𝑠(1) =
∑

ᑒᑚ∈ᐸᑚ
፮(ፚ)

ኺ.ፏ . The initial strength determines the initial learning speed of the agent.
The two versions of the model are:

1. The initial utilities are all equal to each other i.e. u(a) = u(b) for all actions
𝑎, 𝑏 ∈ 𝐴. (But 𝑠(1) is free.)

2. The initial utilities sum to 1, i.e. s(1) = 500. (But are randomly distributed.)

For pragmatic reasons, we aim to test only one of the models to reproduce hu-
man behaviour. Neither of the models presented by Erev and Roth [83] or Roth
and Erev [213] show the explicit reproduction of the UG results. In [84] the authors
show that for many games data can be reproduced with the simple reinforcement
learning agent introduced and equal initial utilities, but do not treat the UG in this
paper. In [222], the authors show that crudely UG results can be reproduced with
random utilities and a fixed strength of 500, but do not provide the exact param-
eter settings nor specifically compare the learned distributions to first round play.
In this study, we choose to further explore the first model (with equal utilities) as
the parameter space is more manageable. Future work should explore other rein-
forcement models including versions where one can vary the learning rate of the
agents.

We now aim to specify which extra assumptions have been made when trans-
lating the theory to a domain-specific model:

LHE+.1 Players attach utilities to pie-portions that represent the demand for the
proposer and a threshold for the responder.

LHE+.2 The initial utilities for these pie-portions are all equal to each other in the
first round.

LHE+.3 There is a one-to-one relation to the utility of a pie-portion and the sum
of the rewards it got you (e.g., no discount factor or utilities attached to
sequences of actions).

2.4.2. Value-based Agent
Given V.1 there are ten basic values that each represent a number of specific values.
In the context of the UG, we assume that the value of wealth and fairness are more
relevant than other values. This is an educated guess based on that the behavioural
economics literature frames the decision in these terms [49] and the meaning we
associate with the values of wealth and fairness.

Given V.2 humans are heterogeneous in the values they find important. We
represent this in the model by a parameter 𝑖፯ that represents the importance (or
weight) one attributes to the value.
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Given V.3 this importance is correlated according to the findings of [229]. Ac-
cording to [229] the two values are strongly negative correlated. For pragmatic
reasons, we will assume these values are perfectly negative correlated. This allows
us to simplify the model to have two parameters 𝜇 and 𝜎 that specify a normal dis-
tribution from which the difference (𝑑𝑖) in value strengths is drawn, i.e. for every
agent

𝑖፰ = 1.0 + 0.5𝑑𝑖 (2.1)

and

𝑖፟ = 1.0 − 0.5𝑑𝑖 (2.2)

such that, 𝑑𝑖 = 𝑖፰−𝑖፟, represents how much more an agent values wealth over
fairness.

Given V.4 values are the only cognitive determiner of actions. To make a com-
putational model, we propose a procedure where the agent attributes a utility to
every action and chooses the action with the highest utility. This utility should be
determined by both the value of wealth and fairness. In other words, the agent will
do a multi-criteria analysis to decide on the best action (V.5).

We present the decision-making model in three steps: (1) we relate to what
extent a value is satisfied by the resulting money the agent obtains in one round
of UG-play; (2) we relate this value-satisfaction and the importance one attributes
to the value to a utility per result; (3) we relate this utility to the action the agent
chooses.

First, to relate to what extent a value is satisfied by the resulting money of the
agent, we have to interpret the meaning of wealth and fairness. Given the meaning
of wealth, we assume that the higher one values wealth the higher the demands
one makes (and expects). Given the meaning of fairness, we assume that the
higher one values fairness the more equal the demands one makes (and expects).
We represent this in the following function:

𝑠፰(𝑟) =
𝑟

1000 (2.3)

𝑠፟(𝑟) = 1 −
|0.5𝑃 − 𝑟|
0.5𝑃 (2.4)

where 𝑠፱ specifies the extent to which the resulting money (of one round UG) 𝑟
satisfies value 𝑥 and 𝑃 is the pie size. The satisfaction of wealth thus increases as
one gets more money and the satisfaction fairness peaks around an equal split. 6

Second, to relate this value-satisfaction (𝑠) and value importance (𝑖) to a utility
(𝑢) per result (𝑟), we can combine 𝑠 and 𝑖 in several ways. This paper evaluates
three possibilities. A divide function

𝑢(𝑟) = − 𝑖፰
𝑠፰(𝑟) + 𝑑𝑠

−
𝑖፟

𝑠፟(𝑟) + 𝑑𝑠
, (2.5)

6Note that we chose to model the denominator as ኻኺኺኺ and not as ፏ; the rationale is that we think the
satisfaction of wealth increases absolutely and not relative to the pie size. In further work, we should
further explore empirical work to support this modelling choice.
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a product function
𝑢(𝑟) = 𝑖፰ ∗ 𝑠፰(𝑟) + 𝑖፟ ∗ 𝑠፟(𝑟), (2.6)

and a difference function

𝑢(𝑟) = 𝑖፰ − 𝑠፰(𝑟) + 𝑖፟ − 𝑠፟(𝑟). (2.7)

Every utility-function thus represents a different model. In the next section, we will
evaluate which model can best reproduce human behaviour.

Third, to relate this utility to the action the agent chooses we postulate that:

• the proposer now demands that 𝑑 ∈ [0, 𝑃] for which the utility (as given by
𝑢(𝑟)) is maximal.

• the responder chooses to accept if (and only if) the utility of what it receives
- 𝑢(𝑃 − 𝑑) - is higher than the utility of a reject.

We choose to model the utility of rejection by filling in the chosen utility function
with 𝑠፰(0) and 𝑠፟(0.5𝑃), i.e. the agent interprets it as getting maximum fairness
(as in the r= 0.5P case), but getting almost no wealth (as in the 𝑟 = 0 case).

In summary, to translate our theory to our domain we have added the following
parts to our theory:

V+.1 Wealth and fairness are the only relevant values in the ultimatum game.

V+.2 The importance one attributes to wealth and the importance one attributes
to fairness are perfectly negatively correlated.

V+.3 The higher one values wealth the higher the demands one makes (and ex-
pects). The higher one values fairness the more equal the demands one
makes (and expects).

V+.4 Humans compare to what extent wealth and fairness are satisfied by

(a) a divide function (function (2.5)).

(b) a product function (function (2.6)).

(c) a difference function (function (2.7)).

2.4.3. Normative Agent
Given N.1 a statement is a norm if and only if it has the attribute, deontic, aim and
condition element. In the context of the ultimatum game we consider the types of
norms stated in Table 2.3. Note that according to our theory, all sorts of possible
norms could be considered. For example, ‘responders should reject in all cases’.
We consider only the type of norms in Table 2.3 as we think those are likely to exist
in this domain.

To know which norms actually exist in a particular game, we look at N.2. This
part of our theory states that a norm exist, for a particular person, when they
perceive other people do or expect it. Note that in our scenario an agent does not
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Table 2.3: The norms considered in the ultimatum game split out according to the
ADIC-syntax, where 𝑝 refers to a proposer, 𝑞 to a responder, 𝑑 to a demand and 𝑡 to a

threshold.
label A D I C
𝑁፩ ̂፝ Proposers should demand �̂� in the UG
𝑁፪፭ Responders should reject if and only if the demand is above threshold 𝑡 in the UG

switch roles (i.e. proposers stay proposers, responders stay responders). Proposers
thus never see the actions other proposers do, but can only rely on what they think
responders expect (from proposers). The situation is analogous for responders.
The question is thus, how does one derive what the opponent expects from you
given his or her actions?

In the case of the responder this is fairly straightforward. What does a proposer
expect from a responder when demanding X% of the pie? He or she probably
expects that the responder would accept that demand (and lower), but reject ev-
erything higher than that. In other words, the demand becomes a certain threshold
for acceptance. For multiple rounds, we assume this threshold is calculated by av-
eraging over all seen demands. Formally, this amounts to that norm 𝑁፪፭ exists for
responder 𝑞 ∈ 𝐴 and a threshold 𝑡 ∈ 𝐷 if and only if

𝑡 =
∑

፝∈ፎፃ
𝑑

|𝑂𝐷| , (2.8)

where 𝑂𝐷 are the demands responder 𝑟 has observed in the games it participated.
For the proposer, it’s a bit more tricky to deduce what behaviour is expected. We

postulate that the demand a proposer is expected to make is equal to the average
of two indicators: the lowest demand that is rejected and the highest demand that
is accepted. Formally, this amounts to that the norm 𝑁፩፝ exists for a proposer 𝑝 ∈ 𝐴
and demand �̂� ∈ 𝐷 if and only if

�̂� =
min
፝∈ፑፃ

𝑑 +max
፝∈ፀፃ

𝑑
2 , (2.9)

where 𝑅𝐷 is the set of demands that the proposer 𝑝 has seen rejected and 𝐴𝐷 is
the set of demands that the proposer 𝑝 has seen accepted.

For most cases the action of the proposer and responder is now clear: they
act according to what they perceive as the norm (N.3). However, our theory does
not specify what agents should do when they perceive no norm. For the sake of
making a computational model we postulate that if no norms exist the agent draws a
random action from a uniform distribution. Section 2.5 explores uniform distribution
with different means to gain insight into the relevance of this assumption on our
results.

We postulate that if no norm exist the agent does a random action. Note that
to translate our theory to our domain we have added the following parts to our
theory:
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N+.1 Proposers expect that responders accept their demands, but reject every-
thing higher than that.

N+.2 Responders expect that proposers demand the average of the lowest de-
mand that is rejected and the highest demand that is accepted.

N+.3 If no norms exist, then humans draw a random action from a uniform distri-
bution.

2.5. Experiments & Results
In this section, we test four agent models in both the one-shot and multi-round
scenario. We evaluate the models on their ability to reproduce human behaviour
by comparing the 95% CI wherein human behaviour lies to the simulated behaviour.

2.5.1. Reproducing First-Round behaviour
To test our theories on their ability to reproduce human first-round behaviour we
let the agents interact until their behaviour stabilizes. To set-up this experiment we
thus need to simulate a number of ’pre-rounds’. We assume that these ’pre-rounds’
are similar to the scenario as described above. For example, the amount of players
is 32 and the agents do not switch roles. If the stable behaviour is the same as
the human first-round behaviour, then the theory serves as an explanation of how
humans have learned to make the demands and rejects they display.

We find that if we average over 100 runs per parameter set-up the confidence
interval around the estimated means is very small. The remainder of this section
thus treats the estimated mean as the true mean.

Testing our learning Homo economicus model
We test our learning Homo economicus model on its ability to reproduce first round
behaviour in the UG. We can run different versions of the model dependent on the
initial utilities the agents attribute to their actions (which are given by parameter 𝑠).
Using exploratory simulations we find that behaviour stabilizes around pre-round
‘500’.

We run simulations for 𝑠 ∈ [0.00005, 8] with a logarithmic stepsize as exploration
learns that the result of simulations outside this interval do not significantly differ
from the result of the bounds. We calculate for each parameter set-up the distance
between human demand and acceptance rate and the simulated demand and ac-
ceptance rate and find that for 𝑠 = 0.03 this distance is minimal; the results for
this parameter setting are displayed in Table 2.4. Furthermore there is a negative
exponential relation between 𝑠 and the distance.

Table 2.4: The demand and acceptance rate of the lhe agent. Note that ’avg.’ and ’sd.’ refer
to the average and standard deviation of the demand and acceptance rate over one run.

avg. demand sd. demand avg. accept sd. accept
551.2 258.7 0.60 0.10
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Figure 2.2: Three value functions compared on what demand gives maximum utility
(y-axis) for different value strengths (x-axis).

We conclude from Table 2.4 that the learning Homo economicus agent par-
ticularly differs from humans in the distribution of demands and acceptance rate.
Although the learning Homo economicus can reproduce human demands it can
only do this when other agents force it into making lower demands by rejecting
enough. This model cannot explain why proposers make relatively equal demands
while responders accept almost all demands (81%).

Testing our value-based agent model
We test our value-based agent model (V) on its ability to reproduce first-round
behaviour in the UG. We can run different versions of our value-based agent de-
pending on which function the agent uses to combine the satisfaction of different
values (V+.4) and with which 𝜇 and 𝜎 the difference in value strength (𝑑𝑖) is nor-
mally distributed.

By calculating which value-based agent model leads to which distribution of
demand we can gain insight in which model best reproduces the demands human
make. Figure 2.2 compares the three different agent models by showing what the
best demand for each agent is given the importance it attributes to its values. Recall,
that human demands are normally distributed. Given that 𝑑𝑖 is normally distributed,
we can see that the divide function is the only function for which the demands
agents make will be normally distributed. We conclude that our value-based agent
model with extension V+.4a has the best chance of reproducing human behaviour.

To find out if the value-based agent can reproduce the demand and acceptance
rates human display we simulate the agent.7 We run experiments for 𝜇 ∈ [−2, 2]
and 𝜎 ∈ [0, 2] with stepsize 0.01 and denote the average demand and the aver-
7Note that in the case of the value-based agent the behaviour stabilizes in round 1 as the agents do not
learn.
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age reject rate they result in. We calculate for each parameter set-up the distance
between human demand and acceptance rate and the simulated demand and ac-
ceptance rate (i.e., the error). We find that for 𝜇 = −0.55 and 𝜎 = 1.14 the distance
is minimal; the results for this parameter setting are displayed in Table 2.5. Note
that the resulting behaviour fall within the 95% CI around whic the human play lies
(see Table 2.2). The distance between human play and simulated play increases
with a linear relation to how far 𝜇 and 𝜎 move away from this optimal setting.

Table 2.5: The demand and acceptance rate of the value-based agents. Note that ’avg.’
and ’sd.’ refer to the average and standard deviation of the demand and acceptance rate

over one run.
avg. demand sd. demand avg. accept sd. accept
560.9 103.7 0.82 0.37

We conclude that our value-based model can for a specific parameter range
quite accurately reproduce human demands and acceptance rates.

Testing our normative agent model
We test our normative agent model (N) on its ability to reproduce first-round be-
haviour in the UG. We can run different versions of our normative agent depending
on what the agent does when no norm is specified (i.e. round 1). Using exploratory
simulations we find that behaviour stabilizes around pre-round ‘15’.

In our first experiment, the normative agents draw their demand from 𝑈(0, 𝑃)
and their acceptance rate from 𝑈(0, 1). Table 2.6 presents the demand and accep-
tance rate the agents demonstrate when their behaviour stabilizes. The average
demand and acceptance rate clearly significantly differ from human play (see Table
2.2). The agents demand just a bit less than half of the pie, where the humans
demand more than half. The agents have an accept rate of 0.5 and humans 0.85.
This experiment gives some evidence that a normative theory cannot serve as an
explanation for first-round behaviour. However, the stable behaviour is close to the
initial behaviour: the mean of the uniform distributions the agents draw their initial
actions from is close to 494.0 and 0.50. This raises the question how dependent
our results are on the initial conditions (N+3) and if other initial conditions might
reproduce first-round human behaviour.

Table 2.6: The demand and acceptance rate normative agents display when their
behaviour is stabilized (pre-round 15). Note that ’avg.’ and ’sd.’ refer to the average and

standard deviation of the demand and acceptance rate over one run.
avg. demand sd. demand avg. accept sd. accept
494.0 178 0.50 0.5

To test if our normative model could reproduce human behaviour under differ-
ent conditions, we run analogues experiments for different uniform distributions.
Figure 2.3 depicts the resulting demands and acceptance rate for different initial
demands and acceptance rates. We find that the resulting demands are fairly close
to the initial demands. The demands can converge to higher or low than the ini-
tial demands depending on the initial acceptance rates. For some initial conditions
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human demands can be reproduced. In contrast, the acceptance rate converges
to either 0.5 or 1.0, but never comes close to the human 0.85. Although hard to
display in this figure, inspection of the data shows that its the edge cases (e.g.,
where the initial demand is 0 or 1000) that convert to an acceptance rate of 1.0.

Figure 2.3: Left: the average resulting demand for different initial demands (x-axis) and
different initial acceptance rates (color). Right: the average resulting acceptance rate

(y-axis) for different initial acceptance rates (x-axis) and different initial demands (color).

To gain more insight in the role norms can have in human decision-making
we highlight a few more aspects of these results. First, Figure 2.3 shows that
although one might expect a normative agent model to ’normalize’ both the demand
and acceptance rate can converge on different values than they started. Second,
table 2.6 shows a fairly large standard deviation for both the resulting demand and
acceptance rate. This shows that although agents act according to a norm there
are still individual differences per agent.

We conclude that our normative model can reproduce human demands, but not
simultaneously reproduce human acceptance rates. The simulation shows though
that normative models can have counter-intuitive results where resulting norms
drift away from the original norm and where agents can have individual norms and
reproduce a similar variance behaviour as humans do.

Testing a combination of normative and value-based agents
In our second experiment, we test if we can reproduce human behaviour with our
theory that some people act according to their values, while others act according
to their norms (VN). In Figure 2.4, we depict the demand and acceptance rate for
different numberof normative agent.

We compare the average demand and acceptance rate of our agents against
the confidence interval wherein human play lies (grey area).8 As we already knew,
we can reproduce human behaviour by simulating only value-based agents (under
the specific parameters mentioned in 2.5.1). We find that we can also reproduce
the demands if we allow up to half of the agents to act out of norms. This can be
explained by that if we allow enough value-based agents to make realistic demands,
the normative agents will learn to adhere to the norm these agents set. In contrast,
8To exactly conclude what amount of normative agents reproduce human behaviour we should do more
rigorous statistical analysis (e.g. an ANOVA-test). However, for our purposes it suffices to look at the
95% confindence interval.



2.5. Experiments & Results

2

33

Figure 2.4: The average demand (left) and average acceptance rate (right) over all agents
(y-axis) for different amounts of normative agents (x-axis). Note that if there are, for

example, 10 normative agents, there will be 22 value-based agents.

only for a very small range of normative agents we can reproduce the acceptance
rate as well.

We conclude that our theory on values and norms (VN) reproduces human
demands and acceptance rate as long as the amount of normative agents is limited.

2.5.2. Reproducing Multi-Round behaviour
For multi-round behaviour, we are interested in the behaviour agents display in
round 2-10. In contrast to the one-shot scenario, we have empirical data on what
the real demand and acceptance rate is humans initially display (round 1). There-
fore, we initiate the model based on the empirical data and then test if the agents
reproduce human behaviour in subsequent rounds. We evaluate the simulated data
on if it falls in the 95% confidence interval in which human play lies. In addition,
we highlight aspect of the learning dynamics the agents display.

Testing our learning Homo economicus agent model
The learning Homo economicus agent is tested on its ability to reproduce multi-
round behaviour in the UG. We assume here that the learning Homo economicus
agent already reproduces human play in the first-round, and see if it can reproduce
the learning process humans display. We can run different version of the model
depending on the initial utilities the agent attributes to their action (which are given
by parameter 𝑠)

We run simulations for 𝑠 ∈ [0, 50] as exploration taught us that the result of
simulations outside this interval do not significantly differ from the result of the
bounds. We depict the results in Figure 2.5. We can see that for both the average
demand as well as the average acceptance rate the simulated behaviour does not
fall into the confidence interval in which human behaviour lies. However, we can
see some similarities in the learning dynamics between the simulated behaviour and
the empirical data. In case of the proposer, on round 3, 5, 6 and 8, the simulated
data shows a similar rise and fall as the empirical data for most values of 𝑠. In case
of the responder, from round 5 onwards the simulated data shows a similar rise and
fall as the empirical data for some values of 𝑠.
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One explanation of these results is that the learning Homo economicus differs
from humans in wanting to explore other (on average different) options than first-
round behaviour. The other behaviour yields enough utility to not change it mind
back.

We conclude that the learning Homo economicus agent cannot reproduce the
average demand and acceptance rate humans display. For some values of 𝑠 the
learning Homo economicus agent reproduces some of the learning dynamic humans
display.

Figure 2.5: The average demand (left) and average acceptance (right) at different rounds.
The colored lines depict the behaviour of the agents, where the color signifies the value of
the 𝑠 parameter (which influences the initial conditions). The grey area represents the 95%

confidence interval wherein human play lies.

Testing our value-based agent
For our value-based agent model we can analytically see that it will not be able to
reproduce the human dynamics of multi-round behaviour. The value-base agent
behaviour does not change over time and it does not learn.

Testing our normative agent model
The theory on norms (N) is tested on its ability to reproduce multi-round behaviour
in the UG. We assume here that the normative agent already reproduces human
play in the first-round, and see if it can reproduce the learning process humans
display. In other words, we adapt our normative agent such that it does not act
randomly the first round, but does the demand and average accept humans do (i.e.
we change N+.3).

In Figure 2.6, we depict the demand and acceptance rate of the normative agent
over multiple rounds. We found that the average demands normative agents display
is very similar to the average demands humans display. For almost all the individual
points we can say with 95% confidence that they are the same as human play.9

In contrast, the acceptance rates of the normative agents does not match that of
humans. In the case of the proposer, the dynamics of the simulated data and the
empirical data match in the general rise, but not in the small fluctations. In case
9This is not the same as being 95% confident that the two processes are the same. One way to check
the similarity of time series is by fitting ARIMA-models to the two lines and compare those. However,
for our purposes it suffices to look at the 95% confindence interval.
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Figure 2.6: The average demand (left) and average acceptance (right) at different rounds.
The black line represents the behaviour of the normative agents, the grey area represents

the 95% confidence interval wherein human play lies.

of the responder, the dynamics primarily differ. In particular, the initial drop in the
simulated data and the drop on round 5 of the empirical data have no counterpart.

We can explain the initial drop in acceptance rates as follows. After the first
turn, the responders set their threshold to the first demand they saw (N+.1). After
this, about half of the demands are above and about half of the demands are below
this threshold leading to the 0.5 acceptance rate.

We conclude that the normative model cannot reproduce both human demands
and acceptance rate. The learning of the proposer agent is similar to that of hu-
mans, but (at the same time) responder learning strongly differs.

Testing a combination of value-based and normative agents
In our last experiment, we test if we can reproduce human behaviour with our
theory that combines both values and norms (VN). We depict the results in Figure
2.7. We found that no single combination of value-based and normative agent com-

Figure 2.7: The average demand (left) and average acceptance (right) at different rounds.
The colored lines depict the behaviour of the agents, where the color signifies the number
of normative agents. The grey area represents the 95% confidence interval wherein

human play lies.

pletely reproduces human play. However, when the amount of normative agents is
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limited (e.g., 10) the proposer and responder learning is similar to that of humans.
In this case, most of the simulated data points fall within the 95% confidence in-
terval wherein human play lies. Note that in the proponent case human behaviour
is best matched with a large majority of normative agents, while in the respondent
case a majority of value-based agents gives the best fit. We find that the dynamics
of the proposer agents, match the slight raise in demand humans display. The
dynamics of the simulated responders differ from those of humans. In particular,
a rise in acceptance rate after round 5 is not reproduced.

We conclude that no single combination of normative and value-based agent can
completely reproduce human play, but that for some particular combinations the
average demand and acceptance rate often lies within the 95% confidence interval
humans display. In addition, some of the dynamics of the proposer or reproduced.
The dynamics of the simulated responder strongly differs from human play.

2.6. Discussion
This paper compared empirical data on human behaviour to simulated data on
agents to gain insight in to what extent agents with values and norms can rep-
resent human behaviour. We found that agents with values and norms can both
evolutionary reproduce one-shot UG behaviour and, for most rounds, reproduces
aggregate human behaviour in a multi-round scenario. Given the methodology of
this paper, an agent with values and norms thus outperforms a learning Homo
economicus agent or an agent that uses solely values and norms in its ability to
reproduce human behaviour. It outperforms the learning Homo economicus agent
and the normative agent in the one-shot UG and the learning Homo economicus,
value-based and normative agent in the multi-round UG. The remainder of this
section discusses to what extent this means agent with values and norms could
represent human behaviour in explainable terms.

The generalizibility of these results is namely dependent on the fact that they
hold under a specific translation from theory to model, specific evaluation, specific
parameter settings and a specific use case.

We aimed to be transparent in our translation from theory to model so that other
researchers can pinpoint on what aspects they agree and disagree and how these
aspects influence the results. On aspects of the model we found necessary out of
a pragmatic viewpoint, but not fundamental to the theory we aimed to study their
influence on the output. For example, we showed that the normative model cannot
reproduce human acceptance rate independently of its initial conditions. We hope
this paper can serve a discussion between the social and computational sciences to
pinpoint essential and accidental properties of values and norms.

We evaluated the agent models on to what extent aggregate measures of simu-
lated behaviour fall inside a 95% confidence interval wherein aggregate measures
of human behaviour lie. We find that based on this evaluation measure, we can
differentiate models that cannot possibly reproduce human behaviour from models
that can. For example, our learning Homo economicus agent cannot (under any
parameter setting) come close to both humand demand and acceptance rate in the
one-shot UG. Our value-based agent and agent with values and norms can repro-
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duce human demand and acceptance rates. However, this latter result depends
on specific parameter settings for these models (i.e., difference in values follow a
certain normal distribution and there are a specific amount of normative agents).
In future work, these parameter settings can be evaluated by using empirical data
on how values are normally distributed and how many humans act out of norms
(i.e., what Moss and Edmonds [188] call cross-validation). Based on this, we argue
that interviews that measure how humans individually explain results would be a
valuable addition to the data available on the UG.

We compared our simulated agents on data obtained on human behaviour in
the UG: a lab experiment. Lab experiments have the advantage of allowing mea-
surements in a reproducible controlled settings, which is the reason we were able
to obtain a relatively large homogeneous dataset of a meta-study. Proponents
of natural decision making criticize the lab setting as being unrepresentative for
real-life decision making [147]. In the case of the UG, it is indeed unclear what
real-life process the ultimatum game is exactly meant to represent. This has at
least two consequences. First, it is unclear what modelling assumptions should be
made about the setting (e.g., what do the initial conditions means in an evolution-
ary setting). Second, in a setting with unstable conditions, high stakes and more
uncertainty humans could use a different decision-making process than in the UG.
Future work should balance findings from this lab context with findings in a more
natural context.

By comparing an agent with values and norms to other agent models we gained
several insights. First, we found that in the one-shot UG a value-based agent can
reproduce human behaviour just as well as an agent model with values and norms.
We conclude that both agent models can be used to explain aggregate human
behaviour in this scenario. Note that although an agent model with values and
norms introduces another concept, a reason to choose it over a value-based model
is that it can explain behaviour in a more general context (i.e., the multi-round
scenario) or fits better with explanations humans give (e.g., in interviews). Second,
the experiments show that values act as a static component that anchors the agent
to certain behaviour, where norms form a dynamic component that can allow agent
behaviour to drift away from human behaviour (e.g., in the one-shot UG) or towards
human behaviour (e.g., in the multi-round UG). This gives insight into the role values
and norms can have in humans and agents (i.e., as anchors and as dynamic learning
components). Furthermore, this is relevant for creating ethical AI: AI that we create
according to our ideas of values and norms can still drift away from behaviour we
find acceptable. Third, we found that normative agents can still individually differ
in behaviour just like humans. This is because agents can form different ideas of
’the norm’ based on the different interactions they had.

Although social simulation focuses on reproducing general aggregate patterns in
human behaviour, we should be aware that there are aspects of human behaviour
agents with values and norms do not reproduce. The most notable difference is that
nuances in the learning dynamics of the proposer and (especially) the responder
behaviour in the multi-round scenario are not reproduced. Furthermore, if one is
primarily interested in nuanced learning dynamics, then this research suggests that
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other agent models should be used over agents with values and norms. For social
simulation researchers, this means that they should be aware of possible differences
between their agents with values and norms and humans in learning dynamics.

We suggest a few directions for future work to find agent models that on an
aggregate level reproduce human behaviour. First, we could specify in more detail
when to use norms and when values.10 The results in the multi-round scenario
show that for the proponent case human behaviour is best matched with a large
majority of normative agents, while in the respondent case a majority of value-
based agents gives the best fit. We are careful to not conflate this with the claim
that proposers mainly use norms while responders mainly use values. The average
demand, acceptance rate and the different rounds all depend on each other. There
are simulation runs with predominantly normative agents (that explain proposer
behaviour) and value-based agents (that explain responder behaviour), but this is
not the same as one run where both results are explained simultaneously by agents
first proposing out of norms and then the same agents responding out of values.
It could very well be that the low acceptance rate in runs with a high amount of
normative agents is due to the fact that in that same run the demands are higher
(and not because the agents use norms). Future work should use simulations to
check if agents that sometimes use values and sometimes use norms can explain
aggregate UG behaviour.

Second, there are other deontic operators than ’should’ that can be used to
improve the normative agent model [271]. For example, the deontic operator ’may’
can represent a range of possible demands the proposer considers permissible.
Future work, could test to what extent these different deontic operators allow the
normative agent to reproduce human aggregate behaviour.

Third, in experimental economics, there are several models that have been used
to reproduce human behaviour [143]. As discussed, one of these models, the
learning Homo economicus outperforms the agent with values and norms by being
able to reproduce some of the nuanced learning dynamics. Future work, could look
at how to combine the benefits of both models to reproduce human behaviour more
accurately.

Fourth, Henrich et al. [122] explores the relation between 15 small scale soci-
eties and the actions taken in the UG. They find that market integration and eco-
nomic differences explains a substantial portion of the behavioural variance across
societies. This raises the question whether the variance in values (related to market
integration) between cultures provide further explanation of the found behavioural
variance. By extending the agent models provided here with a concept of cul-
ture, we enable ABM future research on the relation between culture, values and
behaviour in the UG.

Last, considering that the motivation for this work is to use understandable
terminology to explain the agent behaviour, we are more inclined towards using
concepts humans use in their explanation. For example, Fehr and Fischbacher [87]
10One advantage of agent-based models is that we do not have to restrict our theories to some linear
combination of values and norms (as much of psychology does), but can theorize any functional
connection between them [45].
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suggested that the concept of reputation can explain the learning dynamics in the
UG: a responder could aim to build a reputation as a strong (’selfish’) player.

2.7. Conclusion
This paper aimed to compare empirical data on human behaviour to simulated data
on agents with values and norms. We found that agents with values and norms can
both evolutionary reproduce average one-shot UG behaviour and, in most rounds,
reproduces the average demands and acceptance rates humans display in a multi-
round scenario. We interpret this result as showing that agents with values and
norms can provide understandable explanations that reproduce average human
behaviour more accurately than other tested agent models (e.g., the Homo eco-
nomicus).

We gained several insights into the role of values and norms in agent models.
First, we found that our agents with values and norms cannot reproduce the nu-
anced learning dynamics humans display (in particular the responder behaviour in
the multi-round scenario). Second, we found that agent models with solely values
or solely norms can reproduce some human behaviour in one scenario, but to re-
produce behaviour in both scenarios a combined model is necessary. Third, the
experiments show that values act as a static component that anchors the agent to
certain behaviour, where norms form a dynamic component that can allow agent
behaviour to drift away from human behaviour (e.g., in the one-shot UG) or towards
human behaviour (e.g., in the multi-round UG). Fourth, normative agents can still
individually differ in behaviour just like humans, because agents can form different
ideas of ’the norm’ based on the different interactions they had.

We discussed the dependence of these results on our translation from theory
to model, parameter settings, evaluation and use case. Future work, should be
directed at pinpointing essential and accidental properties of values and norms,
interviews that measure how humans individually explain results to validate mi-
cro aspects of the model and balance findings from this artificial lab context with
findings on natural decision-making.

Our study is a first step that shows how agents with values and norms can
provide an improvement over simpler models in representing human behaviour in
explainable terms.
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3.1. Introduction

E vidence-driven agent-based modelling plays a useful part in understanding social
phenomena [29, 80, 81, 187, 243]. This includes bearing evidence on human-

decision making on our models for human decision-making: agents. To utilize the
evidence of sociological and psychological research, Jager [134] argues for inte-
grating socio-cognitive theories in our agent models. One of these socio-cognitve
theories, called social practice theory (SPT), fits agent-based modeling as both
study the interaction of humans with their social environment and the direct and
indirect effect of these interactions on society. By grounding agent models in socio-
cognitive theories, and in particular on SPT, we stand on the shoulders of years of
sociological and psychological research on modelling human decision-making.

SPT provides a theory that describes our ‘everyday doings and sayings’ [227]
and emphasizes that these so called social practices (SPs) are habitual, social and
interconnected [34, 214, 227, 235]. Our day is full of SPs: working, dining, com-
muting, teaching, meeting, walking or sports. First, SPs emphasize that behaviour
is habitual[34]. For example, when one is at the office, one habituality enacts the
SP of working. Habituality helps us to understand why it might not be so easy to
fall into the same working practice at home, how you intentionally go to the office
to trigger the practice of working or how you can (with willpower) also develop a
habit to work at home. Second, SPs emphasize that behaviour is social [214, 227]:
a practice is not only individual but others have a similar practice. For example,
when your colleague enters your office, he or she does not distract you but waits
until the coffee break at 10.30 to discuss current matters. Sociality helps us to
understand how your colleague concludes to wait until the coffee break based on
her own practice: she believes reading is a kind of work, work promotes produc-
tivity, the coffee break starts at 10.30 and that you believe the same. Third, SPs
emphasize that behaviour interconnected Shove et al. [235]. For example, your
work-commute is connected to your sport-commute and you decide to take the car
so you can do both[42]. Interconnectivity helps us to understand how you want
both your work-commute and sport-commute to promote efficiency and therefore
take the car or how your colleague understands that reading is connected to the
practice of work and therefore promotes productivity. In short, SPs describe our ev-
eryday decisions and help us model the habitual, social and interconnected aspects
of these decisions.

Dignum et al. [72], Kaminka [145] call for translating socio-cognitive theories
to a domain-independent agent model to prevent researchers from reinventing the
wheel. They identify that current agent-based models (ABMs) use similar socio-
cognitive theories, but without a general framework researchers cannot reuse, com-
pare or recombine these. This hampers both the efficiency [71, 145] and the evo-
lution of models [80]. By translating SPT to a domain-independent agent model,
we would enhance the comparability and reusability of agent models that model
habituality, sociality and interconnectivity. However, for this purpose, we first need
to identify what is required of an agent model that integrates SPs and if there is a
gap in the current literature on agent models given these requirements.

This chapter provides a set of requirements for an agent model that integrates
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SPT and verifies whether current domain-independent agent models satisfy these
requirements. Previous work has emphasized the importance of SPT for agents
[77], has made abstract models of SPT [127] or used SPT to study energy systems
[191]. So far a review that lays out specific requirements for integrating SPT with
agent models and evaluates current agent models does not yet exist. Such a review
is useful for ABM researchers who are interested in integrating SPT with ABM and
want to know in more detail what aspects SPT comprises, and what requirements
these imply for implementations. Furthermore, it allows ABM researchers to pick
one of the current agent models depending on their needs regarding habituality,
sociality and interconnectivity. For this purpose, we distilled requirements from the
literature on SPT, agent theory and social psychology. Each aspect (habituality,
sociality and interconnectivity) is studied from the two perspectives that ABM aims
to integrate: the individual agent perspective and the collective system perspective.
We evaluated 11 agent models against the requirements we elicited. The selection
of agent models is based on the review by [19], to which we added two more recent
agent models. We split up the models in three categories: reasoning models (PRS,
BDI, eBDI), normative models (BOID, BRIDGE, EMIL-A, NOA, MAIA) and social-
psychological models (Consumat, PECS, Agent-0). By distilling requirements and
evaluating the three categories of models, we provide an overview of the aspects
SPT comprises and the current state-of-affairs in integrating these aspects in ABM.

We find that habituality, sociality and interconnectivity are empirical and theo-
retically grounded aspects of behaviour but have not been fully captured by current
agent models. First, behaviour is habitual and often not conscious, voluntary or
intentional [124, 186, 250]. We find that habituality is reflected in reasoning mod-
els by modelling reactivity and in the Consumat model by the ability of agents to
repeat past behaviour. However, current agent models do not support (1) explicit
reasoning about habits, (2) context-dependent habits and (3) individual learning
concerning habits. Second, behaviour is intrinsically social and not individual with a
layer of sociality on top of it [44, 71, 249, 263]. We find that sociality is somewhat
reflected in models that use norms or that use social mechanisms (e.g., imitation),
but current agent models do not use a comprehensive set of collective concepts,
nor do they order social information around actions or relate individual and collec-
tive concepts (e.g., habits to norms) in order to guide interactions. For example, a
normative agent model supports reasoning about the fact that most people work,
but not that because an individual agent believes work promotes productivity it
reasons that most agents believe work promotes productivity. Third, behaviour is
interconnected: actions do not stand alone, but are similar and influence each other
[235]. We find that interconnectivity is reflected in models that use plans, but cur-
rent agent models do not model explicit relations between activities, between each
activity and each other model concept (e,g., desires, needs, resources, locations)
nor model hierarchies of activities. In summary, although current agent models
capture some aspects of SPT, none fully captures any of the individual aspects, nor
is there a model that aims to integrate all three empirical and theoretically grounded
aspects.

This chapter shows the usefulness of a computational agent model that inte-
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grates SPT and provides requirements that help modellers to achieve this model.
We do not argue that the resulting model will provide a general theory of human
behaviour, but that integrating SPT is useful for agent-based modellers because it
enables new insights using mechanisms that are based on evidence. Although it
would certainly be useful to give an exact scope of SPT and its relevance when com-
pared to other theories, this is rather difficult: SPT is a high-level abstract theory,
social practices theorists define a SP in different ways, SPT is ever-expanding and
merges with other theories and the jury is still out on the so-claimed limitations of
SPT [226]. As shown by [226], SPT has given insights in a wide and diverse range
of domains: eating, Nordic walking, teaching, learning, washing machine use, cy-
cling, mobility, day trading on the Nasdaq market, domestic energy use, household
waste, sustainable design, sustainable consumption, temporalities of consumption,
the work of ambulance paramedics or lawyers, anxiety, memory, communities of
practice, and organizational learning and knowing. An agent model that integrates
SPT will enable researchers to use ABS to gain insights regarding habituality, so-
ciality and interconnectivity in a wide range of social systems.

The remainder of this chapter is structured as follows. Section 3.2 distils re-
quirements for modelling habitual, social and interconnected behaviour from the
literature on SPT, agent theory and social psychology. Section 3.3 provides an
overview of current agent models and review to what extent they satisfy our re-
quirements. Section 3.4 discusses the consequences of the limitations of current
agent models, Turing-completeness and the need for integration of these aspects
versus a reductionist scientific strategy. Section 3.5 concludes the chapter.1

3.2. Distilling Requirements from Literature
Habituality, sociality and interconnectivity express that SPs have similar properties
in three dimensions: over time, over people and over different activities (see Figure
3.1). Habitually expresses that SP are similar over time. For example, commuting
is habitual, because a person commutes by car everyday. Sociality express that
behaviour is similar over people. For example, commuting is social, because most
people associate commuting with a car. Interconnectivity expresses that behaviour
is similar for different activities. For example, commuting is interconnected, because
most people associate both shopping and commuting with a car. SPs thus truly
capture our everyday doings and saying: behaviour that is expected to follow a
predictable pattern as its similar with respect to time, people or other activities.

To connect SPT to ABM we need to connect the collective view of SPT and the
individual view of agents. Shove et al. [236] sees SPT as a way to abstract away
from the individual. They see SPs as a collective entity that recruits or loses host
1A note to reviewers. A pre-print of (part) of this chapter is available as [Mercuur, Rijk, Virginia Dignum,
and Catholijn M. Jonker. ”Modelling Agents Endowed with Social Practices: Static Aspects.” arXiv
preprint arXiv:1811.10981 (2018)]. This version differs significantly in that it focuses on current lit-
erature: it includes a review of current agent models and excludes a proposed model. In addition,
the chapter has been thoroughly rewritten to increase clarity, motivation and relevance. If accepted,
we will follow the IEEE guidelines by updating the Arxiv version to refer to this chapter and clarify the
differences.
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Figure 3.1: A Venn diagram representing how habitual, social and interconnected actions
come together in social practices.

(i.e. agents) over time. In contrast, Giddens [103] views SP as a way to connect
agency and social structures. In the same line, Dignum and Dignum [77] brings
agency back on the table and connects collective concepts related to SPs (e.g.,
values, norms) with individual agent concepts (e.g., goals, beliefs). For ABM it is
in particular important to connect the individual and collective view, because ABM
uses agents as a primary concept and aims to connect the micro (individual) with
the macro (collective).

To extract requirements for integrating SPT and agent models, the following
subsections discuss in more detail how SPs relate to habits, sociality and intercon-
nectedness. Each subsection connects the collective view of SPs to the individual
view of agents. We end each subsection with a number of requirements for inte-
grating SPs in ABM.

3.2.1. Social Practices and Habits
SPs and habits both describe behaviour that is similar over time. SPT studies repet-
itive behaviour on a collective level and is interested in what aspects of a SP exactly
repeat [34, 235]. Social psychologists study repetitive behaviour from the individual
perspective as ‘habits’. They use the term ‘habit’ to refer to a phenomenon whereby
behaviour persists because it has become an automatic response to a particular,
regularly encountered, context [154].

We differentiate between two views on habits: habits as a behavioural dynamic
notion and habits as a cognitive static notion. The switch from the behavioural view
to the cognitive view entails that habits are not merely observable behaviour, but
also mental phenomena. For example, one can refer to the habitual behaviour car-
driving or the habitual cognitive connection between commuting and car-driving.
The static view entails that habits are not only the repeated behaviour over time
but also a mental configuration for that behaviour that persists in the mind for
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some time, irrespective of the times when the behaviour is actually carried out.
For example, one can express a habit dynamically as ‘to use the car everyday’
or statically as ‘at this moment there is a strong mental connection between the
car and commuting’. An agent model that integrates SPT thus needs not only a
representation of the dynamic decision, update and reasoning algorithms, but it also
needs to provide the static configuration of objects, variables and relations. Thus,
the model should provide researchers with the primary concepts and relations to
model agents that make habitual decisions, updates and reason about habituality.

Models that aim to express habitual decisions and updates need to contrast
these with intentional decisions and updates[95, 250, 267]. We follow Wood and
Moors by recognizing that the automaticity of habits entails unintentional, uncon-
trollable, goal independent, autonomous, purely stimulus-driven, unconscious, ef-
ficient, and fast behaviour [186, 267]. The automaticity of habits gains meaning
when contrasted with another decision mode: intentional decisions. Furthermore,
habits and intentions interact and habitual decisions and updates are a product of
this interaction [267]. For example, a car-driving habit emerges when agents inten-
tionally drive cars over a long enough period of time. To model the automaticity of
habits and interaction with non-habitual behaviour, the model should enable agents
to differentiate between habits and intentions.

Habits are sensitive to contextual triggers. For example, the context ‘home’ can
trigger the habit of taking the car (whereas the context ‘hotel’ might not). To be
more precise: habitual decisions are triggered – not by context but – by context-
elements [267]. For example, it is not so much home that triggers taking the car,
but a combination of context-elements such as being at home, in the morning,
together with your partner. The strength of these ‘context element’-action relations
is a continuous instead of a discrete parameter (e.g., a coffee machine is a slightly
stronger habitual trigger than a colleague) [186]. Thus, to form the basis of habitual
decisions, the model should enable habitual relations between an action and a
context-element where the strength of that relationship is a continuous parameter.

The literature on habits differs in what they consider as context-elements. The
common factor in these definitions is that context-elements are physical tangible
resources or locations [155, 255, 267]. For example, nearby cigarettes can trigger
a habit of smoking. Wider definitions of context-elements allow timepoints, other
activities [255] and/or other people to trigger habits Wood and Neal [267]. We
choose the wider definition because it matches how habituality is described in SPT.
Reckwitz [214] emphasized that habituality in SP does not only refer to physical
resources but to mental associations as well. Thus the model should capture that
context-elements can comprise resources, activities, locations, timepoints or other
people.

Habits depend on their actors. First, the strength of the habitual connection
between context and actions is agent-specific. Bob’s habit to take the train is not
the same as Alice’s habit to take the train. Second, how the strength changes over
time differs per human. Lally et al. [155] empirically studied this strength gain in
an experiment where subjects were asked to do the same action daily in the same
context and report on automaticity. The subjects reported an increase in habit
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strength that followed a different asymptotic curve per subject and converged at
a different maximum habit strength per subject. The model thus needs to enable
agents to differ in the strength of the habitual connection, the maximum of this
strength and the function over time to reach this maximum.

A habit is sensitive to the attention attributed to a decision [197]. The more
attention attributed to the decision the lower the chance the action is done out of
habit. The literature on the regulation of attention is extensive (e.g., see [10, 220]
for an overview) and it goes too far to capture this concept in detail in this chapter.
Enough to say here is that the model should capture that agents can vary in their
attention at different moments in time.

Intentional actions contrast with habitual behaviour as intentional actions are
attempts to achieve some abstract aim [150]. Examples of concepts that capture
this abstract aim are goals, desires, values, motives [125, 150]. The model should
provide a concept that captures the abstract aim intentions are directed at.

The following requirements summarize this section:

H.1 The model should capture the similarity of behaviour over time.

H.2 The model should provide researchers with the primary concepts and relations
to model agents that make habitual decisions, updates and reason about ha-
bituality.

H.3 The model should provide researchers with the primary concepts and relations
to model agents that differentiate between habits and intentions.

H.4 The model should support habitual relations between an action and a context-
element where the strength of that relationship is a continuous parameter.

H.5 The model should capture that context-elements can comprise resources, ac-
tivities, location, timepoints or other people.

H.6 The model should capture that agents can differ in

(a) the strength of a habitual connection

(b) the maximum strength of a habitual connection

(c) the time to reach this maximum

(d) the amount of attention they attribute to a decision

H.7 The model should provide a concept that captures the abstract aim intentions
are directed at.

3.2.2. Social Practices and Sociality
SPs and sociality are connected because both focus on the similarity of behaviour
over people. SPT focuses on sociality primarily as a static group notion emphasizing
that we have a similar view on the world that can be organized in terms of our SPs.
Social intelligence focuses on sociality as a dynamic individual notion emphasizing
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our ability to act wisely in interactions. This chapter uses the literature on SPs and
social intelligence to identify what is required to model that SPs are social.

There is a variety of definitions on what it means for an agent to be social
or socially intelligent. For Thorndike its the ability to act wisely in interactions
[249]. This is close to the layman idea of sociality: an activity that is done in the
presence of other people. For Goleman, it means that agents have social awareness
and social influence [111]. For Dignum and Dignum [77] its the ability to form
expectations about the behaviour of others and react to them. The commonality in
these views is that there is some information to be had about other people and that
this information is used to guide (social) decisions and (social) updates. The model
should provide primary concepts and relations that capture this social information
and enable agents to make socially intelligent decisions, update social information
and reason about collective concepts.

In the agent literature, there has been an evolvement about which primary con-
cepts should be used to do this social decision-making, updating and reasoning. A
first series of chapters uses agents that only take into consideration the actions of
others. For example, in the Consumat model [133] an agent takes into consider-
ation what most other agents do. Castelfranchi [43] emphasized that we need to
extend such models to also consider the mental state of other agents. He claims
the notion of social action cannot be a behavioural notion - just based on an exter-
nal description, because what makes the action social is that it is based on certain
mental states. A second series of chapters focuses on such a representation of
the mind of other agents based on individual notions such as beliefs, desires and
intentions [38, 88]. Sociality is introduced as a secondary notion. For example,
as the ability to form beliefs about other’s goals [88] or as a mechanism to filter
its intention to a socially desired set [38]. Dignum et al. [71], Hofstede [125] ar-
gued that humans are at the core social beings and thus use social concepts as a
primary concept. Castelfranchi [45] agrees and sees these social concepts as the
“new micro-foundations” for agent decision-making. We view social concepts here
as referring to reasoning concepts that depend on being collective (and henceforth
call them ‘collective concepts’). For example, the notion of culture is hard to imag-
ine without multiple agents. A third series of chapters focuses on these collective
concepts. For example, values[51, 174], norms [68], trust [140] and culture [126].
What characterizes this work is to use a collective notion in the individual reasoning
of an agent. For Gilbert [106], it’s exactly this ability to reason about collective
concepts (e.g., culture, or a political party) as individuals that makes us unique
as humans. Furthermore, the use of collective notion in individual reasoning pro-
vides ABM with a way to connect the micro and macro. We require that an agent
model of SPs uses a comprehensive set of collective concepts that support social
decision-making, updating and reasoning.

In SPT, an SP is seen as social exactly because it is a concept that depends
on being collective: they are the primary concepts that we use to order the world
around us. We order our day by a series of practices (breakfast, commuting, work-
ing, lunching, sports, showering, sleeping) and we have a similar view on these
practices (e.g., to commute with the car one needs a car, believe car driving en-
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ables commuting and value going from A to B). Reckwitz [214] emphasized that
SPT entails a paradigm shift: the social is captured in our collective SPs instead of
in a collective mental world (i.e., mentalism) or collective texts (i.e., textualism).
For Shove et al. [235] and Reckwitz [214] an SP is thus social in the sense that
it stores social, collective and similar information and not necessarily in the sense
that it’s interactive. For example, one of Shove et al. [235]’s canonical examples
of an SP is showering, an SP that is mostly done alone. Furthermore, SPs capture
a particular view on the social world where the social world is ordered around our
daily doings and sayings. We require that an agent model of SPs captures that SPs
relate the collective social world with the individual world of interactions.

Whereas SPT makes a point of using SP to take a collective view on behaviour
that does not concern individual interactions, we see SPs as a primary concept that
individuals use to guide interactions. For an SP-theorist such as Reckwitz [214], SPs
are thus something collective, “but not in the sense of a mere sum of the content of
single minds, but in a time-space transcending non-subjective way”. Although SPs
thus emerge from individual enactments, Reckwitz [214] views it as a completely
separate collective entity. Shove et al. [235] argued that what makes SPT valuable
is, in particular, this shift from the individual view to the collective view. Individuals
are merely carries or host that are used by the SP to spread around. Shove et al.
[235] sees SPT as a way to break with the view that behaviour is the result of
individual decision-making. In contrast, for an agent theorist such as Dignum and
Dignum [77], SPs are an entity that (also) exist on the level of individual decision-
making. As mentioned before, Dignum and Dignum [77], Narasimhan et al. [191]
see SP as useful for individual interactions just because it exists on both levels:
the individual and the collective level. For agent-based modelling, in particular, it’s
important to follow this second line of reasoning and include both the individual
(micro) and collective (macro) view in our understanding of the social world. SPs
are one way to model social information around a structure that exists both the
individual and collective level: practices. We require that an agent model of SPs
supports agents that order social information around their practices.

By looking at SP from both an individual and collective viewpoint, we notice that
these two views do not always match. In other words, there are multiple views
possible on the same SP. For example, one can view car-driving as an action that
promotes (the value of) pleasure or that demotes pleasure. Moreover, humans differ
between what they believe an SP comprises and what they believe others believe
an SP comprises. From the viewpoint of the individual, one can differ between a
personal view and a collective view on an SP. For example, one believes that car-
driving is usually seen as a means for transport but believes him or herself it’s a
fun activity. These personal and collective aspects of a view can differ: one can
believe in a personal view on something without believing this view is collective or
one can believe something is the collective view without believing in this view. We
require that agents have beliefs about both their individual view on an SP as well
as a collective view on an SP.

There is a difference between the collective view on an SP from the viewpoint of
the modeller and the viewpoint of the agent. The modeller can see what beliefs are
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truly collective among all agents: the modeller can extract the collective SP from a
model. For example, a modeller might extract that there are individually different
beliefs about the relation between car-driving and pleasure, but that all individuals
believe that to car-drive one needs a car. In contrast, the agents themselves have
to guess what others believe and these guesses differ. For example, one agent
believes that most others see car-driving as pleasurable while other agents believe
there are individual differences. There is a reciprocal dynamic between the beliefs
that are truly collective among all agents and the collective view of each individual
agent.2 A modeller is able to extract the true collective view from the fine-grained
collective views of agents, but not vice-versa. Therefore we require that an agent
model of SPs supports a collective view that can differ from agent to agent.

This view also makes clear that SPT only considers a subset of social intelligence.
SPT takes a general collective view on our daily activities; SPs are a heuristic where
humans generalize over a group of people. This contrasts with another strand of
social intelligence called the theory of mind (ToM). Studies on ToM study human’s
ability to create a mental model of others’ beliefs. [269]. In contrast with SPT,
studies on ToM consider beliefs about specific others and chains of beliefs. For
example, one can belief John believes car-driving is fun or belief that John beliefs
that I believe that John believes car driving is fun. These aspects are out of the
scope of SPT. SPs are a heuristic that considers only two agents: itself or the group.
For example, when greeting someone in most cases it suffices to know that most
people view greeting as polite and see shaking hands as a part of greeting. SP
focuses on the social intelligence that works in most situations, in contrast, research
on the theory of mind treats particular cases where more in-depth reasoning is
needed. We thus require that an agent model of SPs supports both a personal and
collective view on SP (but not necessarily beliefs about particular others or chains
of beliefs).

The following requirements summarize this section:

SI.1 The model should capture the similarity of behaviour over people.

SI.2 The model should provide researchers with the primary concepts and relations
to model agents that make socially intelligent decisions, updates and reason
about collective concepts.

SI.3 The model should use a comprehensive set of collective concepts that support
social decision-making, updating and reasoning.

SI.4 The model should enable agents to order social information around their prac-
tices.

SI.5 The model should capture that social practices relate the collective social
world with the individual world of interactions.

SI.6 The model should capture that agents have a personal view on a social prac-
tice.

2And another reciprocal relation between the individual view of the agent and the collective view.
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SI.7 The model should capture that agents have a collective view on a social prac-
tice.

SI.8 The model should enable agents to have a different personal view than their
collective view.

SI.9 The model should enable agents to each have a different collective view on
a social practice.

3.2.3. Social Practices and Interconnectivity
SPs and interconnectivity are connected because they both focus on the similarity
of behaviour over different activities. Activities here refer to bodily movements.
SPT focusses on interconnectivity on an abstract level of activity. For example, it
discusses how the work-commute and school-commute are connected because they
both use the car as a resource. The agent literature focuses on interconnectivity
on a concrete level of activity. For example, it discusses how commuting comprises
getting the car keys, driving the car and arriving at work. SPs and agent activities
thus exist at different levels of abstraction, but both comprise bodily movements.
As we will discuss in the next section, we view agent activities as part of SPs. This
section uses the literature on agents and SPs to identify what is required to model
that SPs are interconnected.

SPT argues that if SPs are connected in some aspects, then they become more
connected in other aspects too [235]. For example, Shove et al. [235] mentions
how in the early days of driving, cars easily broke down. To be able to drive a car
one needed the competence to repair it. The SP of driving thus became connected
with other SPs that related to the competence of repairing, for instance, plumbing
or carpeting. The meaning of these SPs as something masculine influenced the
meaning of car driving. Car driving and plumbing now share a masculine meaning.
The model should provide researchers with the primary concepts and relations to
model that if SPs are connected, they become more connected.

In the agent literature, activities are interconnected to enable agents to make
decisions and inferences. Hindriks [123] connects activities via goals in the agent
GOAL language. For example, the goal of a successful day can be split up in you
being in the car, you being at work and you being home. Hindriks [123] views goals
as states of the world and activities as ways to reach the state. In contrast, research
on language protocols [153] uses activities as their primary concepts and specifies
relations between them. A common factor in this work is that it’s necessary to
define the relation between activities to enable agents to decide what to do next
and reason about the properties of activities. Recent work in SPT reflects this view.
For example, Cass and Faulconbridge [42] found that interviewees decide to take
the car, because they aim to connect leisure activities, healthcare activities and
shopping activities. The model should provide the primary concepts and relations
to enable agents to make interconnected decisions, updates and reason about the
interconnectedness of activities,

In SPT, SPs are interconnected in terms of time, space or common elements
[235]. First, SPs connect when they are enacted at the same time or in sequence.
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For example, the SP of breakfast and commuting are interconnected because they
happen around the same time. Second, SPs connect when they are enacted in
the same space. For example, the SP of working and getting coffee are connected
because they are happening in the same place. Third, SPs are connected when they
share an element. For example, in the early mentioned example of Shove et al.
[235] plumbing and car-driving are connected via the competence of repairing and
the meaning of masculinity. The model should express that SPs are connected in
terms of time, space and common elements.

From the agent perspective, Chen et al. [46], Okeyo et al. [201], Storf et al.
[245], van Kasteren et al. [253] classified activities and studied in which possible
ways activities relate. The central aim of this work is to recognize activities in
the context of smart homes. For example, to recognize that a person is cooking,
because he or she boils water and is looking for a cutting board. Okeyo et al.
[201] makes a difference between actions and sequential activities.3 Actions are
atomic. Sequential activities are an ordered sequence of actions. For example,
commuting is a sequence of taking the kids to school and going to work. Note that
from this point on we will separate between activities and actions. Activities refer
to any bodily movement (i.e., actions and sequential activities). Actions refer to
the subset of activities that are atomic. The model should differentiate between
different types of activities: atomic actions and sequential activities (an ordered
sequence of actions).

Okeyo et al. [201] separate two types of relations between activities: an on-
tological and temporal relation.4 The ontological part describes relations between
actions such as subsumptions, equivalence or disjointness. For example, taking
the train to school is a kind of commuting. A temporal relation encodes qualitative
information regarding time. For example, the user performs two activities after an-
other. This ontological and temporal information can be used by agents to decide
what to do next or to make inferences. For example, humans infer that if taking the
car to work is environmentally unfriendly then taking the car to school might be as
well. The model should capture these temporal and ontological relations between
activities to enable agents to make decisions and inferences.

The following requirements summarize this section:

I.1 The model should capture the similarity of behaviour over different activities.

I.2 The model should provide researchers with the primary concepts and relations
to model agents that make interconnected decisions, updates and reason
about the interconnectedness of activities.

3Okeyo et al. [201] identify two other types: simple activities and multi-task activities. These types
of activities enable a precise temporal activity model where, for example, activities overlap. However,
modelling these type of activities requires a complex quantitative temporal specification that is not
needed for the longer temporal scale at which ABS studies systems.
4Note that other authors use the term ontology to refer to any kind of relation between two objects.
Temporal relations are thus a subset of ontological relations. However, Okeyo et al. [201] uses the
term ontological to refer to inferences one can easily make in description logic, whereas he uses the
term temporal to refer to relations he can make in Allan’s temporal logic.
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I.3 The model should express that social practices are connected in terms of time,
space and common elements.

I.4 The model should differentiate between different types of activities: atomic
actions and sequential activities (an ordered sequence of actions).

I.5 The model should capture both temporal and ontological relations between
activities to enable agents to make decisions and inferences.

3.3. Evaluation of Current Agent Models
We evaluate for 11 domain-independent agent-based models to what extent they
satisfy the requirements for integrating SPT in agent models. These models are not
designed to satisfy our requirements, they have their own purposes. However, the
comparison makes clear that if one wants to integrate SPs in agent-based models
current models do not suffice. To select related models, we use the overview by
Balke and Gilbert[19], but omit neuro-cognitive models because they study the
neurology of the mind as viewed from the outside, while we are interested in a
socio-cognitive view on the mind as we experience it from the inside. We add
two relevant domain-independent agent-based models published after the review
of [19]: MAIA[101] and Agent-0[83].5 MAIA is relevant as it aims to integrate
sociaility with ABM and adds a new concept of roles. Agent-0 is relevant as it
aims to integrate three decision-making modules that include a context-dependent
module and a social module. Using this method we come to a list of the following
11 domain-independent agent models: PRS[96], BDI[213], eBDI[206], BOID[38],
BRIDGE[75], EMIL-A[13], NOA[152], MAIA[101], Consumat[133, 135], PECS[252]
and Agent-0[83].

We divide these agent-based models into three categories: reasoning models,
normative models and social-psychological models. Reasoning models first em-
phasized autonomy, reactivity (e.g., PRS) and later added proactivity (e.g., BDI,
eBDI). When it became clear that adding agent-communication languages to such
models does not suffice to successfully represent sociality in humans, researchers
focused on adding norms to agent models[41, 70]. Normative agent models fo-
cus on different types of norms: social norms (e.g., EMIL-A), deontological norms
(e.g., BOID) or both (e.g., MAIA); and different dynamics within norms: norm in-
novation (e.g., EMIL-A) or norm enforcement (e.g., BOID). Last, some researchers
took their inspiration more directly from social-psychological literature and com-
bined several socio-psychological mechanisms in one model (i.e., Consumat, PECS,
Agent-0). Reasoning models, normative models, social-psychological models thus
represent three categories in ABM that relate in a similar way to our requirements.

The remainder of this section compares the reasoning, normative, and social
psychological models to our requirements on habituality, sociality and interconnec-
tivity. If there are differences between the models within the category, then we
5We do not focus on agent-programming languages or agent communication protocols, but on concep-
tual or formal models of agent decision-making.
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follow the charitable principle; the comment in the table refers to the model(s) that
relate(s) most closely to our requirement and the(se) model(s) are stated.

3.3.1. Habits
Table 3.1 shows that current agent models do not support (1) explicit reasoning
about habits, (2) context-dependent habits and (3) individual learning concerning
habits. In more detail:

H1-2
Current agent models do not support explicit reasoning about habits. Reasoning
agents and normative agents do not make explicit habitual decision and updates
or reason about habituality. Norms differ from habits in that they refer to similarity
over people (e.g., most people usually drive a car), whereas habits refer to similarity
over time for one individual (e.g., I usually drive a car). Consumat models habit-
ual decisions by giving the agent a chance to repeat past behaviour Jager [133].
However, there is no explicit variable capturing the properties of habits (e.g., the
strength of the habit). Therefore, the Consumat agent makes habitual decisions but
is not able to reason about habits. In summary, some agent models make habitual
decisions (Consumat), but none reason about habits.

H3
Only the Consumat agent has both a habitual and intentional decision mode. How-
ever, habitual decision-making in the Consumat is not context-dependent (H4-H5)
or agent-specific (H6). Reasoning models and normative models aim for reactivity
instead of habituality. Reactivity matches habituality in that it requires agent models
to react to the environment (i.e., context) in a timely fashion [270]. Reactivity (in
current implementations) differs from habituality in that it confounds pre-conditions
and triggers (H4), does not consider agents and activities to be context-elements
(H5) and is not adaptive or agent-specific (H6).6 All agent models have an in-
tentional mode of decision-making (sometimes called deliberate decision-making
or rational decision-making) (H7). In summary, current agent models all have an
intentional mode of decision-making, but only the Consumat also has a habitual
decision mode (which has several limitations we will now expand on).

H4
Some agent models conceptualize context-action relations, but they confound pre-
conditions and triggers. Reasoning models and normative models confound pre-
conditions and habitual triggers[77]. Pre-conditions (or as [77] calls them: af-
fordances) relate context-elements to when an action is possible, whereas habit-
ual triggers relate context-elements to priorities over actions. Confounding pre-
conditions and triggers leads to unintentional prioritization in reasoning and nor-
6As Balke et al. [19] mentioned, reactivity is modelled on the assumption behaviour is optimal. Habitu-
ality differs in that habits are a heuristic: they are a fast automatic response that works in most cases
but can be contra-intentional.
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mative models [77].7 In Agent-0 one of the three decision-making modules (the
affective one) uses context to determine the appropriate fear reaction. However,
this differs from habits where the conditioning happens directly between the context
and action. Although the Consumat agent has a habitual decision-making mode,
the habit is not sensitive to the context. For example, it is not relevant if the agent is
at home or in the office to repeat past behaviour (instead repetition depends on the
current satisfaction of the Consumat agent). In summary, reasoning models and
normative confound pre-conditions and triggers and only one social-psychological
model (Agent-0) supports context-action relations, but only in one module.

H5
Current agent models do not consider other activities, timepoints or agents to be
context-elements. Although we found no formal definitions as specifications are
example-based, instances of context-element in the models refer only to resources
or locations.

H6
Current agent models do not model adaptive and agent-specific reactions to the
context. Reasoning and normative models hard-code the reaction to the environ-
ment (at all times and for all agents) in the form of plans. Agents thus do not learn
an agent-specific reaction to the environment over time. In the Consumat model,
the experience of an agent influences its propensity to repeat past behaviour. How-
ever, there are no agent-specific parameters that specify an agent’s personal ten-
dency to go into a habit or develop stronger habits over time. In summary, in some
agent models (Consumat) habits depend on experience, but in none of the agent
models, the agents have a personal tendency to go into habits or develop stronger
habits over time.

H7
Current agent models all have intentions that are direct at an abstract aim. In
reasoning and most normative models intention is a primary concept. In norma-
tive models, intentions are captured by utility (MAIA), goals (EMIL-A) or normative
goals (EMIL-A). In social-psychological models, intentions are captured by utility-
maximization. Current agent models thus capture intentions either as a primary
concept or reframe it as goals or utility-maximization.

3.3.2. Sociality
Table 3.2 shows that current models do not use a comprehensive set of collec-
tive concepts, order information around actions and relate individual and collective
concepts in order to guide interactions. In more detail:
7In addition to confounding pre-conditions and habitual triggers, reasoning and normative models do not
have a many-to-many relation between actions and context-elements, which is necessary to express
how strongly a context-element triggers an action.
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S1
Only normative models have an explicit concept that denotes a similarity over peo-
ple. Norms denote the similarity of actions over people (e.g., most people drive a
car). However, normative models do not conceptualize the similarity of people con-
cerning other mental constructs in the model. For example, no concept expresses
that most people have a certain goal or that most people relate a certain action to
a certain goal. In reasoning models, agents enact the same actions, goals or plans,
but there is no explicit concept capturing this similarity. Models for the theory of
mind and mental models enhance the architecture of BDI agents (see e.g., Felli
et al. [88], Jonker et al. [141]). Although these approaches model some aspects
of the collective social world they are not systematically build-up from collective
concepts such as values, culture, norms or social practices. This comment is in line
with [125]. Likewise, in social psychological models, agents enact similar actions or
have similar motivational concepts (e.g., needs in Consumat or fears in Agent-0),
but they do not have explicit concepts capturing similarities and dissimilarities and
these agents do not reason about such similarities. In summary, reasoning and
social-psychological models have no explicit concept that denotes the similarity of
agents; normative models capture the similarity of people with respect to actions
as a characteristic of the concept norm.

S2
There are aspects of social intelligence that fall outside the scope of this chapter,
therefore we withhold from a complete evaluation on the ability of models to do
social decision, updates and reasoning. Recall that this chapter looks at the inter-
section of social practices and social intelligence (section 3.2.2) and aspects like
ToM or social impact are not required of a social practice model. Having said that,
different agent models emphasize sociality to a different extent. This results in
differences in how explicit these models incorporate social decisions, updates and
reasoning: the reasoning models do not emphasize explicit sociality, the normative
models emphasize sociality wrt norms and the social-psychological models empha-
size social mechanisms more than explicit collective concepts and reasoning. The
details of these differences are covered in the following sub-sub sections that treat
S3-S9. In summary, we state the differences concerning S2 that are relevant for
this chapter in the next sub-sub sections but withhold from a complete evaluation
of the models concerning S2.

S3
Current agent models do not use a comprehensive set of collective concepts. For
example, there is no concept of values, culture or identity. Reasoning models only
use individual concepts: beliefs, desires and intentions and eBDI adds one collective
concept to this list: emotions. Normative models focus on the concept of norms
and MAIA uses the concept of role to denote the subset of agents that are similar
in their goals or norms. Social-psychological models use emotions (Agent-0) and
social mechanisms (imitation), but no explicit collective concepts. In summary, the
current agent models use some collective concepts (norms, emotions, roles), but
omit others (values, culture and identity).
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S4
Current agent models do not order sociality around practices. Reasoning models,
normative models and social-psychological models do not conceptualize practices
but do have a concept of action. Because practices are a series of actions, we
instead inquire: do current agent models order their information around these ac-
tions? More precisely, do current agent models conceptualize the relation between
each action and each other concept within the model and use these relations to
understand each other? We find that they do not. In reasoning and normative
models, actions, desires and intentions are linked via plans. This does not spec-
ify for every action if the action promotes a desire or not. In social-psychological
models, agents conceptualize the relation between actions and mental concepts
(e.g., needs) and physical concepts (i.e., in the fear-module of Agent-0), but not
other actions. Because actions (and their relation with other concepts within the
model) do not take center stage, they are not used to form mental models of other
agents (i.e., order social information). In summary, as agents do not use actions
and practices as a central component of their model these cannot be used to order
social information.

S5
Through comparison with current models, we found that requirement SI.5 needs
to be evaluated on two aspects. Requirement SI.5 states that the model should
capture that social practices relate the collective social world with the individual
world of interaction. This encompasses two aspects. First, sociality requires that the
agent model connects collective concepts to individual concepts (SI.5a). Second,
sociality requires that agents use collective concepts to guide interactions (SI.5b).
We now continue to evaluate current agent models on both these aspects.

S5a
Current models do not relate individual concepts to collective concepts, because
they do not comprise both the individual and collective concepts or because the
ontology does not relate them adequately. First, all of the evaluated models lack
collective concepts. In particular, values, culture or identity. Second, all models
lack individual concepts. In particular, habits (except, as discussed, the Consumat
model). Habits form the individual counterpart to norms. Where habits state what
an individual mostly does, given a certain situation, norms state what the collective
mostly does, given a certain situation. None of the models (including normative
models) relate habits explicitly to norms. Third, for some models, the individual
and collective concept is included but not adequately connected. We give two
examples (in these examples the collective and individual concept have the same
name):

• all models do have a concept of the physical world, which is both an individual
and collective concept, but do not reason about the fact that the physical world
is collective. The models do not reason about the fact that others, given the
current physical context, will do the same action as they do, or have the same
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desire (BDI), same emotion (agent-0) or same need (Consumat).8.

• none of the models reasons about the fact that the motivational constructs
they use are collective. The models do not reason about the fact that most
other agents have the same desires (reasoning and normative models), emo-
tions or needs as themselves.

In summary, current models do not relate individual concepts to collective con-
cepts, because they do not comprise certain individual concepts (i.e., contextual-
ized habits) and collective concepts ((i.e., values, culture or identity) or because the
ontology does not relate them adequately (i.e., physical context, desires, emotions,
needs).

S5b
Current agent models are limited in guiding interactions because they do not relate
individual and collective concepts. The different cases of limited individual and
collective connection (S5a) have a direct consequence for guiding interactions. First,
if an agent model does not comprise a collective concept (e.g., culture), the agent
cannot form expectations of other agents that are based on that concept (e.g., the
other agent does not shake hands because that’s not part of its culture). Second,
if a model does not comprise an individual concept (e.g., habits), the agent cannot
reason about the collectiveness of this individual concept (e.g., most other people
will also have the habit to drive to work, so I can ask someone to carpool with).
Third, if a model does not make an adequate connection between an individual and
collective concept (e.g., the individual and collective view on motivation), the agent
cannot use its mental model to form expectations about others (e.g., most other
people will also have a desire to be healthy).9 In summary, in current agent models
agents are limited in guiding interactions, because they cannot form expectations
regarding collective concepts they do not conceptualize or use their mental model
as a proxy for others.

S6-9
Normative and social-psychological models agents have a different personal and
collective view on actions. In these models, agent each have a different view on
the best action based on their intentions (i.e., intentions or utility-maximization).
Besides, they have a different view on what the collective views as the best action.
In BOID and BRIDGE, this collective view is expressed in the different obligations
that hold for different agents. In MAIA [101], this collective view is expressed in
roles, where a different role for an agent means a different conceptualization of
the norm. In Consumat and Agent-0, this collective view expressed in the form
8The only exception being the MAIA model where agents reason about the collectively of physicality
through contextualized norms: other agents mostly do X given physical context Y
9This limitation connects to [71, 72, 125] who state that sociality should be ingrained in the core of
their reasoning. Instead of adding extra concepts to model sociality (e.g., by extending BDI models),
the same concepts should be used to form individual reasoning as well in forming expectations about
others. As such, sociality is not added as a layer on top of individual reasoning but is used to shape
the reasoning of the agent.
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of a local norm: agents each imitate the agents around them and thus have a
different view on what the collective best action holds. Because none of the models
connects other individual and collective concepts, the agents do not have a different
personal and collective view on these concepts.10 In summary, in normative and
social-psychological models each agent has a different personal and collective view
on actions, but not on other concepts.

3.3.3. Interconnectivity
Table 3.3 shows that current models do not make explicit relations between activi-
ties, between each activities and each other model concept (e,g., desires, context)
nor model hierarchies of activities. Reasoning and some normative models (BOID,
BRIDGE) do have plans that implicitly connect activities and context-elements and
motivations. Social-psychological models connect activities to the same motiva-
tions. However, without explicit hierarchies and connections between activities the
models do not directly support inferences about the similarity of activities on a per-
sonal level (e.g., two activities need the same resource, need to be performed in
sequence, promote the same value) or on a social level (e.g., other people will need
this resource). In more detail:

I1
Current models do not model an explicit similarity relation between each activity.
Reasoning and normative models use plans to relate activities to other activities.
The relations between activities and the similarities in activities are implicit in these
plans. For example, two activities lead to the same goal, because the two activities
lead to two different subgoals that eventually lead to the same goal (see [225] for
BDI-based planning). Social psychological models model relate actions with moti-
vational constructs in the model. For example, a certain action satisfies a certain
need (Consumat), fear or rational intention (Agent-0). In summary, reasoning and
normative models specify a relation between activities via plans, all models spec-
ify relations between activities and some other elements, but there are no explicit
relations between activities that denote the similarity.

I2
Current models focus on deciding what’s next, some models (extensions of BDI)
plan ahead, but none reason about the interconnectivity of activities. Reasoning and
normative models use plans to make decisions and reason about the interconnection
of activities. BDI-based models in particular reason about what is the next action.
Hunsberger [130], Planken et al. [208] extend such models by planning ahead: they
approach the interconnection of actions as a coordination problem where agents
search optimal sequences of activities that satisfy a set of time constraints. This
is useful for ABS that zoom in on a small time-scale (where precise coordination
10Reasoning models that aim at representing others’ mind focus on social expectations about specific
others (e.g., [88, 212]), whereas SPT emphasizes a heuristic humans use where they focus on the
others. Humans make assumptions about how most others view an activity [69]. We require that
models differ between themselves and ‘the group’.
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of actions with other agents has a big influence on the overall system). However,
ABS aims to model human limitations in sequencing actions: action sequences in
humans are the sub-optimal product habits and, coordination between humans is
based on the limited beliefs agents have about others. Reasoning and normative
models do not emphasize making inferences using the interconnection of activities
to further resource management or social expectations. For example, agents do
not reason that ‘car commuting to school’ relates to ‘car commuting’ and therefore
cannot infer that the resource ‘car’ relates to the abstract activity of ‘commuting’.
As a consequence, the agent does not immedatly know that it will need a car to
commute nor is the agent able to form expectations about others needing a car to
commute (also see Section 3.4 about the interplay of sociality and interconnectivity).
Social-psychological models focus on deciding what is next, but do not plan ahead
nor reason about the interconnectivity of models. In summary, all models focus on
deciding what’s next, some extensions of BDI models focus on optimal plans, but
none emphasize reasoning about the interconnectivity of activities.

I3
Current reasoning and normative model link temporal, spatial and elemental through
plans. Social-psychological models connect activities directly to motivational con-
structs. Agent-0 makes a spatial connection between activities in the fear-module
by making the fear an agent experiences context-dependent. All other explicit tem-
poral and/or spatial relationships have to be specified by the designer of the system.
However, there are no further spatial and no temporal connections in the model.
In summary, in reasoning and normative models the connection of activities (tem-
poral, spatial, to other elements) is implicit in plans; in social-psychological models,
actions are connected directly to motivational constructs, but there are no temporal
and limited spatial (only Agent-0 and only in one module) connections.

I4
Current agent models do not have different types of activities. BDI-based models
(eBDI, BOID, BRIDGE) are centered around states of the world: goals/desires are
states of the world and agents have beliefs about these states being currently true or
not true. For example, an agent reasons that it wants to go from state on(block-
a, floor) to on(block-a, block-b) and therefore first moves block-b on the
table and then block-a on block-b, but does not have explicit knowledge about the
sequence of activities it should take. Social-psychological models emphasize the
mental models of agents modelled around motivational construct (e.g., an agent
has a disposition towards this need or this fear), but do not focus on hierarchies
of activities. In summary, current models do not have different types of activities,
because they take states of the world or agents – and not activities - as the primary
concepts of their reasoning.

I5
Current models have implicit (reasoning and normative), limited or no (social-
psychological) temporal and ontological relations between activities. As mentioned
by now, reasoning and normative models make connections between activities via
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plans, but these are not explicit. For example, there are no statements about ‘car
commuting’ being a kind-of ‘commuting’ or ‘bringing your kids to school’ being a
part-of ‘commuting’. Social-psychological models make no temporal or ontological
relation between activities.

3.4. Discussion
The agent models we reviewed are all Turing-complete: they are expressive enough
to simulate the computational aspects of any other real-world general-purpose com-
puter or computer language. However, we did not evaluate the models on their
ability to make certain calculations, but if the concepts SPT emphasizes are primary
concepts and relations in the model. This entails that the model expresses the
semantics of the concept: it models the meaning of the concept by specifying the
relation with other objects and imposing certain restrictions on the allowed deduc-
tions. Thus we make a difference between between enabling in the wider sense of
Turing-complete and enabling as a primary concept. A good example to illustrate
this is the use of habits. Reasoning models enable (in the wider sense) the modeller
to simulate habitual behaviour in an agent: a series of very-specific plans ensures
that the agent keeps repeating the behaviour in a certain context. However, they
do not enable (in the narrow sense we use) the modeller to specify and interpret
habitual behaviour. Likewise, the Consumat model enables (in the wider sense) the
modeller to simulate content-dependent habits: a series of very specific needs and
actions ensure the agents only repeat behaviour in a certain context. However, it
does not specify the semantics of habits that detail habits are context-dependent.
In both cases, the models would become difficult to manage and interpret if one
wants to analyze habits. In summary, we are not interested enabling modellers to
make certain computations, but in enabling modellers to express the semantics of
habits, sociality and interconnectedness and integrating these aspects via primary
concepts and relations in the model.

This chapter shows that current agent models do not support (1) explicit reason-
ing about habits, (2) context-dependent habits and (3) individual learning concern-
ing habits. As shown in Section 3.2.1, both in SPT and social psychology habits are
recognized as a key component of behaviour. By not supporting explicit reasoning
about habits, agents are not able to correctly combine habits with other decision-
making concepts. For example, an agent is not able to reproduce the ability of
humans to put itself intentionally in a context (e.g., the desk) to trigger a habit
(e.g., to work) [267]. Without modelling how habits depend on context the activ-
ities of agents will repeat an activity in any context. For example, an agent is not
able to reproduce the behaviour of a person that habitually drinks coffee at work,
but tea at home. Without modelling individual learning concerning habits an agent
is not able to acquire new personal habits or lose old ones. For example, agents are
not able to reproduce differences in humans where one person gets easily stuck in
the habit of car-driving, while another person switches between driving a car and
using a train. Concluding, new agent models need to be developed to integrate
social-psychological research on habits in agent models.

This chapter shows that current models do not use a comprehensive set of
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collective concepts, order information around actions and relate individual and col-
lective concepts in order to guide interactions. As shown in Section 3.2.2, both
in SPT and agent theory sociality is recognized as a key component of behaviour.
Without integrating a comprehensive set of collective concepts agents cannot fully
reproduce human ability to reason about a collective world. For example, without
concepts such as values, culture and identity an agent cannot understand why the
other agent refuses to shake hands and propose a solution. Although practices (i.e.,
actions) are not the only concept around which social information can be ordered,
ordering information around practices has at least two advantages: a practice is
social, that is, it exists on both the individual and collective level (see Section 3.2.2)
and ordering social information around practices corresponds to empirical work in
neurology on social reasoning Metzinger and Gallese [178]. Without connecting
individual and collective concepts agent cannot extend their reasoning about their
individual preferences to forming expectations or preferences of others. For exam-
ple, an agent cannot reason that because the agent itself has a habit to drive a
car, chances are high that others share this habit and therefore ask a colleague to
carpool. Concluding, new agent models need to be developed to integrate research
on SPT and social agents to model sociality in agent models.

This chapter shows that current models do not make explicit relations between
activities, between each activity and each other model concept (e,g., desires, con-
text) nor model hierarchies of activities. As shown in Section 3.2.3, in SPT, inter-
connectivity is a key component of behaviour and, in agent theory, interconnectivity
is gaining evidence as a useful way of modelling decisions. Without explicit hier-
archies and connections between activities, current models do not directly support
inferences about the similarity of activities on a personal level (e.g., two activities
need the same resource, need to be performed in sequence, promote the same
value) or on a social level (e.g., other people will need this resource). Concluding,
new agent models need to be developed to integrate SPT and agent research on
interconnectivity in agent models.

To integrate SPT in ABM, we need to integrate habituality, sociality and inter-
connectivity in one agent model. This chapter follows a reductionistic approach
by splitting up SPT in aspects and these aspects in requirements. This approach
has been highly successful in the physical sciences and makes it possible to under-
stand complex systems by understanding the properties of presumably more basic
components. However, it gives the false impression that investigating the organiza-
tional features of things is less informative than investigating component properties
[58].11 For example, it is the integration of habits and interconnectedness that en-
ables a model to express the routine of first taking the kids to school and then
going to work. It is the integration of sociality and interconnectivity that enables
agents to infer that others expect that you take the car as a way to commute. Thus
although some of the agent models perform relatively well when evaluated against
a single aspect or a single requirement, to truly integrate SPT in agent models we
11(Neuroscience is a good example of where a nearly complete theory of synaptic function and only a
slightly less complete understanding of neurons has led to a less dramatic understanding of human
behaviour or social systems than one envisioned [58].)
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need to integrate habituality, sociality in interconnectivity in one model.

3.5. Conclusion
This chapter provided a set of requirements for integrating SPT in agent mod-
els. We identified three empirically and theoretically relevant aspects of SPT for
modelling agent decision-making: habituality, sociality and interconnectivity (Fig-
ure 3.1). Section 3.2 discussed these aspects using literature on SPT, agent theory
and social psychology and provided a list of requirements for an agent model that
aims to integrate SPT.

This chapter provided an evaluation of 11 current agent models against the
requirements we elicited. We found that current agent models do not fully capture
habituality, sociality or interconnectivity nor is there a model that aims to integrate
all three aspects. First, current agent models do not support (1) explicit reasoning
about habits, (2) context-dependent habits and (3) individual learning concerning
habits (see Table 3.1). Second, current models do not use a comprehensive set
of collective concepts, order information around actions and relate individual and
collective concepts in order to guide interactions (see Table 3.2). Third, current
models do not make explicit relations between activities, between each activity and
each other model concept (e,g., desires, context) nor model hierarchies of activities
(see Table 3.3). In addition to detailing these specific differences, we discussed that
to utilize SPT in ABM, we need to integrate habituality, sociality and interconnectivity
in one agent model. Concluding, although all agent models capture some aspects
of SPT, none fully captures any of the individual aspects, nor is there a model that
aims to integrate all three empirical and theoretically grounded aspects.

This chapter shows the usefulness of a computational agent model that inte-
grates SPT and provides requirements that help modellers to achieve this model.
As we discussed, all the agent models we review are all Turing-complete, but they
do not incorporate these aspects as first-principles. Therefore, modellers are not
supported in modelling habits, sociality and interconnectivity. We discussed several
examples of human behaviour that current domain-independent agent models do
not support. First, without an adequate model of habits, an agent is not able to
reproduce the ability of humans to put itself intentionally in a context (e.g., the
desk) to trigger a habit (e.g., to work). Second, without an adequate model of
sociality, an agent cannot reason that because an agent itself has a habit to drive
a car, chances are high that others share this habit and therefore ask a colleague
to carpool. Third, without an adequate model of interconnectivity, an agent cannot
reason that it will need to use the car for commuting to school, because commuting
to school is a kind of commuting. Last, without integrating habituality, sociality and
interconnectivity in one model, agent models do not support agents that combine
habits and interconnectivity in a routine of first taking the kids to school and then
going to work. Furthermore, the model does not support agents that, in addition,
use sociality to expect others have a similar commuting routine and therefore de-
cide to carpool together. Integrating SPT in agent models will help us understand
the world in terms of three key aspects of behaviour: lazily habitual, lovingly social
and actively interlinked.
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The model of the Homo economicus explains action by having recourse to
individual purposes, intentions and interests; social order is then a product
of the combination of single interests. The model of the homo sociologicus

explains action by pointing to collective norms and values, i.e. to rules
which express a social ‘ought’; social order is then guaranteed by a

normative consensus. In contrast, the newness of the cultural theories
[RAM: e.g., social practice theory] consists in explaining and understanding

actions by reconstructing the symbolic structures of knowledge which
enable and constrain the agents to interpret the world according to certain

forms and to behave in corresponding ways. Social order then does not
appear as a product of compliance of mutual normative expectations, but

embedded in collective cognitive and symbolic structures, in a ‘shared
knowledge’ which enables a socially shared way of ascribing meaning to

the world.

A. Reckwitz, Toward a theory of social practices: A development in culturalist
theorizing

4.1. Introduction
Our routines play an important role in a wide range of social challenges such as cli-
mate change, disease outbreaks and coordinating staff and patients in a hospital.
Studying these systems via agent-based simulations enables researchers to gain in-
sight into complex aspects of these challenges such as human interaction, individual
adaptability, heterogeneity, feedback loops and emergence. To use agent-based
simulations to understand the role of our routines in social challenges we need an
agent framework that integrates our routines [176]. Mercuur et al. [176] recognizes
this and argues for grounding such an agent framework in social practice theory
(SPT). Social practice theory is a socio-cognitive theory that emphasizes how hu-
mans use their routines (practices) to come to a common view of the world (a social
view). Using a socio-cognitive theory, such as SPT, enables ABS researcher to reuse
evidence from the social sciences and relate the agent framework to other social
theories. In short, translating SPT to an agent framework supports researchers in
simulation studies on our routines that are grounded in evidence and embedded in
the social sciences.

To further an agent framework that integrates SPT, Mercuur et al. [176] iden-
tifies relevant aspects of SPT and establishes a set of requirements for integrating
SPT in agent-based models (ABM). They identify that SPT gives insight into the
habitual, social and interconnected nature of our routines (see Figure 4.1). For
example, the SP of commuting consists of a series of interconnected actions that
are chained habitually: getting in the car, driving the kids to school and getting to
work. These practices – chains of actions – are used in social situation as a mental
model to reason about others actions (e.g., to coordinate the carpool). The authors
distill requirements for integrating these aspects from the literature on agent the-
ory, social psychology and SPT. For example, a requirement related to this example
states that agents should use social practices as a collective view on the world to
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coordinate their actions (see Appendix 8.3 for all requirements). The authors eval-
uate current agent frameworks and conclude that – although these frameworks are
useful for their own purposes – they do not satisfy the requirements for modelling
our routines. In short, a new framework is needed that integrates SPT in agent
models and satisfies the requirements set out by Mercuur et al. [176].

This paper extends current work that integrates SPT in agent models. Narasimhan
et al. [191] used SPT in an ABS to study a specific domain: energy systems. In
contrast, our paper emphasizes reusability by providing a systematic translation
from theory to framework to enable a domain-independent framework. Holtz [127]
studies SPT via ABS by studying SPs as if they were agents themselves. In con-
trast, our work integrates SPT and agent theory enabling insights in the interaction
of humans and SPs. Most notably for our purpose is the high-level conceptual
model of SPs by Dignum and Dignum [77] and the related formalization in the pre-
print Dignum [69]. Dignum [69] presents a formalization that integrates SPT and
agent theory with a different scope, audience and resulting view on SPs than ours.
Dignum [69] nevertheless serves as an essential inspiration and starting point for
our framework. As such, we consider the concepts Dignum and Dignum [77] uses
in our own framework and relate our framework to theirs in the discussion.

This paper provides the domain-independent social practice agent (SoPrA) frame-
work that satisfies the requirements set out by Mercuur et al. [176]. We approach
this by using concepts from the literature on agent theory, social psychology and
SPT described in Mercuur et al. [176]. For each modelling choice, we present an
overview of the relevant concepts using delineated boxes. We describe how based
on these concepts we provide a new conceptualisation (i.e., new labels and a new
organization) that fulfils our requirements while aiming for reusability (i.e., com-
pactness and modularity). The concepts from the literature are marked as either
(1) directly represented as a concept in the UML (3), (2) (partly) subsumed by the
concepts in our UML (≃) or (3) left out the UML because they are not necessary to
fulfill our requirements (7). Our UML provides constrains in how the chosen classes
relate by depicting associations, the multiplicity of the associations and the types
of the attributes. For example, our UML shows locations are not also resources
as objects cannot be a member of two distinct classes. In short, by building upon
concepts of the literature we provide a clear and correct framework in UML.

SoPrA is implemented in UML, OWL and Java. The main body of this paper
describes our framework in UML. UML is a standardised, popular language that
makes the framework easier read, understand, code, extend, maintain and adapt
[25]. We show the UML adheres to the complete set of requirements and correctly
implements them. The implementation of the requirements is by design, i.e. each
subsection argues for a specific framework that embodies the requirement. Our on-
line repository provides a formal framework in the OWL-language, which shows our
framework is consistent, and a computational framework in Repast Java, which en-
ables simulating social phenomena with the framework (see Appendix 8.3). These
frameworks provide ABS researchers with reusable, consistent and computational
framework to simulate our routines and gain new insights into social systems.

The remainder of this paper is structured as follows. Section 4.2 presents the
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high-level choices made to connect SPT and agent theory. Section 4.3-4.5 provides
the primary concepts and relations to researchers to model respectively habituality,
sociality and interconnectivity. Section 4.6 discusses the resulting framework by
exemplifying the new insights enabled via simulation and the criteria on which we
made model choices. Furthermore, Section 4.6 concludes that our paper provides
ABM researchers with a computer model to simulate our routines and gain new
insights into social systems. Our paper ends with three appendices: Appendix 8.3
describes the requirements set out by Mercuur et al. [176], Appendix 8.3 provides
possible extensions of SoPrA. Appendix 8.3 describes the computational and formal
versions of SoPrA.

Figure 4.1: Social practices describe behaviour that is similar over time, activities and
people (adapted from [176]).
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4.2. High-Level Modelling Choices
SoPrA connects the collective perspective on behaviour of SPT and the individual
perspective of agent theory. To capture the collective perspective of SPT, SoPrA
should capture the similarity of behaviour over time, people and activities. To cap-
ture the individual perspective of agent theory, SoPrA should provide researchers
with the primary concepts and relations to model agents that make (1) habitual
decisions, updates and reason about habituality, (2) socially intelligent decisions,
updates and reason about collective concepts and (3) interconnected decisions, up-
dates and reason about the interconnectedness of activities (H2, S2, I2). Figure
4.2 provides a high-level overview of the concepts and relations we use to con-
nect these two perspective: activities, elements, agents and activity-associations.
The remainder of this section explains how these concepts connect SPT and agent
theory.

Figure 4.2: A high-level overview of SoPrA depicting the main concept – activities,
elements and agents – and the ternary connection between these concepts that can be

similar over time, people and activities.

Activities refer to the bodily movement itself without all the mental connota-
tions. In SPT there are two views on the relation between activities and SPs. First,
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according to Reckwitz [214] an SP represents a pattern which can be filled out by a
multitude of single and often unique activities reproducing the SP. An SP thus con-
sists of several activities. For example, the SP of commuting can consist of taking
your kids to school and then going to work. Second, for Shove et al. [235] activities
are not a part, but instead another view on the SP. They view the SP as either a
collection of elements (named practice-as-entity) or as something that is performed
(named practice-as-performance). For example, they view commuting as either a
collection of elements, such as the meaning of transport and the material car, or as
a series of activities, such as getting in your car and going to work. We follow Reck-
witz [214] in that activities are elements that are part of an SP (and not different
views on an SP) because this matches the agent perspective where activities are
also part of an agent model (and not different views on an agent model). In agent
theory, activities (or actions, see 4.5) are the result of a decision-making process.
For example, an agent chooses to move a block, commute by car or sell a stock.
In short, activities are part of both SPs and agent models and therefore enable us
to connect both perspectives.

Elements refer to epistemological entities such as places, human values or re-
sources. In agent theory, these elements are part of the mental model of the agent
in the form of typical agent constructs such as goals, desires or resources. In SPT,
the aforementioned practice-as-entity perspective entails that SPs are collections
of interconnected elements. Taylor [247] first describes the SP as an entity sepa-
rate from an agent with multiple elements: “meanings and norms implicit in [...]
practices are not just in the minds of the actors but are out there in the practices
themselves”. SPs thus comprise other elements than activities (e.g., meanings and
norms). [214] describes the connection between these elements and the SP as that
the existence of SPs depends on the existence and specific organization of these
elements and cannot be reduced to any single one of them. For example, the SP of
skateboarding depends on a specific group of elements that interconnect: materi-
als like the skateboard or street spaces, the competences to ride the board, rules
and norms like what defines a trick, and the meaning different groups attribute to
the practice like recreation or transport [235]. In short, elements are part of both
SPT and agent theory. This paper describes elements described in SPT and agent
theory and chooses which elements suffice to conceptualize an agent model that
integrates SPT (and reflects the requirements).

Agents refer to the individual decision-makers that represent humans. Whereas
in agent theory the agent is a central component in SPT the agent is subsidiary.
In SPT, the social practice ‘recruits’ agents as ‘hosts’ and uses them as a vehicle to
spread [236]. In fact, one common motivation to use SPT is to be able to abstract
away from the actor [214, 227, 236]. This paper acknowledges the strength of
SPT in expressing this collective perspective, but to serve ABM aims to connect this
perspective with the individual perspective of agent theory.

Activity associations refer to the mental connection between an activity an el-
ement. In agent theory, agents make mental connections between activities and
other mental constructs. For example, BDI-agents connect their desire 𝐷 to activity
𝐴 by having the belief that 𝐴 satisfies 𝐷. In SPT, activity associations are called con-
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nections; they connect an activity and another element of an SP [34, 214, 235]. In
SoPrA, activity associations are the central component that connects SPT and agent
theory. Figure 4.2 shows how activity associations connect activities, elements and
agents.

SoPrA associates elements and agents (e.g., meanings, materials) with specific
activities and not — as is common in SPT literature [34, 214, 235] — with the SP
as a whole. For example, an agent does not associate the SP of commuting with
environmentalism. Instead, an agent associates an activity instantiating commuting
— taking the train to work — with environmentalism, while associating another
instance— taking the car to work — with the meaning of efficiency. We give four
reasons for this modelling choice. First, this enables modelers to capture the beliefs
an agent has about an SP in a nuanced way (e.g., make a difference between
forms of commuting that promote different values). Second, it enables modellers
to use these nuances to guide the decision-making of the agent (e.g., choose car-
driving over the train because it’s more efficient). Third, it enables modellers to
feed SoPrA with a selection of facts about actions and let the agent make inferences
about composite or sequential activities (e.g., commuting is boring, because all of
its implementations are boring). Fourth, it corresponds to how empirical work in
neurology conceptualizes human decision-making [178]. In Metzinger and Gallese
[178], associations between activities and goals (i.e., one of the SP elements) are
used both to reason about our own decisions as well as a way to reason about others
(i.e., social intelligence). In short, associating elements with specific activities –
instead of with the SP as a whole – enables modellers to capture the nuances within
a SP, use these nuances to guide decision-making, use a circumscribed knowledge
base and corresponds to evidence within neurology.

Figure 4.2 presents how our requirements relate to the choices made in con-
ceptualising an agent model that integrates SPT: a focus on activities as part of a
SP, conceptualising SPs as a collection of elements and emphasizing the associa-
tions between activities and elements. These choices enable us to express more
clearly what it means for behaviour to be similar over time, people and activities
(requirement 1, 4, 6). The similarity of behaviour lies in activity associations. Thus
habituality captures that people associate the same SP elements with an activ-
ity over time; sociality captures that different people associate the same elements
with an activity; interconnectivity captures that people associate the same elements
with different activities. SPs thus capture that activity associations are similar over
time, people and different activities.

This leaves open the question of how we make these concepts and relations
precise to enable agents to reason about habits, sociality and interconnectivity (H2,
S2, I2). Figure 4.3 presents an overview of the full UML model with the specific
concepts and relations that suffice to implement the requirements. The remainder
of this paper refers to this figure and explains why these concepts and relations
model habitual, social and interconnected behaviour.
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Figure 4.3: SoPrA in UML that integrates social practice theory and agent theory
emphasizing habituality, sociality and interconnectivity.

4.3. Conceptualising Habituality
SoPrA provides the primary concepts and relations to researchers to model habitual
decisions, updates and reasoning (H.2). The more concrete requirements on habits
(H3-H7) specify in detail what is needed to model habits. For example, agents need
to be able to differentiate between habits and intentions (H3). Figure 4.3 shows
that agents are able to differentiate between a habitual association (i.e., Habit-
ualConnection) and an intentional association (i.e., ValueConnection). This
leaves open how we conceptualize what triggers habits (H4), what concept cap-
tures habitual triggers (H5), how we enable agents to differ in their habits (H6) and
why intentions are directed at an abstract value (H7). The following subsections
treat these aspects in more detail.
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4.3.1. Context-Elements
Our conceptualisation of context-elements captures that context-elements can com-
prise resources, activities, location, timepoints and other people (H.5). Aside, the
conceptualisation of context-elements should use comprehensive set of collective
concepts needed for social reasoning (S3).1 Box 4.3.1 gives an overview of the con-
cepts relevant to conceptualize the context package that fulfills requirement H.5
and S.3. The remainder of this subsection explains how we used these concepts to
construct SoPrA.

Relevant Concepts 4.3.1

Material≃ Materials refer to the physical aspects of a SP [157, 214, 227,
235] . For Shove et al. [235] this comprises the resources people relate
to the SP. For example, the SP of commuting relates to a car, bike, or
public transportation.

Context≃ ] Context is any information that can be used to characterise
the situation of an entity. An entity is a person, place, or object that
is considered relevant to the interaction between the user and the
application, including the user and the applications themselves [64].

Context Cue3 A contextual cue is any event noticed by the organism, with
the exclusion of the target stimuli that form the learning experience
(Learning and Memory: A Comprehensive Reference, 2008)

Location3 A location is a fixed geographical point.

Resource3 A resource describes a physical entity that has some utility.

Time-Point3 A fixed temporal point. For example, morning, afternoon,
12pm or Wednesday.

To satisfy requirement H.5 we model a ContextElement class that generalizes
the Activity class, Agent class, Timepoint class, the Location class and
the Resource class. The UML clarifies the relation between these classes (e.g., a
resource cannot also be a location as UML forces these objects in seperate classes).
The ContextElement class has an attribute contextElementType that can be
assigned to the string ”Activity”, ”Agent”, ”Location”, ”Resource” or
”Timepoint” such that an agent can easily differentiate between the types of
context-elements. We chose the wording context-element instead of context cue,
because these objects have more function in the model than ‘cueing’ a habit. The
concept of ‘material’ is entailed by the concept of ‘context-element’ (in particular,
by the class Resource it generalizes) and therefore does not require a separate
class. Locations, resources, timepoints, agents and activities each trigger habitual
1Physical objects namely play a central role in our social world in that they provide a collective common
ground [232].
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behaviour, but have additional, but different, functions in the model and therefore
are modellled as seperate classes. This conceptualisation of context-elements thus
captures all necessary elements that trigger habits and still enables these elements
to have different functions in the model.

SoPrA models context-elements as tokens – not types. The type-token distinc-
tion refers to the difference between a general sort of thing and its concrete in-
stances [266]. For example, the token Car1 is a possible context-element, but the
type Car is not. Usually a Class in UML refers to a type and an instance of the class
to a token. However, because we aim for a domain-independent framework we ab-
stract over multiple types of context-elements (cars, restaurants, homes) for which
different tokens trigger different habits. For example, a modeller should separate
between BobsCar and AlicesCar, the former triggering a habit for Bob while the
latter does not. Note that the car of someone else, to some extent, also triggers
your car driving habit. Modellers capture this by modelling a context-hierarchy that
relates a more abstract context-element to a more particular one. For example, to
model a class ‘Car’ that has multiple instances ‘Bobscar’ and ‘AlicesCar’. SoPrA thus
models context-elements as tokens to provide the fine-grained static groundwork
on which, depending on the target system, researchers can build more complex
context hierarchies.

4.3.2. Habitual Connections
SoPrA supports habitual connections between an action and a context-element
where the strength of that relationship is a continuous parameter (H.4). Box 4.3.2
gives an overview of the concepts relevant to conceptualize the HabitualConnec-
tion class that fulfills requirement H.4. The remainder of this subsection explains
how we used these concepts to construct SoPrA.

Relevant Concepts 4.3.2

Connection3 The relation between the elements of a social practice. For
example, the connection between a commuting activity, material car
and the value of environmentalism.

Habitual Trigger≃ The cue in the context that triggers the habit [192].

Habit Strength≃ The extent to which an action is experienced as habitual.
There are several methods for measuring habit strength: the response
frequency measure (RFM) [257], behavioural frequency [268] and the
self-reported habit index (SRHI) [256].

The HabitualConnection class associates an Activity, ContextEle-
ment and an Agent. The class captures the mental connection between a context-
element, an activity and an agent. In contrast to a habitual trigger it denotes the
relation and not the context-element itself. The strength attribute of Habitu-
alConnection class represents to what extent the context element is connected
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with the activity. The stronger these associations the more chance these context-
elements will trigger a habit. In social psychology, habit strength is measured on
different levels of specificity: per activity (across different context) (RFM[257] and
the SRHI [256]) or per activity and per context [268]. In SPT, a connection relates a
general activity to a specific element. SoPrA provides the fine-grained groundwork
underlying each of these conceptualisations: we denote the habitual strength of a
mental connection between a specific activity (e.g., commuting by car instead of
the more general commuting) and a specific context-element (e.g., my front door
instead of the more general my home).

4.3.3. Heterogeneity in Agents’ Habitual Tendencies
SoPrA supports modelling agents that differ in (1) the strength of a habitual con-
nection, (2) the maximum strength of a habitual connection, (3) the time to reach
this maximum and (4) the amount of attention they attribute to a decision (H.6).
Box 4.3.3 gives an overview of the concepts relevant to conceptualize the Agent
class that fulfills requirement H.6. The remainder of this subsection explains how
we used these concepts to construct SoPrA.

Relevant Concepts 4.3.3

Attention≃ The allocation of cognitive resources among ongoing processes
[11].

Attentional Resources3 The limited amount of cognitive resources avail-
able at one moment of time [11]. [11].

The Agent class contains an attentionalResources attribute that captures
the current amount of attentional resources available to allocate to a decision. The
amount of attention attributed to a decision is the product of a number of cognitive
processes using the same attentional resources [11]. In line with this thought, we
chose to model the attentionalResources attribute as an integer.

The Agent class contains a habitRate attribute that ensures heterogeneity in
how fast agents acquire habits. This attribute captures how much the strength of
the HabitualConnection class increases when an agent experiences an action
in relation to a ContextElement. As shown in [170], a difference in habitRate
suffices to acquire heterogeneity in both the learning rate as well as the maximum
habit strength agents report.

The Agent class contains a habitThreshold attribute that captures a cut-off
point: if the agent experiences an habitual pressure above the habit threshold it
will make a habitual decision instead of an intentional decision. The habit threshold
is the same for every agent as habitRate and attentionalResources suffice
to acquire heterogeneity in the inclination of agents to fall into a habit.
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4.3.4. A Teleological Construct
SoPrA provides a concept that captures the abstract aim agents direct their inten-
tions at (H.7). Box 4.3.4 gives an overview of the concepts relevant to conceptualize
the Value, ValuePriority, ValueConnection class that fulfills requirement
H.7. The remainder of this subsection explains how we used these concepts to
construct SoPrA.

Relevant Concepts 4.3.4

Meaning≃ Symbolic meanings, ideas and aspirations associated with a SP
such as, attributing the meaning of ‘health’ to the SP of riding the bike
[235].

Goal7 A goal is an idea of the future or desired result that an agent commits
to achieve [159].

Desire7 Represent the motivational state of the system [213].

Value3 Represent what one finds important in life (Poel & Royakkers 2011).
For example, privacy, wealth or fairness.

Social Motives7 Basic natural incentives that give rise to “energizing” sub-
sequent action . In paricular, (1) achievement, (2) power, (3) affilia-
tion and (4) avoidance [166].

Need7 Represents what motivates and drives humans. For Maslow [165]
needs are more than what is necessary for human survival. The chase
to satisfy needs makes ”man is a perpetually wanting animal.” Maslow
[165] represents five needs arranged in a hierarchy of prepotency.
These are physiological, safety, love, esteem, and self-actualization.

The Value class represents the teleological concept agents’ intentions are aimed
at. We chose (human) values to model meaning because this concept is (1) teleo-
logical, (2) operationalized, (3) shared and (4) trans-situational.

First, values can also be defined as ‘ideals worth pursuing’ [60]. Values are
ends that people what to achieve: they are unreachable, but can be pursued [265].
Values thus give reasons for agents to choose an action that contrasts with their
habitual tendency. For example, by attaching the meaning efficiency to car-driving
we can contrast the decision of an agent to take the car out of habit with the decision
to intentionally take the train because it promotes environmentalism. Values thus
provide the abstract aim intentions are directed at.

Second, Schwartz [229] developed several instruments (e.g. surveys) to oper-
ationalize values. Values thus provide an operational concept that has been made
measurable and understandable in terms of empirical observations. This contrasts
with the concept of ‘meaning’ in SPT, where different authors wrote about dif-
ferent aspects of meaning. Schatzki [227] emphasized the ’teleoaffective’ mental
elements, such as embracing ends, purposes, projects and emotions. Reckwitz
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[214] focused on mental elements that are emotional or motivational. Shove et al.
[235] uses ‘meaning’ as a bucket term that in addition comprises norms, ideas and
aspirations.

Third, the categorization of values by [229] has been extensively empirically
tested and shown to be consistent across 82 nations representing various age,
cultural and religious groups [26, 56, 92, 229, 230]. Values thus provide a shared
concept that has a similar meanings to people around the world. For example, by
relating car-driving with efficiency one gives it an aim that is understood in cultures
all around the world. This satisfies our requirement to model a comprehensive set
of social concepts.

Fourth, values are trans-situational [265]. Values abstract over multiple situa-
tions and actions. This allows us to interconnect actions from different domains.
For example, environmentalism can relate both to the practice of commuting as
well as dining. This serves agent-based modellers that model individuals as part
of a larger social systems over longer periods over time and, as such, comprise
multiple actions that need to be related. Values contrasts with goals that focus on
more concrete states within a domain and as such serve more precise co-ordination
between agents. For example, car-commuting and hiking promote the same value
(e.g., environmentalism), but not to the same goal (e.g., arriving at work, being
active).

To enable heterogeneity between agents and the actions agents prefer we con-
ceptualize the ValuePriority class and ValueConnection class. The Val-
uePriority class with an attribute strength represents how important an agent
finds a value. For example, one agent finds the value of environmentalism more
important than another agent. The ValueConnection class with the attribute
strength represents how strongly an agent relates a value to an action. For ex-
ample, one agent relates the value of fun to skateboarding while the other does
not. The agent bases its intentional decision on strength of the ValueConnec-
tion class and ValuePriority class. For example, an agent might value envi-
ronmentalism highly and relate the activity ride bike to work to environmen-
talism, therefore, it chooses ride bike to work over drive car to work.
The ValuePriority, ValueConnection and Value class support modellers in
modelling agents that direct their intentions at an abstract aim.
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4.4. Conceptualising Sociality
SoPrA provides researchers with the primary concepts and relations to model agents
that can make social decisions, update social variables an that reason about sociality
(S2). Central to our conceptualisation of sociality is the connection between indi-
vidual and social concepts. For example, norms, the concept referring to what the
collective usually does, is connected to the concept of habits, the concept referring
to what the individual usually does. Individual and social concepts are two sides of
the same coin, or more explicit, two views on the same concept: a personal view
and a collective view (S6, S7). In terms of views, habits are the personal view on
what an agent usually does and norms are the collective view on what an agent usu-
ally does. The remainder of this section explains how we conceptualize a personal
and collective view, link individual and collective concepts and model an implicit
and explicit view. The resulting conceptualisation supports ABMs where agents use
social practices to make social decisions such as coordinating their commute with
their colleagues or partners.

4.4.1. A Personal and Collective View
SoPrA provides a personal and collective view on a social practice (S.3). Box 4.4.1
provides definitions of the concepts of common belief and collective intention that
are relevant to conceptualize the personalView, myCollectiveView attributes
that fulfills requirement S.3.

Relevant Concepts 4.4.1

Common Belief≃ Everyone believes 𝜙 if all agents individually belief 𝜙.
There is a common belief in 𝜙 if everyone believes in 𝜙, and also
everyone believes everyone believes in 𝜙, etc. [180]

Collective Intention≃ Collective intentionality characterizes the intention-
ality that occurs when two or more individuals undertake a task to-
gether [36, 231]

SoPrA uses the personalView attribute to refer to an agent’s personal view
on a concept and the myCollectiveView to refer to an agent’s collective view
on a concept. The personalView attribute specifies how strongly an agent itself
believes an activity and an element are connected. The myCollectiveView at-
tribute specifies how strong an agent believes the collective views (i.e, they believe)
an activity and an element as connected. For example, in the HabitualConnec-
tion class the personalView attribute expresses how strong an agent believes
that itself habitually connects a context element with an activity (e.g., an agent
believes itself has a habit to use the car to commute). Analogously, the myCol-
lectiveView attribute expresses how strong an agent believes others habitually
connect a context element with an activity (e.g., how strong the agent believes
that others habitually use their car to commute). The personalView and my-
CollectiveView attributes also feature in the ChildParentRelation class,
ValueConnection class and ValuePriority class. The type of the view at-
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tributes is the same as the type of the main attribute in the class. Thus, in the
HabitualTrigger, ValueConnection and ValuePriority class the type of
the view attributes is an integer analogue to the strength attribute. In the
ChildParentRelation class the type of the attribute is a string anologue to
the relationType attribute (see Section 4.5). In short, the personal view and
the collective view are captured in the personalView attribute and myCollec-
tiveView that feature in the HabitualConnection, ChildParentRelation,
ValueConnection and ValuePriority class.

SoPrA ensures that agents are each able to have a different collective view
(S9). This is emphasized by the ‘my’ in myCollectiveView. This differs from the
framework introduced in Dignum and Dignum [77] and formalized in Dignum [69].
Dignum [69] conceptualize an SP as one collective entity. For example, there is the
SP of commuting instead of a (view on the) SP of commuting. The SP in Dignum
[69]’s framework is one that – if agents choose to participate in the SP – everyone
believes (and everyone believes that everyone believes (i.e., a common belief, see
Box 4.1). As such, Dignum [69]’s conceptualize social practices as entailing a collec-
tive intention.2 Conceptualising the SP as a single collective entity fits problems that
focus on short-term action coordination where it’s paramount all agents agree on
the context (e.g., human-agent interaction). This is indeed one of the applications
[69] has in mind [17]). SoPrA enables a fine-grained view where each agent is able
to have a different collective view. This enables to model clusters of collective views
on SPs (e.g., one social group views biking as a normal form of commuting whereas
another does not). This fits problems studied using ABS: ABS researchers simulate
the long-term dynamics of different views on the social word and their influence on
both individuals and the social system. When necessary, SoPrA is easily adapted
to match Dignum [69]’s framework by fixating the collective view (i.e., making the
variable myCollectiveView static) and as such allowing only one collective view
on an SP.In short, SoPrA enables a fine-grained difference between collective views
suitable for ABM and is easily extendable to support one collective view whenever
necessary (e.g., when applied to human-agent interaction).

SoPrA enables agents to have a different personal and collective view on an
SP (S8). For example, an agent believes it personally has a habit to commute by
skateboard but the collective has a habit to commute by car. This independence
between views is conceptualized in the independence of the personalView and
the myCollectiveView attribute. This way of separating the agent’s personal
view from its collective view differs from Dignum [69]’s framework. In Dignum
[69], agents are defined by concepts that are different from the concepts used to
define an SP (e.g., a separation between habits and norms, goals and purpose,
personal values and collective values). This separation between agents and SPs
enables different types of agents to participate in the SP as long as a relation is
specified between their concepts and the concepts used in the SP. Dignum thus
aims for a meta-framework that enables plugging in agents specified in different
languages (e.g., BDI-agents, norm-based agents, Procedural Rule-Based agents).
SoPrA aims for parsimony with an accessible computational implementation in ABM
2Or in Dignum [69]’s words: a collective context that agents use to coordinate their actions.
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and therefore matches the language of the agent directly with the language of the
SP. This facilitates both the parsimony of the model and the ability of an agent to
make inferences between its personal and collective beliefs (S5). For example, an
agent uses its own belief that commuting is usually done by car – its car habit –
to infer that other people usually use a car to commute – a car norm – and asks
another agent to carpool. SoPrA thus connects individual and social concepts to
promote both the parsimony of the model and to supports agents in using the
collective social world in individual decision-making.

4.4.2. A Comprehensive Set of Social Concepts
By connecting individual and collective concepts SoPrA includes a comprehensive set
of collective concepts (S3). Box 4.4.2 provides the definitions of a comprehensive
set of collective concepts (i.e., norms, values, landmarks and purpose) that are
either subsumed by our UML or not relevant for our requirements.

Relevant Concepts 4.4.2

Norms≃ Norms generally refer to what is standard, acceptable or permis-
sible behaviour in a group or society [91].

Values3 Represent what one finds important in life [209]. For example,
privacy, wealth or fairness. Schwartz [229] shows values represent
labels that are collective (i.e, consistent across 82 nations).

Landmarks≃ Landmarks are states that represent states in a protocol
where agents have a common belief about having reached that state
[153].

Purpose7 The purpose of an action is the reason for which the action is
performed. The purpose is the common denominator over a sequence
of actions and actors. For example, in the context of a lecture sev-
eral actions (e.g, speaking or raising hands) done by several actors
(e.g., students, lecturer) are all done for a common purpose (i.e., the
students learn about the topic) [69].

SoPrA captures norms, values and collective activity associations. Norms were
already treated as an example throughout this section as the collective counter-
part of habits. The myCollectiveView attribute in HabitualConnection class
captures what an agent believes is the collective view on what actions usually oc-
cur given a certain context. This provides the basic ingredients for norms (i.e., in
the terminology of Ostrom [53] it contains the Actor, Aim and Condition elements
of a norm). Values were treated as necessary as the teleological counterpart to
habits (see Section 4.3.4). Section 4.3.4 emphasized the personal view on values
but values also have a collective meaning. Recall that the universality of values as
demonstrated by Schwartz is one reason we chose values over other teleological
concepts. SoPrA captures this collective view on values in the myCollectiveView
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attribute. Activity associations are necessary to conceptualize interconnectivity and
agents and also entail a collective view. Section 4.5 treats this in more detail but
for now it suffices to understand that a collective view on interconnectivity enables
agents to understand how others believe activities are connected (corresponding
to Landmarks (see Box 4.4.2). For example, one believes others view car commut-
ing as a kind-of commuting and therefore asks a colleague to carpool. Although
rarely made explicit such beliefs are paramount to interpreting activities of others
[178, 201]. In short, by including a collective view on the individual concepts nec-
essary to model habituality and interconnectivity SoPrA captures norms, values and
collective activity associations.

SoPrA provides a structure that enables a correct inclusion of additional collec-
tive concepts. For example, SoPrA provides the structure to correctly define more
detailed statements about habits and norms. Currently, the HabitualConnec-
tion class captures a basic descriptive belief about what actions usually occur
given a certain context. The HabitualConnection class is extendable by adding
a sanction attribute. This enables a modeller to specify rules of the kind “An
agent may not drive a car in the city centre or else he will be fined” (see the MAIA
framework [101]). The structure of SoPrA ensures such a sanction attribute en-
tails both a personal view (e.g., I feel guilty when I drive) and a collective view
(e.g., the collective fines me when I drive). Another example would be adding the
concept of goals (as featured in Dignum [69]’s framework) and its collective coun-
terpart: purpose (see Box). Goals and purpose provide teleological concepts that
capture concrete reachable states of the world (as compared to the more abstract
values) and are useful for applications of short-term human-agent interaction (as
opposed to long-term ABM). Thus, SoPrA ensures that when a collective concept is
added an individual counterpart is defined (and vice versa) such as adding ‘purpose’
requires a ‘goal’ and a ‘sanctioned norm’ requires a ‘sanctioned habit’.

4.4.3. The Implicit and Explicit View
SoPrA enables modellers to make a difference between the information implicit for
the agents versus information explicit to the agent. For example, agents are able
to have a strong implicit habit to interrupt people in conversation without having
explicit awareness of this habit. As such, SoPrA enables differentiating agents that
are able to only habitually decide to interrupt people from agents that are aware of
this behaviour and able to change it. SoPrA captures this difference in a strength
attribute – an implicit strength – and a personalView attribute – an explicit habit
strength. A difference in agents personal implicit strength and personal explicit view
fits ABMs focus on behavioural change (e.g, tipping points only occur when there is
an increased awareness of current habits). Besides, the provided structure – that is,
a difference between implicit and explicit variables – is extendable to other variables.
For example, an implicit collective view and explicit collective view fit applications
in human-agent interaction. By making a difference between implicit and explicit
information our model provides a structure to differentiate making decisions (based
on implicit information) from reasoning (based on explicit information).

This section showed how agents use a different personal and collective view to
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come to a set of social concepts that is used for social decision-making, updates
and reasoning. This also clarifies the scope for social decision-making, updates
and reasoning with social practices. For example, social practices are a heuristic
used to make a difference between a personal and collective view and do not focus
on chains of beliefs (e.g., I believe John believes I believe…) as represented in
the ‘theory of mind’ theory[269]. The next section treats the third aspect of SPs:
interconnectivity.

4.5. Conceptualising Interconnectivity
SoPrA provides researchers with the primary concepts and relations to model agents
that can make interconnected decisions, update connections between activities and
that reason about the interconnectedness of activities. Activities are connected in-
directly via time, space and common elements (I.3). These connections are cap-
tured in aspects of the model already treated. The HabitualConnection class
connects multiple activities to the same location or time-points. The ValueCon-
nection class connects multiple activities to the same element (i.e., values). In
addition, SoPrA enables direct connections between activities. These direct con-
nections are featured in this section. They are temporal or ontological (I5) and
connect different types of activities (I4). An example of different types of activities
and their connections – for the domain of community – is found in Figure 4.4. The
activity tree allows agents to, for example, reason that commuting has two parts
(bringing the kids to school and going to work), reason that both parts are imple-
mentable using a car (i.e., drive car to school and drive car to work), and reason
others believe commuting has two parts (and therefore borrow the car to your part-
ner who needs it to bring the kids to school). The remainder of this section will
treat this activity hierarchy in more detail using Figure 4.4 as an example. Box 4.5
provides the definitions of abstract actions, landmark states, Allen’s logic and plan
patterns that are relevant to conceptualize the ActivityConnection class that
fulfills requirements I.1-I.5.

Relevant Concepts 4.5.0

Landmarks≃ Landmarks represent states in a protocol where agents have
a common belief about having reached that state [153].

Allen’s Logic≃ Allen’s logic supports temporal relations that are relative,
imprecise and uncertain [7]. Allen’s logic does not attribute a specific
time 𝑡 to an event but the relation between two intervals. Give the
intervals 𝑡 and 𝑠 some of examples are: 𝑡 before 𝑠, 𝑡 during 𝑠, 𝑡 equal
to 𝑠 or 𝑡 overlaps with 𝑠.

Plan Patterns≃ Plan patterns describe usual patterns of actions defined by
the landmarks that are expected to occur [69].

SoPrA uses the activityType attribute in the Activity class to make a dif-
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ference between atomic activities, sequential activities and abstract activities (I4).
Atomic activities represent concrete bodily movements that agents perform. In Fig-
ure 4.4, they are at the leaves of the activity tree, for example, take train to
school is an atomic activity. Sequential activities are sequences of actions. In
Figure 4.4, commuting is a sequential activity that sequencesbring kids to
school and go to work. Abstract activities are placeholders for different imple-
mentations of that activity. For example, bring kids to school is an abstract
activity that is implementable by take train to school, ride bike to
school or walk to school. Although abstract actions are not part of our re-
quirement they are a consequence of the subsumption relation described in the next
paragraph. These different types of activities enable modellers to model activities
on different levels of abstractness and form the first part of the activity hierarchy.

The second part of the hierarchy consists of different connections between ac-
tivities defined by the ActivityConnection class. This class has the attribute
relationType that specifies two different types of relation between activities:
the isA and partOf relation. The isA relation models the ontological subsump-
tion relation between two activities. For example, taking the train to work is a
kind of going to work. This is depicted as a white arrowhead in Figure 4.4. The
partOf relation models a temporal relation between two activities: it specifies that
all the child activities need to be completed to complete the parent activity. For ex-
ample, car-commuting consists of bringing the kids to school and going to work.
Additional constructs for relating activities are found in Dignum [69] and Allen’s
Logic [7]. Some are not required for our model because they suit coordination on
a short time-scale (e.g., the parallel performance operator). Others are covered
in our model by a combination of constructs. For example, a temporal sequence
relation (i.e,. one action precludes the other) emerges (over time) in our model
as a habitual connection between two activities instead of being fixed. SoPrA thus
uses a isA and partOf relation to define the temporal and ontological connection
necessary for ABM.

These different types of activities and different type of activity connection form
an explicit activity hierarchies. As mentioned in an earlier paper, this contrasts
with BDI planning models where actities are a means to reach a certain state of the
world (a goal) and the connections are implicit in plans. By emphasizing the explicit
relations between activities, we enable agents to reason about how these activities
are connected. For example, by explicitly making the connection between bringing
kids to school and driving a car to school an agent can reason about how bringing
kids to school requires the resource car. Besides, the agent can ask their partner
to bring their kids to school as they will have the same view on the connection
between car commuting and bringing kids to school. Thus, by modelling explicit
activity hierarchies we support both resource management and social reasoning
about connections between activities.

Dignum [69]’s framework falls in between BDI agent and SoPrA in that it features
activities in two ways: to reach a state as well as to connect activities. Explicit
relations between activities feature in Dignum [69]’s framework in plan patterns.
These plan patterns sequence abstract action much like in SoPrA, but in contrast
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to SoPrA and in line with BDI, Dignum [69] always mentions abstract actions in
relation with a goal 𝜙 that the abstract action aims to achieve. This allows agents
to have freedom in how to achieve an abstract action (i.e., how to achieve the goal
phi related to the abstract action), while still keeping a certain rigidity by fixing how
abstract actions are sequenced (as featured in the plan pattern). In comparison
to SoPrA, this enables different types of agents to be plugged in. This is suitable
for Dignum [69]’s purpose: the coordination of different agents in human-agent
interaction but increases the complexity of their framework. SoPrA is aimed at ABM
and therefore supports resource management and social reasoning while simplifying
other parts to promote parsimony and clarity.

Having an explicit and complete activity hierarchy provides agents with a struc-
ture they can use in making interconnected decisions. For example, the decision-
making of an agent starts at the activity at the top of the activity tree and goes
step by step down the activity tree until it reaches an atomic activity. At each step,
the agent uses the activity associations related to the candidate activities to make a
decision. For example, it chooses go to work by car because it promotes efficiency.
Or, it habitually chooses walk to school because there is a strong habitual
trigger between the abstract activity bring kids to school and walk to
school (recall that activities are also context-elements and thus habitually trigger
other activities). After completing an action an agent returns either to the top of
the activity tree (to make a decision at the next step) or to a sequential activity
to complete both parts of the sequence. Or in a model featuring multiple social
practices, the agent switches to another activity tree to sequence drinking a cup of
coffee while keeping in mind the necessary actions related to commuting. The ac-
tivity tree thus has a strong influence on the decisions agents make as it prescribes
the possible actions and the possible decision paths in taking those actions. There-
fore an ABS researcher should model the activity tree not only in accordance with
empirical data but also the purpose of the study. For example, our example tree
places great emphasis on bringing kids to school and going to work being two parts
of commuting. This is useful to study the connection between the school-commute
and work-commute but less suitable for other purposes.

4.6. Discussion and Conclusion
This paper provides the domain-independent SoPrA framework that satisfies the
requirements set out by [176]. SoPrA provides an integration of habituality, social-
ity and interconnectivity in one agent model. SoPrA fills the three gaps in current
agent models as identified by [176]. First, it provides a framework that supports
context-dependent habits, individual learning concerning habits and explicit reason-
ing about habits. Second, it provides a comprehensive set of collective concepts,
orders social information around actions and relates individual and collective con-
cepts in order to support agent interactions. Third, it defines relations between
activities, between each activity and each other model concept and enables hierar-
chies of activities. All of the above allows modellers to simulate the dynamics of our
routines. For example, Mercuur [167] used a preliminary version of SoPrA to show
that an individual meat-eating habit more easily breaks in a new context (e.g., a
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vegetarian barbecue) and that such a habit, in turn, influences the collective view
in the old context (i.e., your family having a more moderate view on vegetarians).
The simulation shows that this results in a cascade of habit-breaking and, as such,
a relatively effective intervention. By integrating habits, sociality and interconnec-
tivity SoPrA extends current agent frameworks and as such enables new insights
on our routines in complex systems.

This work builds upon the work by [69] but focuses on an agent framework for
ABM instead of an agent framework for human-agent interaction. This is reflected
in the choices presented throughout the paper. Most importantly, the choice to
enable a connection between each activity, element and agent (Section 4.2), the
choice to use habitual triggers as a primary concept in the model (Section 4.3),
the choice to enable multiple collective views on an SP (Section 4.4.1) and the
choice to use the same concepts to model the agent’s personal view and collec-
tive view (Section 4.4.2). These choices result in a framework that supports ABM
in simulating the long-term dynamics of complex systems. It enables modelling
agents with habits and local collective views (e.g., one social group views biking
as a normal form of commuting whereas another does not). Besides, by group-
ing certain concepts and using the same concepts to capture agents and SPs the
framework is relatively accessible and parsimonious. For example, the concept
of ‘actors’, ‘resources’, ‘places’, ‘start condition’, ‘duration’ are all captured in the
ContextElement class and its relations to other concepts. Accessibility is, in par-
ticular, relevant for ABM, where social scientists aim to use computational tools.
Parsimony is relevant for agent-based simulations (ABS) as this enables modellers
to run more agents (representing larger groups of people) and keep the parameter
space manageable. For applications where a more constraining framework is nec-
essary SoPrA is extendable by fixing certain attributes. For example, by making the
variable myCollectiveView static and as such allowing only one collective view
on an SP. Thus, the choices made in this paper result in a parsimonious, accessible
and flexible extension of [69] suited for ABM.

SoPrA focusses on modularity to enhance its (re)useability for ABM. Modular-
ization is a central desideratum in software engineering [24, 100, 179, 254]. By
composing a system in modules, relatively independent units of functionality, we
enhance its understandability and reuse. The modularity of SoPrA is reflected in
its separation in classes and relations. This allows modellers to remove or reuse
classes to fit the framework to his or her purpose. For example, removing the Ac-
tivityConnection class and restricting the model to atomic activities results in
a model that emphasizes habituality and sociality (but not interconnectivity). An-
other useful purpose of modularity in ABM is to be able to trace back the results of
a simulation to a particular module by switching part of the model on and off. This
enables the modeller to check the validity of particular modules and gain clearer
explanations via the simulation.

To further enhance the (re)useability, we aimed for compact modules, while at
the same time, maintaining a correct, complete and consistent reflection of the
requirements. Section 4.3-4.5 have described the complete set of Mercuur et al.
[176]’s requirements and shown how they are correctly implemented in SoPrA. Ap-
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pendix 8.3 describes our OWL framework that proves the consistency of SoPrA.
We achieve the compactness of SoPrA in a process akin abstract painting where
one depicts an object in a few on-point strokes of the brush. In modelling, one
reorganizes and relabels concepts until the concepts form independent dimensions
that correctly represent aspects of human behaviour. SoPrA uses three on-point di-
mensions: habituality, sociality and interconnectivity. Other complex concepts are
reduceable to these dimensions. For example, sequenced behaviour is a combina-
tion of habituality and interconnectivity; a series of activities that trigger the next
activity via a habitual trigger relation. A norm is a social version of a habitual trigger.
A landmark action or plan pattern is a social version of an activation connection. In
short, by focusing on three orthogonal dimensions and making grounded choices
SoPrA is both correct, complete, consistent and compact.

Future work should focus on static or dynamic extensions of SoPrA. SoPrA is fit
for our purpose – modelling routines – and meets our requirements. By connecting
SoPrA with other modelling concepts (e.g., affordances, competences, roles, cul-
ture) one enables insights in the interaction of routines with other aspects of social
systems. We foresee no problem in such an integration due to the modular and
orthogonal nature of SoPrA. Appendix 8.3 provides a UML model that integrates
SoPrA with additional agent concepts found in the literature and serves as a tem-
plate for other desired extensions. Another avenue is to model the dynamic aspects
of SPT by create a systemic translation from SPT to a domain-independent agent
framework. This paper provides the static groundwork for such an extension.

The contribution of this paper is the SoPrA framework that provides ABM re-
searchers with a means to simulate our routines. The language we use in SoPrA
illuminates the habitual, social and interconnected aspects of social systems via sim-
ulation. This means we enable a new way to know and explore the world and gain
new insights. These insights lead to new ways to control and improve our world.
The view we enable is one of empirical and theoretical importance. Our routines
have been emphasized since the old Greeks and can now be combined with the
strengths of computer simulation. We envision that this allows insights into the
interplay of habits and norms; for instance, can we understand the slow change in
climate behaviour as a consequence of the interplay of group inertia (due to norms)
and individual inertia (due to habits)? How to best influence multiple societal groups
using the dynamics of individual habits and local norms to our advantage? Are these
behaviours intrinsically connected with other behaviours through routines and do
they need to be targeted as such; what does changing one of these behaviours
mean for the others? SoPrA provides the language to formulate these questions
in precise terms. Furthermore, this better formulation is supported by SoPrA that
allows simulation dedicated to exploring these questions.
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5
Aligning Values in AI:

Improving Confidence in the
Estimation of Values and

Norms

5.1. Introduction
As autonomous agents (AAs) become more pervasive in our daily lives, there is
a growing need to reduce the risk of undesired impacts on our society [9, 116].
Hence, we need design and engineering approaches that consider the implications
of ethically relevant decision-making by machines, understanding the AA as part of
a socio-technical system [74, p.48]. For this, we need to ensure that the decisions
and actions made by the AA are aligned with the stakeholders’ values (“what one
finds important in life” [57]) and norms (what is standard, acceptable or permissible
behavior in a group or society [90]).

Values and norms can be seen as criteria for decision-making: values relating
to more abstract and context-independent ideals, and norms as more concrete
context-dependent rules. Furthermore, since humans use values and norms in
their explanations, the use of these concepts allows for a better explanation of the
AA [161, 174, 184]. People have a common base system of values and they are
relatively stable over the life span of a person [52], nevertheless, values and norms
vary significantly for each person and socio-cultural environment, making it difficult

This chapter has been published as L. C. Siebert, R. Mercuur, V. Dignum, J. van den Hoven, and C. Jonker.
Improving Confidence in the Estimation of Values and Norms. In A. Aler Tubella, S. Cranefield, C. Frantz,
F. Meneguzzi, and W. Vasconcelos, editors, Coordination, Organizations, Institutions, Norms, and Ethics
for Governance of Multi-Agent Systems XIII, pages 98–113, Cham, 2021. Springer International Pub-
lishing. ISBN 978-3-030-72376-7.
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or even impossible to write down precise rules describing them. One approach to
deal with this variance is to treat aligning the actions of the AA with human values as
a learning problem [132, 239]. However, estimating values and norms solely based
on observed behavior may lead to ambiguous results. Different relative preferences
towards values and norms can bring about the same behavior, i.e. there are many
“reasons why” that might motivate a given observed behavior.

This chapter studies the conditions under which AAs are able to make confident
estimates of values and norms from observed behavior. We studied the behavior
of simulated agents driven by both values and social norms in the Ultimatum Game
(UG), specifically in the proposer role. [199] has used the UG to study the relative
importance of values across cultures. We focus on the relative importance of values
and norms that guide individual decision making.

The main contribution of this chapter is twofold. First, we propose an agent-
based model to play the UG, expanded from [174], which uses both values and
norms for determining the actions of the agents. Second, we present a method for
estimating an agent’s relative preferences to a given set of values and, if necessary,
to improve the confidence in these estimations. This improvement is realized by
interacting with the proposer agent in the UG, either by a free exploration of the
search space or by the use of counterfactuals.1

The remainder of the chapter is structured as follows. The following section
presents a brief context about the UG and how we model values and norms in this
context. Section 3 presents both the method to estimate the relative preference
attributed to an agent’s values and norm, and the methods to reduce ambiguity on
the estimation. Section 4 presents the main results of this research and section 5
discusses these results. Finally, section 6 presents the conclusions.

5.2. Values and norms in the ultimatum game
5.2.1. Scenario: The Ultimatum Game
We simulate the behavior of the agents in the UG, first introduced by [115]. In the
UG, two players negotiate over a fixed amount of money (the ‘pie’). The proposer
demands a portion of the pie, while the remainder is offered to the responder. The
responder chooses to accept or reject this proposed split. If the responder chooses
to ‘accept’, the proposed split is implemented. If the responder chooses to ‘reject’,
both players get no money. The UG thus provides an environment where players
have to make decisions about money based on their own judgment.

The remainder of the chapter uses a version of the UG with the following
specifics:

• An experiment has 32 players: 16 proposers and 16 responders.
1The code for the simulation models, data analysis and ML algorithm is available online (see Appendix
8.3)
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• One experiment has 20 rounds. One round in the UG comprises one demand
for each proposer and one reply for each matched responder.

• The players are paired to a different player each round but do not change
roles.

• Players are anonymous to each other.

• The pie size 𝑃 is 10002.
These specifics are chosen for pragmatic reasons: the chapter uses an empirical
dataset based on these specifics [48] and builds upon a model based on these
specifics [174].

This chapter models the decision-making of humans in the UG by using values
and norms, but there have been many different approaches to it since its first ap-
pearance in [115]. One reason for its popularity is that the UG is a classical example
of where the canonical game-theoretical agent (i.e., the homo economics that only
cares about maximizing its direct own welfare) falls short. The homo economicus
only cares about its direct welfare and thus will accept any positive offer in the
UG. Humans, in contrast, reject offers as high as 40% of the pie [203]. Behavioral
economics has aimed to explain humans by incorporating learning [222], reputa-
tion [87] or other-regarding preferences. Recently, [174] used values and norms to
explain UG behavior. Using a series of agent-based simulation experiments, [174]
showed that the model produces aggregate behavior that falls within the 95% confi-
dence interval wherein human behavior lies more often than the other tested agent
models (e.g., a learning homo economicus model). Moreover, the model uses con-
cepts that humans use in their explanations. Thus because the model has been
shown to reproduce human behavior and uses explainable concepts, the model of
[174] provides a starting point to estimate preference towards human values and
norms for value alignment.

5.2.2. Simulated Human agent (SHA)
The simulated human agent (SHA) represents the human in the UG whose values
and norms we aim to estimate. The model for the SHA is based on the value-based
model and norm-based model presented in [174]. These models focus on the
aggregate properties that emerge from pairing these agents in the UG. However,
this chapter focuses on estimating relative preference towards values and norms
of individual agents. Therefore, we are interested in an agent model where one
agent uses both values and norms. The remainder of this section presents the SHA
model in three parts: the value-based agent (from [174]), the norm-based agent
(extension of [174]) and an agent that uses both values and norms (new).

Value-Based Agent
The value-based agent uses the importance an agent attributes to its values to de-
termine what an agent (based on its values) should demand. [174] focuses on two
2For ease of presentation, we chose ኻኺኺኺ with no monetary unit to the pie size. Empirical work [203]
shows that the effect of the pie size is relatively small.
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values that are relevant in the UG: wealth and fairness and define 𝑑𝑖ፚ as the differ-
ence in importance an agent attributes to wealth versus fairness. Based on research
by [229] and data on the UG [48], they then state a number of requirements for a
function (see [174] for more details). First, they assume a (perfect) negative cor-
relation between wealth and fairness. Second, valuing wealth is defined as wanting
more money. Third, valuing fairness is defined as wanting an equal split of the pie.
Fourth, agents should differ in how much money they demand, but not demand
below 0.5P. The functions that map 𝑑𝑖ፚ to the demand 𝑑 ∈ {0...𝑃} ⊂ ℤ are given by

𝑣𝑎𝑙𝑢𝑒𝐷𝑒𝑚𝑎𝑛𝑑(𝑑𝑖ፚ) = argmax
፝∈{ኺ...ፏ}⊂ℤ

𝑢(𝑑, 𝑑𝑖ፚ , 𝑃) (5.1)

and

𝑢(𝑑, 𝑑𝑖ፚ , 𝑃) = −
1.0 + 0.5𝑑𝑖ፚ

፝
ፏ + 0.5

− 1.0 − 0.5𝑑𝑖ፚ
|ኺ.ፏዅ፝|
ኺ.ፏ + 0.5

(5.2)

The agent thus calculates the utility for each demand 𝑑 and returns the demand with
the maximum utility. [174] shows these functions fulfill the stated requirements. By
using (5.1) and (5.2), we enable our agent to choose a demand following theories
on values [229] and [48] empirical results on the UG.

Norm-Based Agent
The norm-based agent uses the replies it observes from the other agent to deter-
mine what an agent (based on its norms) should demand. [174] follows theories
by [53] and [90] and states that a norm exists for a particular person when that
person perceives most other people do or expect it. [174] provides a translation
from this definition to a model for the UG. In the UG, the proposer cannot see what
other proposers do, because the proposer is only paired with responders. There-
fore, the proposer uses the responses of the responder to form an idea of what
is expected (i.e., the norm). [174] provides the following function to map the ob-
served responses (𝑂𝑅ፚ፤) seen by agent 𝑎 up to the current round 𝑘 to a demand
𝑑 ∈ {0...𝑃} ⊂ ℤ,

𝑛𝑜𝑟𝑚𝐷𝑒𝑚𝑎𝑛𝑑(𝑂𝑅ፚ፤) =
min
፝∈ፑፃᑒᑜ

𝑑 + max
፝∈ፀፃᑒᑜ

𝑑

2 (5.3)

where 𝑅𝐷ፚ፤ ⊂ 𝑂𝑅ፚ፤ is the set of demands that the proposer 𝑎 has seen rejected
and 𝐴𝐷ፚ፤ ⊂ 𝑂𝑅ፚ፤ is the set of demands that the proposer 𝑎 has seen accepted.
The function thus uses two indicators to estimate the norm: the minimum of the
rejected demands (𝑅𝐷ፚ፤) and the maximum of the accepted demands (𝐴𝐷ፚ፤). The
rejection of a given demand indicates that the demand is higher than expected,
thus the norm is lower than the minimum rejected demand. The acceptance of a
given demand indicates that the demand is lower than expected (or perfect), thus
the norm is higher (or equal) to the accepted demand. Equation (5.3) determines
the norm as the average of these two indicators. By using (5.3), we enable our
agent to choose a demand following [53] and [90] theories on norms.
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We extend the model provided by [174] to specify normDemand(𝑂𝑅ፚ፤) for three
edge cases: a case where there are no observed responses (𝑂𝑅ፚ፤ = ∅), a case with
only observed rejections (𝑅𝐷ፚ፤ = 𝑂𝑅ፚ፤), and a case with only observed accepts
(𝐴𝐷ፚ፤ = 𝑂𝑅ፚ፤):

• 𝑂𝑅ፚ፤ = ∅ → normDemand(𝑂𝑅ፚ፤) is drawn from the normal distribution
𝑁(561.8, 123.9), which is the normal distribution human demands follows3.

• 𝑅𝐷ፚ፤ = 𝑂𝑅ፚ፤ → the agent averages between the minimum reject and half
the pie (( min

፝∈ፑፃᑒᑜ
𝑑 + 0.5𝑃)/2).

• 𝐴𝐷ፚ፤ = 𝑂𝑅ፚ፤ → the agent averages between the maximum accept and the
full pie (( max

፝∈ፀፃᑒᑜ
𝑑 + 𝑃)/2)).

In [174], the agent determines a randomized demand as the norm in all these
cases. By specifying these edge cases, we improve the SHA model aiming to better
represent human behavior.

Agent with Values and Norms
This chapter combines the value-based agent and the norm-based agent to model
an agent that uses both values and norms. Values and norms are decision-making
concepts the agent uses to decide what action is good and what action is bad [184].
[61] used values as more abstract ideals and norms as the more concrete context-
dependent rules that follow from these ideals. Norms follow from values, but when
agents copy the norms (but not values) from other agents the two can conflict. For
example, one copies working over-hours although this is in conflict with it’s own
values. This chapter presents a model where an agent uses a weight (𝑣𝑤ፚ) to
combine the best action based on values and the best action based on norms into
the best action based on both values and norms.

For a proposer an action is defined as a demand 𝑑 ∈ {0...𝑃} ⊂ ℤ. The demand
𝑑 for an agent 𝑎 in round 𝑘 is determined by

𝑑ፚ፤(𝑑𝑖ፚ , 𝑣𝑤ፚ , 𝑂𝑅ፚ፤) = 𝑣𝑤ፚ × 𝑣𝑎𝑙𝑢𝑒𝐷𝑒𝑚𝑎𝑛𝑑(𝑑𝑖ፚ)
+ (1 − 𝑣𝑤ፚ) × 𝑛𝑜𝑟𝑚𝐷𝑒𝑚𝑎𝑛𝑑(𝑂𝑅ፚ፤), (5.4)

where 𝑑𝑖ፚ stands for the difference in importance an agent attributes to wealth
versus the importance it attributes to fairness, 𝑣𝑤ፚ ∈ [0, 1] stands for the weight
an agent attributes to its own values (versus the weight it attributes to norms) and
𝑂𝑅ፚ፤ stands for the set of observed replies the agent has seen. Thus what an agent
demands is the result of weighting the result of two functions described in [174]:
the 𝑣𝑎𝑙𝑢𝑒𝐷𝑒𝑚𝑎𝑛𝑑(𝑑𝑖ፚ) (5.1) and the 𝑛𝑜𝑟𝑚𝐷𝑒𝑚𝑎𝑛𝑑(𝑂𝑅ፚ፤) (5.3).

The above focuses on the demands of the SHA-proposer (SHA-P), but to simulate
the UG we also need SHA-responders (SHA-R). The SHA-R is defined the same
3The norm that is drawn from the normal distribution is not used as input for the norm in subsequent
rounds (i.e., the agent does not memorize it).
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way as to the proposer model except that it determines a threshold 𝑡 ∈ [0, 𝑃]
(instead of a demand 𝑑) and has to base its norms on a set of observed demands
(instead of observed responses). The SHA-R uses the same function as the SHA-P
(5.4) to determine the threshold. If the demand is higher than the threshold the
responder rejects it, if the demand is lower than or equal to the threshold accepts
it. The responder determines a threshold appropriate for its values analogue to the
proposer, that is, by using (5.1) and (5.2). The responder determines the norm for
the threshold by averaging over the observed demands (instead of the observed
responses). The proposed demand is thus seen as a signal from the proposer that
this is what the proposer considers ‘normal’.4 By using a threshold 𝑡 based on its
values and the norm (from observed demands), the responder uses values and
norms to reject or accept the proposed demand.

Above we presented a model that uses both values and norms using two agent-
specific variables: the difference in importance (𝑑𝑖) and the value-norm weight
(𝑣𝑤). The difference in importance specifies how much an agent values wealth
over fairness and is normally distributed over agents 𝑁(𝜇፝። , 𝜎፝።), being 𝜇፝። the
average value and 𝜎፝። the standard distribution of a normal distribution for 𝑑𝑖. The
value-norm weight specifies how much an agent weighs values over norms and
is normally distributed over agents 𝑁(𝜇፯፰ , 𝜎፯፰). Both variables are constant over
the different rounds. However, the 𝑛𝑜𝑟𝑚𝐷𝑒𝑚𝑎𝑛𝑑(𝑂𝑅ፚ፤) differs per round as the
observed replies vary. To reproduce the demands and responses humans give, the
parameters 𝜇፝።, 𝜎፝።, 𝜇፯፰ and 𝜎፯፰ need to be calibrated to the right settings.

5.2.3. Calibrating the SHA to humans
We found that 𝜇፝። = 0.5, 𝜎፝። = 0.25, 𝜇፯፰ = −0.6 and 𝜎፯፰ = 1.14 produced sim-
ulated demands and responses that are closest to the empirical data on human
demands and responses extracted from the dataset provided by [48]. This meta-
study combines the data of 6 empirical studies to create a dataset of 5950 demands
and replies made by humans in the same scenario as we describe in Section 5.2.1.
We used five performance measures for which we compared the synthetic data on
the SHA to the empirical data on real humans: average demand 𝜇፝, standard devi-
ation in demand 𝜎፝, average acceptance rate 𝜇ፚ, standard deviation in acceptance
rate 𝜎ፚ and the standard deviation in the demand solely based on values 𝜎፯፝.5 The
SHA is compared to humans on both round 1 and round 10. We used the following
procedure to find the optimal parameter settings:

1. Run simulations of the UG in Repast Simphony with different parameter set-
tings (𝜇፝። ∈ [−1, 1] and 𝜇፯፰ ∈ [0, 1]) and different random seeds (𝑟 ∈ [1, 30])
and obtain the resulting demands and acceptance rate (𝜇፝, 𝜎፝, 𝜇ፚ, 𝜎ፚ);

4To be exact, the proposed demand should be considered as what the proposer considers a ‘normal’
threshold. If it considered a higher threshold to be normal it would have demanded less, if it considered
a lower threshold normal it would have demanded more.
5The standard deviation in the demand solely based on values ᑧᑕ was added to ensure agents vary
in what values they find important (፝።ᑒ). The ᑧᑕ for humans is postulated instead of extracted from
empirical data.



5.3. Estimating relative preferences on values and norms

5

99

Table 5.1: A comparison of the distribution of demands and responses between empirical
data on humans and synthetic data on simulated human agents (SHAs) given the

parameter settings with the best fit (𝜇ᑕᑚ = 0.5, 𝜎ᑕᑚ = 0.25, 𝜇ᑧᑨ = −0.6 and 𝜎ᑧᑨ = 1.14).
Performance Measures

Round Source 𝜇፝ 𝜎፝ 𝜇ፚ 𝜎ፚ 𝜎፯፝
1 empirical (human) 561.8 128.9 0.806 0.40 128.9

synthetic (SHA) 557.9 91.1 0.876 0.29 109.2
10 empirical (human) 584.2 98.66 0.868 0.34 122.5

synthetic (SHA) 646.8 90.89 0.923 0.23 109.2

SHA-P
(Proposer)

SHA-R
(Responder)

PA

Data

Accept or reject proposal

Proposes demandAmbiguity reduction
(AR-SS or AR-C)

Estimation ;

Figure 5.1: Conceptual model.

2. For each run: average the performance measures with the same parameter
settings, but different random seeds;

3. For each parameter setting: calculate the normalized root mean square error
(NRMSE) between the simulated results and the human results;

4. Pick the parameter setting with a minimal NRMSE.

Table 5.1 compares the resulting demands and responses for the SHA (when NRMSE
is minimized) and the empirical data on human results. We interpret these results
as that our SHA can produce a distribution of demands and accepts that it is fairly
close to that of humans (NRMSE = 11.0). The remainder of the chapter uses these
parameter settings to simulate human behavior based on values and norms.

5.3. Estimating relative preferences on values and
norms

The conceptual model of the estimation process is presented in Fig. 5.1. The
Profiling Agent (PA) is responsible for estimating the relative preference of a given
SHA-P towards values and norms ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ]), and whenever necessary, interact
with the SHA-P to reduce ambiguity in the estimation.
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The problem of estimating values and norms in the context of this work is trans-
lated to the estimation of 𝑑𝑖ፚ and 𝑣𝑤ፚ, represented as [ ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ]. The estimation
of relative preferences from behavior was assessed in different ways, such as via
Inverse Reinforcement Learning (IRL) algorithms [1, 116, 158, 185] and learning
a utility function with influence diagrams [194]. In this work, we use the UG as a
simple context (two values and one norm), aiming for clarity on understanding the
conditions necessary to properly estimate the relative value and norm preference
from behavior and, whenever necessary, how to reduce ambiguity.

In the context of the UG we can perform the estimation of the relative prefer-
ences by a exhaustive search process on the estimators, according to:

[ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ] = argmin
፝።ᑒ∈[ዅኺ.ኻ;ኻ.ዃ];፯፰ᑒ∈[ኺ;ኻ]

∑፦፤ኻ |�̂�ፚ፤(𝑑𝑖ፚ , 𝑣𝑤ፚ , 𝑂𝑅ፚ፤) − 𝑑ፚ፤|
𝑘 (5.5)

where ̂𝑑ፚ፤ is calculated by (5.4), and 𝑚 represents the number of rounds from the
UG analyzed in the estimation. In short, the estimators ̂𝑑𝑖ፚ and ̂𝑣𝑤ፚ are defined
as the preference set that minimizes the deviation between the observed demand
(𝑑ፚ፤) and the demand that was calculated by an exhaustive search process ( ̂𝑑ፚ፤).
The range for 𝑑𝑖ፚ which has an effect on the demand by the SHA-P is [−0.15; 1.79].
With 𝑣𝑤ፚ ∈ [0; 1], and using a step of 0.01 to explore both variables, 19,392 eval-
uations of the fitness function are necessary for each estimation process.

5.3.1. Reducing ambiguity
Ambiguity arises whenever the number of elements of ̂𝑑𝑖ፚ and ̂𝑣𝑤ፚ is greater than
1. The PA will try to reduce this ambiguity by taking the role of the responder on the
UG. This interaction might be interpreted as an elicitation process or, in simple, the
PA will ask the SHA-P “questions”. Different ways of “asking these questions” may
produce higher or lower quality answers, and consequently a higher or lower change
in the confidence on the estimation. We will explore two different approaches to
how the PA interacts with the SHA-P. These interactions are a “side-game”, i.e.
changes in 𝑂𝑅ፚ will not, by definition, influence future actions of the SHA-P.

Ambiguity Reduction by exploring the Search Space (AR-SS)
The approach to ambiguity reduction via exploring the search space (𝐴𝑅−𝑆𝑆) poses
the following “question” to the SHA: What would your next demand be?. Based on
the demand (“answer”) provided by the SHA-P, the PA will reject or accept it to
explore the search space (Algorithm 1). This approach increases the search space,
i.e. the distribution of 𝑂𝑅ፚ in the dataset, by rejecting demands lower than rejected
before and accepting demands higher than accepted before.
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Algorithm 1: Ambiguity Reduction by exploring the Search Space (𝐴𝑅 −
𝑆𝑆)
input : ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ, 𝑚𝑎𝑥።፧፭,𝑅𝐷ፚ,𝐴𝐷ፚ,𝑂𝑅ፚ, 𝑑ፚ, 𝑘
output: ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ,𝑅𝐷ፚ,𝐴𝐷ፚ,𝑂𝑅ፚ, 𝑐𝑜𝑢𝑛𝑡

1 𝑛፬፨፥፮፭።፨፧፬ ←number of solutions ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ])
2 𝑘 ← 𝑘 + 1
3 Calculate 𝑂𝑅ፚ፤
4 𝑐𝑜𝑢𝑛𝑡 ← 0
5 while 𝑛፬፨፥፮፭።፨፧፬ > 1 AND 𝑐𝑜𝑢𝑛𝑡 < 𝑚𝑎𝑥።፧፭ do
6 Calculate �̂�ፚ፤( ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ , 𝑂𝑅ፚ፤) (5.4)
7 Include 𝑂𝑅ፚ፤ and �̂�ፚ፤ to the data set
8 Estimate [ ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ] (5.5)
9 𝑛፬፨፥፮፭።፨፧፬ ←number of solutions ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ])

10 if 𝑑ፚ፤ < 𝑚𝑖𝑛(𝑅𝐷ፚ) OR ∄ 𝑅𝐷ፚ then
11 𝑅𝐷ፚ፤ ← 𝑑ፚ፤
12 else if 𝑑ፚ፤ > 𝑚𝑎𝑥(𝐴𝐷ፚ) OR ∄ 𝐴𝐷ፚ then
13 𝐴𝐷ፚ፤ ← 𝑑ፚ፤
14 𝑘 ← 𝑘 + 1
15 Calculate 𝑂𝑅ፚ,፤
16 𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1

Ambiguity Reduction via Counterfactuals (AR-C)
Counterfactuals are mental representations of alternatives to events that have al-
ready occurred [218], frequently represented by conditional propositions related
to questions in the “what if” form. Philosophical discussion on counterfactuals has
been present for ages, including works from David Hume and John Stuart Mill [205],
and it is considered an intrinsic element of causality. People use counterfactuals
often in daily life to create alternatives to reality guided by rational principles.

Our approach to reduce ambiguity on the estimation of values and norms via
counterfactual (𝐴𝑅 − 𝐶) poses the following “question” to the SHA-P: What would
your next demand be if your opponent had accepted instead of rejected your pro-
posal on round “x”? or What would your next demand be if your opponent had
rejected instead of accepting your proposal on round “x”?. As presented in Algo-
rithm 2, the PA will ‘ask’ the ‘question’ related to the round that will lead to a broader
search space in terms of the observed social norm (𝑂𝑅ፚ).

5.4. Results
To test the methods presented in this chapter we analyzed the behavior of agents
acting as proponents (SHA-P) in 100 runs of the UG (each with 20 rounds), in
terms of precision and confidence. The first will be evaluated by the root mean
squared error (RMSE) between the observed demand (𝑑) and the estimated demand
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Algorithm 2: Ambiguity Reduction via Counterfactuals (AR-C)

input : ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ, 𝑅𝐷ፚ,𝐴𝐷ፚ,𝑂𝑅ፚ, 𝑑ፚ,𝑘
output: ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ,𝑅𝐷ፚ,𝐴𝐷ፚ,𝑂𝑅ፚ, 𝑐𝑜𝑢𝑛𝑡

1 𝑚𝑎𝑥።፧፭ ← 𝑘
2 𝑐𝑜𝑢𝑛𝑡 ← 0
3 𝑛፬፨፥፮፭።፨፧፬ ←number of solutions ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ])
4 while 𝑛፬፨፥፮፭።፨፧፬ > 1 AND 𝑐𝑜𝑢𝑛𝑡 < 𝑚𝑎𝑥።፧፭ do
5 for 𝑖 = 1 ∶ 𝑘 do
6 if ∃𝐴𝐷ፚ። (Proposal was accepted in round 𝑖) then
7 if 𝑑ፚ። < 𝑚𝑖𝑛(𝑅𝐷ፚ) OR ∄ 𝑅𝐷ፚ then
8 𝑅𝐷ፚ። ← 𝑑ፚ።
9 else if ∃𝑅𝐷ፚ። (Proposal was rejected in round 𝑖) then
10 if 𝑑ፚ። > 𝑚𝑎𝑥(𝐴𝐷ፚ) OR ∄ 𝐴𝐷ፚ then
11 𝐴𝐷ፚ። ← 𝑑ፚ።
12 Calculate 𝑂𝑅ፚ።
13 𝑠𝑐𝑜𝑟𝑒። ← 𝑚𝑖𝑛(|𝑂𝑅ፚ። − 𝑂𝑅ፚ|)
14 𝑘 ← 𝑘 + 1
15 𝑂𝑅ፚ፤ ← 𝑂𝑅ፚ፳, where 𝑧 is the iteration where 𝑠𝑐𝑜𝑟𝑒 is maximum
16 Calculate �̂�ፚ፤( ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ , 𝑂𝑅ፚ፤) (5.4)
17 Include 𝑂𝑅ፚ፤ and 𝑑፧፞፰ to the data set
18 Estimate [ ̂𝑑𝑖ፚ, ̂𝑣𝑤ፚ] (5.5)
19 𝑛፬፨፥፮፭።፨፧፬ ←number of solutions ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ])
20 𝑐𝑜𝑢𝑛𝑡 ← 𝑐𝑜𝑢𝑛𝑡 + 1

(�̂�), while the latter by the number of elements in [ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ]. A small number
of elements represent high confidence (low ambiguity), while a large number of
solutions represent low confidence (high ambiguity). It is guaranteed the number of
elements of [ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ] is greater than zero, since we perform an exhaustive search
in the complete range of 𝑑𝑖ፚ and 𝑣𝑤ፚ. With these results, we aim to analyze the
conditions under which the proposed methods can estimate preferences on values
and norms in a precise and confident manner.

5.4.1. Estimation of values and norms
The precision in the estimation increased with the number of rounds used, given
that an estimation is made by observing at least four rounds (Fig. 5.2. (a)). Using
less than four rounds the estimated values and norms ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ]) predicted a
demand (�̂�) that is very close to the real demand6, but most of these estimations
will not be able to generalize among other contexts (i.e. other observed response
6Given the deterministic model of the SHA, it might be expected that the RMSE should tend to zero. This
is not the case because [፝, ፯ፚ፥፮፞ፃ፞፦ፚ፧፝, ፧፨፫፦ፃ፞፦ፚ፧፝] ∈ ℤ, and therefore a rounding operator
is used.
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Figure 5.2: (a) Precision of the estimation process. (b) Percentage of unique solutions for
the estimation process.

- 𝑂𝑅ፚ).
When considering between one and four rounds the estimations were ambigu-

ous: on average 69.2 different sets of estimations led to the same demand (Fig.
5.2. (b)). Nevertheless, the confidence in the estimation increased with the number
of rounds used. The steep curve reaching round four appears in both figures, show-
ing a correlation between this initial precision in the estimation of the demand with
the ambiguity on estimating preferences toward values and norms. Even with an
increasing number of rounds observed, the percentual of unique solutions reached
an average of only ca. 60%. These different estimations may lead to undesired
properties of an agent that wants to act on behalf of the true values and norms of
a given person.

5.4.2. Reducing ambiguity
Both proposed methods were able to increase confidence in the estimation of pref-
erences on values and norms ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ]). Comparing Fig. 5.3. (a) with Fig. 5.2.
(a), the RMSE between the calculated and observed demand are slightly higher, but
still may be considered adequate in absolute values, given that 𝑑 ∈ {0...1000} ⊂ ℤ.

The methods 𝐴𝑅 − 𝑆𝑆 and 𝐴𝑅 − 𝐶 did not increase confidence in the same
manner, differing in their applicability. While 𝐴𝑅−𝑆𝑆 was able to reach estimations
with less ambiguity than 𝐴𝑅 − 𝐶 (Fig. 5.3. (b)), it required in average of 4.9
more interactions with the user (Fig. 5.3. (c))7. In 33.2% of the cases where the
estimation was ambiguous, 𝐴𝑅 − 𝑆𝑆 could provide a unique solution, while 𝐴𝑅 − 𝐶
provided it for 27.2% of the cases. Considering both the confidence and the number
of interactions needed, 𝐴𝑅−𝐶 increased the number of unique solutions by 16.5%
per interaction with the SHA-P, while 𝐴𝑅 − 𝑆𝑆 increased it by 4.1% per interaction.

Table 5.2 summarizes the results when the estimation is performed using 10
rounds of observed data. We can see that precision varied only slightly, but the
7The x-axis in Fig. 5.3 relates to the number of rounds used during the initial estimation process,
described in section 5.4.1. The additional number of interactions performed by each method to improve
the confidence in the estimations is not included in the x-axis but presented in Fig. 5.3. (c).
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Figure 5.3: Reducing ambiguity: (a) Precision; (b) Unique solutions; (c) Number of
interactions made for reducing ambiguity.

Table 5.2: Summary of the results for the estimation using 10 rounds, and for the
subsequent ambiguity reduction methods.

Standard deviation

Method Precision % Unique Rounds on AR 𝑂𝑅ፚ ̂𝑑𝑖ፚ ̂𝑣𝑤ፚ
Estimation 0.082 57.4 - 36.1 0.021 0.008
AR-SS 0.095 86.7 8.2 42.6 0.011 0.003
AR-C 0.098 83.5 1.8 45.5 0.013 0.003

confidence in the estimation increased significantly when using any of the ambiguity
reduction methods proposed. The columns related to the “Standard deviation” on
Table 5.2 provide parameters to understand the dispersion of the search space8 and
of the estimations ([ ̂𝑑𝑖ፚ , ̂𝑣𝑤ፚ]). While the search space scatters with the ambiguity
reduction methods, there is a reduction in the dispersion for the estimations. In
other words, as the search space covered by 𝑂𝑅ፚ increases, estimations become
less ambiguous (and more gathered).

5.5. Discussion
AAs must be able to estimate a human’s relative preference towards values and
norms to align their behavior with them. This is not an easy task since a different
set of preferences might lead to the same observed behavior (ambiguity problem).
[185] demonstrated that ‘normative assumptions’ are needed to estimate an agent’s
reward function (in our case, values and norms). In this work, we proposed an ABM
that uses both values and norms to account for these ‘normative assumptions’,
and methods to estimate the SHA preferences and reduce the ambiguity in these
estimations.

The first contribution, the proposed ABM, was built on previous works [161,
184], and especially [174]. We extended the ABM works to use both values and
8in our case ፎፑᑒ: given that preference to values and norms are constant, demand is defined according
to 5.4)
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norms for determining the actions of the agents. The model was calibrated to
represent human behavior from empirical data. Future works can improve this
model by specifying in more detail the use of norms and values, considering other
values than wealth and fairness, constraining behavior by using deontic operators
[174], and incorporating models that represent human bounded rationality.

The second contribution of this work was focused on understanding to what ex-
tent the proposed methods were able to estimate the relative importance attributed
to values and norms by a given agent. We show that even when considering ‘nor-
mative’ assumptions, represented by the PA’s knowledge of the decision-making
process of the SHA in a relatively simple context (the UG), ambiguity may still be
present on estimating preferences for value alignment. To ignore this ambiguity
might lead to great regret and unethical actions.

In the experiment performed we observed two general conditions under which
an estimation of the preferences was possible, namely: heterogeneity on the ob-
servations and a sufficient number of observations. When observing at least four
rounds of the UG, only 50 to 60% of the estimations were unambiguous. We
proposed two methods for reducing ambiguity: one via exploring the search space
(𝐴𝑅 − 𝑆𝑆) and one using counterfactuals (𝐴𝑅 − 𝐶). The first approach, 𝐴𝑅 − 𝑆𝑆,
interacts with the SHA-P considering the last observed norm (𝑂𝑅ፚ፤), which might
be suitable for interacting with people in the real world due to the influence of
short-term memory on decision making [63]. The latter approach, 𝐴𝑅 − 𝐶, uses
counterfactuals, which are a part of causal reasoning. The results presented in the
previous section show that targeting “imaginative” scenarios related to a specific
round of the UG significantly increase the efficiency of the process. Nevertheless,
it might be very demanding for a person to be able to go through this thought
imaginary process and remind the precise social norm at a specific point in time.
We can conclude that the 𝐴𝑅 − 𝑆𝑆 method is more suitable where there are no
restrictions regarding the number of interactions with the user, while 𝐴𝑅 − 𝐶 can
improve confidence in situations where a limited number of interactions is desired.

Both methods act with the assumption that the only way the PA can interact
with the SHA is by taking the role of the responder in the UG. Going beyond this
assumption, we also evaluated a different approach: the PA can directly define a
value for the social norm (𝑂𝑅ፚ፤). If we consider 𝑂𝑅ፚ ∈ [0; 1000], the ambiguity
was almost eliminated: 97% of unique solutions on average, considering up to 20
interactions. If we consider a more realistic assumption 𝑂𝑅ፚ፤ ∈ [500; 1000] the
results were, in terms of the percentage of unique solutions, between the levels
found by 𝐴𝑅−𝑆𝑆 and 𝐴𝑅−𝐶 when using less than 6 rounds for training, and slightly
better than 𝐴𝑅 − 𝑆𝑆 when using 6 or more rounds. Future works can evaluate this
hypothesis. We suggest that such experiments be done either considering improved
models of human memory and cognition process or in laboratory settings.

The limitations of this work include the impossibility of directly generalizing the
findings and methods to other contexts, the assumption that values are stable, and
the lack of testing of the approach with humans in realistic settings as well as in
more complex settings.
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5.6. Conclusion
This chapter aimed to investigate to what extent an AA might be able to estimate
the relative preferences attribute to human values and norms, including methods
to reduce ambiguity. Insight into the use of models to support the estimation
of values and norms was obtained during the discussions, mainly the need for
heterogeneity on the observations and also ways to reduce ambiguity. Especially
the use of counterfactuals via the 𝐴𝑅 − 𝐶 approach showed it can be of great
value in terms of a trade-off between increasing efficiency and avoiding excessive
interactions/questions with humans. We showed that even in a simple context,
considering models that represent values and norms (‘normative assumptions’),
and using a exhaustive search process, ambiguity cannot be easily be avoided in
estimation of preference on values and norms. To ignore this ambiguity might lead
to great regret and misalignment between machine behavior and human values and
norms.
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Identifying Social Bottlenecks

in Hospitals: Modelling the
Social Practices of an

Emergency Room

You see, in many of the organizations I’ve worked with, people can’t talk
about their feelings. Nobody cares about what you feel and need. It’s all
about production. But when you don’t express your feelings and needs,
when you just keep going into intellectual discussions, you end up using
your time unproductively by not getting down to the root of the problem.

Speak Peace in a World of Conflict, Marshall B. Rosenberg

This chapter has been published as R. Mercuur, J. B. Larsen, and V. Dignum, “Modelling the social
practices of an emergency room to ensure staff and patient wellbeing,” Belgian/Netherlands Artif. Intell.
Conf., pp. 133–147, 2018 [173].
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6.1. Introduction
A better understanding of the impact of activities in an emergency room (ER) on
patients and staff would improve the wellbeing for both of them [162]. A decision
support tool that has knowledge about ongoing activities could assist ER manage-
ment in directing interventions by identifying what activities take place, what causes
them to take place and who are typically involved in the activities. An ER is a com-
plex social multi-agent system, where staff members should understand the needs
of patients, what their colleagues expect of them and how the treatment normally
goes about [241]. Focussing on this social dimension in these decision support
tools could increase their realism [196] and therefore their potential in giving help-
ful insights into the domain.

So far ER models have mainly focussed on the patient flow, but not the interac-
tion of the staff. An ER is modelled from a control flow perspective based on explicit
regulations and clinical guidelines [219]. This is useful to identify possible process
bottlenecks, but offers little insight into their social causes. A possible cause for
the lack of sociality in decision support tools for ER might be that there is no formal
model that expresses this social dimension.

To use a formal reasoner to identify social bottlenecks three steps are involved
(1) fairly representing the social dimension of an ER in a model (2) formalizing the
model and using a formal reasoner to check if the model satisfies certain properties
(3) translating these results back to interventions in the real world ER. This chapter
focusses on the second step by defining a precise, unambiguous and consistent
semantics to support decision support tools. In particular, we aim to give a basis for
formal reasoners that can infer helpful new social knowledge about an ER. Building
upon [77, 214, 235], we use social practices to capture the social dimension of a
system. The social practices in a system are the routinised actions that are (to
some extent) similar for all agents such as, diagnosing or treating the patient. We
use the Web Ontology Language (OWL) [28, 118, 129, 261], based on Description
Logic, and the Protégé tool to formalize a social practice meta-model and apply it
to the ER domain. This results in a formal ontology that includes a social practice
meta-model and a domain specific ER model that can be used for decision support
tools. We demonstrate, with data based on a visit to Herlev Hospital in Denmark,
that we can express and verify whether a number of social properties that one could
desire of an ER holds true in our model. We thus provide a descriptive model of
an ER and not a prescriptive model of how an ER should be run. This serves as a
proof of concept to show that our formalization can be used to infer helpful new
knowledge about a system. These results serve not only as a first step to better
decision support tools for ER, but also serves as an example for formalizing the
social dimension of other multi-agent systems.

Section 2 presents some background knowledge on social practices. Section 6.3
introduces the social dimension of the ER domain, its empirical grounding, and lists
a number of exemplary social properties one could desire of an ER. Section 6.4 for-
malizes the social practice meta-model and our ER use case. Section 6.5 formalizes
the earlier stated social properties and uses a formal reasoner to verify them (i.e.,
infer new knowledge about the system.) We end the chapter by showing how our
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formalization is unique in this ability to capture social properties by comparing it to
other agent meta-models.

6.2. Background
The concept of social practices stems from sociology, and aims to depict people’s
‘doings and sayings’ [227, p. 86], such as dining, commuting and greeting. [235]
recently revived the concept for its ability to highlight that our actions can be cap-
tured in routines that are similar for many people. For example, doctors and nurses
follow similar routines in treating a patient. [77] proposed to use social practices to
capture the social dimension of agent decision-making. They connected the con-
cept to more standard agent concepts, such as actions, plans and norms. This
section introduces a meta-model for a social practice agent that is expressed in the
Unified Modelling Language (UML). The remainder of this chapter focuses on the
formalization of this UML-diagram in OWL. This formalization provides an unam-
biguous basis for decision support tools in social systems such as the ER. Future
work will focus on how the UML-diagram is grounded in the social practice literature
and the justification of the model choices.

Figure 6.1 shows the social practice meta-model in a UML-diagram [223]. The
main classes for a social practice model are activities (e.g., diagnosing, assign
team), agents (e.g., nurses, doctors), competences (e.g., perform triage, man-
aging team), context elements (e.g., phone, bed, triage room, other nurses) and
values. Values here refer to human values, that is, ‘what one finds important in life’
[209], such as health or education. The social practice is an interconnection of (1)
activities and (2) related associations as depicted by the grey box in Figure 6.1. For
example, the social practice of acute treatment consists of several activities, such
as assigning teams or performing triage. Figure 6.2 shows all the activities that the
social practice of acute treatment comprises. Section 6.3 will further explain what
these mean, for now it is important to understand the structure of this activity tree.
Shallow nodes are more abstract activities (e.g., assign to team) and deeper nodes
are more concrete ones (e.g., inform patient).1 The type of an activity (respectively,
AbstractAction and Action) is captured in the type attribute in the UML. The
social practice connects these different activities with the Implementation asso-
ciation. If activity 𝐴 implements activity 𝐵 this means that 𝐴 is a way of or a part
of doing 𝐵.

Implementation is the first of several activity-associations specified in Table 6.1.
Most associations are fairly self-explanatory, however the Trigger and Strat-
egy association are a bit more complex. Following [267], triggers are the basis
for habitual behaviour. If an agent is near a context element that has a trigger
association with an activity, then it will do that activity automatically (without for
example considering its values). Following [53], strategies are the basis for ex-
pectation about the actions of others. If an agent believes that (the personal part
of) activity 𝐴 is a strategy for activity 𝐵, then it believes that other agents usually
1Note that what is considers a concrete activity is a modelling choice that differs per study. The choices
made here are a proof of concept that need to be extended based on the purpose of the study and
domain-specific empirical data.
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implement activity 𝐵 by doing activity 𝐴. Fundamental to social practices are that
many of these activity associations are similar (or: shared) for most agents. Section
6.4.2 will explain how we capture this similarity in the model.

Table 6.1: The associations attached to an activity and their specification.
Association Specification
Implementation which activities are a way of or a part of doing the activity
Affordance which context elements are needed to do the activity
RequiredCompetence which competences are needed to do the activity
Belief which activities an agent has beliefs about
RelatedValue which values are promoted or demoted by the activity
Trigger which context elements habitually start the activity
Strategy which activities usually implement the activity

The agent furthermore has two associations, which plays a role in choosing
the activities it will do: HasCompetence and HasValue. The HasCompetence
association links possible skills to the agent who masters those. The HasValue
association captures if an agent finds that value important.

6.3. ER Use Case
6.3.1. ER Description
An ER acts as the entry point for most hospitals and a wide variety of patients arrive
there on short notice. The purpose of an ER is to provide immediate treatment for
the patient and identify the further course of action. The general process of patient
treatment can be seen as consisting of the following phases:

1. Contact ER: The secretary registers the patient who contacts the ER depart-
ment.

2. Triage: A nurse performs triage on the patient in order to identify how urgent
or life critical the patient is.

3. Tests: Doctors and nurses perform tests on the patients.

4. Diagnosis: Doctors give a (partial) diagnosis and perform treatment.

5. Plan: Doctors, together with the patient, establish a plan for further course
of action.

Staff members thus comprise doctors, nurses, but also persons who are in charge
of administrative tasks and of being in contact with patients. In some cases, an
ER also serves as a learning facility for healthcare staff in training. It is common
to have trainees participate in the treatment to get work experience as part of
their education. Some trainees may have enough experience to carry out tasks by
themselves, while others must be accompanied by more experienced staff.

The staff thus needs to cooperate and coordinate their actions, while being
flexible enough to handle a wide range of patients. This means that staff members
should understand the needs of other staff members and have an idea of what
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guides their actions. A staff member should be aware of the culture of the organi-
zation by understanding what is important and how things normally go about. He
or she needs to know what is expected of him and what not. All of this facilitates
the teamwork that is needed for a properly running an ER. As should be evident
from the above description, social interaction is an important part of an ER, which
makes it an interesting domain to apply social practices.

6.3.2. Empirical Grounding
The ER description is partially based on observations from a half-day tour at the ER
department at Herlev Hospital in Denmark. The tour was led by head nurses from
the department and consisted of a visit to the main reception, the trauma reception,
and the areas of the three specialist teams of the ER department. During the tour
the head nurses explained the rooms in the department, the organization, general
work procedures, and how a typical work day went like. After the tour we observed
some of the staff members in the specialist teams for a few hours, asking a few
questions whenever possible. During the visit several staff members relayed some
personal views on their work, including what they considered important in doing it.
Note that to our knowledge there are no empirical studies of the social practices in
an ER (e.g., [6, 23, 264] only provide high-level analytical statements), therefore
our work is based on observations from this half-day tour. To go beyond the proof
of concept presented in this chapter a more extensive empirical study is needed.

Summary of relevant observations
The general attitude in the ER department is geared towards being flexible and
accommodating the needs of the patients. The established patient treatment pro-
cedures and task distributions are suitable for the treatment of most patients. How-
ever, the staff is open towards making adjustments if they believe the adjustments
can help. The following list comprises some examples of social intelligence we
observed:

• Sending samples to analysis is supposed to be done by nurses, but because
many patients required attention, the head nurse helped with sending samples
to analysis to give the nurses more time to attending patients.

• The secretary is supposed to receive patient transports but the head nurse
helped out with this as well sometimes, leaving a note that the secretary
would later then register in the system.

• In the middle of the staff room there was a box with current tasks. Nurse
students carried out some of the tasks under supervision of nurses who as-
signed the tasks to the students. When the number of tasks had grown large,
the head nurse called one of the other head nurses to ask if they could help
with some of the tasks.

• The secretary assisted with attending patients to the extent possible.
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6.3.3. Desirable Social Properties
To evaluate if we can indeed express and reason about the social dimension of the
ER, we state a number of concrete social properties one could desire, which reflects
some of the observations we made during the tour:

1. The staff understand the needs of the patients.

2. A head nurse can cover some of the necessary tasks of the secretary.

3. The staff can help each other out, because they know the equipment the
others need.

4. Nurses should follow directions from the head nurse.

5. The length of stay of patients is not longer than needed.

To give an idea of the scope to which our proof-of-concept can be generalized
we aimed at a diverse set that relates to both patient and staff, both ambiguous
and unambiguous and general and domain-specific statements. To make claims
about how well our model could capture any social property lies outside the scope
of this chapter. Section 6.5 shows that we can express the first three complex social
statements with our formalization and verify their truth using a formal reasoner.

6.3.4. Social Building Blocks
The core of the ER model will be the activity tree that consists of instantiations of
the Activity class and the Implementation relation between them (see Figure
6.2). The activity tree roughly shows the phases of acute treatment represented
as social practice activities. The root of the tree represents the top action, the
leafs represent the actions and the nodes in between represent abstract actions. It
breaks the Acute Treatment activity down into more concrete activities to match the
phases of patient treatment in ER. Note that the activity tree includes administrative
activities such as assigning a patient to a specialized team within ER. We have
included administrative activities to show how social practices can provide insight
into these activities as well as activities that involve the patient.

The ontology is based on this activity tree, but also provides more details of
social practices in line with the UML of Figure 6.1. Table 6.2 provides an overview
of agents, values and competences in the ER case. We only consider a small number
of values and competences from the use case in order to make it clear how they
are represented and reasoned with.

6.4. Formalization
6.4.1. Meta Model
This subsection explains how the social practice meta-model described in Section
6.2 is formally captured in the Protégé tool. This comprises (1) translating UML
concepts into equivalent assertions in the OWL syntax, (2) solving ambiguity and
(3) making additional assertions that could not be captured in the UML syntax. The
full formalization expressed in OWL can be found on GitHub (see Appendix 8.3).
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Table 6.2: Overview of agents, the values they adhere to and their competences.

Agent Values Competences

Patient Health Feedback
Secretary Prof. IT
Head nurse Prof., Educ. IT, team
Nurse Prof. Triage, social

Exp. Trainee Educ. Triage, social
New Trainee Educ. Social
Doctor Prof. Medical

Class Hierarchy
The UML classes can be translated one to one to OWL classes. However, we also
need to specify the relation between classes. We can specify that an individual can
not be a member of two different classes with the disjoint class axiom. Note that
the Agent class and the ContextElement class are not disjoint. The UML shows
this with the generalization arrow that goes from Agent to ContextElement.
Following [22] such an association can be captured in OWL with the subclass ax-
iom.2 In addition, we choose to capture the different activity types (i.e., Action,
AbstractAction and TopAction) and different context elements (i.e., Agent,
Resource, Place) as separate classes instead of attributes. This choice fits well
with the notion of classes and avoids introducing an auxiliary typing scheme just
for activities. This thus introduces three new disjoint classes (Action, Abstrac-
tAction and TopAction), which are all subclasses of the Activity class. This
class correspondence can be captured in the ‘disjoint union of’ axiom.

Class Associations
Each association is translated to an object property in OWL (except for the earlier
discussed ‘generalization’). Object properties are defined by which two classes
they connect (called respectively domain and range). We want to highlight a few
interesting modelling choices. First, given the open world assumption of OWL3,
we do not need to explicitly assert statements in OWL about the possibility of any
number of associations (like is done in UML with the ‘0...*’ symbol). However, the
‘1’ multiplicity, that restricts the amount of classes does need to be asserted. We
simply capture this in an object property cardinality restriction. These restrictions
are not expressed as isolated statements, but instead as a restriction on a class. For
example, we restrict the SharedPart class by saying it is a subclass of all entities
that implement exactly one activity. Second, some of the associations in the UML
have attributes. Given that OWL supports the notion of a subproperty, we capture
these attributes in the ’disjoint union of’ axiom (analogue to the type attribute of
the Activity class).
2For present purposes this suffices but for other OWL extensions some care should be taken in distin-
guishing subclasses, subtypes and the is-a relation.
3The OWL reasoner assumes that as long as we do not explicitly state something not to be the case, it
is possible.
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Complex Rules
Using SWRL4 we can assert a number of propositions that correspond to the seman-
tics of social practices, but could not be expressed in UML. Not only are these SWRL
rules crucial to making inferences about social properties, they also depict new in-
sights we gained due to formalizing the UML in the OWL language. First, it allows
us to assert several propositions regarding the relation of Action, Abstract-
Action and TopAction. Top actions are defined as activities that implement
nothing, whereas actions are defined as activities that are implemented by nothing.
Lastly, abstract actions can be found in the middle of an activity tree, implementing
some other activities and being implemented by some other activities. Second, we
can sometimes infer that if an object property relates to one activity (e.g., af-
fordance, relatedValue, requiredCompetence), then it should also relate
to another activity. For example, if TriageExperience is a requiredCompe-
tence for Triage, then it should clearly also be a requiredCompetence for
the AssignStaff activity, as this is a part of Triage. In other words, given that
AssignStaff implements Triage it inherits some of its object properties. Not
only the competences of a parent activity are inherited, but also its related values
and affordances. For example, if the context element ER-room affords Acute-
Treatment it also affords Triage. Third, as mentioned a strategy captures which
activities usually implement an activity. To be more exact, a strategy connects the
activity 𝐴 and activity 𝐵, if an agent believes that activity 𝐴 is usually done as an
implementation of 𝐵. Thus for a strategy to exist between 𝐴 and 𝐵, 𝐴 at least has
to be an implementation of 𝐵.

6.4.2. Model
Having a formal meta-model for social practices, we use it to formalize a model for
the ER use case. The model asserts facts that are roughly based on our half-day
tour at Herlev Hospital in Denmark. In a later section, we use formal reasoning
to verify properties that follow from these assumptions. Note that to go beyond
the proof of concept presented in this chapter a more extensive empirical study is
needed.

Shared and Personal Activities
Social practices capture the social world in terms of shared activity associations.
This means agents can have the same beliefs about activities as other agents. In
our model, for example, all agents believe that the activity Triage requires the
Triage competence. However, there are also personal views on activities. For
example, a patient might believe Triage only relates to the value of Health,
while a trainee thinks it also relates to the value of Education. This is reflected
in the model by having multiple instantiations of an activity: some shared and
some personal. For example, there is one instantiation called SharedTriage,
which all agents believe. Shared associations such as that the Triage activity
requires the Triage competence are associated to this instantiation. There is also
an instantiation called TraineeTriage, which is only believed by trainees. The
4SWRL is a language for extending an OWL ontology with Horn-like rules [129].



6.5. Formalization & Evaluation of Properties

6

115

personal view that the value of Education is associated with Triage is attached
to this instantiation. The fact that agents can assume some beliefs are similar for
other agents is what makes it that we can infer social knowledge (as we will show
in Section 6.5) and is what makes our ontology a unique tool (as we will discuss in
Section 6.6).

Activity Tree
The parts of the meta-model that constitute the activity tree are the classes Ac-
tivity, TopAction, AbstractAction, Action, and SharedPart, and the
object properties implementationPartOf and implementationAllOf. We
translate each box in the activity tree into the corresponding activity so that the
root is an individual of TopAction, the leaves are individuals of Action, and all
other boxes are individuals of AbstractAction. Initially we create one shared
activity for each box, and later we create personal activities for the agents.

Agents and Strategies
The agents represent persons in an ER such as a nurse or a patient. For each agent
we define a named individual of the Agent class. We assert that these agents
know about an activity using the belief object property. In addition, we use the
strategy object property to assert which activities agents believe as common
ways of doing things.

Competences, Values and Context Elements
For each activity, we assert agent competences that are required for that activ-
ity, and which agents own those competences. For example, we assert that it is
commonly believed that triage requires triaging competences by asserting Triage
as a required competence of SharedTriage. We then assert that a nurse has
the triage competence by using the HasCompetence object property. We also
assert values that the agents adhere to and associate with the different activities.
For example, we assert that it is commonly believed that triage promotes health,
by asserting Health as a promoted value of Triage. Finally, we assert context
elements that affords activities taking place, and which can trigger habits of some
of the agents. For example, we assert that the ER facility affords contacting ER by
asserting that ER is an affordance of SharedContact_ER and that taking contact
in the ER is a habit of the patient by asserting it a trigger of PatientContact_ER.

6.5. Formalization & Evaluation of Properties
This section first formalizes the properties introduced in Section 6.3.3. The formal-
ization follows three steps (1) expressing the statement in the more precise social
practice terminology, (2) rephrasing it into a query and (3) rewriting it in the formal
SPARQL syntax. We need to rephrase the properties into queries as Protégé can
not evaluate the truth of a proposition, but rather gives back the lists of individu-
als that satisfy the query. In addition, this sections aims to verify the truth of the
propositions, by evaluating what the query returns. We aim to demonstrate that
our formalization allows us to reason about knowledge we did not assert. We leave
claims about actual specific ER departments for future work.
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Property 1 We make the property more precise by specifying what it means to
‘need’ and what it means to ‘understand’. We specify the ‘needs’ of a patient as
those context elements and competences that are required for (or afford) those
activities the patient finds important. Important activities are those that promote
values the patient adheres to. We translate ‘understanding’ something to having
beliefs about something. In this case, the staff thus needs to have beliefs about
certain competences and context elements that are important to the patient. Note
that if in our formalism an agent have beliefs about an activity, this implies it believes
the related competences and affordances. We can thus specify this property as ‘All
the activities that a patient believes promote values that are adhered to by the
(same) patient, the staff have beliefs about’. We can query which agents have
beliefs about the values that are important to the patient and check to what extent
the staff members are part of this list.

SELECT ?agent ? va lue ? a c t i v i t y
WHERE {

?agent a : b e l i e f ? a c t i v i t y .
a : Pa t i en t a : HasValue ? va lue .
? a c t i v i t y a : promotedValue ? va lue }

The formal reasoner returns a list of important activities and agents that have be-
liefs about these activities. In our proof of concept, we find that for every activity
important to the patient, there is at least one staff member that has beliefs about
this activity. However, not all the staff members have beliefs about the needs of the
patient. For example, contacting the ER department is important for the patient,
because it promotes the patient’s health. One of the needs of the patient is thus
the context element ‘phone’ that affords contacting the ER department. However,
the formal reasoner shows that in our use case only the overall head nurse is aware
of this.

Property 2 We make the property more precise by specifying what ‘can cover’
,‘necessary tasks’ and ‘tasks of the secretary’ mean. We specify the ‘tasks of the
secretary’ as those tasks the secretary can be triggered to do (i.e., that she does
habitually). ‘Necessary tasks’ are those tasks that the head nurse believes are
strategies, that is, those tasks she believes others usually do and are expected.
Being able to cover those tasks then means that the head nurse has competences
that are required to do those tasks. One can thus interpret this property as ‘A head
nurse has the required competences to do the activities that are strategies for her
and that can be triggered for the secretary.’ We can query which agents have the
required competences for such activities.

SELECT ?agent ? sha r edAc t i v i t y ?competence
WHERE {
a : Secre ta ry a : b e l i e f ? p e r s on a l A c t i v i t y .
? p e r s o na l A c t i v i t y a : t r i g g e r ? contextElement .
a : Secre ta ry a : b e l i e f ? s ha r edAc t i v i t y .
? s ha r edAc t i v i t y a : requiredCompetence ?competence .
a : Secre ta ry a : hasCompetence ?competence .
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?agent a : b e l i e f ? s ha r edAc t i v i t y .
? agent a : hasCompetence ?competence . }

The formal reasoner returns the overall head nurse, but not the team head
nurse. The property is thus false in the sense that not all the head nurses can
cover for the secretary. The secretary usually contacts the ER, but although the
team head nurse believes this is necessary she does not have the competence to
do it herself.

Property 3 We make the property more precise by specifying ‘needing equip-
ment’ and ‘can help each other other out’. Here ‘need’ means that one requires
certain resources to do the actions they usually do. One way to ‘help each other
out’ can be to usually do actions that do not use the same resource, so that it is
free to use for the other. One can thus interpret this property as ‘The staff usually
does actions that are afforded by different resources than the actions they believe
others usually do.’ To specify this into a query, we query if someone actually does
use a resource that is needed by others. If the query returns nothing, we know our
original property is satisfied.

SELECT ? staffmember ? pe r sona lA c t i v i t y IDo ? sharedAct i v i t yOthersDo
? resource

WHERE {
? staffmember a : b e l i e f ? pe r sona lA c t i v i t y IDo .
? staffmember a : b e l i e f ? sharedViewOnAct iv i tyIDo
? staffmember a : b e l i e f ? pe r sona lAc t i v i t yOthe r sDo
? staffmember a : b e l i e f ? sharedAct i v i t yOthersDo

? persona lAc t i v i t yOthe r sDo a : s t r a tegy ? p a r e n t A c t i v i t y .
? sharedAct i v i t yOthersDo a : af fordance ? resource .
? pe r sona lA c t i v i t y IDo a : t r i g g e r ? something .
? sha redAc t i v i t y IDo a : af fordance ? resource .

FILTER (? staffmember != a : Pa t i en t )
FILTER (? myAc t i v i t y != ? o t h e r s A c t i v i t y ) }

The first part of the query sets up two activities on which an agent has a personal
and shared view. The second part specifies that one of those activities is a strategy
(i.e., something others usually do) and the other one a trigger (i.e., something the
staff member usually does). It then queries if a resource is used for both of these
activities. The third part specifies that staff members are not patients and that
the activities should be different. When the activities are the same the agents are
namely cooperating using the same resource to do the same activity. The query
indeed returns nothing, showing that our staff members help each other out using
their knowledge of what equipment the others need.

Property 4 and 5 These properties can not be expressed in our formalism. Prop-
erty 4 has a deontic flavour, that is, what one should do. Our formalism express
strategies, that is, what one usually does. It does not capture that there is a conse-
quence of not adhering to the norm. In future work, we could research if the gained
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expressibility by a deontic extension of our formalism is worth the extra complex-
ity. Property 5 mentions the length of stay, which is a common key performance
indicator in operational research literature on optimizing patient flows in hospital
departments. To express anything about how long the length of stay is we would
need to formalize the dynamic parts of social practices. However our formalization
is limited to reasoning about the static structure and so we are not able to express
this property in the current terminology.

6.6. Related Work
Our work is related to other ontologies (or high-level descriptions) of agents that
aim to capture sociality for social analysis. This section aims to explain that our
social practice formalization is unique in its richness of expressing the social world.
It expresses the social world in a unique way, namely in terms of shared action-
associations: associations with competences, values, context elements or other
actions. Consumat is a meta-model for consumer agents [135]. The social is cap-
tured in that an agent can see the behaviour of other agents and choose to adopt
it. In other words, agents share which actions they can see, but not associations
they might make with those actions. Consumat mainly focusses on what comprises
the agent instead of what comprises an action. The fact that our formalization ex-
presses the shared associations of an action is what allows us to express the social
properties described in Section 6.3.3. OperA is a framework for agent organizations
[73]. The social is captured in shared ‘contracts’. Contracts consists of agents,
roles, clauses and objectives. Agents can thus reason about the social world in
these terms of these top-down prescriptions: the objectives and responsibilities of
agents, instead of the bottom-up associations one makes with actions. OperA can
better express deontic statements about what other should do, but cannot express
the shared action hierarchy, affordances or required competence that is needed to
express the aforementioned properties about the equipment others need or what
others value. MAIA is a meta-model to capture agent institutions [101]. It builds
on the assumption that, “while understanding and explaining individual behaviour
is extremely complex, social rules or institutions are more elicitable”. It places the
social in these shared rules and institutions. Our social practice ontology also con-
siders some of these rules (strategies), but relate them to one practice instead of to
one model. That is, each practice has a different set of relevant strategies. MAIA’s
focus on institutions allows it to express deontic statements, but it can also not ex-
press the shared associations humans make with actions that allow one to express
the properties about equipments others might need or what others value.

6.7. Conclusion and Future Work
This chapter aimed to formalize the social dimension of an ER to be able to auto-
matic identify social bottlenecks. Section 6.3 presented this social dimension and
Section 6.4 showed that we could capture it in a precise, unambiguous ontology
based on social practices. We used the Protégé tool and a formal reasoner to ensure
the coherency of the ontology. This check means that the meta-model is satisfiable
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(there is a possible instance), the model is consistent (e.g., one does not claim
two individuals are different and the same) and that the model is an instance of
the meta-model. The OWL ontology with the meta-model and model is available
online. It provides a basis for decision support tools for ER. For example, the tool
could be used to identify activities where the staff does not show understanding
of certain needs of the patient. Management could then educate the staff about
this deficit and improve the wellbeing of both staff and patient. Our work can also
be used as an example for formalizing the social dimension of other multi-agent
systems. The formalization enables us to use a formal reasoner to keep track of
a complex domain; something hard to do analytically. In addition, it allowed us
to gain precise insights about the formal relation between different concepts (as
discussed in Section 6.4).

This chapter focussed on giving a proof of concept of how to use a formal rea-
soner to verify a number of properties one could desire of an ER. Future work that
aims to prescribe ER protocols requires a more in-depth empirical, legal and ethical
study is required of the domain (see 8). Although, the ontology is limited in express-
ing normative and dynamic statements, we showed that the ontology is unique in
its ability to verify complex social statements about helping colleagues, the needs
of patients and understanding what is important. An important aspect of real social
systems is that actors can deviate from established practices. Such deviations are
represented in social practices, which can initially represent established practices
and then evolve over time as agents enact them. The social practice model that
we have shown in this chapter is static though and rather represent a snapshot of
a social practice. In future work, we aim to extend the model to support evolution
and expressing properties that have a time component. This chapter demonstrates
that the current ontology can already be used to ensure staff and patient wellbeing
by identifying possible social problems.
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7
Comparing Socio-Cognitive
Theories: Discerning Two

Theories on Habits

All of our life is but a mass of small habits - practical, emotional, intellectual
and spiritual - that bear us irresistibly toward our destiny

William James, Talks to teachers on psychology and to students on some of life’s
ideals

7.1. Introduction
There is an increasing interest in considering the influence of habits on behaviour
[124, 148, 154, 215]. Habitability refers to the principle that behaviour persists
because it has become an automatic response to a particular, regularly encountered,
context [154]. Habits have been shown to be an important driver of behaviour
(e.g., in transport choices [124], food choices [215] or recycling [148]). To change
behaviour it is thus important to understand how habits break [154].

Breaking habits is studied on a behaviouristic level and a cognitive level[94]. On
a behaviouristic level, a habit breaks if an agent portrays different behaviour given
the same context. On a cognitive level, a habit breaks if the mental connection
between the context and an action is gone. On a cognitive level, a habits can thus
persist even when the observable behaviour changes [267]. We will refer to a habit
breaking on the behaviouristic level as ‘the suspension of habitual behaviour’ and to
a habit breaking on the cognitive level as ‘the decrease of the habitual connection’.

This chapter is accepted and in press as R. Mercuur, V. Dignum, and C. M. Jonker, “Discerning Between
Two Theories on Habits with Agent-based Simulation,” in Proceedings of the Social Simulation Conference
2019, 2019, p. (in press) [175]

123
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This paper aims to compare two theories on breaking habits focusing only on
their long-term dynamics. We study a scenario where an agent is first motivated
to do one action (e.g., take the car) and then motivated to do another action (e.g.,
to take the bike). In case of a successful intervention (e.g., [3]), most agents will
change their behaviour (i.e., suspend their habitual behaviour). We identify two
theories in the psychological literature that can explain this dynamic on a cognitive
level: the decrease theory and persist theory [3, 35, 156, 160]. The decrease
theory states that a new habitual connection (i.e., the bike-habit) emerges and the
original habitual connection (i.e., the car-habit) fades out [156, 160]. The behaviour
change is a consequence of the agent enacting the new habit. The persist theory
states that a new habitual connection emerges, but the original habitual connection
persists [3, 35]. The behaviour change is a consequence of the agent intentionally
choosing the new action between two (now equally strong) habits. We construct
two models to compare the theories and verify these models accurately represent
these theories by using simulation.

This paper shows that the two theories lead to different behaviour when the
agents are motivated to do multiple alternative actions (e.g., take the bike or take
the train), instead of one alternative action (e.g., take the bike). In the decrease
model, the alternative action is taken up and replaces the old habit. In the per-
sist model, the original action persists and no new habit emerges. We explain this
difference using the simulation: if the original habit does not decrease, then doing
multiple alternatives does not lead to the development of a strong enough habit to
replace the original one. This finding is relevant for the social scientific field, be-
cause (1) it shows a scenario where it matters if habits persist (i.e., the persistence
influences behaviour change) (2) it enables an empirical experiment to discern the
two theories.

The remainder of the paper is structured as follows. Section 7.2 summarizes
literature on habits (in particular the decrease theory and the persist theory) into
properties. Section 7.3 uses these properties to construct two models: a persist
model and a decrease model. Section 7.4 verifies that the models accurately de-
scribe the theories by using simulation. Section 7.5 describes the simulation exper-
iment that shows the two theories are discernible when the agents are motivated
to do multiple alternatives.

7.2. Psychological Literature on Habits
Habitual decisions are fast automatic decision that contrast with a slow intentional
decisions [95, 250, 267]. Habits moderate the intention-behaviour relationship
[95, 250]: the stronger the habit, the weaker the intention-behaviour relationship.
For example, a strong ‘car habit’ weakens the influence of a ‘bike intention’ on
behaviour. Habits predict behaviour without mediation by intentions [267]. Thus
even in the absence of intention a habit continues to predict behaviour. For exam-
ple, even when one does not intend to use the car anymore one can be ‘stuck’ in
the habit of using a car. We require our habit models to separate between habits
and intentions, include the moderating effect of habits on the intention-behaviour
relationship and that intentions do not mediate the habit-behaviour relationship.
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When a habitual decision is triggered depends on the strength of the habit and
the current performance context (i.e., the context in which the agent acts) [267].
Habitual decisions are triggered by specific context-elements [267]. For example,
the context-element ‘home’ can trigger the habit of taking the car (whereas the
context-element ‘work’ might not). Furthermore, context-elements trigger a habit-
ual decision only when they are nearby (i.e., part of same context as the agent).
Thus, it is not so much of the habit in general that triggers the habitual decision, but
the strength of multiple mental habitual connections specific to an activity, agent
and nearby context-elements. We require our models to take into account which
context-elements are part of the performance-context and with which habitual con-
nections they are related to the deciding agent and the activity under consideration.

The amount of attention attributed to the action influences the decision to act
out of habit [197]. The more attention attributed to the decision the lower the
chance the action is done out of habit. The literature on the regulation of attention
is extensive [10, 220]. Furthermore, to model attention one needs to take into
account how different activities interact. When different activities run in parallel,
conflicting or cooperating actions can influence which actions gain attention and
therefore to what extent an action is done habitually [197]. Given the focus on
this paper on the persist theory and decrease theory, we simplify attention and
interaction with other activities to a normally distributed variable that lowers the
chance the action is done out of habit.

This paper identifies two theories that can both explain the suspension of ha-
bitual behaviour, but differ in how a habitual connection updates over time: the
decrease theory and the persist theory.

Decrease Theory
The decrease theory states a new habitual connection (i.e., the bike-habit) emerges
and the original habitual connection fades out [156, 160]. The suspension of habit-
ual behaviour is thus a consequence of the agent enacting the new habit. Lally et al.
[156] showed that the automaticity individuals report decreased by an average of
0.29 (on a 7-point scale) after missing an opportunity to enact the action. This
decrease is small and had no long-term effect. However, this implies habits might
lose strength over time. On the individual level, the Machado’s model of condition-
ing [160] studies how mental connection between context-elements and actions
update. In the model, an association loses strength when the context-element is
presented, but the action is not. The context-element activates a corresponding
mental node, which in turn starts a period of ’extinction’ where the association at
first loses strength quickly, but then decelerates until the strength loss comes to a
halt. These authors thus theorize that a habitual connection loses strength when a
context-element is presented, but the activity is not enacted.

Persist Theory
The persist theory states a new habitual connection emerges, but the original ha-
bitual connection persists [3, 35]. The suspension of habitual behaviour is a con-
sequence of the agent intentionally choosing the new action between two (now
equally strong) habits. Bouton [35] argued for this theory when he advised that
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automatic elicitation of an unwanted habitual response will likely require that the as-
sociated cue is linked with a new alternative response, rather than a non-response.
Adriaanse et al. [3] showed that, at least in the short-term, performing an alter-
native action does not immediately replace the automatic activation of the original
action with the alternative. However, once again, this leaves open the effect in the
long-term. These authors thus theorize that a habitual connection does not lose
strength when a context-element is presented, but the activity not enacted.

Both theories agree that a habitual connection gains strength when an agent per-
forms an action in the setting of a context-element [267]. Lally et al. [155] empir-
ically studied this strength gain in an experiment where subjects were asked to do
the same action daily in the same context and report on automaticity. The subjects
reported a gain in habit strength that followed an asymptotic curve and converged
at a different maximum habit strength per subject. Similar results have been found
when strength gain is studied on the individual level. For example, Ashby et al.
[15] uses Hebbian learning to capture the strength gain of habits. Hebbian learn-
ing is based on neurology and states if two or more neurons are co-activated, the
connection between these neurons strengthen [98]. In our case, this implies the
habitual connection strengthens each time the action is done in presence of the
context-element. The habitual connection thus gains strength when an action is
done in presence of the context-element and this strength gain follows a different
asymptotic curve per human.

The following properties summarize the literature on habits and will be used to
construct two models to compare the theories:

1. Habits and intentions are both predictors of behaviour and interact:

(a) habits moderate the intention-behaviour relationship

(b) intentions do not mediate the habit-behaviour relationship

2. The decision to act out of habit is influenced by strength of a habitual con-
nection and the current performance context.

3. Agents increase the chance to break out of a habit when they focus their
attention on the decision.

4. Habits gain strength:

(a) when an action is done in presence of a context-element

(b) following a different asymptotic curve per agent

5. When an alternative action is performed in the same context, the original
habit of the agent:

(a) decrease theory: decreases
(b) persist theory: does not decrease
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7.3. Model
This section uses the properties from the last section to construct models that rep-
resent the persist theory and the decrease theory. Figure 7.1 presents a decision-
making cycle for both the decrease model and the persist model. Both models
follow a traditional agent cycle by sensing, deciding, acting and updating. The
models differ only in one aspect: the decrease model weakens non-activated ha-
bitual connections while the persist model does not. The remainder of this section
describes the models in more detail: the concepts necessary for both models and
the different modules that form the decision-making cycle.

Concepts
To model the dynamics of habits we need to have a conceptual static model the
agent uses to decide, act, learn and update. We construct a simplified version of
the SoPrA model [169, 172] that focuses on habits (SoPrA-habits) in UML (Figure
7.2). We first describe the main classes in the model (i.e., Activity, Contex-
tElement, Resource, Location and Agent) and then classes with a strength
attribute that connect the main classes (i.e., HabitualTrigger, RelatedValue,
AdheredToValue).

The Activity class models represent things an agent can do. For example,
taking the bike, taking the train, taking the car or walking. The ContextElement
class represents different entities in the environment. There are three different
classes that specify (denoted with the white arrowhead) the ContextElement
class: the Location class (e.g., work), the Resource class (e.g., a car) and
the Agent class (e.g., a colleague). The Value class represents what one finds
important in life. For example, environmentalism or efficiency. Lastly, the Agent
class represents a decision-maker that chooses between the activities based on how
strong it associates these activities with other classes.

The agent associates the Activity class with context-elements and values.
First, it associates activities with context-elements by keeping track of Habitual-
Triggers. The HabitualTrigger represents to what extent a context-element
can habitually trigger an activity. For example, it can capture that there is a strong
habitual connection between being at home and taking the car. (Thus from now
one we will use the SoPrA term HabitualTrigger instead of habitual connec-
tion to refer to the habitual connection between an action and a context-element.)
Second, an agent associates activities with values by keeping track of Related-
Value instances. The RelatedValue class represents to what extent values are
promoted or demoted by the activity. For example, it can capture that taking the
car strongly promotes efficiency. The AdheresToValue class keeps track of which
values the agent finds important. The agent uses these associations to habitually
(based on triggers) or intentionally (based on values) choose between activities.
The remaining association will be explained in the relevant decision-making mod-
ules.
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Sense Performance Context
To sense the current performance context an agents retrieves a list of context-
elements (e.g., locations, resources, other agents) with which it shares the isIn-
ContextOf-association. When the model initializes the agent uses the owns asso-
ciation to determine resources it initially shares a context with and the atHomeIn
association to determines the other agents it originally shares a context with.

Decide Based On Habits And Intentions
We separate between habitual decisions and intentional decisions (see algorithm 3).
First, the agent retrieves for each activity how strongly it is habitually attached to the
current context. Second, the agent compares this habit strength of these candidate
activities against a threshold (the habitThreshold attribute in Figure 7.2). If the
habit strength is lower then the threshold the agent filters the activity out. Third,
based on how many activities remain the agent uses one of the following three
options to make a decision. If zero candidates remain, habits have no influence
and intention is used to make a decision. If one candidate remains, this decision
is chosen habitually. If more than one candidates remain, intention is used to
choose between these options. Note that the more attention attributed to the
action the lower the chance the action is done out of habit. We model this by
multiplying an attention variable with the threshold variable. Thus when attention
is high (above 1) a higher habit-strength is needed to habitually trigger the action,
lowering the chance an action is done out of habit. Recall, attention regulation is
postponed to future work and in this model captured by the normal distribution
N(1,0.25). Algorithm 3 summarizes this decision process based on habits, intention
and attention. Two methods in the algorithm are explained in more detail:

calculateHabitStrength() To calculate the habit strength of each activity given
the performance context and an agent we retrieve the HabitualTrigger.strength
double for each context-element, in that performance context. We have a choice
in how we combine these individual strengths into a total. For example, we can
average or sum. In contrast to averaging, when summing a habit is triggered even
if there are other context cue’s distracting you from the triggering ones. Based on
the intuition that - even in an abundance of context cue’s - relevant context cue’s
will capture your attention and trigger habits, we choose a summation model.

intentionalDecision() Although we do not have detailed properties regarding
the intentional decision, we do need an intentional model to contrast with the habit-
ual model. To make an intentional choice we compare the activities based on a rat-
ing. To rate the activities we use the variables related to the Value class that SoPrA-
habits provides. We calculate a candidateRating for each candidate activity
based on how strongly an agent adheres to a value (AdheredValue.strength)
and how strongly an agent relates an activity to the same value (RelatedValue.
strength). The higher these two variables the higher the rating. The chance
an agent chooses an action is based on this rating. For example, if the rating for
walking and taking the car have a 5:1 ratio there is a 5:1 chance the agent will
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walk. Instead of deterministicly choosing the highest rated candidate, we choose a
chance model based on the intuition that a human intentionally varies in its actions
to satisfy multiple values.

Algorithm 3: The decision influenced by habits and intentions
Data: Candidates - a list of activities, Agent - the agent making the

decision, attention - random variable drawn from N(1,0.25)
1 List possibleCandidates;
2 foreach Activity AC in Candidates do
3 habitStrength = calculateHabitStrength(Ac);
4 if habitStrength > attention * threshold then
5 possibleCandidates.add(A)

6 if possibleCandidates.length == 0 then
7 chosenAction = intentionalDecision(Candidates)

8 if possibleCandidates.length == 1 then
9 agent.chosenAction = candidate

10 if possibleCandidates.length > 1 then
11 chosenAction = intentionalDecision(possibleCandidates)

Act
Given the focus of the paper the agent does not need to effect the environment
with its actions. Acting thus retains to updating the chosenAction variable as
described in Algorithm 3.

Strengthen Activated Habit Associations
The strength of a HabitualTrigger class increases when an agent performs
the related action in the presence of the related context-element. We use the
habitRate variable in the Agent class to decide the speed with which the strength
updates. The model uses a Hebbian learning-rule to increase the strength [98]:

𝑛𝑒𝑤𝐻𝑎𝑏𝑖𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ = (1 − ℎ𝑎𝑏𝑖𝑡𝑅𝑎𝑡𝑒) ∗ 𝑜𝑙𝑑𝐻𝑎𝑏𝑖𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ + ℎ𝑎𝑏𝑖𝑡𝑅𝑎𝑡𝑒 ∗ 1.

Weaken Non-Activated Habit Associations (Decrease Model Only)
In the decrease model, the strength of a HabitualTrigger class decreases when
an agent performs the relevant action, but the relevant context-element is not
present. We use a similar Hebbian learning-rule to decrease the strength [98]:

𝑛𝑒𝑤𝐻𝑎𝑏𝑖𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ = (1 − ℎ𝑎𝑏𝑖𝑡𝑅𝑎𝑡𝑒) ∗ 𝑜𝑙𝑑𝐻𝑎𝑏𝑖𝑡𝑆𝑡𝑟𝑒𝑛𝑔𝑡ℎ + ℎ𝑎𝑏𝑖𝑡𝑅𝑎𝑡𝑒 ∗ 0.

7.4. Verifying the Models Represent The Theories
This section verifies that the models portray the properties described in Section 7.2
and thus reflect the persist theory and decrease theory. Property 1-3 are verified
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analytically (i.e., without simulation). Property 4 and 5 are verified in a simulation
experiment performed on a use case model presented in Table 7.1.1 In this ex-
periment, the agents are initially motivated to take the car, but after tick 100 are
motivated to take the train (|𝑎𝑙𝑡| = 1). We model ‘motivating the agent’ as doubling
the rating of activities based on intentions. In addition, the amount of attention an
agent focuses on the decision is temporarily increased by 𝑎𝑡𝑡፞፱፭፫ፚ and discounted
each timestep by 𝑎𝑡𝑡፝።፬ until it returns to normal. We used Repast Simphony [198]
to run the experiment and averaged over 50 individual runs.

Property 1a Habits moderate the intention-behaviour relationship as (1) strong
habits prevent intention from influencing behaviour (see line 8-9 of Algorithm
3) and (2) weaker habits influence the intention-behaviour relation. The latter
is shown by Algorithm 3 (line 10-11): weak habits will act as an initial filter
on actions, but intentions still influence the final decision.

Property 1b Intentions do not mediate the habit-behaviour relationship as strong
habits independently trigger action (see line 8-9 of Algorithm 3).

Property 2 As explained in the paragraph Sense Performance Context, the per-
formance context influences the decision by triggering only relevant habitual
connections (HabitualTrigger classes) and the strength of these habitual
connections influences the decision.

Property 3 As explained in the paragraph Decide Based On Habits and Intentions,
attention influences the habit threshold and consequently can increase the
chance the agent break out of a habit.

Property 4 Figure 7.3 depicts the habit strength to take the car for each agent
between tick 0 and 10. This shows that the habit strength of the agents
follows a different asymptotic curve per agent.

Property 5 Figure 7.4 depicts the habit strength to take the car for each agent
between tick 100 and 110; right after the agents are motivated to take the
train instead of the car. This shows that in the persist model the strength
of the habit persists and in the decrease model the strength of the habit
decreases.

7.5. Finding A Scenario to Discern the Theories
By simulation a range of scenarios, we aim to find a case where the two theories
show a different result. Based on a more course-grained initial exploration study we
explore the following parameter settings: |𝑎𝑙𝑡| ∈ [1, 5], 𝑎𝑡𝑡፞፱፭፫ፚ ∈ [2, 5], 𝑎𝑡𝑡፝።፬ ∈
[0.95, 0.99], ℎ𝑟᎙ ∈ [0.01, 0.16] and 𝑣᎙ ∈ [0.1, 0.5]. We used Repast Simphony [198]
to simulate these experiments and averaged over 50 individual runs. For each run,
we calculate the difference between the number of agents that use a transport
1A full description of the computational model and initialization is available online (see Appendix 8.3).
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Table 7.1: The classes and attributes of the use case model used in the verification and
simulation experiment. The underlined attributes are parameters that are varied in the

simulation experiment.
Class/Attribute Instances Class/Attribute Instances

Resource Car, Bike Agent.habitRate N(ℎ𝑟᎙,0.25ℎ𝑟᎙)
Location Home, Work Mean Habit Rate ℎ𝑟᎙
Activity takeCar, rideBike, etc. AdheresToValue.Strength N(𝑣᎙,0.25𝑣᎙)
Value efficiency, environment Mean of Value Adherence 𝑣᎙
Agent 1-15 Attention Discount Rate 𝑎𝑡𝑡፝።፬
RelatedValue.Strength N(1,0.25) Amount Of Alternatives |𝑎𝑙𝑡|
HabitualTrigger.
Strength (initiation) 0.0 Temp. Extra Attention 𝑎𝑡𝑡፞፱፭፫ፚ

mode in the persist model and in the decrease model (e.g., 12 agents use a car in
the persist model but only 3 agents use a car in the decrease model). Next, to obtain
the total difference (Δ፝,፩) between the decrease model 𝑑 and the persist model 𝑝
we sum over the different transport modes. This results in a performance measure
Δ፝,፩ that represents the difference between the two theories for each parameter
setting.

We found that for |𝑎𝑙𝑡| = 2, 𝑎𝑡𝑡፞፱፭፫ፚ = 4, 𝑎𝑡𝑡፝።፬ = 0.95, ℎ𝑟᎙ = 0.01 and
𝑣᎙ = 0.4 the distance between the two models (Δ፝,፩) is maximal. This represents
a scenario where agents are at first motivated to take the car, but after tick 100
are motivated to do multiple alternatives: take the train or take the bike. The re-
sults are depicted in Figure 7.5. The figure shows that in the persist model agents
predominantly take the car and in the decrease model the agents switch their be-
haviour to taking the bike or train. We explain this result by obtaining the mean
habit strengths for the different transport modes from the simulation run. In the
persist model, the car habit does not decline and the newly motivated behaviours
(i.e., taking the train or taking the bike) do not lead to a strong enough habit to
surpass the car habit. Therefore the agent habitually decides to go by car. In the
decrease model, the car habit declines and the new bike or train habit surpasses
the car habit. Therefore the agents adopt the new behaviour and go by car or bike.
In short, in a scenario where agents are motivated to do multiple alternatives the
two models show a different result: the agents adopt the new behaviour or not.
We interpret this as that the decrease theory and persist theory can be discerned in
an empirical experiment where humans are motivated to do multiple alternatives.

Using sensitivity analysis we found that the difference between the two theories
in this scenario (Δ፝,፩) is depended on the mean of the habit rate (corr(ℎ𝑟᎙,Δ፝,፩
= -0.69) and the amount of attention given to the decision after the intervention
(corr(𝑎𝑡𝑡፞፱፭፫ፚ,Δ፝,፩) = -0.17). The mean habit rate and the amount of intervention
given to the decision are variables of a different character than the number of
alternatives that are motivated. The |𝑎𝑙𝑡| is a factor that is easy to manipulate in
an experiment: one treatment group is motivated to take the train whereas the
other treatment group is motivated to take the train or bike. The ℎ𝑟᎙ and 𝑎𝑡𝑡፞፱፭፫ፚ
are factors that are hard or impossible to manipulate in an experiment. Although the
sensitivity to these variables cannot be used as a treatment factor, this sensitivity is
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relevant to selecting the sample (e.g., selecting people that learn habits fast). The
sensitivity analysis thus shows that to discern the two theories a sample is needed
with subjects that learn habits fast and pay extra attention to a decision after an
intervention.

7.6. Conclusion
This paper aimed to compare two theories on habits focusing only on the impli-
cations of the long-term dynamics of updating habits. We showed that the two
theories lead to different behaviour when the agents are motivated to do multiple
alternative actions (e.g., take the bike or take the train), instead of one alternative
action (e.g., take the bike). Our finding is relevant for the social scientific field,
because (1) it shows a scenario where it matters if habits persist and (2) it enables
an empirical experiment to discern the two theories.
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Figure 7.3: The habit-strength of 15 agents for taking the car at the onset of the simulation
(tick 0-10). Each line depicts one agent.

Figure 7.4: The habit-strength of 15 agents for taking the car after an intervention (tick
100-110) in the persist model and the decrease model. Each line depicts one agent.
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Figure 7.5: The amount of agents choosing a transport mode in the scenario where the
difference between the two models is maximal.
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8
Discussion & Conclusion

Through our efforts of self-protection, we might lose curiosity, but science IS
curiosity.

If our ignorance is infinite, the only possible course of action is to muddle
through as best we can.

Martin Schwartz, Why is stupidity in scientific research important?

Nothing is really solved until we understand that there is no solution. We’re
falling, and there’s no answer to that. We can’t control it.[...] The fall is a

great blessing.

Joko Beck, Nothing Special

This chapter discusses the central choices made during the project, as well as
the scientific and societal relevance of this thesis. We conclude with a summary of
this thesis in relation to our research questions.

8.1. Discussion on Criteria, Design Choices,
Framework and Use Cases

8.1.1. Criteria
In the creation of SoPrA, we emphasised two criteria that align with the motivation
of ABSS: SoPrA’s reusability and SoPrA’s grounding in evidence (see Chapter 1). So-
PrA promotes reusability by combining domain-independent concepts in a modular
and parsimonious framework that supports multiple domain-specific models (see
Chapter 4 and Part III). Recall that we differentiate between a framework (domain-
independent) and a model (specific for a study and domain). SoPrA promotes
grounding by adhering to requirements based on evidence on routines from social

139
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psychology, sociology and agent technology (see Chapter 3 and 4). By emphasis-
ing grounding and reusability, SoPrA supports ABSS researchers in understanding
social systems through a collective scientific endeavour (see Chapter 1).

In retrospect, we gained more clarity on how the wording ‘grounding in evidence’
over ‘realism’ aligns with our methodological view. Realism implies the positivistic
view of aiming for the one right model that reflects the one right reality [54]. Our
view is interpretivistic: there are many different perspectives on reality that all re-
flect an interpretation of a social system. These interpretations are not absolute
(i.e., we did not make the only possible model) nor arbitrary (i.e., not any interpre-
tation is true). Instead, SoPrA is one perspective on human behaviour grounded
in one class of socio-cognitive evidence, namely evidence on routines from social
psychology, sociology and agent theory. For example, our conceptualisation of
habitual connections is not absolute (e.g., neurological models also show a useful
perspective) nor arbitrary (e.g., our conceptualisation integrates evidence that the
gain in habit strength follows an asymptotic curve [155] – not just any random
curve). Thus, our criteria align with our view that multiple views that are founded
in evidence complement each other.

By working with grounding and reusability, we disovered that these criteria pro-
mote other criteria. First, by grounding SoPrA in evidence, we met criteria of em-
pirical grounding (e.g., the strength of a habit is dependent on context) as well as
theoretical grounding (e.g., we enable context-dependence by modelling different
context-action relations) (see 4.3). Second, by ensuring SoPrA is (re)useable, we
focused on a clear and parsimonious framework. Parsimony reduced the number of
variables making the model easy to interpret (see Dignum et al. [72] on the neces-
sity of parsimony when critiquing ACT-R and 4.6 for a discussion on the parsimony
of SoPrA). Last, we found other criteria are met because we combined grounding
and reusability in one framework. For example, by increasing the reusability, and
consequently, the parsimony of a framework grounded in evidence, we improved
the generality of SoPrA. That is, if we only have a few mechanisms in SoPrA that still
explain a wide array of evidence, this shows the mechanisms are fundamental and
generally applicable. Thus by emphasising both reusability and grounding SoPrA
became more general. In short, by focusing on grounding and reusability, we met
other criteria that were subsumed by either grounding (e.g., empirical grounding)
or reusability (e.g., parsimony) or by the combination of grounding and reusability
(e.g., generality). We advise future research to further investigate the relationship
between the different criteria used to evaluate agent-based models.

Creating SoPrA required balancing reusability and grounding. By creating a
(re)useable framework, we opened up new engineering possibilities. By creating a
grounded framework, we limited the number of possible models to those that are
in line with the evidence.1 An example of a design choice that requires balancing is
related to requirement 5 for our dynamic extension on habits in Chapter 7: Habits
1This balance between reusability and grounding represent two sides of constraints: they empower
and limit [202]. In mathematics, in particular logic, a formal language aims to balance the number of
constraints on the language in order to be both expressive and ensure certain properties [128, 258].
In design sciences, a creative process is stimulated by balancing the number of constraints– neither
limiting the creative process too much nor opening it up so much one gets lost in space [27, 202].
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gain strength following a different asymptotic curve per agent. From the reusability
perspective, we want to relax this requirement to allow a wide range of curves.
On the other hand, from the grounding perspective, we want to sharpen this re-
quirement to match the evidence that the maximum of this curve is reached on
average in 66 days [155]. The current requirement balances these design criteria
by restricting both the number of models and allowing flexibility. SoPrA aims for a
balance between grounding — in the sense of restricting possibilities to match evi-
dence — and reusability — in the sense of opening up new engineering possibilities.
The next section discusses how this balance between reusability and grounding is
reflected in our choices for certain behavioural aspects and their implementation.

8.1.2. Design Choices: Behavioral Aspects, Requirements and
Framework

The creation of SoPrA required selecting certain behavioural aspects (RQ2), re-
quirements that reflect current evidence on those aspects (RQ3) and designing a
framework that adheres to those requirements (RQ4). These design choices were
made based on our evaluation criteria (i.e., grounding and reusability), our aim (i.e.,
to model agents with routines) and our audience (i.e., ABSS researchers).

HSI-aspects
We found that the habitual, social and interconnected aspects (HSI-aspects) of be-
haviour are important for ABSS and are emphasized by SPT (see Chapter 3 and
Chapter 4). First, our literature review shows the HSI-aspects are emphasized
in SPT (see Chapter 3). Second, the review shows the HSI-aspects are relevant
for ABSS: they reflect current evidence that people’s decisions are automatic and
contra-intentional (see Section 3.2.1), based on human values (see Section 3.2.1),
based on a collective view on the world (see Section 3.2.2) and depend on hierar-
chies of activities (see Section 3.2.3). In addition to being grounded and relevant
for ABSS, the HSI-aspects resulted in a modular framework that served our aim to
model agents with routines (see Chapter 4).

We advise future research to further investigate the relationships between rou-
tines, the HSI-aspects and other aspects described by SPT. For example, other
aspects that SPT emphasises are usual behaviour, shared behaviour, sequenced
behaviour, everyday behaviour, custom behaviour, normal behaviour, best practice
behaviour, know-how behaviour and role behaviour (see Chapter 3). Given our lit-
erature review (Chapter 3), comparison with other possible frameworks (3 and 4),
and applications III, we postulate that the HSI-aspects suffice to describe routines.
Chapter 4 describes how the HSI-aspects suffice to describe several other aspects
of routine behaviour. For example, we discuss how SoPrA expresses a plan pattern
(a way to model sequenced behaviour) as an interconnection of habitual actions
that are socially shared (see Section 4.5). Proving that the HSI-aspects suffice to
describe all aspects of routines is to proof the inexistence of the proverbial ‘black
swan’.2 That is, we can only show that, to this date, given our review, model com-
2Another way to argue for the sufficiency of the HSI-aspects is to look into the etymology of routines.
The word ‘routine’ comes from the metaphor of a beaten path (a ‘route’); a path that is beaten over
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parisons and applications, we found no counter-example. Future research will gain
additional clarity on the sufficiency of the HSI-aspects by applying SoPrA to simu-
late routines and evaluating if SoPrA suffices. SoPrA enables such investigation by
providing a computational model of the HSI-aspects to support these simulations.

We advise future research to investigate extensions of SoPrA with aspects of
behaviour that fall outside to scope of routine behaviour. Chapter 3 describes how
there are aspects emphasised by SPT that fall outside routine behaviour. For exam-
ple, competencies are a precursor to routines and not necessary to describe routines
themselves. In addition, Chapter 3 describes HSI-behaviour that falls outside the
scope of routine behaviour. For example, non-routine aspects of social behaviour
comprise emotional behaviour [111], social networks (including trust and reputa-
tion) [140, 195] and chains of beliefs as modelled by the theory of mind [211].
Appendix 8.3 shows a possible extension of SoPrA that includes competences, af-
fordances and roles. This UML model serves as the first step towards a systemic
extension of SoPrA that includes a literature study, requirement elicitation and trans-
parent model choices. In short, SoPrA focuses on those aspects of SPT that suffice
to model routines and provides an anchor in the future investigation of aspects that
fall outside the scope of routines.

Requirements
Requirements elicitation resulted in a clear relationship between SoPrA and cur-
rent evidence (see Chapter 3 and Chapter 4). First, section 3.2 presented our
requirements and their relation to current evidence on routines from agent theory,
sociology and social psychology and as such clarifies which evidence is taken into
account. Second, our requirements provided a structure to evaluate current agent
frameworks and to show these frameworks do not suffice to capture routines (Sec-
tion 3.3). Last, Chapter 4 uses our requirements to evaluate SoPrA and show it
represents current evidence on routines.

We advise future work to add, change, or remove requirements based on new
evidence or new extensions of SoPrA. We hope the transparency that requirements
bring helps researchers in a systematic improvement of SoPrA. Future research that
explores a dynamic extension will need requirements that describe the evidence
on the dynamics of routines. Chapter 7 shows examples of such requirements
for habitual behaviour. As shown in Chapter 4, the requirements for the static
framework we provide are captured by design. For complex requirements that
describe dynamic properties of routines, we advise the use of formal methods or
ABSS to aid the verification.

Model Choices
Chapter 4 describes the model choices necessary to ensure SoPrA adheres to our re-
quirements and, in a broader sense, to serve our aim for a grounded and reuseable
framework to simulate routines. In particular, we argue for the choice to enable a
connection between each activity, element and agent (Section 4.2), the choice to
use habitual triggers as a primary concept in the model (Section 4.3), the choice

time (habits), by different people (social) and through different activities (interconnectivity).
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to enable multiple collective views on an SP (Section 4.4.1) and the choice to use
the same concepts to model the agent’s personal view and collective view (Section
4.4.2).

This thesis describes a process of organising and labelling concepts and relations
until we found our grounded and reusable framework. The progressive modelling
insights are reflected in the differences between earlier versions of SoPrA (as found
in Chapter 8.3 and 6) and the final version in Chapter 4. For example, in Chapter
8.3 norms are modelled as a stand-a-lone relation with no clear relation to habits.
In contrast, Chapter 4 models a norm as a social version of a habitual trigger. As
argued, this modelling choice is necessary to represent the evidence on the seman-
tic connection between norms and habits and improve the modularity of SoPrA. We
hope that the transparency and systematicity in our design choices enables future
research to build upon our work. We advise future work to use SoPrA to analyze
the co-linearity between the proposed variables and the concepts.

8.1.3. Conceptual, Formal and Computational Aspects
The conceptual aspects of SoPrA are described using UML, SoPrA’s formal frame-
work is defined in the OWL-based Protégé, and a computational framework has
been implemented in Repast Java (see Chapter 4).

UML Figure 4.3 provides a conceptual framework in the UML-language. UML is
the (best practice) standardised modelling language that makes SoPrA easy
to read, understand, code, extend, maintain and adapt [25]. This serves
our aim to make a (re)useable framework and suits the ABSS community; a
community that consists of both scientists with a background in computational
sciences and scientists with a background in social sciences.

OWL Our online repository provides a formal framework in the OWL-language.
Chapter 8.3 and Chapter 6 discuss the translation from the UML model to
the OWL model and discuss its advantages. In short, a formal framework
promotes unambiguity, rigour and enables formal reasoning. Using Protege –
a formal reasoner – we show that SoPrA is consistent, verify that our domain
models correctly implement SoPrA and verify properties (see Chapter 6).

Java Our online repository provides a computational model in Repast Java that
enables simulating social phenomena with SoPrA. Java is a general-purpose
computer language and profits from a large database of packages to use in
combination with SoPrA.

In short, the conceptual, formal and computational framework all have different
advantages and complement each other.

Current research in the agent literature focuses on providing a formal seman-
tics for existing agent frameworks (e.g., 2APL, GOAL). A formal semantics offers a
complete and systematic translation from the syntactical language to a language
that describes the semantic models. For example, by translating the syntactical
language to Kripke models, truth tables, or to another language for which the for-
mal semantics has already been defined [112]. Formalizing SoPrA promotes the
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unambiguity of SoPrA and enables formal reasoning. Our OWL-framework has a
formal semantics that focuses on ontological relations (e.g., subsumptions, equiv-
alence). By using other formal languages (e.g., epistemic or dynamic), future re-
search will be able to promote unambiguity and enable formal reasoning on these
(e.g., the epistemic or the dynamic) properties of routines. Note that to provide
a formal semantics that correctly represents routines, it’s first necessary to define
the underlying concepts clearly (e.g., needs, values), and discuss their relationship.
Chapter 4 describes such a discussion and provides the basis for future work on a
dynamic or epistemic formal semantics of SoPrA.

8.1.4. Reflection on Use Cases
SoPrA (in some form or another) has been applied to the ultimatum game (Chap-
ter 2, Chapter 5), commuting (Chapter 4, Chapter 7, Roes [217]’s master thesis),
rumourmongering (Chapter 8.3), the emergency room of a hospital (Chapter 6),
PV-installation (D’Haens [65]’s master thesis), value-alignment of AI (Chapter 5)
and meat-eating (my master thesis [167]). This wide array of domains gave us
insight into the design choices mentioned above and the scope and relevance of
SoPrA (see Section 8.2). A first insight relates to the danger of using SoPrA as a
golden hammer (i.e., “If all you have is a hammer, everything looks like a nail”).
We found that due to the prevalence of routines in many domains the applicability
of SoPrA is wide. However, the PV-installation and ultimatum game case studies
showed that when behaviour is one-off or heavenly restricted SoPrA is ill suited to
study such domains. A second insight builds upon the first and relates to the ultima-
tum game (UG). In the UG, decision-making is studied within the artificial setting of
a strict lab game. As discussed in Section 2.6, lab experiments have the advantage
of allowing measurements in a reproducible controlled setting (which is the reason
we were able to obtain a relatively large homogeneous dataset of a meta-study).
The lab experiments have the disadvantage that this setting is unrepresentative for
real-life decision making [147]. In particular, in the UG where behaviour is both
new (due to the game being new) and restricted (only certain actions are allowed)
agents cannot fall back on old habits. This restriction meant we had to find differ-
ent domains (e.g., commuting) to model all aspects of routines. In hindsight, the
restriction of the UG is also an advantage: they enable to test parts of the model
in an artificial setting where habitual behaviour plays a minor role. As such, we
found that agents often repeat behaviour even without habitual behaviour in place.
We encourage future work to use such restricted settings to their advantage and
build upon our results to further compare the relative role of habitual, social and
interconnected behaviour in routine behaviour.

8.2. Relevance
Working responsibly as a scientist requires that we consider not only the scientific
relevance of scientific work but also its potential impact on society.
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8.2.1. Scientific Relevance
The scientific relevance of SoPrA is that it makes routine behaviour explicit and com-
putational. In combination with ABSS, this supports researchers in understanding
the role of routines in social systems. As we have shown, routine behaviour can be
modelled explicitly in terms of habitual, social and interconnective behaviour. The
remainder of this section describes the relevance of our work for modelling those
types of behaviour.

Habituality
SoPrA enables modellers to endow agents with habitual behaviour and intentional
behaviour based on values. SoPrA fits in a wider transition from a goal-oriented view
on humans to a more balanced view of human behaviour as both habitual and in-
tentional. As argued in the introduction, this transition is necessary as not all human
behaviour aligns with our goals and values [124, 136, 215]. SoPrA extends current
frameworks by supporting context-dependent habits, individual learning concerning
habits and explicit reasoning about habits (see Section 3.3). Chapter 7 illustrates
how SoPrA provides insights into habitual behaviour via a simulation study that
discerns two theories on habits. In short, SoPrA enables ABSS studies that help
understand the role of habits in social systems and improve those systems.

SoPrA enables agents with intentional behaviour on values. Agents focussing on
values instead of their welfare reflects a transition from the myopic view of the homo
economicus (as found in classical game theory [190], classical economics [139] or
choice models [164]) to a more diverse view on human decision-making. SoPrA
enables an understanding of social systems that goes beyond a view of humans
as merely self-interested and acknowledges humans interest in safety, power, tra-
dition, and, other humans (see Chapter 2 and 4.3.4). In addition, values enable
modellers to relate different mechanisms, both within the agent and between do-
mains (see Part III). Chapter 2 and Chapter 5 illustrate how SoPrAs enables new
explanations of human behaviour based on values. In short, SoPrA enables ABSS
studies were agent behaviour is based on diverse values and traceable to universal,
trans-contextual, moral and operationalised grounds.

Sociality
SoPrA enables agents with social behaviour. SoPrA fits in a wider transition from
agents with norms to agents with SPs. Sociality, as captured in our conceptual-
isation, goes beyond a conscious decision to conform to norms or values [214].
Instead, sociality happens from the inside out: it is a fundamental part of how
we view the world (see Chapter 3.2.2). SoPrA extends current agent frameworks
and uses a comprehensive set of collective concepts, orders information around
actions and relates individual and collective concepts in order to guide interaction
(see Chapter 3). Roes [217] illustrates the scientific relevance of SoPrA for social
behaviour. In her master thesis, she uses a simplified version of SoPrA to evaluate
the difference between standard social imitation models (i.e., copying the actions
of each other) and social influence as captured by SoPrA (i.e., copying each other’s
beliefs about actions). She finds that when the size of the group of agents increases
the two models of sociality diverge. This finding implies that incorporating evidence
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on sociality enables different explanations of social systems. In short, SoPrA en-
ables ABSS studies that help understand the role of sociality in social systems and
improve those systems.

Interconnectivity
SoPrA enables agents with interconnected behaviour. Interconnectivity is a nec-
essary ingredient of decision-making as plans or protocols dictate our day. SPs
show how decisions need to fit in our own standard schedule and a socially ac-
cepted schedule (see Section 3.2.3, Section 3.3 and [37, 130, 208, 225]). SoPrA
extends current agent framework as it supports hierarchies of activities, explicit re-
lations between activities and other concepts of the model (e.g., values and context-
elements) and capturing how these relations are socially shared (see Chapter 3).
These concepts and relations provide a basis for agents to reason about the re-
sources they use and coordinate their plans (see Chapter 3 and 4). Although not
simulated within the scope of this thesis, the influence of inter-connective behaviour
on decision-making is extensive (see Chapter 3). We advise future work to simulate
this key aspects of behaviour using the SoPrA framework.

Relevance for Social Science and Multi-Agent Systems
We hope our work has relevance outside ABSS for social science and multi-agent
systems (MAS). As discussed in Chapter 1 and 3, both fields call to integrate ha-
bituality [104, 144, 234, 240] and sociality [43, 78, 131, 145, 196, 204, 226, 235]
in decision-making. Our work is relevant for the social sciences as it (1) enables
research on interventions based on an evidence-driven view on human routines (2)
enables the study of human behaviour using simulation (as demonstrated in Chap-
ter 7). Our work is relevant for engineering agents (MAS) as (1) the efficiency of
human routines could improve the efficiency of agent decision-making and (2) So-
PrA provides autonomous agents with a mental model to understand and interact
with human routines.

8.2.2. Societal Relevance
This thesis contributes to the theoretical work necessary to support ABSS researchers
in understanding the role of routines in social systems. The shortest route from So-
PrA to societal relevance goes via ABSS-based policy advice; other indirect routes
go via supporting models that illustrate, describe, explain or theorise social prob-
lems (see Box 1.1.1). This subsection first describes the societal relevance of SoPrA
based on our simulation studies on transport-mode routines, animal consumption
routines, social bottlenecks in emergency rooms (ERs) and value-alignment in AI
(see Part III).3 Second, we reflect on the general steps necessary to use SoPrA-
based simulation studies for ethical policy advice and encourage future work to
explore several advantages SoPrA offers in policy modelling.
3The sections on animal consumption routines and transport mode choice incorporate two master thesis
based on SoPrA [167, 217].
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Transport Mode Routines
Transport-mode decisions (e.g., to take the bike, train or car to work) affect our
health, climate and economy [124]. Empirical and theoretical evidence shows the
importance of routines for transport-mode choices (see Chapter 3 and [217]). For
example, Hoffmann et al. [124] shows that transport mode habits have a moderate-
to-strong correlation with transport mode behaviour. SoPrA focuses on integrating
this evidence on routines and contrasts with standard models used in traffic mode
choice (e.g., canonical choice models [163, 164] that capture traffic mode choices
as an intentional decision made on a list of criteria (e.g., distance and cost)). In
short, by integrating evidence on routines, SoPrA enables modellers to take into
account the influence of routine behaviour in our transport mode choices.

SoPrA has been applied by Roes [217] who used an ABSS to understand the
transport-mode behaviour of a group of students. She found that the intersubject
sharing of routines makes it so that large groups have a higher chance to clus-
ter towards the same behaviour than smaller groups. These findings imply that
to change the behaviour of large groups, policies need to target the group as a
whole (e.g., by influencing leading figures in the group) instead of targeting every
individual equally (e.g., by providing individual cost benefits to reduce the cost for
biking). This insight can help policy makers to change travelling routines (e.g., to
mitigate climate change) and encourage future work to use SoPrA to gain similar
insights.

Animal Consumption Routines
Our consumption routines drive both factory farming and climate change [47]. If
the world went vegan, this would save 2 trillion fish per year, save 69.4 billion
land animals per year [85], save 8 million human lives by 2050, reduce greenhouse
gas emissions by two thirds and lead to healthcare-related savings and avoided
climate damages of $1.5 trillion [109]. SoPrA enables the simulation on aspects of
consumption routines that current agent frameworks do not capture (see Chapter
3). For example, the standard framework for consumption behaviour – the Con-
sumat [135] framework – does not capture social aspects of animal consumption.
For instance, the Consumat does not capture a collective view on animal consump-
tion as healthy that mitigates behavioural change. Nor does the Consumat capture
interconnectivity or context-dependent habits (see Section 3.3). We envision sim-
ulating these aspects will provide new insights. For example, in Mercuur [167], we
used a simulation study to show that organising a ‘vegetarian week’ motivates a
participating agent to break out of its animal consumption habit. SoPrA enables
an extension of this work that includes the social and interconnected aspects of
animal consumption routines (in addition to the habitual aspect). This extension
enables research on the connection of animal consumption routines with shopping
and cooking routines and the interplay between animal consumption habits and the
collective view on animal consumption. Using an ABSS based on SoPrA we can re-
search whether these interactions explain current animal consumption behaviour.
For example, to what extent do current cooking routines prevent meat-eaters from
eating plant-based? Furthermore, to what extent does a collective negative view on
plant-based consumptions (e.g., unhealthy) influence individual beliefs on animal
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consumption? We envision that such insights on animal consumption routines help
construct effective governmental interventions that mitigate animal consumption
(see Section 8.2.2).

Social Bottlenecks in Emerency Room Routines
Understanding the impact of activities on ER patients and ER staff would improve
the well-being for both of them [162]. Chapter 6 uses SoPrA to formalise ER routines
to identify social bottlenecks. Using a formal reasoner on a (synthetic) database
based on the Herlev Hospital in Denmark, we check whether certain social require-
ments are met. For example, whether the head nurse can cover the tasks of a
secretary in her absence. The social bottlenecks identified by the formal reasoner
inform interventions that improve staff cooperation and, subsequently, patient well
being. For example, the formal reasoner identified that trainees view triage as an
educational activity, although this might cause undesired results in times of crisis.
We find SoPrA enables a stronger focus on the staff and patients’ interaction than
previous models that focus on patient flow [219]. SoPrA thus provides a tool to
identify social bottlenecks in organisational routines to improve patient and staff
welfare.

Chapter 6 provides a tool that should be supplemented with an in-depth em-
pirical study to identify said social bottlenecks in real-life scenarios. The model
presented in Chapter 6 describes the emergency room based on a small set of
qualitative observations made in the Herlev Hospital Denmark. The values, proto-
cols, agents, competencies are described based on these (limited) observations and
serve as a proof-of-concept and not as in-depth empirical evidence. If the model
is used to prescribe new emergency protocols, an in-depth study is required on (1)
the accurateness of the empirical observations used in this proof-of-concept, (2)
the legal consequences of the proposed protocols and, (3) the values that are at
conflict in an ER and their prioritisation (i.e., ethics). Bruntse [39] targets the first of
these three aims by extending our model to a full-fledged ABSS informed by event
log data. We encourage future work to extend Chapter 6 and Bruntse [39] to give
legal sensitive and value-driven advice to improve staff and patient cooperation in
the ER.

To use SoPrA for new insights in organisational routines (such as those of the
ER), we advise researchers to draw from both SoPrA and organisational agent
frameworks. Organisations and routines overlap in facilitating interactions between
people with a shared purpose [73]. The OperA framework captures this shared
purpose in agent organisations in shared contracts [73]. Shared contracts repre-
sent top-down representation of agents, their roles, objectives and their clauses. In
contrast to prescribing agent behaviour, SoPrA describes the bottom-up emergence
of collective beliefs based on individual beliefs. Furthermore, SoPrA offers capturing
aspects of routines not captured in organisational frameworks: activity hierarchies,
related habits and values. A synthesis of both agent frameworks requires extending
SoPrA with a Role class and deontological norms. A first step towards the first is
described in Appendix 8.3 a step towards the latter should be based on [69]. The
integration of these concepts requires a systemic extension of SoPrA that includes
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a literature study, requirement elicitation and transparent model choices. As men-
tioned in Section 8.1.2, SoPrA provides a modular and orthogonal anchor for such
systematic extensions.

Value-Alignment in AI
As AI becomes more pervasive in our daily lives, there is a growing need to reduce
AI risks for our society [9, 116]. For this, we need to ensure that the decisions
and actions made by AI-systems align with human values [224]. Chapter 5 aims
to train autonomous agents (AAs) such that they are equipped to estimate human
values from human behaviour. The SoPrA framework is used to provide a training
environment for the AA. This training environment provides control and access to
the relation between the (simulated) human behaviour and the underlying (simu-
lated) values. We found two methods that provide an increase in our confidence
in the AAs estimation of human values. The methods differ in their applicability,
the latter being more efficient when the number of interactions with the agent
has to be restricted. This chapter thus provides insights relevant to the successful
estimation of human values by AAs. More generally, we hope SoPrA contributes
to value-alignment in AI by providing a simulated training partner that reproduces
routine human behaviour.

Ethical Policy Advice
ABSS supports the formulation and evaluation of policies [108].4 Using models
to influence policies requires using the model in a complete policy chain: agenda
setting, policy formulation, implementation, evaluation and adoption [21]. Future
work should be directed towards such integration of SoPrA in practice. This dis-
sertation focuses on the theoretical groundwork necessary to support ABSS-based
policy advice. The relevance of such theoretical groundwork lies in SoPrA’s ability to
support current best-practices in ABSS-based policy advice: (1) making the implicit
explicit, (2) providing understanding over numbers, (3) involving stakeholders, (4)
communicating complex systems and (5) reflecting on the ethical implications of
the model [108].

We hope SoPrA provides several advantages in such an approach:

1. SoPrA provides explanations based on domain-independent concepts (e.g.,
habits, collective view, context-elements), making it easier to compare results
from several policy studies.

2. SoPrA is grounded in evidence from the social sciences, which improves the
trust stakeholders should put in SoPrA-based models.

3. The parsimonious UML presentation of SoPrA supports the communication
and understandability of policy models.

4Recall that an ABM provides a common language for policy modellers to formulate their policies; and
simulations enable policy modellers to evaluate implications of their policies cost-effectively and flexibly
[108].
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4. SoPrA focuses on socio-cognitive aspects relevant for considering (the ethics
of) involving multiple stakeholders (discussed below).

These advantages of SoPrA should be utilised in future work that aims to use SoPrA
for policy advice.

Policy modellers that use SoPrA should reflect on ethical considerations regard-
ing their policy advice. SoPrA equips modellers to consider three key ethical ques-
tions when modelling policies [142]:

what is (un)desirable behaviour? A principal consideration in the ‘what’-question
is the gap between what the individual finds desirable and what the group
finds desirable [142]. SoPrA enables to explore this dynamic by making ex-
plicit (1) what agents themselves value, (2) what agents believe the group
values, (3) what the group actually values and (4) what the relevant ethical
values are.

why do people persist with undesirable behaviour Concerning the ‘why’-question,
ethical behavioural change requires to see undesirable behaviour (1) as ex-
plainable and (2) contextual [142]. As described in this dissertation, behaviour
is not simply bad but aims for certain values (that might clash with societal
values) and depends on a habitual and social context. For example, using
SoPrA one is able to explain car-driving as a product of the availability of cars
over trains (i.e., captured in the ContextElement class) and a product of
what the group believes to be important (captured in the myCollective-
View attribute in the ValueConnection class and ValuePriority class)
(see Chapter 4).

how to narrow the gap in an ethically acceptable way? Concerning the ‘how’-
question, ethical behavioural change requires the preservation of individual
autonomy and involvement of stakeholders in the intervention [142, 260].
SoPrA helps capture individual autonomy by making the balance between the
individual and collective perspective explicit. Furthermore, the value-based
approach in SoPrA is useful for stakeholder participation as it allows stake-
holders to find common values [207] and, from there, widely supported solu-
tions.

In short, we advise future work to utilise SoPrA’s ability to capture the habitual,
social and value-sensitive context of policy advice.

8.3. Conclusion
This thesis provides the SoPrA framework that enables the simulation of human
routines (see RO). The first part of the thesis identified the aspects of social practice
theory that are relevant for agent-based simulation, distilled requirements from the
literature, reviewed current agent models and provides the SoPrA framework that
satisfies said requirements.
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Chapter 2 provides a preliminary simulation study that focussed on two aspects
of routines: values and norms. We found that human values provide a uni-
versal, moral, operationalised, empirically grounded and a trans-contextual
basis for intentional behaviour norms provide the dynamic social component
for behaviour. The chapter provides the necessary submodels for SoPrA and
gives insight into what SPs capture over and above values and norms.

Chapter 3 zooms out again and considered the SP as a whole. First, we showed
that the habitual, social and interconnected aspects of behaviour are both em-
phasised by SPT and important for ABSSs (see RQ1). These aspects reflect
current evidence that people’s decisions are automatic and contra-intentional,
based on human values, based on a collective view on the world and depend
on hierarchies of activities. Second, we presented our requirements for an
agent framework that integrates SPT to enable simulations of human rou-
tines (see RQ2). Requirement elicitation resulted in a clear relationship be-
tween SoPrA and current empirical and theoretical evidence and ensures So-
PrA provides a transparent anchor in further investigation. Third, we showed
that current agent frameworks do not enable the simulation of human rou-
tines (see RQ3). In particular, current agent framework lack (1) support for
context-dependent habits, individual learning concerning habits and explicit
reasoning about habits; (2) a comprehensive set of collective concepts, an
efficient ordering of social information around actions and a connection be-
tween individual and collective concepts; and (3) explicit relations between
activities, between each activity and each other model concept and hierar-
chies of activities.

Chapter 4 provides the domain-independent SoPrA framework that satisfies our
requirements to simulate human routines (see RQ4). For each modelling
choice, we presented an overview of the relevant concepts and argued for
a specific conceptualisation that leads to a reuseable grounded framework
suitable for ABSS. In particular, we motivated a conceptualisation that enables
a connection between each activity, element and agent, uses habitual triggers
as a primary concept in the model, enables multiple collective views on an SP
and uses the same concepts to model the agent’s personal view and collective
view. The model is presented in UML to enhance modularity and accessibility,
implemented in Repast to enable ABSS and formalised in Protege to ensure
its consistency.

This results in a framework that integrates socio-cognitive theory and agents, cor-
rectly depicts these theories, implements new and relevant behavioural aspects,
computational implementable and supports simulation studies. Or in short, a domain-
independent agent framework that is (re)useable and grounded in evidence.

The second part of this thesis described applications of SoPrA (RQ5) and demon-
strates the scientific and societal relevance of this thesis.

scientific relevance This thesis provides a grounded and (re)useable agent frame-
work that supports the simulation of routines and as such is relevant for cur-
rent work in
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SPT in ABSS by emphasising domain-independence, integrating agent the-
ory and SPT and conceptualising SPT specifically to support ABS.

ABSS by enabling simulations where humans get stuck in behaviour that
does not align with their goals (i.e., habits), make decisions based on
more than their own welfare (i.e., values), reason based on a collective
view on the world (i.e., sociality) and make decisions within a wider con-
text of interconnected decisions (i.e., interconnectivity) (see Part III and
master theses D’Haens [65], Mercuur [167], Roes [217]). By combining
the strengths of ABSS and socio-cognitive theory, we enable a new way
to know, explore and improve the world grounded in evidence.

MAS, AI by enabling agents with traceable human-like decision-making. This
leads to autonomous agents that use human routines for efficiency and
enables them to understand and interact with human routines (see Chap-
ter 5).

Sociology and Psychology by crystallising socio-cognitive theories and en-
abling exploration of these theories via simulation (see Chapter 7).

societal relevance This thesis contributes to the theoretical work necessary to
support ABSS researchers in understanding the role of routines in social sys-
tems. Concretely, SoPrA is relevant for:

AI safety by providing a simulated training partner for autonomous agents
that reproduces routine human behaviour and helps them to successfully
estimate human values (Chapter 5).

Social Routines in the ER by providing a formal model to identify social
bottlenecks in the ER such as conflicting views on the values relevant for
triage (see Chapter 6).

Commuting Routines by showing via simulations that large groups have a
higher chance to cluster towards the same routine behaviour than small
groups (see [217]) and that different habitual theories lead to different
predictions regarding transport mode behaviour (see Chapter 7).

Animal Consumption Routines by enabling research on the connection of
animal consumption routines with shopping and cooking routines and the
interplay between animal consumption habits and the collective view on
animal consumption (see [167] and Section 8.2.2).

More generally, SoPrA provides the theoretical groundwork that promotes
policy modelling where policies are (1) comparable due to SoPrA’s domain-
independence, (2) trustworthy due to SoPrA’s evidence-driven approach, (3)
understandable due to SoPrA’s parsimony (4) socially supported due to the
SoPrA’s ability to capture both individual and social values.
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Statement of Ethics
All data gathered is in accordance with Dutch law for ethical data collection. All the
code and data are freely available to enable reproduction of the presented results.

Simulation Models and Online Repositories
The dissertation ‘Simulating Human Routines: Integrating Social Practice Theory in
Agent-Based Models’ used simulation models throughout the thesis. This document
gives an overview of where these models are found. The models are stored in one
place to avoid confusion about the most recent model. The models are stored in
GitHub to enable fast-updating, version history and collaboration.

Social Practice Agent Framework and Applications
The Social Practice Agent framework is modelled in Repast and OWL. The framework
is available as a template. Two specific models used based on earlier versions on
SoPrA are used in the thesis.

Table 1: Overview of the online repositories for the SoPrA framework.
Title Ch. Link

Most Recent SoPra Framework (Repast, OWL) 4 https://github.com/rmercuur/SoPrA-Models
Older Version (OWL) 6 https://github.com/rmercuur/SOPRA
Older version (Repast) 8 https://github.com/rmercuur/HabitsTraffic

Ultimatum Game Simulation Models
Models that simulate the behaviour of a homo economicus agent, a value-based
agent and a norm based agent in a psychological experiment called the ultimatum
game.

Table 2: Overview of the online repositories for the Ultimatum Game simulation models.
Title Ch. Link

Most Recent UG Simulation (Repast) 5 https://github.com/rmercuur/moral-ultimatum-game
Older Version UG Simulation (Repast) 2 https://github.com/rmercuur/UltimateValuesEclipse
Value-Based Agent Model (R) 2 https://github.com/rmercuur/UltimatValuesR
ML Model (Matlab) and Data Analysis (R) 5 https://github.com/rmercuur/moral-ultimatum-game

SoPrA Versions
SoPrA has been implemented in Repast Simphony, and Protégé. The code is avail-
able at Github (see 8.3).
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SoPrA Repast Repast Simphony is a java-based tool for programming ABS
based on the Eclipse IDE [198]. The translation from the UML to java code is
relatively straight-forward as both are based on the object-orientated (OO) design
method. Our implementation uses the Table class from Google’s Guava to simplify
the classes in the activityCAssociations and agentAssociation package.
For example, the HabitualConnection class is transformed into a table in the
agent class that maps a ContextElement and Activity pair to three doubles:
the habitual strength, the personal view on the habitual strength and the collec-
tive view on the habitual strength (e.g., Table<ContextElement, Activity,
StrengthValues<Double, Double, Double>). Our implementation comes
with an example simulation that uses SoPrA to simulate the dynamics of commut-
ing behaviour based on Chapter 7. Researchers who aim to use SoPrA to simulate
routines are recommended to use SoPrA Repast.

SoPrA OWL Our online repository provides a formal framework in the OWL-
language. A formal framework promotes unambiguity, rigour and enables formal
reasoning. Protégé is a tool to author formal ontologies and enable formal rea-
soners that aid the modeller [189]. Using Protege –a formal reasoner – we show
the framework is consistent, can verify our domain models correctly implement the
framework and verify properties. In detail, Protégé enables modellers to make
domain-specific models and use the formal reasoner to check if these models cor-
responds to the domain-independent framework we made. Protégé uses descrip-
tion logic: a logic that trades its expressivity to acquire decidability [128]. The
UML classes correspond to OWL classes and UML associations to OWL properties.
Chapter 6 describes the translation process from (an earlier version of SoPrA) to de-
scription logic. This shows that description logic is expressive enough to capture the
semantics of SoPrA and that the formalization of SoPrA in Protégé is satisfiable. Pro-
tégé can be used in combination with ABM to infer new knowledge for the agents.
For example, one can use the formal reasoner to apply to automatically infer that if
riding a bike, taking the train to work and walking promote environmentalism then
non-car commuting also promotes environmentalism. In short, researchers who
want to verify that their domain model corresponds to SoPrA or want to infer new
domain knowledge using formal reasoning are recommended to use SoPrA OWL.

SoPrA Framework Extensions
Figure 1 provides an extension of our core SoPrA framework. We treat concepts
that are mentioned in related work but are not necessary to fulfil our requirements.

Roles Roles enable modellers to group similar agents. Grouping agents has sev-
eral advantages. First, instead of defining multiple agents that have the same
beliefs (e.g., car driving is efficient), modellers can define a role (e.g., a par-
ent) that believes car driving is efficient. Figure 1 reflects the possibility for
the Role class to have the same connections as the Agent class with the
generalization arrow. Connecting a belief once to a role instead of connecting
multiple beliefs to multiple agents reduces the spatial complexity of the model.
Second, roles enable agents to enact multiple roles and thus entertain mul-
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Figure 1: A UML diagram that extends the core SoPrA framework adding affordances,
competences and roles.

tiple views. This is reflected in the enact association from the Agent class
to the Role class. Third, roles enable an agent to hold a view on a specific
group of agents. This feature is reflected in the attribute myViewOnRoles
in the classes that connect agents and elements. This attribute maps a Role
set (i.e., groups of agents) to a Double representing how strongly the agent
believes this group of agents agrees on the connection (e.g., parents believe
car driving is efficient, parents believe car-driving requires the competence to
drive a car).5

Affordances Affordances specify for a context-element what actions it makes pos-
sible [102]. For example, a chair affords to sit. Affordances are related to
habitual triggers. Affordances specify what actions are possible, habitual trig-
gers which actions are salient [69]. Our extended framework contains the
AffordanceConnection class as an activity association analogue to habit-
ual triggers. Specifying the strength of the connection as a Double enables
both a more restricted view on affordances (e.g., a chair affords sitting so the

5Although this attribute enables the modeller to specify beliefs about groups of agents for any connection
(e.g., a habitual connection, a value connection), for ease of presentation Figure 1 only depicts this
attribute in the classes related to the extensions .
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strength is 1, but a table does not so the strength is 0) as well as a continuous
view on affordances (e.g., a chair is better for sitting than a table).

Competences A competence is the capability to make a certain proposition true [76].
Competencies are criteria within the agent that enable an action (whereas af-
fordances are criteria outside the agent that enable an action). In Shove et al.
[235] competencies represent the implicit skill or know-how that is needed to
act. In SoPrA-extended competences are added as both an activity association
(i.e., CompetenceConnection) and an agent association (i.e., myCompe-
tences) analogue to values. Specifying the strength of the connection as
a double enables both a more restricted view on competences (e.g., a driver
needs to know how to stay calm to drive) as well as a continuous view on
competences (e.g., it is better when a driver knows how to stay calm when
driving).
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Requirements
Table 3 provides an overview on the requirements on habituality, sociality and in-
terconnectivity.

Table 3: An overview on the requirements on habituality, sociality and interconnectivity

We require the model to...

Nr. Habituality Sociality Interconnectivity

1
capture that social practices are
habitual as they are similar over

time

capture that social practices are
social as they are similar over

people.

capture that social practices are
interconnected as they are
similar over activities.

2

provide the primary concepts
and relations to researchers to
model habitual decisions,
updates and reasoning

provide the primary concepts
and relations to enable agents
to make socially intelligent
decisions, update social

information and reason about
collective concepts.

provide the primary concepts
and relations to enable agents

to make interconnected
decisions, updates and reason
about the interconnectedness of

activities.

3 enable agents to differentiate
between habits and intentions

use a comprehensive set of
collective concepts that support

social decision-making,
updating and reasoning.

express that social practices are
connected in terms of time,
space and common elements.

4

support habitual relations
between an action and a
context-element where the

strength of that relationship is a
continuous parameter.

support agents that order social
information around their

practices.

differentiate between different
types of activities: atomic
activities and sequential

activities (an ordered sequence
of actions).

5

capture that context-elements
can comprise resources,

activities, location, timepoints
or other people.

capture that social practices
relate the collective social world
with the individual world of

interactions.

capture both temporal and
ontological relations between
activities to enable agents to
make decisions and inferences.

6

to capture that agents can differ
in the strength of a connection,
maximum strength, time to

reach this maximum, amount of
attention they attribute to an

action

capture that agents have a
personal view on a social

practice.

7
to provide a concept that
captures the abstract aim
intentions are directed at.

capture that agents have a
collective view on a social

practice.

enable agents to have a
different personal view than

their collective view.

enable agents to each have a
different collective view on a

social practice.





Appendix B: Towards an ABM
of Gossip in Organizations

Introduction
The phenomenon of rumourmongering has malicious impacts on societies. Ru-
mours make people nervous, create stress, shake financial markets and disrupt aid
operations [259]. In organizations, rumours lead to unpleasant consequences such
as, breaking the workplace harmony, reduction of profit, drain of productivity and
damaging the reputation of a company [67, 181]. Recent work on the McDonald’s
wormburger rumour and the P&G Satan rumour confirm the negative impact of
rumours on the productivity of firms [67].

For more than hundred years, scholars from a wide range of disciplines are
trying to understand different dimensions of this phenomenon. Research in ru-
mour studies can be classified according to the approach followed: a case-based
approach and a model-based approach. In the case-based approach, results are
based on case studies, not on models, making it hard to generalize their conclu-
sions. The model-based approach tries to explain the phenomenon of rumours by
model-based based simulations. The model-based approaches, so far, focus only
on the dynamic of the spread, while rumour is a collective phenomenon and the
acts of individuals can influence the whole system. Rumours in organizations have
been mainly approached with case-based studied and dynamic spreading model.
To our knowledge there are no studies where the cognition of the individual is taken
into account.

In our agent-based approach, we study the dynamics of the spread of rumours
in organizations as an emergent (collective) behavior resulting from the behavior of
individual agents using social practice theory. We use the proposed model to study
the impact of change in organizational layout on control of organizational rumour.

The concept of social practices stems from sociology, and aims to depict our
‘doings and sayings’ [227, p. 86], such as dining, commuting and rumourmongering.
This chapter uses the semantics of the social practice agent (SoPrA) model [172] to
gain insights in rumourmongering in organizations.6 SoPrA provides an unique tool
to combine habitual behavior, social intelligence and interconnected practices in one

This chapter has been published as A. E. Fard, R. Mercuur, V. Dignum, C. M. Jonker, and B. van de
Walle, “Towards Agent-based Models of Rumours in Organizations: A Social Practice Theory Approach,”
in Advances in Social Simulation, 2020, pp. 141–153. [86]
6Mercuur et al. [172] provides a static model of SoPrA based on literature and argued modelling choices.
This chapter applies this model to the domain and extends it by including competences and affordances
and modelling a dynamic component based on [167]. Note that Mercuur et al. [172] is still under review
and only available as pre-print at the moment of writing.
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model. This makes SoPrA especially well-suited for studying the spread of rumours
in organizations as this practice is largely habitual, social [97] and interconnected
with practices as working and moving around. Given the lack of available empirical
data on the social practice of rumourmongering, we give a proof-of-concept on how
to collect data by doing eight semi-structured interviews.

This chapter is organized as follows. The next section provides an overview
of the research on rumours with an emphasis on studies of organizational rumour.
Section Domain describes the context for our experiment, and the methodology of
data collection and data preprocessing. The model is introduced in Section Model.
One possible experiment is described in Section Experiment and Section Conclusion
presents our conclusions, discussion and ideas for future work.

Background & Related Work
Rumours are unverified propositions or allegations which are not accompanied by
corroborative evidence [67]. Rumours take different forms such as exaggerations,
fabrications, explanations [210], wishes and fears [149]. Rumours have a lifecycle
and change over the time. Allport and Postman in their seminal work “psychology of
rumour” concluded that, “as a rumour travels, it grows shorter, more concise, more
easily grasped and told.” [119]. Buckner considers rumour a collective behaviour
which is becoming more or less accurate while being passed on as they are sub-
jected to the individuals’ interpretations which depends on the structure of the situ-
ation in which the rumour originates and spreads subsequently [40]. Rumours are
conceived to be unpleasant phenomena that should be curtailed. Therefore, a num-
ber of strategies have been proposed to prevent and control them [40, 151, 200].

One of the rumour contexts that has received attention from researchers for
almost four decades is organizations. Like rumour in general context which is ex-
plained in above paragraph, rumour in organizations has different types and follow
its own life-cycle [31–33, 66, 67, 146]. Also, to quell credible and non-credible
organizational rumours, a number of different techniques and strategies have been
suggested [67, 146]. The research approach also follow the same pattern, with a
slight difference which to best of our knowledge is qualitative without adopting any
modelling approach.

The related literature reported above are based on case studies or experiments
in the wild. This pertains to the types of rumour, dynamics of rumour and strate-
gies to control rumours, either in general or in organizational contexts. These case
studies and experiments are to inform the construction of theories and models
underlying the phenomenon of rumourmongering. Theories and models, in turn,
should be tested in case studies and simulations. Model-based approaches do just
that. However, the current state-of-the-art in model-based simulations of rumour-
mongering focus only on the dynamics of the rumourmongering, comparable to the
epidemic modelling and spread of viruses [55, 193, 251, 262, 272]. These models
do not consider the complexities of the agents that participate in rumourmongering.

The research area of agent-based social simulations (ABSS) specializes on sim-
ulating the social phenomena as phenomena that emerge from the behaviour of
individual agents. ABSS is a powerful tool for empirical research. It offers a natu-
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ral environment for the study of connectionist phenomena in social science. This
approach permits one to study how individual behaviour give rise to macroscopic
phenomenon [82]. Such an approach is an ideal way to study the macro effects
of various social practices, because it can capture routines which are practiced by
individuals on a regular basis in micro level and see their collective influence in a
macro level.

Domain
This research investigates the daily routine of rumourmongering in a faculty building
on the campus of a Dutch University. In this faculty, students, researchers and staff
work in offices with capacity of one to ten people. Aside from the actual work going
on in the building, filling a bottle with water, getting coffee from the coffee machine,
having lunch at the canteen and going to the toilet are among the most obvious
practices that every employee in this faculty does on a daily basis.

Nevertheless, there are other daily routines in the organization which are not
that obvious. One of these latent routines is rumourmongering. Rumours or un-
verified information are transferred between students, researchers and staffs on
a daily basis, during lunch, while queuing for coffee, when seeing each other in
the hallways, and when meeting in classrooms and offices. All these situations
are potential contexts for casual talks and information communication without solid
evidence.

For data collection we conducted semi-structured explorative interviews with
people from the above-mentioned faculty. Semi-structured interviews allows us to
ask questions that are specifically aimed at acquiring the content needed for the
SoPrA model, while still giving the freedom to ask follow up questions on unclear
answers. The data collection can be improved in future works by increasing the
number of interviewees and diversifying them (Not only asking from students). For
demographic information, the reader is referred to Table 4. We prepared following
question set to ask from each interviewee based on the meta-model which will be
explained in the next section:

1. What are the essential competencies for rumourmongering?

2. What are the associated values with rumourmongering?

3. What kind of physical setting is associated with rumourmongering?

Table 4: The demography of the interviewed subjects.

Number
of Inter-
views

Number
of Dif-
ferent
Coun-
tries

Lowest Educational Level Mean
age

Female
%

8 6 MSc 28 50
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Given the thin line between personality traits and competences, we used the
Big Five model [110] to differentiate between personality traits and competences.
For Question 2, we asked the interviewees to choose the relevant values from
Schwartz’s Basic Human Values model [229]. We asked the same set of questions
about fact-based talk.

We processed the collected data in two ways before using it in the model. Firstly,
we clustered answers that point to the same concept. For example, in Question 3,
interviewees gave answers such as cafeteria, coffee shop and cafe to point to a
place where people can get together and drink coffee. In the coffee example, we
clustered answers under the term of ”coffee place”.

Secondly, we classified the answers to Question 2. As mentioned, for that ques-
tion, we asked interviewees to pick associated values from Schwartz’s Basic Human
Values model. We used the third abstraction level of the model which is more fine-
grained and compared to other levels, and gave the interviewees a better idea of
what they point to. However, a model based on level three, would not allow us
to compare the agents effectively. Therefore, we decided to wrap the answers
and classify them based on second abstraction level. Using a classification based
on the first abstraction level would have been too homogeneous in the sense that
the agents would behave too similar, which would loose the effectiveness of the
simulation.

Model
The model has two main parts: (i) static part and (ii) dynamic part. In the static
part, the components of the model and their properties are described, and in the
dynamic part we explain the interaction of those components.

Static Part
This section describes the SoPrA meta-model which is used as the groundwork for
our agent-based model, how we use empirical data to initiate the model, the model
choices we make and how we tailor the model to the context of organization.

The SoPrA meta-model was introduced by Mercuur et al. [172] and describes
how the macro concept of social practices can be connected to micro level agent
concepts. Figure 2 shows SoPrA in a UML-diagram. The main objects in a SoPrA
model are activities (e.g., fact talk, rumourmongering), agents (e.g., PhD students,
supervisors), competences (e.g., networking, listening), context elements (e.g., of-
fice, cafetaria) and values. Values here refer to human values as found by the
earlier stated Schwartz model, such as, power or conformity. The social practice is
an interconnection of (1) activities and (2) related associations as depicted by the
grey box in Figure 2. For example, the practice of talking consists of two possible
activities fact talk or rumourmongering. The social practice connects these different
activities with the Implementation association. If activity 𝐴 implements activity
𝐵 this means that 𝐴 is a way of or a part of doing 𝐵.

The Implementation association is the first of several associations that are
related to an activity (see Table 5). Most associations are fairly self-explanatory,
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however the Trigger and Convention attribute are a bit more complex. Follow-
ing Wood and Neal [267], triggers are the basis for habitual behaviour. If an agent
is near a context element that has a trigger association with an activity, then it will
do that activity automatically (without for example considering its values). Follow-
ing Crawford and Ostrom [53], conventions are related to norms and signify that
something is the normal way to do something.. If an agent believes that activity
𝐴 is a strategy for activity 𝐵, then it believes that other agents usually implement
activity 𝐵 by doing activity 𝐴.

The SoPrA meta-model does not only relate the activities to other classes, but
the agent itself also has two types of associations: HasCompetence and Val-
ueAdherence which plays a role in choosing the activities it will do:. The Has-
Competence association links possible skills to the agent who masters those. The
ValueAdherence association captures if an agent finds that value important.

Table 5: The associations attached to the activity and their specification.

Association Specification

Implementation which activities are a way of or a part of doing the activity

Affordance which context elements are needed to do the activity

RequiredCompetence which competences are needed to do the activity

Knowledge which activities an agent knows about

Belief which personal beliefs an agent has about the activity

RelatedValue which values are promoted or demoted by the activity

Trigger which context elements habitually start the activity

Convention which activities usually implement the activity

The model can be initiated using empirical data. Note that in this study we
focussed on a small set of explorative interviews. We show with this initial data a
proof-of-concept of how the model can be initiated. To properly ground the model
a larger and more rigorous empirical study is necessary.

The activity class has three instances: talking, rumourmongering and fact talk.
The number of instances of agent can vary in the different experiments (see Sec-
tion 8.3). The instances of the context element, competence and values class are
based on the gathered data and can be found in Table 6 and 7.7 The complete static
model consists both of object instances and associations between these instances.
An example focusing on one agent (i.e., Bob) and one activity (i.e., rumourmon-
gering) is shown in Figure 3. Bob believes that the activity of rumourmongering is
related to the value of privacy, curiosity and social power. He thinks it requires the
competence of networking and noticing juicy details and thinks the activity is trig-
gered (to some extent) by the hallway, restaurant and another agent named Alice.
7The context-element ‘Friend’ and ‘Colleague’ are special cases; these are rather attributes of context-
elements (i.e., agents) than context-elements themselves. In our model these are to some extent
implicitly captured, because the agents who one sees most often (i.e., friends, colleagues) are mostly
likely to be habitually associated with an action.
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Furthermore, he himself has the competence of networking and adheres strongest
to the value of ambition and weakest to the value of pleasure.

Table 6: The elements associated with the rumourmongering activity.

Rumourmongering

Context Elements Meaning Competence

Friend Self-Direction Sneaky Skills

Coffee place Power Network Skills

Hallway Hedonism Talking Skills

Restaurant Achievement Observing Skills

Office Benevolence

Phone

Computer
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Table 7: The elements associated with the fact talk activity.

Fact talk

Context Elements Meaning Competence

Colleague Universalism Being knowledgeable

Academic Staff Self-Direction Listening Skills

Office Benevolence Critical Thinking Skills

Conference Achievement Communication Skills

Meeting room Tradition

Classroom

Restaurant

Phone

Computer

Pen

Coffee

The agents differ in which activity they associate with which element. In other
words, the SoPrA meta-model does not initiate one social practice that all agents
share, but one social practice per agent. The chance that an agent relates an activity
to a competence is based on the empirical data we gathered in the interviews. For
example, if 50% of the interviewees linked critical thinking skills to fact talk the
chance an agent makes this association depends on a binomial distribution with
𝑝 = 0.5. For relatedValue association and HabitualTrigger association all
agents make the associations as mentioned in Table 6 and 7. However, the weights
differ per agent. The weights for the relatedValue association are picked from a
normal distribution between 0 and 1. Given the lack of empirical data on the relation
between activities and human values, we follow the related finding of the World
Value Survey that people adhere to values with roughly a normal distribution [4].
The weights for HabitualTrigger are picked on a logarithmic distribution based
on the empirical work of [155]. One interesting modelling choice we made was to
drop the Affordance assocations in the conceptual model. The SoPrA meta-model
conceptualizes two associations with context elements. The HabitualTrigger
association representing that some context element can automatically lead to a
reactive action and the Affordance association representing that some context
elements are a pre-condition to enact a certain behaviour. None of our interviewees
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mentioned a possible context element that affords rumourmongering fact talk. As
such this association seemed irrelevant for our model.

The associations related to the agents themselves are based on random distri-
butions. Each competence has a 50% chance to be related to an agent. Each value
is associated to each agent, but the weights differ. The weights for the hasValue
association strength is based on a correlated normal distribution. Schwartz [229]
shows that the strength to which people adhere to values is correlated. For exam-
ple, people who positively value universalism usually negatively value achievement.
We use the correlations found by Schwartz [229] to simulate intercorrelated normal
distribution from which we pick the weights. In future work, we aim to extent our
interviews to also gather data that can inform these weights.

For our modelling context, we need to extend the SoPrA model with a spatial
component. We do this by adding two attributes to the ContextElement class
called x-coordinate and y-coordinate. These coordinates can be used by
the agent to sense which objects are near. Note that every agent is also a context
element as indicated with the ’generalization’ association in the UML-diagram.

Dynamic Part
This section describes the dynamic part of the model which on each tick comprises:

1. An agent decides on its location using the moving submodel and updates its
coordinate attributes.

2. An agent decides if it will engage in fact talk or rumourmongering based on
the choose-activity submodel.

The moving submodel has four components that agents can transfer between.
As it is shown in Figure 4 the initial state is offices and from that state agents can
leave their offices and pass the hallway to either have lunch at the restaurant or
grab a cup of coffee at the coffee place. During the interviews, we discovered most
of the people do those daily routines around the same period of time and only a few
people do not follow this pattern and leave their offices out of usual time periods,
so we concluded the transition of agents between different locations is a random
phenomenon which follows a normal probability distribution.
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Figure 4: The moving model for agents

The choose-activity submodel is based on Mercuur et al. [169] and has three
stages. The submodel is depicted in Figure 5. The agent starts by considering
both rumourmongering and fact talk. At each stage the agent makes a decision on
one cognitive aspect. If this aspect is not conclusive it will prolong the decision to
the next stage. In the first stage, the agent compares its own competences to the
competences that it beliefs to be required for the activity. In our example model
depicted in Figure 3, Bob would decide it cannot do the activity of rumourmon-
gering, because it requires a competence he does not have: noticing juicy details.
As such, Bob will engage in fact talk. (Note that if Bob does not have the skill to
do either activity, then the decision is also prolonged to the next stage.) In the
second stage, an agent tries to make a decision based on its habits. It will survey
its context and decide which context elements are near, i.e., resources, places or
other agents. If it has a habitual trigger association with a particular strong strength
between one of those context elements and either rumourmongering or fact talk
it will automatically do that action. In the last stage, the agent will consider how
strongly it relates certain values to both activities and how strongly it adheres itself
to these values. Consequently, it makes a comparison between the two activities
and decides which best suits its values. For the complete implementation of the
habitual model and value model we refer to [167].

Experiment
The proposed rumour model with elements associated with physical settings, indi-
viduals’ values and competencies enables us to investigate impacts of a variation
of settings and interventions on the spread of rumours in organizations.

One of the open questions in organizational rumour literature is the effectiveness
of different prevention and control strategies. In our approach we only need to
extend the model with the specific elements and characteristics of the case that we
would like to study. In this chapter we study the effect of organizational layout on
rumour dynamics. In our case, we take the size of offices and number of coffee
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places as the proxies for organizational layout and juxtapose two organizational
layouts cases (Figure 4) to understand the impact of layout on rumourmongering
dynamic.

To setup the model, we determine the number of agents, then initialize the
context and agents. In the organization that we studied each section has on av-
erage 50 people, therefore, we pick 50 as the number of the agents. For context
initialization, we design the layouts and assign agents to different locations, then
we initialize agents with probability distributions for routines such as grab a cup of
coffee or having lunch. After the model setup, it can be executed.

Figure 6: (a) In this case, we study the impact of office size on dynamics of
rumourmongering (b) In this case we study the impact of number of coffee places on the

dynamics of rumourmongering

Discussion & Future Research
Modelling rumourmongering has been studied since 1964. So far, the modelling
did not consider the complexities of individual agents, and mostly focused on the
spreading behaviour of the phenomenon. In the model proposed in this chapter,
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agents have a cognitive layer that deploys social practice theory and views rumour
as a routine with associated competencies, values and a physical setting.

In this research, we narrowed our study to the context of organization and after
introducing the generic model, we tailored our model to the context of organiza-
tion via empirical data collected though interviews conducted in a Dutch University.
Based on explorative interviews we established that social practice theory are likely
to be applicable as people shared a view on rumour, and their habits regarding
rumour and rumours seem to be intertwined with other activities.

Our model can be used to study a wide range of topics in organizational rumour
studies, in particular for testing the effectiveness of interventions for prevention
and control of rumours in organizations.

Future work is to extend the questionnaire by asking about associations, conduct
more and more rigorous interviews, implement the model and run the proposed
experiments that explore different organization layouts. Furthermore, we aim to
validate our model by looking at how rumours travel from person to person in the
organization during a pre-selected time period.
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Figure 3: An instance of the SoPrA meta-model for the activity of rumourmongering and
one agent. For illustration purposes the assocations related to the activity ’talking and the

agent ’alice’ are omitted.
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Summary

Motivation The behaviour of groups of people plays an important but complex
role in a wide range of social challenges such as disease outbreaks, climate change
and coördinating a hospital. For example, in a disease outbreak, it is important
to know where people go and to what extent they conform to social distancing.
However, this is not easy to find out: individuals act differently, influence each
other and adapt their behaviour over time. Agent-based social simulation (ABSS)
enables researchers to simulate these complex aspects of human behaviour by
directly representing individual entities (called agents) and their interactions [107].
ABSS studies are used to guide policies, expose theories, explain social phenomena,
describe social systems, or illustrate key dependencies [107]. In short, ABSS studies
provide and communicate insights on complex social systems.

Current frameworks for agent models do not support researchers in ABSS studies
on human routines (see Chapter 3). These frameworks focus on reasoning aspects,
social aspects or psychological mechanisms such as fear or needs. These aspects do
not suffice to capture the key aspects of human routines: humans make habitual
decisions, interconnect these habits throughout the day and use these intercon-
nected habits as a blueprint for social interaction (see Chapter 3). Evidence from
the social sciences shows the influence of routines on human decision-making (see
Chapter 3). Empirically, meta-studies in transport choices [124], food choices [215]
or recycling [148] consistently show that measures of habits (one aspect of rou-
tines) have a moderate to strong correlation with behaviour. Furthermore, general
theories on human decision-making emphasize the key role of routines in behaviour
[8, 137, 250]. To quote William James on habits: “Ninety-nine hundredths or, pos-
sibly, nine hundred and ninety-nine thousandths of our activity is purely automatic
and habitual, from our rising in the morning to our lying down each night.”[Ch.
VIII] [136]. In addition to this evidence for the importance of the habitual aspect
of routines, there is similar theoretical and empirical evidence for the importance of
the social and planning aspects of routines (see Chapter 3). An agent framework
that integrates human routines would enable ABSS researchers to gain new insights
into social systems grounded on this theoretical and empirical evidence.

Purpose This thesis provides the SoPrA framework (i.e., the Social Practice Agent
framework) that fulfills the following research objective:

Research Objective

Create a domain-independent agent framework that integrates theories on
social practices to support the simulation of human routines.
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This thesis uses social practice theory (SPT) to conceptualize an agent frame-
work that integrates our human routines. SPT is a socio-cognitive theory applicable
to model human routines as the theory aims to describe our ‘daily doings and say-
ings’ [227]. By building SoPrA upon a theory from sociology (and expending and
refining the theory using related evidence), the framework fulfills two criteria that
support the success of ABSS studies:

Grounding in evidence ensures we strengthen the mapping evidence on human
decision-making into our model of human decision-making: agents. Well-
grounded agent models produce well-grounded ABSS studies.

Reuseability ensures the models based on the framework are usable by different
scientists, comparable with other models and are easy to extend or com-
bine with other models. The reusability of a model is important to the ABSS
field as a collective: reuseability promotes efficiency and allows models to
evolve (i.e., select, reproduce, mutate) toward increasingly successful rep-
resentations of humans. To ensure the reusability of our agents we need a
domain-independent agent framework that enables ABSS researchers to cre-
ate multiple domain-dependent agent models.

Outline & Results Part I contains one chapter which expands on our motivation,
research objective and questions mentioned above. Part II of the thesis identifies
the aspects of social practice theory that are relevant for agent-based simulation,
distills requirements from the literature, reviews current agent frameworks and pro-
vides the SoPrA framework that satisfies said requirements.

Chapter 2 provides a preliminary simulation study that focusses on two aspects of
routines: values and norms. We found that human values provide a universal,
moral, operationalised, empirically grounded and a trans-contextual basis for
intentional behaviour and that norms provide the dynamic social component
for behaviour. Values and norms provide the necessary submodels for SoPrA
and gives insight into what social practices (SPs) capture over and above
values and norms.

Chapter 3 zooms out again and considers the SP as a whole. We review the lit-
erature on sociology, psychology and agent theory related to routines. In
particular:

We find that to integrate ABSSs, agent theory and SPT, we need to focus
on three key aspects of behaviour: the habitual, social and the inter-
connected aspects (this answers RQ1). These aspects reflect current
evidence that people’s decisions are automatic and contra-intentional,
based on human values, based on a collective view on the world and
depend on hierarchies of activities.

We provide a list of requirements for an agent framework that integrates SPT
to enable simulations of human routines (this answers RQ2). These re-
quirements provide a a clear relationship between SoPrA and current
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empirical and theoretical evidence and ensure SoPrA provides a trans-
parent anchor in further investigation.

We show that current agent frameworks do not support researchers in sim-
ulating human routines (this answers RQ3). In particular, current agent
framework lack (1) support for context-dependent habits, individual learn-
ing concerning habits and explicit reasoning about habits; (2) a compre-
hensive set of collective concepts, an efficient ordering of social infor-
mation around actions and an a connection between individual and col-
lective concepts; and (3) explicit relations between activities, between
each activity and each other model concept and hierarchies of activities.

Chapter 4 presents the Social Practice Agent (SoPrA) framework that integrates
SPT and fulfils the requirements set out in Chapter 3 (this answers RQ4).

Part III describes three applications of SoPrA. These case studies show how our
framework is able to support research in different domains with different purposes
by using different parts of SoPrA (this answers RQ5).

Chapter 5 presents a study that focuses on the value-alignment problem: a well-
known problem in AI where one aims to match the behaviour of an au-
tonomous agent with human values. The study analyses to what extent an
autonomous agent is able to estimate the values and norms of a simulated
human.

Chapter 6 presents a study on identifying social bottlenecks in hospitals. The study
provides a formal model (an OWL ontology) of the social dimension of the
emergency room (ER) and uses a formal reasoner to find said bottlenecks.

Chapter 7 presents a study comparing two theories on habits via simulation. Via
simulation, we identify an empirical experiment that enables social scientists
to find out which theory is supported by evidence. Our framework supports
this study by allowing the simulation of habitual behaviour.

Part IV contains one chapter that concludes our thesis, discusses our central
choices and describes the societal and scientific relevance of my dissertation.

Relevance This thesis provides a grounded and (re)useable agent framework
that supports the simulation of routines and as such is relevant for scientific work
on

SPT in ABSS by emphasising domain-independence, integrating agent theory and
SPT and conceptualising SPT specifically to support ABSS.

ABSS by enabling simulations where humans get stuck in behaviour that does not
align with their goals (i.e., habits), make decisions based on more than their
own welfare (i.e., values), reason based on a collective view on the world
(i.e., sociality) and make decisions within a wider context of interconnected
decisions (i.e., interconnectivity). By combining the strengths of ABSS and
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socio-cognitive theory, we enable a new way to know, explore and improve
the world grounded in evidence. We demonstrate this in applications of SoPrA
in Part III and master theses D’Haens [65], Mercuur [167], Roes [217]).

Multi-Agent Systems, AI by enabling agents with traceable human-like decision-
making. This leads to autonomous agents that use human routines, which
promotes efficient decision-making and enables autonomous agents to un-
derstand and interact with human routines (see Chapter 5).

Sociology and Psychology by crystallising socio-cognitive theories and enabling ex-
ploration of these theories via simulation (see Chapter 7).

SoPrA provides theoretical groundwork for (policy) models of routine behaviour
and helps to undestand and improve the role of routines in social systems. SoPrA’s
reuseable and evidence-driven approach promotes policies that are comparable,
trustworthy, understandable and socially supported (see Section 8.2). In particular,
SoPrA is relevant for

AI safety by providing a simulated training partner for autonomous agents that
reproduces routine human behaviour and helps autonomous agents to suc-
cessfully estimate human values (Chapter 5).

Social Routines in the ER by providing a formal model to identify social bottlenecks
in the ER such as conflicting views on the values relevant for triage (see
Chapter 6).

Commuting Routines by showing via simulations that large groups have a higher
chance to cluster towards the same routine behaviour than small groups (see
[217]) and that different habitual theories lead to different predictions regard-
ing transport mode behaviour (see Chapter 7).

Consumption Routines by enabling research on the connection of the consumption
of animal productions with shopping and cooking routines and the interplay
between habits to consume animal products and the collective view on the
consumption of animal products (see [167] and Section 8.2.2).
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Motivatie Het gedrag van groepenmensen speelt een belangrijke maar complexe
rol bij een groot aantal sociale uitdagingen, zoals epidemieën, klimaatverandering
en het coördineren van een ziekenhuis. Bij een epidemie is het bijvoorbeeld belang-
rijk te weten waar mensen heen gaan en in welke mate zij zich conformeren aan
de beperking van sociale contacten. Dit is echter niet eenvoudig te achterhalen:
individuen gedragen zich verschillend, beïnvloeden elkaar en passen hun gedrag in
de loop van de tijd aan. Agent-gebaseerde sociale simulatie (ABSS) stelt onderzoe-
kers in staat om deze complexe aspecten van menselijk gedrag te simuleren door
individuele entiteiten (agenten genoemd) en hun interacties rechtstreeks te repre-
senteren [107]. ABSS-studies worden gebruikt om beleid te sturen, theorieën bloot
te leggen, sociale fenomenen te verklaren, sociale systemen te beschrijven, of be-
langrijke afhankelijkheden te illustreren [107]. Kortom, ABSS-studies verschaffen
en communiceren inzichten over complexe sociale systemen.

Huidige raamwerken voor agentmodellen ondersteunen onderzoekers niet in
ABSS-studies naar menselijke routines (zie hoofdstuk 3). Deze raamwerken richten
zich op redeneer-aspecten, sociale aspecten of psychologische mechanismen zoals
angst of behoeften. Deze aspecten volstaan niet om de hoofdaspecten van mense-
lijke routines te vatten: mensen nemen beslissingen uit gewoonte, verbinden deze
gewoontes door de dag heen en gebruiken deze onderling verbonden gewoontes als
een blauwdruk voor sociale interactie (zie hoofdstuk 3). Bewijsmateriaal uit de so-
ciale wetenschappen toont de invloed van routines op menselijk beslissingsgedrag
(zie hoofdstuk 3). Empirisch blijkt uit metastudies op het gebied van vervoers-
keuzes [124], voedselkeuzes [215] en recycling [148] steevast dat metingen van
gewoonten een gemiddelde tot sterke correlatie hebben met gedrag. Generieke
theorieën voor menselijk beslissingsgedrag bevestigen deze hoofdrol van routines
[8, 137, 250]. Om William James te citeren over gewoontes: ”Negenennegentig-
honderdste of misschien wel negenhonderd-negenennegentig-duizendste van onze
activiteit is puur automatisch en gewoontegedrag, van ’s morgens opstaan tot ’s
avonds gaan liggen” [136, Hoofdstuk VIII]. Naast dit bewijs voor het belang van
het gewoonte-aspect van routines zijn er vergelijkbare theoretische en empirische
bewijzen voor het belang van de sociale en planning aspecten van routines (zie
hoofdstuk 3). Een agent raamwerk dat menselijke routines integreert zou ABSS-
onderzoekers in staat stellen nieuwe inzichten te verwerven in sociale systemen die
gebaseerd zijn op deze theoretische en empirische bewijzen.

Doel Dit proefschrift levert het ‘Social Practice Agent’-raamwerk, oftewel SoPrA-
raamwerk, dat de volgende onderzoeksdoelstelling vervult:
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Onderzoeksdoelstelling

Creëer een domein-onafhankelijk agent-raamwerk dat theorieën over sociale
praktijken integreert om de simulatie van menselijke routines te ondersteu-
nen.

Dit proefschrift gebruikt de sociale praktijktheorie (SPT) om een agentraamwerk
te conceptualiseren dat onze menselijke routines integreert. SPT is een sociaal-
cognitieve theorie die goed past bij het modelleren van menselijke routines, omdat
deze theorie tot doel heeft ons ‘dagelijks doen en zeggen’ te beschrijven [227].
Door SoPrA te bouwen op een theorie uit de sociologie (en de theorie uit te breiden
en te verfijnen aan de hand van verwant bewijsmateriaal), voldoet ons raamwerk
aan twee criteria die het succes van ABSS-studies ondersteunen:

Gronding in bewijs zorgt ervoor dat we de relatie versterken tussen het bewijs
over menselijke besluitvorming en ons model van menselijke besluitvorming:
agenten. Goed gegronde agent-modellen produceren goed gegronde ABSS-
studies.

Herbruikbaarheid zorgt ervoor dat de modellen die gebaseerd zijn op ons raamwerk
bruikbaar zijn voor verschillende wetenschappers, vergelijkbaar zijn met an-
dere modellen en gemakkelijk kunnen worden uitgebreid of gecombineerd
met andere modellen. De herbruikbaarheid van een model is belangrijk voor
het ABSS-vakgebied als collectief: zo worden we efficiënter en kunnen we
modellen laten evolueren (i.e., selecteren, reproduceren, muteren) richting
steeds succesvollere representaties van mensen. Om de herbruikbaarheid
van onze agentmodellen te verzekeren hebben we een domein-onafhankelijk
agentraamwerk nodig dat ABSS-onderzoekers in staat stelt ommeerdere domein-
afhankelijke agentmodellen te creëren.

Overzicht & Resultaten Deel I bevat één hoofdstuk waarin we onze motivatie,
onderzoeksdoelstelling en bovengenoemde vragen verder uitwerken. Deel II van
het proefschrift identificeert de aspecten van de sociale praktijktheorie die relevant
zijn voor agent-gebaseerde simulatie, distilleert eisen uit de literatuur, bekijkt hui-
dige agent-raamwerken en levert het SoPrA-raamwerk dat aan de genoemde eisen
voldoet.

Hoofdstuk 2 levert een voorstudie die zich richt op twee aspecten van routines:
waarden en normen. We ontdekten dat menselijke waarden een univer-
sele, morele, geoperationaliseerde, empirisch onderbouwde en een trans-
contextuele basis bieden voor intentioneel gedrag en dat normen de dyna-
mische sociale component van gedrag bieden. Waarden en normen leveren
de noodzakelijke submodellen voor SoPrA en geven inzicht in de meerwaarde
van de SP-concepten ten opzichte van een simpeler model met alleen waarden
en normen.
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Hoofdstuk 3 zoomt weer uit en beschouwt de SP als een geheel. We bekijken de
literatuur uit de sociologie, psychologie en agenttheorie met betrekking tot
routines. In het bijzonder:

We vinden dat we ABSSs, de agententheorie en SPT kunnen integreren door
ons te richten op drie belangrijke aspecten van gedrag: het gewoonteas-
pect, het sociale aspect en hoe gedrag verschillende activiteiten verbindt
(dit beantwoordt RQ1). Deze aspecten weerspiegelen huidig bewijs uit
de literatuur dat de beslissingen van mensen automatisch en contra-
intentioneel zijn, gebaseerd zijn op menselijke waarden, gebaseerd zijn
op een collectieve kijk op de wereld en afhankelijk zijn van hiërarchieën
van activiteiten.

We geven een lijst van vereisten voor een agent-raamwerk dat SPT inte-
greert om simulaties van menselijke routines mogelijk te maken (dit be-
antwoordt RQ2). Deze vereisten bevorderen een duidelijke relatie tus-
sen SoPrA en het huidige empirische en theoretische bewijs en zorgen
ervoor dat SoPrA een transparant anker biedt in verder onderzoek.

We tonen aan dat de huidige agent-raamwerken onderzoekers niet onder-
steunen in het simuleren van menselijke routines (dit beantwoordtRQ3).
In het bijzonder missen huidige agent-raamwerken (1) een ondersteu-
ning van context-afhankelijke gewoonten, individueel leren met betrek-
king tot gewoonten en expliciet redeneren over gewoonten (2) een uitge-
breide set van collectieve concepten, een efficiënte ordening van sociale
informatie rond acties en een koppeling van individuele en collectieve
concepten, en (3) expliciete relaties tussen activiteiten, tussen elke ac-
tiviteit en elk ander modelconcept en de mogelijkheid hiërarchieën van
activiteiten te modelleren.

Hoofdstuk 4 presenteert het SoPrA-raamwerk dat SPT integreert en voldoet aan de
eisen zoals uiteengezet in hoofdstuk 3 (dit beantwoordt RQ4).

Deel III beschrijft drie toepassingen van SoPrA. Deze casussen laten zien hoe
ons raamwerk in staat is om onderzoek in verschillende domeinen met verschillende
doelen te ondersteunen door gebruik te maken van verschillende onderdelen van
SoPrA (dit beantwoordt RQ5).

Hoofdstuk 5 presenteert een studie die zich richt op het ‘waarde-harmonisatie’-
probleem: een bekend probleem in AI waarbij men probeert het gedrag van
een autonome agent te rijmen met menselijke waarden. De studie analyseert
in welke mate een autonome agent in staat is om de waarden en normen van
een gesimuleerd mens in te schatten.

Hoofdstuk 6 presenteert een studie over het identificeren van sociale knelpunten
in ziekenhuizen. De studie geeft een formeel model (een OWL-ontologie) van
de sociale dimensie van de spoedeisende hulp (ER) en gebruikt een formele
(computer)redeneerder om die knelpunten te vinden.
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Hoofdstuk 7 presenteert een studie waarin, met een simulatie, twee theorieën wor-
den vergeleken die gewoontegedrag beschrijven. Via simulatie identificeren
we een empirisch experiment dat sociale wetenschappers in staat stelt uit te
zoeken welke theorie door bewijs wordt ondersteund. Ons raamwerk onder-
steunt deze studie door de simulatie van gewoontegedrag mogelijk te maken.

Deel IV bevat één hoofdstuk dat ons proefschrift afsluit, ingaat op onze centrale
keuzes, en de maatschappelijke en wetenschappelijke relevantie beschrijft van mijn
proefschrift.

Relevantie Dit proefschrift levert een gegrond en herbruikbaar agent-raamwerk
dat de simulatie van routines ondersteunt en als zodanig relevant is voor weten-
schappelijk werk aan

SPT in ABSS door de nadruk te leggen op domein-onafhankelijkheid, de integratie
van agenttheorie en SPT en het conceptualiseren van SPT specifiek om ABSS
te ondersteunen.

ABSS door simulaties mogelijk te maken waarin mensen vastlopen in gedrag dat
niet in lijn is met hun doelen (i.e., gewoonten), beslissingen nemen op basis
van meer dan hun eigen welzijn (i.e., waarden), redeneren op basis van een
collectieve kijk op de wereld (i.e., socialiteit) en beslissingen nemen binnen
een bredere context van onderling verbonden beslissingen (i.e., interconnec-
tiviteit). Door de sterke punten van ABSS en socio-cognitieve theorie te com-
bineren, maken we een nieuwe manier mogelijk om de wereld te kennen, te
verkennen en te verbeteren, gebaseerd op bewijsmateriaal. We tonen dit aan
in applicaties van SoPrA in Part III en masterscripties [65, 167, 217]).

Multi-Agent Systemen, AI door agenten met traceerbare mensachtige besluitvor-
ming mogelijk te maken. Dit leidt tot autonome agenten die menselijke routi-
nes gebruiken, wat efficiënte besluitvorming bevordert en autonome agenten
in staat stelt menselijke routines te begrijpen en ermee te interacteren (zie
hoofdstuk 5).

Sociologie en psychologie door het uitkristalliseren van sociaal-cognitieve theorieën
en het mogelijk maken van exploratie van deze theorieën via simulatie (zie
hoofdstuk 7).

SoPrA geeft een theoretisch gegronde basis aan (beleids)modellen van routine-
gedrag en helpt bij het begrijpen en verbeteren van de rol van routines in sociale
systemen. De herbruikbare en bewijsgedreven aanpak van SoPrA bevordert beleid
dat vergelijkbaar, betrouwbaar en begrijpelijk is en maatschappelijk wordt gedra-
gen (zie hoofdstuk 8.2). SoPrA is in het bijzonder relevant voor

AI-veiligheid door een gesimuleerde trainingspartner voor autonome agenten te
bieden die routinematig menselijk gedrag reproduceert en autonome agenten
helpt om menselijke waarden met succes in te schatten (zie hoofdstuk 5).
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Sociale routines bij de eerste hulp door een formeel model te bieden om sociale
knelpunten op de EH te identificeren, zoals conflicterende opvattingen over
de waarden die relevant zijn voor triage (zie hoofdstuk 6).

Forensroutines door via simulaties aan te tonen dat grote groepen een grotere
kans hebben om naar hetzelfde routinegedrag te clusteren dan kleine groepen
(zie [217]) en dat verschillende gewoontetheorieën leiden tot verschillende
voorspellingen met betrekking tot vervoerskeuzegedrag (zie hoofdstuk 7).

Consumptieroutines door onderzoek mogelijk te maken naar de samenhang van de
consumptie van dierlijke producten met boodschap- en kookroutines. En door
onderzoek mogelijk te maken naar de wisselwerking tussen de gewoonte om
dierlijke producten te consumeren en de collectieve visie op dierlijke produc-
ten te consumeren (zie [167] en sectie 8.2.2).
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