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Abstract 

Air l i f t loop reactors are frequently applied in the chemical and biological industry. 

They are made of two sections interconnected at the top and bottom, with an un-

gassed downcomer and a gassed riser. In this type of reactor the density-difference 

between the sections supplies the needed driving force needed for the liquid circu­

lation. Numerical simulations are recognised as a primary tool for improving the 

performance of process equipment for scaling up of the airlift loop reactors. 

Three dimensional simulations of two phase (gas and hquid) bubbly flow in a rect­

angular airlift loop reactor with two downcomer sections have been obtained using 

the CFD package Fluent 4.5.6. The simulations are based on a fu l l two fluid model 

with a modified k - e model for the turbulence. As the interfacial forces between 

the two phases, the drag force and virtual mass have been taken into account. 

The results are compared with an one-dimensional mechanical energy balance and 

are found to be in good agreement when a 'false' time step of 1 • lO^^s is used. The 

mean riser and downcomer gas fractions are too high in the simulations with time 

step of 1 • 10~^s, in comparison with this one-dimensional balance. Probably this is 

caused by the virtual mass. 

The interface turbulent momentum transfer terms (the turbulent diffusion terms), 

which can only be calculated for a dilute secondary phase are necessary for reahstic 

results. Outlets wi th a gas disengagement zone at the top can not be calculated well 

due to this limitation. An outlet type with fixed velocities on top has to be chosen, 

which works well but misses the flexibility for the gas throughput and velocities. 

After refining the grid the flow fleld changes and gives better results, but the cal­

culation time increases. The minimal grid size has to be 30 x 10 x 80 (width x 

depth X height). Furthermore, two symmetry axis can used namely, one vertical 

plane through the riser and one vertical between the front and back wall through 

the riser and downcomer. Wi th the use of both symmetry axis the calculation time 

is reduced signiflcantly. 
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Samenvatting 

In the chemische en biologische industrie wordt steeds meer gebruik gemaakt van de 

airlift loop reactor. De airlift loop reactor bestaat uit twee secties, een downcomer 

en een riser met een gas inlaat onder in de riser. Beide secties zijn aan de bodem en 

de top van de reactor met elkaar verbonden. Het dichtheid verschil tussend de beide 

secties is de drijvende kracht voor de circulatie van de vloeistof. Om een beeld te 

krijgen van de hydrodynamica in verschillende airlift loop reactors voor bijvoorbeeld 

opschalling is numerieke simulatie belangrijk. 

In het CFD programma Fluent 4.5.6. is een drie dimensionaal rechthoekige air-

l i f t loop reactor met twee fase stroming (gas en vloeistof fase) gesimuleerd. Deze 

simulaties zijn gebaseerd op een twee fase model, Euler-Euler model, en voor de 

turbulentie is gebruik gemaakt van het A; - e model. Verder zijn de drag force en 

virtuale masss meegenomen als de krachten tussen de gas en vloeistof fase. 

Gas fractie en gas en vloeistof snelheden uit simulaties met een tijdstap van 1 • 10"^s 

komen goed overeen met de waarden die zijn gevonden met een 1 dimensionale mech­

anische energie balans. Bi j simulaties met een kleinere tijdstap, 1 • 10"^s, zijn de gas 

fractie in de downcomer veel hoger in vergelijk met waarden uit deze mechanische 

energie balans. De waarschijnlijke oorzaak hiervan is de berekening van de virtuale 

massa in Fluent. 

Om goede resultaten te kunnen krijgen is het belangrijk dat de turbulente diffusie 

termen (interphase turbulent momentum transfer terms) worden meegenomen. Als 

deze termen aan staan is het alleen mogelijk om berekeningen te doen aan reactors 

met een redelijke vloeistof fase. Berekeningen met aan de top een volume met vri­

jwel alleen gas is dus niet mogelijk. De uitlaat van de airlift reactor moet dus op 

een andere manier worden nageboots dit wordt gedaan met behulp van vastaande 

gas en vloeistof snelheden net onder de uitlaat. Dit werkt redelijk goed, maar een 

flexibele gas doorlaat wordt in dit geval gemist. 

Simulaties met meer grid cellen, fijner grid, geven betere resultaten. Het nadeel 

hiervan is dat de t i j d van berekening behoorlijk toe neemt. Om dit te compenseren 

kan gebruik worden gemaakt van twee symmetrie assen, een vertikaal door de riser 

en de ander vertikaal tussen de voor- en achterwand van de airlift door de riser en 

downcomer. 
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Subscripts 

Symbol Description 

bubble Based on a bubble diameter 

C Central cell centre value 

d Downcomer 

D Downstream cell centre value 

D Drag 

e f f Effective 

ƒ Face value 

gas Secondary phase (gas phase) 

i Cartesian co-ordinates 

k Phase 

I Li f t 

Hg Primairy phase (liquid phase) 

P Point p near the wall 

r Riser 

sup superficial 

t Turbulence 

U Upstream cell centre value 

vm Virtual mass 

X Width 

y Depth 
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Chapter 1 

Introduction 

Bubbly reactors are more and more applied in the chemical industry, biochemical 

fermentation and biological wastewater treatment processes. In these processes a 

good contacting between a gas and liquid phase is necessary. Among the various re­

actor types used, the airlift loop reactor is found. The airlift loop reactor is made of 

two sections interconnected at top and bottom. One section (riser) is gassed, while 

the other (downcomer) is not. The liquids starts to circulate as a consequence of 

the density difference between the bubble mixture in the riser and the liquid in the 

downcomer. The airlift can handle large quantities of liquid and gas on a continuous 

basis with limited shear and is therefore popular as a gas liquid contactor. 

Optimisation of an airlift loop reactor can provide large financial benefits due to 

larger process capacities. This has led to increased interest in modehng the airhft 

loop reactor and other mufiiphase flow reactors. However, reliable mufliphase reac­

tor models that can be used with confldence for improving existing processes and 

scale up are not available yet. Numerical simulation is being recognised as a primary 

tool for improving the performance of process equipment. In particular, a reliable 

fluid dynamic reactor model is a great benefit for scale-up of chemical reactors. Dy­

namic numerical simulation is thus on the agenda of most big chemical companies 

and many scientific research laboratories. 

For design operation and control purposes an accurate simulation of the reactor 

performance is essential. The model must include mass transfer, flow conflguration 

and hydrodynamics. However, modeling of an airlift loop reactor is still difficult be­

cause the hydrodynamics ofthe fiow (particularly the coalescing behaviour of organic 

liquid mixtures generally encountered in industry) is not completely understood. A 

simple one dimensional model based on balance equations in order to predict hydro-

dynamic parameters: the gas hold-up and the liquid circulation velocity, can used. 

However, i t does rely on empirical input, like friction factors and axial dispersion 

coefficient and the details of the flow at the top and bottom of the column can not 

be completely resolved. A greater degree of detail of these flows can be obtained via 

Computational Fluid Dynamics (CFD). 
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2 Chapter 1. Introduction 

1.1 Project 

The goal of this thesis is to simulate an airlift loop reactor using the CFD Package 

Fluent. Fluent is a common tool at the Kramers Laboratory of the University of 

Technology of Delft. The main question is: Can the airlift loop reactor be simulated 

with the help of the package Fluent in the right way? This question can be divide 

in the following questions: 

• Which parameters, forces are necessary to simulated an airhft loop reactor; 

• What are the restrictions to simulate an airlift loop reactor with Fluent. 

These questions wil l be addressed in this project with the approach which is shown 

in figure L L In the first place the airhft loop reactor has to be simulated in a right 

Simulation A i r l i f t Loop Reactor 

Inlet Symmetry 

Time step 

Figure 1.1: Approacii of tiiis project 

way. After this simulation there is a look for the parameters which are really nec­

essary and which can be neglected. Therefore, simulations are done with different 

outlet, time steps, gas inlet fraction, inlet geometry, forces, symmetries and grid 

size. 

In section 2 the airlift loop reactor is described in detail, with advantages and disad­

vantages of the airlift reactor. Furthermore an one-dimensional model based on an 

energy balance is given. In chapter 3 the theory applied in this project is combined, 

the first part describes the two-phase flow, followed by the turbulence model and 

the numerical solver Fluent. The cases are described and the resulting discussed in 

chapter 4 and 5 ending in chapter 6 with the conclusions and recommendation. 



Chapter 2 

Air l i f t Loop Reactor 

Air l i f t Loop Reactors (ALR) are pneumatic reactors and are different from the other 

commonly used pneumatic reactor, the bubble column. The ALRs are comprised of 

four distinct zones, each with its own distinct flow pattern, which divide the reactor 

into separate upward and downward (two-phase) flow regions. The zones enable 

macroscale hquid circulation around the loop. The first zone, in which the gas is 

sparged is called the 'riser'. This section has the higher gas hold-up. Furthermore, 

most of the gas-liquid mass transport takes place here. The hquid leaving the top 

of the riser enters a gas disengagement zone, where depending on its specific design 

some or most of the dispersed gas is removed. The gas-free hquid (or a dispersion 

of lesser hold-up) flows in the 'downcomer', the third zone. Then it travels to the 

bottom of the device, the fourth zone and after that i t re-enters the riser. Thus, the 

liquid phase circulates continuously around the loop. 

The liquid circulation is caused by the difference in the gas hold-up that exists 

between the riser and the downcomer. In turn, this creates a hydrostatic pressure 

difference between the bottom of the riser and the bottom of the downcomer, which 

acts as the driving force for the hquid circulation. The airlift , which is simulated in 

this thesis is described section 2.4. 

2.1 Different types of A i r l i f t Loop Reactor 

ALRs are commonly divided into two types based on their physical structure: the 

internal-loop and external-loop ALRs. Internal-loop ALRs are baffled vessels where 

baffles are placed within a bubble column to provide the distinct flow channels of the 

loop. Concentric tube and split vessel ALRs are examples of internal-loop ALRs. 

External-loop ALRs are constructed of separate conduits which are attached at the 

top and bottom by horizontal conduits to form the circulation loop. 

The modeling and scale up of ALRs is complicated by the interaction of the prin­

ciple parameters, gas hold-up and liquid velocity, and consequently mass transfer 
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4 Chapter 2. Ah'Uft Loop Reactor 

and mixing intensity. At any specific gas flow rate there wi l l be a given difference 

in gas hold-up between the riser and downcomer {Aagas = oigas,r — c(gas,d) which 

wil l dictate the liquid circulation velocity around the loop. In order to change the 

mass transfer or mixing in the ALR, the incoming gas flow rate must be changed 

resulting in a new Augas and hquid circulation velocity. A l l the geometric factors 

which influence the pressure drop around the loop, such as reactor height, ratio of 

downcomer/riser cross-sectional areas, gas-liquid separator configuration, influence 

the ALR operation. Therefore, in spite of the many design correlations in literature 

for hquid circulation velocity, gas hold-up, mixing and mass transfer, there are as 

yet no general correlations which are applicable to all ALRs. 

2.2 Advantages of the air l i f t loop reactor 

Pneumatics reactors, such as ALRs and bubble columns offer several advantages over 

stirred tank reactors (STR) [Siegel and Robinson, 1992]. Their simple construction 

is a primary advantage. Since there are no moving mechanical parts needed for 

agitation, there is a reduced danger of contamination through seals or magnetically-

driven agitators. The vertical orientation of these reactors, as well as the lack of 

internals, facilitate easier cleaning and sterilization. The injected gas serves the dual 

function of aeration and agitation. This promotes efficiency in the overall energy 

balance, ehminating the need for separate expenditure of energy for agitation. 

When compared with bubble columns, ALRs have the additional advantages of 

loop reactors, such as increased heat and mass transfer capacity enhanced plug flow 

behaviour and a reduction of the energy consumption for mixing. 

Another advantage of ALRs over bubble columns and STRs is related to the shear 

stress imposed by the turbulent field in the medium. In the ALR the field of shear 

is relatively constant throughout the reactor. The fluid motion is induced by dif­

ferences in the mean densities between the riser and downcomer sections of the 

reactor. Therefore, there is an overall directionality of liquid flow. In contrast, in 

bubble columns and STRs the energy source inducing fluid motion is local. The 

shear forces in bubble columns wil l be greatest adjacent to the gas sparger and dis­

sipate with distance from the sparger. In STRs, a region of very high shear exists 

near the agitator, which decreases with increasing distance from the agitator. 

In ALRs the fluidisation of solids is not a direct consequence of the bubbling of 

gas, but rather due to the liquid circulation within the reactor. Therefore, these 

reactors offer the possibility of very simple and highly effective solids fluidisation. 

This indicates a high potential for application in three-phase processes where gas, 

liquid and solids must be brought into contact. Thus, the ALR is an attractive 

option for slurry reactors. 
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2.3 Disadvantages of the airhft loop reactor 

I t seems to be very difficult to establish an economically optimal condition for oper­

ation performance of airlift loop reactors, since the theoretical model to predict the 

flow characteristics has not been exactly built up yet. I t may be commonly accepted 

that one of the main factors, which make it extremely difficult, is the transitions 

of the flow pattern of the gas-phase. When gas-liquid mixtures flow upward in a 

vertical pipe, the two phases can distribute in a number of patterns, each character­

izing the radial and/or axial distribution of liquid and gas. The flow is usually quite 

chaotic, and the phase distributions are difficult to describe. In figure 2.1 different 
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Figure 2.1: Different flow regime at different gas fractions witli left the lowest gas 
fraction and right the highest gas fraction (a) Homogeneous bubble flow 
(b) Turbulent bubble flow (c) Churn flow (d) Slug or plug flow 

flow regimes are shown. At a given liquid volume, different superficial gas velocities 

result in different flow modes. 

2.4 Geometry 

The airlift loop reactor, which is simulated, is rectangular wi th a central riser and 

two downcomers channels, one at each side of the riser, see figure 2.2. Water and air 

are taken for the two phases. The riser and downcomer are 10 and 13 cm in width, 

respectively and the depth of the column is 12 cm. The total height of the column 

is 120 cm, wi th a free surface around 105 cm of the total height of the column. The 

internal wall starts at a height of 15 cm above the bottom and ends at 90 cm of the 

total column height. The sparger is located in the bottom part of the riser. I t is a 
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Figure 2.2: Airlift loop reactor (a) side view of the airlift loop reactor (h) top view 
of the airlift loop reactor 
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rectangular box with the same cross-sectional area as the riser and a height of 7.5 

cm. There are different rectangular flow channels in this part of the riser, depending 

on the gas inlet geometry, which wih be described in section 4.2.2. The flow channels 

give more friction in this part of the airlift . The gas enters the riser through the 

inlet that forms the top l id of the box sparger at 22.5 cm above the bottom of the 

airlift. The air is introduced in the form of spherical bubbles with a diameter of 3 

mm. In most simulations only one quarter of the reactor is simulated: the vertical 

plane through the middle of the riser as well as the vertical plane between the front 

and back wall through the riser and both downcomers are assumed to be planes of 

symmetry. In the other simulations only the first symmetry axis is present, so one 

half of the airlift is simulated. 

2.5 A i r l i f t modeling 

The hydrodynamics of airlift loop reactors can be treated on the basis of a simple 

one-dimensional mechanical energy balance that calculates the liquid circulation by 

balancing the energy input via the gas flow to the dissipation due to friction. Mass 

and heat balance as well as chemical reactions are added to the hydrodynamical 

equations. However, the modehng does rely on empirical input, like friction factors 

and axial dispersion coefhcients. These vary from airlift to airlift . More importantly 

the details of the flow at the top and bottom of the riser and downcomer can not be 

completely resolved. A greater degree of detail of these flows can be obtained via 

CFD. 

The simple one-dimensional mathematical model is based on general balance equa­

tions for gas-liquid systems. The airlift loop reactor (see section 2.4) is divided into 

four parts, namely the riser and downcomer, the top (part above the internal baffle) 

and bottom (part below the internal baffle). In each part of the reactor, the flow is 

assumed steady-state and fully developed. 

2.5.1 Mechan ica l energy balance 

The density of both phases is assumed to be constant in the airlift loop reactor. The 

volume flow rates are written as [Convert et al., 2000]: 

h,r = ArUlJak,r (2-1) 

h4 = AdU^J^,,d (2.2) 

where k = l i q denotes the liquid phase, k=gas the gas phase, r and d denotes the riser 

and downcomer, respectively. 0 is the volume flow rate, A the surface of the cross-

section of the riser and downcomer, U the superflcial velocity of the gas/liquid and 

ak,r and ak,d are the gas and liquid fraction in the riser and downcomer, respectively. 
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The one dimensional model for the flow is assuming: steady-state, uniform gas 

fraction in the riser, and zero gas fraction in the downcomer, aa = 0. In a steady 

state, the hydrostatic pressure difference between riser and downcomer (AP) is the 

driving force for liquid circulation: 

A P = {ar - ad)ApgH (2.3) 

where a is the average gas hold-up, Ap is the density difference between the liquid 

and the gas phase and H the riser and downcomer length. The pressure drop due 

to overall friction losses along the circulation loop is expressed as 

AP = Kflpug{u[;;r (2.4) 

where Kf is the overall friction loss coefficient and f/,*.̂ ^ the superficial liquid ve­

locity in the riser. The friction loss factors are estimated using standard relations 

for wall friction. The friction is dominated by the expansion after the flow channels 

through the sparger and by the flow reversal at both entrance and exit of the riser 

in the airlift . For the airlift , which is used an estimation relative to the superficial 

riser gas velocity of Kf = 4.3 is found, see appendix A. 

Combination of equation 2.3 and 2.4 leads to a stationary hydrodynamic force bal­
ance 

{ar - ad)ApgH = Kf\pu,{Ui:'^f (2.5) 

Coupling between the gas hold-up and superficial velocities 

The gas hold-up correlation to be used depends on the hydrodynamic regime. The 

homogeneous regime is encountered at low gas velocity and is characterised by a 

narrow bubble size distribution and by a radially uniform gas hold-up, see figure 

2.1. As a consequence, variables do not change in the radial direction, so the gas 

hold-up can be obtained from the relative (or shp) velocity of the phases. 

a 1-a ^ ' 

with V2i the slip velocity, U^l'^^ and Ugaï are the superficial hquid and gas velocities, 

respectively and a is the gas hold-up. The relation between the slip velocity V2i and 

Table 2.1: Riciiardson & Zaki-exponent n as a function of the Reynolds number 

Re n 
Re < 0.2 

0.2 < Re < 1 
1 < Re < 500 

Re > 500 

4.65 
4.35 Re-o-03 
4.45 Re-O'i 
2.39 

the slip velocity of a single bubble, v^o, and can be written by the empirical relation 
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of Richardson & Zald [Aiiker, 2000]. 

^ = (1 - ar-' (2.7) 
Woo 

The riser gas fraction and superficial gas and liquid velocities are coupled via 

(1 - « . ) U^gZr - arKZ = ^ - « ^ (1 - (2.8) 

where Ugalr and C//-̂ ^̂  standing for the superficial gas and liquid velocities in the 

riser, respectively. The coefficient n is a function of the bubble-Reynolds number 

and is equal to 2.39 for the present bubbles, because the Reynolds number is 600. 

The values for n are given in table 2.1. 
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Chapter 3 

Two-phase flow modeling 

In this chapter, the basics of the two-phase flow in the airlift loop reactor are ex­

plained. Also the background of the - e turbulence model and the numerical 

simulation of dispersed multiphase flow in Fluent is discussed. 

3.1 Two-phase flow 

The phases of a multiphase flow can be any combinations of hquids, gases or solids. 

In this thesis there is a multiphase flow of two phases, namely a liquid (ng) and a 

gas {gas) phase. 

According to literature e.g. [Sokolichin et al., 1997] there are essentially two basic 

approaches to dynamic flow simulations of dispersed two-phase flow. The first is an 

approach where both the liquid and the gas phase are represented in the Eulerian 

representation and thus referred to as Euler-Euler approach. The second approach 

treats only the liquid phase motion in the Eulerian representation and computes the 

motion of the dispersed gas phase fiuid element in a Lagrangian way by individually 

tracking them on their way through the reactor. This approach has been termed 

Euler-Lagrange. 

Only the Euler-Euler approach wil l be used in this thesis, because the Euler-Euler 

method is usually preffered when high superfial gas velocity wi th many bubbles is 

used on a large scale, which results in high gas hold-up and turbulence [Pan and 

Dudukovic, 2000]. 

3.1.1 E u l e r - E u l e r 

The Euler-Euler model is one possible approach to dynamic flow simulations of two-

phase gas-hquid fiows. I t assumes that each element of finite volume of the space 

domain contains a respective fraction ( l-a) of the continuous and a of the dispersed 

phase. 

11 



12 Chapter 3. Two-phase flow modeling 

The minimum size of a volume element must be substantially larger than a single 

dispersed bubble, because the volume fractions are considered to be constant within 

a volume element over a certain time step. Its size must, on the other hand, be 

small with respect to the dimension of the apparatus considered. The Euler-Euler 

two-phase model consists of a set of two momentum and continuity equations de­

rived from a phase-weighted averaging process. The following assumptions are made 

[Sokohchin, 1994]: 

• Isothermal conditions, hence the energy balances are not needed 

• Only bubbles of one bubble size are generated with constant mass, that means 

that bubble coalescence and break up is neglected 

• Constant liquid density 

• Coupling between the two phases wil l be described through an interaction force 

term 

The mass balance for phase k (continuous: /c = 1, dispersed: /c = 2) reads as 

d ( ^ \ 
g^oikpk + V • {^akpk Ukj =0 (3.1) 

with the volume fraction, pi^ the density and l)k the mean velocity of each phase. 

The momentum equation for phase k is given by 

Pk^k^^+ y • (akPk^ k) =-ak^P + Pkakt-^•ak{TRe-fmol) + ^w (3.2) 

with ~^ the acceleration due to gravity, P the mean pressure of phase 1 and 1^^ 

the interfacial momentum transfer between the primary and secondary phase. This 

interfacial transfer is the most important characteristic of the multiphase flow and 

wil l be discussed in the following section, TRB is the Reynolds stress tensor and is 

defined as: 

TRe = {pktjJ'k)^ (3.3) 

with c/), the fluctuating part of the velocity and < . >k denotes the averaging 

operator associated to phase k. The Reynolds stress tensor wi l l be discussed in 

section 3.2. fmol is the moluculair stress tensor and can be written as: 

Tmol = '^Pk'^k - ^/^fcV • (3.4) 

with Pk the dynamic viscosity, / the unity tensor and S ^ the rate of strain tensor 

(3.5) k = \ {vtk + { v T f k f 

To close equation 3.1 and 3.2 a third equation is needed: 

2 

T.^k = l (3.6) 
k=i 
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3.1.2 Interfacia l M o m e n t u m Transfer 

In dispersed liquid-gas phase flow, bubbles are assumed to interact only slightly 

with each other, because the most bubbles have only interaction with the liquid 

phase. Therefore, the momentum interfacial transfer terms in the basic equations 

can be obtained from the analysis of the local balance of forces acting on an isolated 

bubble. Shear stress and gravity are the main forces acting on a bubble in a liquid. 

However, there is nearly always a relative motion between the liquid and the bubble. 

The liquid flow around individual bubbles leads to local variations in the pressure 

and shear stress, the resulting interaction forces: Fw Due to these variations, the 

F^j have to be approximated through more or less empirical correlations. In general, 

three different contributions are taken into account: drag force Fa, virtual mass 

effects, Fym and a l i f t force Fi, leading to the following approximation for the force 

of interaction: 

F^ = FD+ Fym + Fl (3.7) 

The three contributions of F^, wiU be briefly discussed in the following subsections. 

Drag Force 

The drag force is the force between the liquid and the bubbles in an uniform flow 

fleld under non-acceleration conditions. A bubble that moves relative to a hquid 

accelerates part of the liquid around it and is in turn slowed down by the surrounding 

hquid. The drag force is a consequence of the hquid surrounding the bubble, which 

result in shear and a pressure difference. I t is the dominant force and is often the 

only one considered. Generally the equation of the drag force can be written as: 

FD = K2iUr (3.8) 

Here K21 denotes the interphase momentum exchange coefficient which represents 

the drag between the two phases, Ur is the averaged value of the local relative 

velocity between each bubble and the surrounding fiuid. Most of the models used 

for the exchange coefficient [Simonin, 1997]; [Mudde and Simonin, 1999] are based 

on the model of Schiller and Naumann [Fluent Inc., 1998]: 

K2i = ^ a ; , a l ^ ^ ^ L ^ (3.9) 

in which dgas is the bubble diameter and the drag function CD, is described as: 

CD = ^ ( 1 + 0.15i?e0f ^) Re^as < 1000 (3.10) 

When Rcgas > 1000, CD = 0.44. 

This model is originally mend for an isolated sohd particle in a fiow and does not 

take into account the deformation of a bubble. In this study the model of [Schwarz 

and Turner, 1988] is used. The exchange coefficient is here defined as: 

K21 = (1 - a)aCyj (3.11) 
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with Cyj = 5- 10^ kgm-h"^. 

The average value of the local relative velocity between each bubble and the sur­

rounding hquid (Ur) of equation 3.8 can be described as: 

Ĉ r = (ï^gas " lig) - T^d (3.12) 

with (if gas - ï^iig) denoting the mean slip velocity and f /^ a drifting velocity 

due to correlation between the distribution of the particles and the turbulent fluid 

motions. The drif t velocity takes into account the dispersion of the particles due 

to transport by turbulent fluid motion. This velocity is calculated by [Lathouwers, 

1999] with: 

T^d = - D { J ^ V a . V ( l - a ) ^ (3.13) 
\o-2ia CT2i(l-a) J ^ ^ 

with the turbulent Schmidt number 021 = 0.67 as defauh value and the binary 

diffusion tensor described as a function of the covariance tensor between the 

turbulent velocity fluctuations of the two phases and a bubble turbulent character­

istic time, T*2: 

Dl2 = lrl,(Ü[,^TÏ'^^^)^_ (3.14) 
gas 

with t / ' the fluctuating part of the velocity component of the gas and liquid phase. 

In practice, the dispersion tensor is hmited to its diagonal part. 

Virtual Mass Effect 

One of the additional internal momentum sources is the added mass force. The 

added mass force occurs when the secondary, dispersed phase accelerates relative to 

the primary phase. So, i f the bubbles are accelerated relative to the liquid part the 

surrounding liquid has to be accelerated as well. This exerts a virtual mass force on 

the bubble. The virtual mass effect is calculated by [Fluent Inc., 1998] with: 

F.m = apu,Cym - ^ ^ ^ ^ ^ j (3.15) 

where the coefficient Cym corresponds to the volume of liquid which is accelerated 

with the bubble. A number of different correlations can be found for Cym in litera­

ture. For low volume fraction of the dispersed phase Cym = 0.5 is a common value. 

Simonin et al. ([Simonin and Viollet, 1990], [Simonin, 1990]) use an other expression 

for the virtual mass in which the drifting velocity i f d , (see the previous section) is 

included. The fluctuations due to the turbulent fluid motions, incorporated in the 

drifting velocity are not taken into account in equation 3.15. 

The virtual mass effect can be significant when the secondary density is much smaller 

than the primary phase density. Typical examples comprise the flow fields at the 

upper and lower end of a loop reactor. 
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Lift Force 

Another additional internal momentum source is the l i f t force on the secondary 

phase. This l i f t force acts on the bubble mainly due to velocity gradients in the 

primary phase flow fleld. The velocity gradients wi l l induce an additional force, 

perpendicular to the main flow direction. The l i f t force acting on a secondary phase 

in a primary phase can be approximated by [Thomas et al., 1983] with: 

Fl = -apugCi {tgas - Tfiiq) X ( V X tiig) (3.16) 

The l i f t force can also be referred to as 'Magnus force', so Q is the Magnes force 

constant. The value for the constant has been calculated by [Anton, 1983] and was 

found to be equal to 0.53. The l i f t force wi l l be more signiflcant nearby the walls, 

where the velocity gradients are relatively large in bubble reactors. 

When a flat geometry of a reactor is implement in 3D simulation of the described 

airlift , the l i f t force pushes the gas flow against the front and back wall in numerical 

calculations. This behaviour has not been observed during experiments and seems 

not realistic. So, the l i f t force is not taken into account in the simulations. 

3.2 Turbulence modeling 

Modeling of turbulent flow requires appropriate modeling procedures to describe 

the effects of the turbulent fluctuations of velocity and scalar quantities on the basic 

conservation equations. In a turbulent flow the advective, non-linear term of the 

momentum equation is dominating the diffusive term. Turbulent flows have several 

typical characteristics which are different from laminar flows. A turbulent flow has a 

macro and a micro structure with their own length, time and velocity scales. So, the 

mass and momentum balance combined with the appropriate boundary conditions 

are sufficient to compute any fiow field provided that an adequate resolution for the 

smallest scales is used. This means that the cells should be at least as smaU as the 

smallest length scale in the flow fleld. The smallest scale is given by the Kolmogorov 

length: 

(3.17) 

where A is the Kolmogorov length scale and e the turbulent energy dissipation. The 

total number of scales in the three dimensional domain can be written as: 

(3.18) 

The number of cells, Nt needed scales wi th Re*, because ^ a Re'*. The compu­

tational effort is extremely high even at moderate Reynolds numbers. Therefore, 

turbulence models are used to predict turbulent flow. 

There are several approaches for simulating turbulent flow, the Reynolds Averaged 
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Navier-Stokes (RANS), Large Eddy Simulation (LES) and Direct Numerical Simula­

tions (DNS), the latter obviously only applicable to relatively low Reynolds numbers 

and simple geometries. Only the RANS approach for simulating turbulent flow is 

used and described in this thesis. See for example [Ferziger and Peric, 1999] for 

more information about LES and DNS. 

3.2.1 Reyno lds Average Navier-Stokes ( R A N S ) 

In the RANS method every variable of a statistically steady flow can be written as 

a sum of a time averaged value and a fluctuation part: the velocity at a point can 

be written in this way: 

U,=TTi + u[ (3.19) 

where Ui is the time averaged value of Ui defined by [Merk, 1980] as: 

— 1 /-^ 
Ui = l im - / Uidt (3.20) 

T->O0 1 JQ 

Here t is the time and T is a time scale. This time scale must be large compared to 

the typical time scale of the turbulence fluctuations. From equation 3.20 it follows 

that U- — 0. From a quadratic non-linear term we get two terms, the product of 

the average and a covariance, e.g.: 

Tm = TJÜ+ WW (3.21) 

The last term is zero only i f the two quantities are uncorrelated. This is not the 

case in the two-phase and turbulent one-phase flows, so the conservation equations 

contain terms such as pU'U', called the Reynolds stress. Substituting expressions of 

this kind in the basic momentum balance yields the Reynolds-averaged momentum 

equation (equation 3.2) for predicting turbulent flows. The presence of this term 

implies that the equations are not closed. So, this method requires the introduction 

of further modeling, these are called the turbulence model. 

Fluent relates the Reynolds stresses to mean flow quantities via one of three turbu­
lence models: 

• the k — e model 

• the Differential Reynolds Stress Model (RSM) 

• the Re-Normalization Group (RNG) k - e model 

The k - e model is described in the following section. The other models are not 

described in this thesis, because only the /c - e model is used. The k - e model 

reproduces a more realistic dispersion effect of the bubbles, because the two-phase 

additions to the turbulence model (see section 3.2.3) have been originally developed 

for the k — e model. 
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3.2.2 k ~ e one-phase Mode l 

The k-e model is an one-phase eddy-viscosity model in which the Reynolds stresses 

are assumed to be proportional to the mean velocity gradients. This assumption is 

known as the Boussinesq hypothesis and provides the following expression for the 

Reynolds stresses: 

= pl[k + utV • t ) t - p t ( v c / + ( V C / ) ^ ) (3.22) 

= p f / p and k is the turbulent kinetic energy: 

k = lEÜÏ^^ (3.23) 

The turbulent viscosity, pt, plays the same role as the molecular viscosity p. There­

fore, the form of the Reynolds averaged momentum equations remains identical to 

the form of the laminar momentum equations except that p is replaced by an effec­

tive viscosity, P e f f -

p.f} = p + Pt (3-24) 

The turbulent viscosity pt is given by: 

(3.25) 

where e is the turbulent energy dissipation and a representing modeling constant. 

The values of k and e required in equation 3.25 are obtained by the following con­

servation equations. 

d_ pA dk_ 

Ok) dxi 
+ Gk-pe 

de 9 , , d pA de_ 

o.J dxi 

e e 
+ Cle^Gk - GieP-j^ 

(3.26) 

(3.27) 

In this Cu and C2e are empirical constants, Ok and CT^ are the turbulent Prandtl 

numbers for k and e respectively. The values of this empirical constants are written 

in table 3.1. 

Table 3.1: Tlie values of the empirical constants 

Constant Cu C2e 

Values 1.44 1.92 0.09 1.0 1.3 

Gk is the rate of production of turbulent kinetic energy due to velocity gradients: 
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The k-e model is originally developed for single phase steady flow and is restricted 

by some assumption. One of the assumption of this model is that the flow is fully 

turbulent and that the flow is close to a solid wall [Launder and Spalding, 1974]. 

This means that the turbulent viscosity is modeled only for high Reynolds numbers. 

Often the A; - e model is used for multiphase flow with no regard of the influence 

of the second phase. This influence can be modeled through additional terms that 

includes interphase turbulent momentum transfer, see the next section. 

3.2.3 Dispersed Turbulence Mode l 

The dispersed turbulence model is one ofthe two methods for modehng turbulence in 

multiphase flows within the context of the k-e model in Fluent. In this model, inter 

particle colhsions are negligible and the dominant process in the random motion of 

the secondary phase is the influence of the primary-phase turbulence. Fluctuation 

of the secondary phase can therefore be given in terms of the primary phase. The 

conditions, for which the dispersed turbulence model is valid, are: 

• The number of phases is hmited to two: the continuous (primary) phase and 

the dispersed (secondary) phcise 

• The secondary phase must be dilute. 

Turbulence in the Continuous Phase 

Turbulence predictions for the continuous phase are obtained using the standard 

k - e model supplemented with extra terms that include the interphase turbulent 

momentum transfer. The turbulent eddies of the continuous phase have a charac­

teristic time (r/j^) and length scale (Lj-^) as: 

Tiiq - 2^^ — 

^ ^liq 
3 

(3.29) 

(3.30) 

Two phase flow turbulence models are obtained by multiplying the single phase 

flow transport equations of k and e (equation 3.26 and 3.27) with the void fraction, 

(1 - a), and adding of two-phase flow terms. The use of the single phase equations 

is probably not totally justified but so far no better alternative has been developed. 

^ ( ( l - a ) p A ; ) + V - ( (1 - a)pÜiiqk) = V- ( ( 1 - a)p^Vk] +{l-a)p{P-e)-\-{l-a)pUki,^ 

(3.31) 
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^ ( ( l - a ) p e ) + V . ( ( l - a ) p c / , i , e ) = V. ( ( 1 - « ) P ^ V e ' ) +{l-a)p^ {CuP - C2,e) + (1-

(3.32) 

Uk,-^ and ITe,;̂  are the additional terms representing the influence of the dispersed 

phase on the continuous phase. A l l other terms have the same meaning as in the 

single phase A; - e model. The term Uk,.^ takes the following form: 

n ^ , , = « C/;.,,C/;.., > - < Ul,g^M^q,^ > +iUgas,i - Uuq,) • U^,) (3.33) 
[i — ajpiiq 

which can be simplified to: 

Hfc,. {Jii2-2}iiig + (Ügas-'tliq)-overrigiitarrowUd) (3.34) 
"' (1 ~ Ol)Pliq 

where A;i2 is the covariance of the continuous and dispersed phase velocities. Ile,;^ is 

modeled according to [Elghobashi and Abou-Arab, 1983]: 

^liq 

where C3e=1.2. 

n . , , = C a e ^ n , , , (3.35) 

Turbulence in the Dispersed Phase 

Turbulence predictions in the dispersed phase are made by an extension of Tchen's 

theory of dispersion of discrete particles by homogeneous and steady turbulent fluid 

motions [Simonin and Viollet, 1990]. Time and length scales that characterize the 

motion are used to evaluate dispersion coefficients, correlation functions, and the 

turbulent kinetic energy of the dispersed phase. 

The characteristic particle relaxation time, connected with inertial effects acting 

on the particle phase, is defined as 

r f i = apgasK^l f ^ + Cyr^i (3.36) 

\ Pliq / 

The Lagrangian integral time scale calculated along particle trajectories is defined 

as 

rl, = 4q{l + C,er^ (3.37) liq 
where 

rt 

t 
Hq 

and 
Cfi = 1.8 - l.ibcos'^B (3.39) 

9 is the angle between the mean particle velocity and the mean relative velocity. 

The ratio between these two characteristic times is written as 

21 

' f l 
Vr = % (3.40) 
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Following Simonin, the turbulence quantities for the dispersed phase can be written 
as follows 

kgas = (3.41) 

= 2 f c h , ( ^ ) (3.42) 

Dli = ^fci2T2*i (3.43) 

b = {1 + Cym)(^ + Cym] ' (3.44) 
\Plig J 

where Cym — 0.5 is the added-mass coefficient. 

3.3 Computational fluid dynamics 

The non-hnearity of equation 3.2 makes it impossible to solve the mass and mo­

mentum balance directly, given a set of boundary conditions. In order to solve the 

balances the first step is to derive their discretised forms which can be implemented 

in the numerical procedure. The CFD packaged used in this study uses the finite 

volume concept. The control volume based technique is used to solve the conserva­

tion equations for mass, momentum and turbulence quantities. This control volume 

based techniques consists of: 

• Division of the domain into discrete control volumes using a grid 

• Integration of the equations on the individual control volumes to construct the 

algebraic equations for discrete unknowns 

• Solution of the discretised equations 

The accuracy of the discretisation is determined by the size of control volumes. The 

discretisation of the differential equations is described in this section. 

3.3.1 F ir s t -order upwind 

The first-order upwind scheme sets the value at the ceh face to be the upstream 

cell-center value. This means that if a cell face value is needed the value of the cell 

upwind is used. This scheme provides stability for the discretisation of the pressure 

correction equation, and gives good results for convective dominated flows. 
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3.3.2 Power L a w 

The power law interpolation scheme interpolates the flux of a variable (f) using the 

exact solution to an one-dimensional convection diffusion equation: 

dx dx dx 
(3.45) 

where T and pu are constant. This equation can be integrated to yield the following 

solution describing how (j) varies with x over an interval L: 

<t>{x) - h ^ exp{Pe^) -1 

(j)L - h exp{Pe) - 1 

where Pe is the Peclet number 

Pe = 
puL 

(3.46) 

(3.47) 

The power low interpolation scheme interpolates at high Peclet numbers, when the 

flow is dominant by convection, equivalent to a first order upwind scheme. 

In general, the power law scheme is more stable compared to the higher order schemes 

and, for the same grid size, less computationally intensive. However, the higher-order 

scheme need fewer grid points for a required degree of accuracy, compared to the 

power law scheme. 

3.3.3 Q u a d r a t i c U p w i n d Interpolat ion ( Q U I C K ) 

Higher order schemes are alternatives for the power-law scheme. These schemes pro­

vide higher numerical accuracy, but numerical instabilities may occur. The QUICK 

Ax„ AXr 

Figure 3.1: Central, Downstream and Upwind cell nomenclature employed in the 
higher order interpolation sciiemes 

scheme involves a quadratic interpolation and is based on a weighted average of 

second-order upwind and central interpolations of the face-variable. The face value 
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can be written in terms of tlie neighbor values as: 

</>f = {l- 9) 

+9 

Axu - 2Axc 

Axu + Axc 

AXD 

Axc 

Axu + Axc 

Axc 

Axc + Axu^"^- Axc + Axn"^""^ ^^'^^^ 

where Axu, Axc and AXD are the cell size of U, C and D, respectively. Equation 

3.48 computes the face value with second or third order accuracy, depending upon 

the choice of 6». 9 = 1 results in a central second-order interpolation, while 0 = 0 

yields a second-order upwind value. The third-order upwind needs a ö = | and the 

traditional QUICK scheme is obtained by Ö = | . Second-order central difference 

wil l yields osciUations at discontinuities and second-order upwind or QUICK wil l 

produce undershoots and overshoots. Linear combinations of the methods can pro­

duce a scheme which is both stable and accurate. 

The power law is used in all the simulations which are done. This is not the most 

accurate one as is written by [Loncle, 2000]. For further discussion see Loncle. 

3.3.4 T ime-Dependence 

In transient simulations besides the spatial discretisation also a time discretisation 

is needed. Temporal discretisation involves the integration of every term in the 

differential equations over a time step A t . The integration of the transient terms is 

straightforward 

f^'^d'=ip<i'r^'-ip<^r (3-49) 

where (f) is the conserved quantity. The integration of the other terms in the conser­

vation equations, e.g., convection terms such as pucj), requires an assumption about 

how pu(/) varies with time from t to t-\-At. Here, a first order imphcit method is 

used: 

{pucp)dt = {pu4>)'+^'At (3.50) 

The advantage of the fully implicit scheme is that it is unconditionally stable. But 

one must be careful with stable scheme, that allow a very large time-step, but leaves 

an inaccuracy proportional to A t , which is also large. 

3.3.5 Solut ion Procedure 

Each iteration consists of the steps which are illustrated in figure 3.2. These steps 
are outlined below. 

1. The momentum equations are each solved in turn using values for pressure 

in order to update the velocity field. First the primary phase equations are 

solved and then the secondary phase. 
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2. The pressure correction equation is then solved to obtain the necessary cor­

rections to the pressure field such that continuity of both phases are achieved. 

3. The physic volume fractions are calculated and updated. 

4. The A; and e equations are solved using the updated velocity field. 

5. Other equations are solved using the previously updated values of the other 

variables. 

6. A check for convergence of the equation set is made. 

These steps are continued until the error has decreased to a required value or a flnite 

number of iteration steps has been reached. 

START 

END <• 

Figure 3.2: Overview of tfie Solution Procedure 





Chapter 4 

Computational Setup 

4.1 General Information 

A l l simulations have been carried out with the commercial CFD package Fluent, 

version 4.5.6. Fluent 5 was not used because the Eulerian Multiphase Model is not 

implemented in i t . 

The model described in section 3.1 is solved using the procedure described in sec­

tion 3.3.5. The steady-state solution is considered converged when the sum of the 

normahsed residuals for each time step has dropped below 1 • 10"^ in one iteration 

step. 

The Line-Gauss-Siedel (LGS) solution technique was used for all parameters. To 

achieve the convergence the underrelaxion factor for pressure was 0.5, for the liquid 

and gas velocities, volume fraction, viscosity and the turbulence quantities k and e 

it was set on 0.2 and for the body forces at 1. The smaller the factor the heavier is 

the degree of underrelaxion and the greater is the degree of control exercised over 

the change permitted from one iteration to the next. 

4.2 Gr id 

For the 3D simulations with one symmetry axis the physical domain of the airlift (x 

X y X z), with x the width, y the depth and z the height of the airlift , is discretised 

into a structured grid of 16 x 10 x 80 cells. The riser and downcomer consist of 

6 and 10 cells, respectively in the x direction and the internal wall begins at cell 

10 and ends on cell 60 in the z-direction. The grid is shown in appendix C. For 

the simulations of the quarter part of the airlift loop reactor the physical domain is 

discretised into a structured grid of 16 x 6 x 80 cehs, so the x and z direction are 

the same as the previous one. 

25 
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4.2.1 B o u n d a r y Condit ions 

To solve the discretised equations using the finite volume method, boundary condi­

tions have to be specified for each cell type, which are shown in figure 4.1. 

• 
/ /{/ / / K Live cell 

Symmetry 
y Fixed velocity 

M~' Wall 
Gas inlet 
Outlet 

(a) free outlet sur­
face 

(b) fixed velocities just below the out­
let 

Figure 4.1: Boundary conditions (a) with, free surface on the outlet (h) with fixed 
velocities just below the outlet 

In the following sections the different types of cells wih be discussed. 

4.2.2 Inlet 

The boundary conditions at the gas inlet are set by prescribing a fixed inlet velocity 

of Uz=0.25 m/s and a given gas fraction of a. The gas fraction is varied from 1.2% 

to 10% at the inlet of the airlift . The gas flow rate can be calculated wi th the help 

of the surface of the gas inlet. For the water phase ah velocities are set to zero 

at the sparger. The inlet conditions for the turbulence quantities, the turbulence 

intensity and characteristic length are set on 10 % and 1 m, respectively. I t should 

be remarked, that these inlet values only influence the flnal solution via the diffusion 

term in the ki and e balances, since at the inlet the convective terms are zero, because 

the hquid velocity in the inlet is zero. The sparger is made of several aerating 'strips' 

separated by flow channels. Five possibilities are tried and three of them are shown 

in flgure 4.2. In flgure 4.3 the 3 dimensional gas inlet is shown. 
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(a) channel at wall (b) sparger at wall 

Live cell 

Symmetry 

Wall 

\ Gas inlet 

(c) checkerboard sparger 

Figure 4.2: Difference inlet geometries (a) side view of channel at wall (h) side view 
of sparger at wall (c) top view of checkerboard sparger 

Figure 4.3: 3-Dimensional gas inlet of the sparger closest to the center 
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4.2.3 W a l l 

Wall functions are used at the grid points near the wah to estimate the effect of 

the wall on the flow. The wall functions are based on the assumption that a fully 

developed equihbrium turbulent boundary layer exists. Therefore, all the relevant 

flow properties can be obtained from the log law, that describes such boundary 

layers. Wah functions provide a needed near-wall closure model for the A; - e model 

and the standard RSM. These models are not valid in the near-wah region (y* <30), 

which is the dimensionless wall distance. I t has a value around 500 in the simulations 

done. Therefore, just adding more grids to resolve the turbulent boundary layer can 

lead to better predictions, but the number of grid cells had to be not too high. This 

has led to the development of the so-called low-Reynolds number k-e models. Such 

models provide empirically based near-wall modifications which lack universahty 

and often exhibit convergence difficulties. 

Fluent provides two wall function options for turbulent fiows: 

• the standard wall function 

• the nonequilibrium wall function 

When the underlying assumption of an equilibrium turbulent boundary layer is sat­

isfied the standard wall function approach works well, in contrast with the situation 

when the boundary layer is subject to significant pressure gradients, or near stagna­

tion and re-attachment points, or in regions of high curvature. In such situations the 

standard wall function performs poorly and the nonequilibrium wall function can im­

prove the accuracy of such predictions. Both wall functions are based on one phase 

flow and in this research the wall functions were used for two-phase flow. So, the 

use of the wah function are not totally correct in this thesis, but no other wall func­

tions are present for two-phase flow. The wall functions are described in appendix D 

4.2.4 Out le t 

For the outlet boundary two approach are used. 

I The outlet boundary condition is approached as a gas disengagement space 

patched at the top of the airhft. This is a perfectly 'natural' and realistic 

scenario that allows the liquid to expand and reach a quasi-steady state. The 

disadvantage is that the relation for K21 (see equation 5.8) is not valid in the 

air area. Therefore, it is not possible to simulate the diffusion part of the 

equation 3.2. In this simulations it wih be neglected. 

I I I n the second approach the outlet is defined as a fixed velocity inlet. In the ceh 

row beneath the top-row, the normal velocities are fixed: Uz,i = 0 m/s and 



4.3. Physical Constants 29 

Uz,2 = 0.2 m/s, which is the assumed slip velocity. As a result the primary 

phase is prevented to flow out of the airlift . In this way the volume of the 

liquid phase is also fixed in the total domain, which is a disadvantage of this 

approach. 

4.3 Physical Constants 

The physical constants used in the simulations are summarized in table 4.1. 

Table 4.1: Physical constants used in simulation 

Density 
[kg- m-3] 

Dynamic viscosity 
[kg- m~^- s~ ]̂ 

Bubble diameter 
[1- 10-3 m] 

Liquid water 1 • 10^ 1 - 10"^ -

Gas air 1.2 1.72- 10-^ 3.0 





Chapter 5 

Results and Discussion 

In this chapter 3-dimensional simulations of the airlift loop reactor, which is de­

scribed in chapter 2, are presented to illustrate the infiuence of the sparger, gas inlet 

fraction, turbulence model, time step, symmetry axis and grid size. The results are 

compared to the outcome of a simple one dimensional mechanical energy balance 

and simulations which are done by [Mudde and Akker, 2001]. A l l simulations are 

performed using FLUENT.V4.5.6. 

The solution is assumed to be in steady-state when in Fluent the sum of the nor­

malised residuals for each time step has dropped below 1 • 10"^ in one iteration step. 

This convergence is rather arbitrary. I t is found that simulations wi th minimal resid­

ual sum of 1 • 10-3 are not surely really convergent simulations, because when more 

time steps (simulation time 160 s) are simulated the convergent results are different 

from simulations with lesser time steps (simulation time 50 s). Furthermore, a mini­

mal residual sum smaller than 1 • lO '^ can lead to another steady-state. Simulations 

with smaller minimal residual sum needed more simulation time and are therefore 

not tested. 

5.1 Basic simulation 

The start up procedure of the different simulations is described in this section. 

Furthermore, the basic simulation will be described and discussed. A l l the results 

of the other simulations are compared with the results of the basic simulation. 

5.1.1 Start up procedure 

First the modeled airlift loop reactor is completely filled with water. Water is put 

into the reactor via the sparger with a vertical-velocity of 0.25 m/s. The water 

leaves the reactor through the outlet on the top of the reactor. Consequently, a 

water circulation is established in the airlift loop reactor. This circulation of the 

31 
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liquid phase is an effective procedure for starting the simulations of the two-phase 

flow in an airhft loop reactor in Fluent. 

When the liquid phase flow is stationair gas is putted into the reactor through the 

inlet sparger with a velocity of 0.25 m/s and the inlet velocity of water is flxed at 

zero. The gas leaves the reactor through the outlet just like water leaves the airlift 

at the begin of the simulation, until the 'free surface' is estabhshed. At this moment 

the simulation is (nearly) stationair and the water stays in the airlift loop reactor. 

5.1.2 Resu l t s of the basic s imulation 

The flrst case wil l be used as the basis for all simulations, and is called the basic 

simulation. The standard set up of ah the simulations are: 

• Gas inlet velocity 0.25 m/s 

• Gas inlet sparger is a kind of checkerboard (see chapter 4) 

• Gas inlet fraction 3.6 % {UgZn = 0.45cm/s) 

• Grid size 16 x 6 x 80 (width x depth x height) 

• Time step of 1 • lO'^s 

• Outlet of type I I , i.e. the normal velocity of the gas and hquid phase are fixed 

at the outlet (see section 4.2.4) 

• Only one quarter of the airlift is simulated 

• Fixed gas and liquid vertical velocity at the outlet of 0.2 m/s and 0 m/s, 

respectively 

• Drag force and virtual mass included 

• Standard wall function 

• The default material properties from table 4.1 are used 

• Maximal residual sum 1 • 10 3 for convergence 

Uga?in is the superficial inlet gas velocity (superficial gas velocity of the inlet gas 

fraction). This is not the same as the superficial gas velocity in the riser when the 

gas circulates through the airlift . 

Figure 5.1 depicts the gas hold-up pattern in the airlift loop reactor 160 s after 

the onset of the aeration. The concentration of gas just above the sparger (k=20) 

is at the internal wall side larger than at the center of the riser. The gas is spread 

out further horizontally at higher place (k=40) in the riser of the airhft and the gas 

distribution is nearly homogeneous in the top of the riser (k=75). This is also shown 



5.1. Basic simulation 33 

0,25 m/s 

(a) (b) 

Figure 5.1: Gas fraction distribution and liquid velocity field for the basic simulation 
(a) the top view of the airlift at }i=20, 40, 60 and 75 (b) the side view 
of the airlift loop reactor at j=2 and j=4 

in figure 5.2 wiiere tlie gas hold-up is plotted against the position in the x-direction 

of the riser. Here, the height of the peaks of the gas hold-up right above the gas 

inlet decreases more and more when the k-plane is higher in the airlift . The gas 

fraction has a nearly constant distribution in the top of the riser. 

The gas flow out of the sparger near the wall is splitted in two straight lines, one 

against the internal wall and one a quarter in the x-direction of the total riser from 

the internal wah. In literature, [Mudde and Akker, 2001], the splitted gas flow is 

not found. The simulations of literature has the grid 44 x 14 x 104 (width x depth 

X hight) grid cells, which results in a smaller grid size. So, when the number of grid 

cells is doubled in our simulation the splitting is may not be found. This wiU be 

discussed further in section 5.8. 

The gas hold-up just above the gas inlet in the center of the riser is very low in 

contrast wi th the gas hold-up above the other inlet part. Maybe a part of the gas 

out of the flrst inlet is going to the internal wall, which result in a lower gas hold-up 

in the center of the column and a higher gas hold-up near the internal wah. This is 

restored just higher in the riser. 

The liquid and gas flow rate and the mean gas fraction in the riser and down­

comer of this case are given in table 5.1. The downcomer gas fraction is very high 

at the gas flow rate used and is somewhat lower than the riser gas fraction. The 

high downcomer gas fraction can partly explain by the higher gas fraction near the 
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Figure 5.2: Gas fiold-up distribution plotted against tiie position in tiie x-direction 
of tiie riser at different fieigiit of tlie airlift loop reactor 

Table 5.1: Gas hold-up in the riser and downcomer and the liquid and gas flow for 
the basic simulation 

(«r ) [%] (f>lig [-lO-^mVs] <Pgas [-10-0 mVs] 

Basic simulation 4.49 3.14 4.07 2.32 

internal wall in the riser. Consequently, the liquid velocity is also higher in the 

wah region than in the center of the riser. This affects the gas separation at the 

top. So, more gas can be dragged into the downcomer. This is described with the 

carry-under model, which is shown in appendix E. 

The liquid velocity in the riser is higher in the wall region than in the center of the 

riser, when the gas inlet is next to the wall ( j=4) and also when a water channel 

is next to the internal wall ( j=2). The liquid velocities are nearly the same in the 

x-direction of the riser when the gas inlet is near the internal wall. While the liquid 

velocity changes in the x-direction when the water channel is next to the internal 

wall. I t can also be seen that the hquid velocity is the lowest at the place where 

the gas hold-up is the lowest. This is logical as the liquid flow is induced by the 

presence of the bubbles. The higher the gas fraction, the higher the driving density 

difference, the higher the driving force of gravity. When the grid cells are doubled 

maybe this velocity field is not found, because refining of the grid gives in general 
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more accurate solutions. 

I t can also be said that the liquid velocities in the riser and downcomer are depend­

ing on the distance from the front and back wah, coming to the wall the wall friction 

increases. This can be seen in figure 5.3. Furthermore, the gas inlet is not at the 

Figure 5.3: Liquid velocity for different Ic-planes at (a) i=12 and (b) i=13 

same position in the different j-planes. The gas inlet is next to the wah in the first 

j-plane picture of figure 5.1 and the water channel is next to the internal wall in the 

other j-plane picture. So, there is a difference between the both i-planes of figure 5.3 

at the k-planes near the gas inlet. The k-planes just above the gas inlet gives a high 

liquid velocity above the water channel. I t decreased at this position and increased 

above the gas inlet when we goed higher in the riser. The liquid velocity is nearly 

constant when the k-plane is high enough above the gas inlet (k=22). The liquid 

velocity is much lower at the region next the walls and is zero at the walls. 

The liquid velocity at k=22, j=12 is a little lower than the liquid velocity at k=22, 

j=13. This can be explain by the fact that the 1=12 plane is near to the internal 

wall and 1=13 is more to the center of the riser. The difference in inlet geometry 

wih be further discussed in section 5.4. 

^Hqr C/gaf.T- are 0.114 m/s and 0.65 cm/s, respectively. The superficial gas 

velocity is not the same as the superficial inlet gas velocity of the riser, because 

gas circulate through the airlift which result in a higher gas flow. W i t h the mean 

gas fraction in the riser, = 0.0449, the gas and liquid velocity can be calculated, 

because: 

^ ( 1 - < ^9as,r >)Uuq (5.1) 

U'gZr ^< "9as,r > Ugas (5-2) 

So, the Uiiq and Ugas are 0.119 m/s and 0.144 m/s, respectively. The gas and liquid 

velocity results in a slip velocity of 2.5 cm/s, namely: 

Ugas - Uliq + Vslip (5.3) 
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The calculated slip velocity is around 10 times lower than the value given in litera­

ture, [Mudde and Simonin, 1999], and can not be true. The gas bubbles are more 

slowed down by the liquid in the basic simulation in contrast with the literature. 

Consequently, the mean gas fraction in the riser wil l be higher. The gas bubbles 

can not really escape from the hquid flow, because the slip velocity is very low. So, 

more gas enters the downcomer which results in a high gas hold-up in the downcomer. 

In the basic case the outlet type I I is used, so there is not a true free surface. 

The total volume of the mixture phase is flxed in the total domain and is therefore 

not a realistic scenario. For this reason other types of outlet are tested. 

5.2 Influence of time step 

In the flrst place the time step dependence of the base-setup wih be investigated. 

Therefore, all attributes are the same as the basic simulation, except for the time 

step, which is varied from 1 • 10~'^s to 1 • lO'^s in a logaritmisch way. Simulations 

with time step smaller than 1 • 10"''s are not presented, because these simulations 

give a rapid divergence detection and are aborted. 

The flow flelds and gas hold-up are shown in flgure 5.2 with the time step 1 • 10~'^s 

and 1 • I0~^s. The flows and gas hold-up ofthe simulations at a time step of 1 • lO^^s 
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Figure 5.4: Gas hold-up distribution and liquid velocity field simulated with a time 
steps of (a) 1 • IQ-^s and (b) 1 • IQ-^s both at j=3 

are not shown, but are nearly the same as the results with a time step of 1 • lO'^s. 
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Comparing tlie simulations with time step 1 • lO'^s and 1 • lO"^^ gas hold-up in 

the downcomer is much higher in the second case. In the first case there is nearly 

no gas dragged into the downcomer. This difference can be explain by the flow fleld 

and gas hold-up in the riser. 

The slip velocity of the simulations with time step of 1 • I0~^s is already calculated, 

namely VgUp = 2 . 5 c t o / s . For the simualtions with time step of 1 • lO^^s the slip 

velocity is 14.3 cm/s, because the superficial gas and liquid velocity in the riser are 

0.45 cm/s and 0.161 m/s, respecitively, which resuhs in a gas and hquid velocity 

of 0.31 m/s and 0.163 m/s, respectively. The slip velocity of simulations wi th time 

step 1 • 10"2s is more in agreement with hterature than the shp velocity at time 

step 1 • 10~^s. Therefore, the gas hold-up in the downcomer is much lower in the 

simulations with time step of 1 • 10~'̂ s. 

Furthermore, the gas fiow out of the gas inlet near the internal wah is not splitted 

in two straight hne when the time step is 1 • lO'^s in contrast wi th the resuhs at 

time step 1 • lO'^s. And the total gas distribution of simulation with a time step of 

1 • lO^^s looks more like simulations by [Mudde and Akker, 2001] than the simula­

tions with a time step of 1 • 10~3s. 

The difference between these simulations is very strange, because normally the more 

realistic resuhs are found when the time step is the lowest. But from the results of 

the present cases, i t is found that the results of simulations with the highest time 

step are closed to reality. This may be explained by the virtual mass interaction 

force, because this force is depending on the acceleration which included the inverse 

of the time step. This is described in the next subsection. 

5.2.1 V i r t u a l mass 

The virtual mass is an interaction forces for two-phase flow (see section 3.1.2), which 

is depending on the acceleration of the gas and the liquid phase. This acceleration 

includes the inverse of the time step two times. Fluent is not explicit about the 

discretisation of this force. I t is possible that in the calculation of the virtual mass 

the acceleration part is calculated in the following way: 

In this way the inverse of At is present. For trancient simulations the virtual mass 

force is integrated over a small time interval (see equation 3.50 in section 3.3.4), 

therefore A t canceled out. When At decreases, AU also decreased but not neces­

sarily with the same steps and can therefore not be controlled with the time step. 

Wi th a higher virtual mass force the gas bubbles are slowed down, the accelerating 

of the bubble decreases, and the gas hold-up in the riser and downcomer increases 

as consequence. As a result, the hquid velocity might decrease in the riser and in 

the downcomer. 

(5.4) 

In flgure 5.5 results of simulations without virtual mass are shown for different 
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time steps. Wtien tlie virtual mass is not taken into account all calculations with 

time step smaller than 1 • lO'^s have nearly the same flow field, and look like the 

simulations with virtual mass at a time step of 1 • lO'^s i.e., no gas is dragged into 

the downcomer. But the riser and downcomer gas fraction and the liquid fiow are 

lower and the gas velocities is higher in the simulations without virtual mass, as 

shown in table 5.2. When the virtual mass is neglected, lesser hquid is associated 

0,25 m/s 

(a) (b) 

Figure 5.5: Gas hold-up distribution and liquid velocity field of simulations without 
virtual mass for different time step at j=3 (a) 1 • 10~ ŝ (b) I • 10~ ŝ 

Table 5.2: Gas hold-up in the riser and downcomer and the liquid and gas flow for 
simulations with and without virtual mass for different time step 

{ar) 

[%] 

{ad) 

[%] 

<Pliq 

[•lO-^mVs] 
4'gas 

[•10-5mVs] 
Virtual mass; time step 1 • 10~'^s 1.47 0 5.76 1.61 
Virtual mass; time step 1 • lO^'^s 4.49 3.14 4.07 1.61 
No virtual mass; time step 1 • I0~'^s 1.03 0 5.00 1.61 
No virtual mass; time step 1 • 10~3s 1.03 0 4.91 2.32 

with the gas bubbles so, the mass of the bubbles seems lower. The gas fraction 

is also decreased, because the gas velocity is higher. The slip velocities, which is 

calculated with the superficial liquid and gas velocities and gas hold-up, is nearly 

the same for the different time step simulations without virtual mass, namely 0.30 

m/s. Therefore, the great difference in the slip velocity of the simulations with vir­

tual mass is totally caused by the virtual mass. The slip velocity in the simulations 
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without virtual mass is really high, because the virtual mass, which decreases the 

gas velocity and increases the liquid velocity, is neglected. 

The virtual mass has to be taken into account in the simulations of the airlift loop 

reactor, but not in the form of equation 3.15. Perhaps, the expression of Simonin 

for virtual mass, with the drif t velocity, can better be used. 

5.3 Influence of gas inlet fraction 

The influence ofthe gas inlet fraction on the liquid velocity and the gas hold-up in the 

riser and downcomer are illustrate in this section. The gas inlet fractions are varied 

from 1.2% to 10% which resuhs in a superficial inlet gas velocity of 0.15 cm/s to 

1.25 cm/s. Higher gas inlet fraction leads to results which are not converged. Only 

the gas inlet fractions and the time step are different from the basic simulation. In 

this section the simulations are described for time steps of 1 • 10"^ and 1 • lO'^s. 

Figure 5.6 and 5.7 depict the gas hold-up pattern and the liquid velocity field of 

the airlift loop reactor at a time step of 1 • 10"^ and 1 • lO^^^^^ respectively. The 

Table 5.3: Superficial gas velocities for all gas inlet fraction with, no circualation of 
the gas phase 

Gas inlet fraction [%] U'gZn [cm/s] 

1.2 0.15 

2.4 0.30 

3.6 0.45 

5.0 0.65 

7.5 0.94 

10.0 1.25 

difference between the simulations with different time step is already discussed in 

section 5.2, the present section focuses on the difference between the different gas 

inlet fractions. Figure 5.6 shows clearly that the gets hold-up and the hquid velocity 

increase with higher gas inlet fraction in the riser. Furthermore, the gas enters more 

and more into the downcomer with an increase in the gas inlet fraction. I t begins to 

enter the downcomer when the gas inlet fraction is 5% {UgZn = 0.65cm/s). These 

results meet to expectations. Namely, when the gas inlet fraction increases, the 

liquid velocity in the riser and downcomer increases too. Therefore, more bubbles 

can be dragged with the liquid into the downcomer. 

The gas hold-up in the riser and downcomer increases also at higher gas inlet fraction 

with a time step of 1 • lO^^^^ as can be seen in figure 5.7. The gas enters the 

downcomer already at a gas inlet fraction of 1.2% {UgZn = 0-15 cm/s) and circulates 

also at this gas inlet fraction. I t can not be seen in the figure, but the gas fraction in 

the below part of the downcomer is around 1 %. Also, the liquid velocity increases, 

but the liquid flow fleld for a gas inlet fraction greater than 5% {UgZn = 0-65 cm/s) 

is very chaotic in the riser. The only explanation which can be found for this chaotic 
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Figure 5.6: Gas iiold-up distribution and liquid velocity field at t=160 s with, differ­
ence gas inlet fraction (see figure), resulting in different superficial inlet 
gas velocity for a time step of 1 • l O ^ ^ s at j=3 (a) U^^l = 0 . 1 5 c m / s 

(b) U'gZr, = 0 . 3 0 c m / s (c) U^^^^ = 0.45cm/s (d) W^^f = 0 . 6 5 c m / s 

(e) UIZ„ = OMcm/s ( f ) U^^. = l - 2 5 c m / s 

flo-w is the high gas hold-up. Maybe simulations in fluent -with time step smaller than 

1 • 10~2 can not really be done with high gas hold-up. 

Another striking point is the sphtted gas flow just above the gas inlet at the internal 

wall, which is discussed in section 5.1.2. This splitting is only present when the gas 

inlet fraction is greater or equal 3.6% {UgZn = 0-45 cm/s) and at really high gas 

fraction (higher than 5% {Ugasin = 0'65 cm/s)) the sphtting is between the gas inlets. 

Maybe the splitting of the gas can be explained partly by the circulation of the gas. 

Namely, gas enters the riser at the bottom of the riser and flows, together with the 

liquid, between both gas inlets. So, extra gas is concentrated at these locations and 

therefore, the gas flow looks splitted in the riser. Obviously, the lateral mixing of 

the gas is insufficient to smooth the gas fraction. 

5.3.1 C o m p a r i s o n simulations and mechanical energy balance 

A one dimensional model for the two-phase flow in an airlift loop reactor, the me­

chanical energy balance (see section 2.5), is used to calculate the liquid circulation 

velocity and the gas hold-up and in this section they are compared with the simula­

tion results. In the calculations of the mechanical energy balance the gas hold-up in 
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Figure 5.7: Gas iiold-up distribution and liquid velocity field at t=160 s witti differ­
ence gas inlet fraction (see figure), resulting in different superficial inlet 
gas velocity for a time step of 1 • 10~^s at j=3 (a) U^^l = 0 . 1 5 c m / s 

( b ) U l ^ l = 0 . 3 0 c m / s ( c ) U I Z . = 0 . 4 5 c m / s ( d ) U ^ ^ C = 0 . 6 5 c m / s 

(e) UIZ. = OMcm/s ( f ) U^Z. = ^-^^cm/s 

the downcomer is defined zero, au = 0. Furthermore, the friction loss factor, which 

is present in the airlift loop reactor, is estimated in appendix A and is taken to be 

Kf = 4.3. 

The simulated values for the gas hold-up and the superficial liquid velocity can 

not be compared directly to the values from the mechanical energy balance, because 

the gas hold-up in the downcomer is not zero in the simulations, wi th the exception 

ofthe simulations with low gas inlet fraction (< 3.6%, Ugafin = 0.45cm/s) at a time 

step of 1 • lO^^s. Therefore, the friction loss factor is calculated wi th the help of 

the results of these last simulations, to check the estimated value of appendix A. 

From these simulations the value for the friction loss factor has to be 7.8, and is 

higher in contrast to the estimated value of 4.3. The estimated value gives a good 

approximation, but is not totally correct, so a little change is surely possible. How­

ever, the difference between both values is rather high. Partly i t can explain by the 

gas hold-up, namely, the individual plumes penetrate further into the riser in the 

simulations and one-dimensional calculations assume the riser gas hold-up uniform. 

Furthermore, there is maybe an extra friction loss in the simulated airlift , which is 

not taken into account. 
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The mean gas fraction and superficial liquid velocity are shown in figure 5.8 for the 

estimated and calculated value of K f , together with the simulation values for a time 

step of 1 • lO'^s and 1 • 10~^s. The liquid velocity of the simulations and the one 

dimensional values have a similar shape, just as the gas hold-up. But both simula­

tions have a lower superficial liquid velocity in comparison with the values obtained 

from the mechanical energy balance with Kf = 4.3. 

The values agree the best with the simulations with a time step of 1 • I0~'^s. The 

superficial liquid velocity results of the simulation with time step of 1 • 10~'^s are in 

good agreement with the calculations with a friction factor of 7.8. The values of the 

other simulations (time step of 1 • 10~^s) are much lower and behave very strange. 

The mean gas hold-up in the riser is higher in the simulations wi th time step of 

1 • 10~^s compared to the values obtained from the mechanical energy balance with 

Kf = 4.3 or Kf = 7.8. The mean gas hold-up of the simulations wi th time step 

1 • lO'^s are nearly the same as the values obtained from the mechanical energy 

balance with both friction loss factors. When the superficial gas velocity increases 

the gas hold-up increases more when the friction loss factor is higher. Therefore, the 

results from the mechanical energy balance using a friction loss factor of Kf = 7.8 

are in better agreement with the simulated results. 

The constraint for the mechanical energy balance, = 0, is not always fulfilled 

in the simulations i.e., when the superficial gas velocity is higher than 0.45 cm/s 

gas is dragged into the downcomer. The mean gas fraction increases faster and the 

superficial hquid velocity increases slower at higher superficial gas velocity of the 

simulations with time step 1 • lO'^s in contrast to the mechanical energy balance 

with Kf = 7.8. So, the mean gas fraction and the superficial hquid velocity changes, 

first increases faster and the second increases slower, when the gas is dragged into 

the downcomer. The increase in the mean gas hold-up is caused by the gas, which is 

present in the downcomer, because the gas which is flowing through the downcomer 

enters the riser together with the gas inlet fraction. 

5.4 Different inlet geometries 

The simulations, which are discussed in this section, are used to assess the influence 

of the inlet geometry on the water velocity and the gas hold-up in the riser and 

downcomer. The different kind of inlets, which are used, are partly shown in flgure 

5.9 namely, channel at wall, sparger between wah and center, sparger at wah and a 

kind of checkerboard. 

The surface area of the gas inlet is different from the surface area in the basic 

simulation (checkerboard sparger). Therefore, the superfial inlet gas velocity is 

different at a given gas inlet fraction, and with different circulation in the airlift . 

The superficial gas velocities are Ugaln = 0.45cm/s and UgZn = 0.36cm/s for the 

basic simulation (checkerboard sparger) and the other simulations, respectively. Ah 

the other attributes are the same as in the basic simulation. 
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(a) channel at wall (b) sparger at wall 

Live cell 

Symmetry 

Wall 

Gas inlet 

(c) checkerboard sparger 

Figure 5.9: Difference inlet geometries (a) side view of cfiannel at wall (h) side view 
of sparger at wall (c) top view of clieckerboard sparger 

Figure 5.10 and 5.11 depict the gas hold-up distribution and the liquid flow respec­

tively, in the airhft loop reactor for the difference gas inlet geometries. From the 

figures it is clear that a relatively small change in the inlet geometry has serious 

consequences for the gas distribution and the hquid velocity. The gas distribution 

in the riser is more even in the case when a channel is present at the wall in the riser 

part. When the sparger is against the wah the gas flow is splitted in two straight 

lines, one against the internal wall and one a quarter of the total riser from the 

internal wall, see also the discussion of the basic simulation in section 5.1.2. When 

the sparger is in the center of the riser the gas distribution is the best namely, the 

gas distribution is the most even in the riser, which is necessary for the good con­

tacting of the gas and the hquid phase. I t is even better than the checkerboard 

conflguration, for which the best gas distribution in the riser was expected, because 

the gas is already divided over the cross section. When we look at the results of the 

simulation with the sparger next to the internal wah (d) the gas hold-up can not 

be in a stationair situation. But all results which are shown have the same simula­

tion time and Fluent gives a 'steady-state' time dependent result for all simulation 

namely, the simulation is converged with minimal residual sum of 1 • 10"^ in one 

simulation for each time step. This criterion is therefore not always right, see for 

discussion the beginning of chapter 5. 
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(a) (b) (c) (d) (e) 

Figure 5.10: Gas hold-up distribution for difference geometry of the gas inlet (a) 
sparger in center (b) sparger closest center (c) sparger closest internal 
wall (d) sparger at internal wall (e) icind of checkerboard sparger all at 
j=3 

In table 5.4 the mean riser and downcomer gas fraction are shown for the difference 

inlet geometries. The difference in the gas hold-up between the checkerboard sparger 

Table 5.4: Gas hold-up in the riser and downcomer and the liquid and gas flow for 
difference inlet geometry 

Inlet geometry (a,.) (ad) (pliq 4gas 

[%] [%] [•lO-^mVs] [•IQ-^m^/s] 

Sparger in center 3.74 2.57 4.49 2.04 

Sparger closest center 3.72 2.56 4.76 2.13 

Sparger closest internal wall 4.04 2.98 4.26 2.12 

Sparger at internal wall 4.06 3.03 3.69 1.92 

Checkerboard sparger 4.49 3.14 4.07 2.32 

and the others can be explain by the size of the total inlet. Therefore, the superficial 

inlet gas velocities are 0.45 cm/s and 0.36 cm/s for the checkerboard sparger and the 

other simulations, respectively. In these simulations, without the basic simulation, 

the gas hold-up in the riser and downcomer increases when the sparger is closed 

to the internal wall. The increase of the riser gas fraction can be explain by the 

higher downcomer gas fraction. Namely, the gas enters the downcomer at the top 
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of the airhft loop reactor and the most gas leaves the downcomer at the bottom of 

the airlift and enters the riser. Furthermore, due to the increased gas hold-up in 

the downcomer, the driving density difference is reduced. Consequently, the hquid 

circulation rate is lowered. The gas flow is also decreased which lead to a nearly 

constant shp velocity and the riser and downcomer gas hold-up wih increase. The 

increase of the downcomer gas fraction can be explain by the inlet geometry. When 

the sparger is next to or against the internal wall, the gas, which flows up in a 

straight line, wi l l be dragged easier with the liquid flow into downcomer, see also 

appendix E, which describes the carry-under model. 

Figure 5.11: Liquid velocity flow for difference geometry of tfie gas inlet (a) sparger 
in center (h) sparger closest center (c) sparger closest internal wall (d) 
sparger at internal wall (e) liind of ctieck:erboard sparger at j=3 

From flgure 5.11 and table 5.4 it can be seen, that the liquid flow and velocity are 

much higher in the airhft loop reactor when the sparger is located closest to the 

center of the riser. This is not true for the airlift loop reactor with the gas inlet in 

the center ofthe riser. A reason for the higher liquid flow and velocity in the riser and 

downcomer is that the hquid is sphtted by the gas inlet at the beginning of the riser. 

So, the liquid enters the riser at both sides of the gas inlet and, maybe therefore, 

the hquid is more pulled and gives higher liquid flow in this way. Furthermore, the 

liquid velocity near the internal wall increases when the sparger is more and more 

near the internal wall. So, the liquid velocity in flgure 5.11b has a lower liquid 

velocity as flgure 5.11c. This is a consequence of the gas hold-up distribution near 

the internal wah. Namely, the liquid velocity is dependent on the gas hold-up, when 

the gas hold-up increases the local liquid velocity increases too. So, when the gas 
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hold-up near the internal wall is high, the local liquid velocity wi l l also be high at 

that position. This is also seen in the results with sparger in the middle of the riser. 

Namely, the gas hold-up and the liquid flow rate are both the highest in the center 

of the column, above the gas inlet. 

The liquid flow is decreased when the sparger is more and more near the internal wall 

and also the difference in gas hold-up between the riser and downcomer decreases. 

This is caused by the wall friction, namely, when the liquid velocity at the wall is high 

the wah friction increased. This higher wall friction influence the liquid circulation 

and the difference in gas hold-up. 

5.5 Interphase turbulent momentum transfer 

The interphase turbulent momentum transfer functions (equations 5.5 and 5.6) can 

only be calculated when there is a dilute secondary phase [Fluent Inc., 1998]. In 

a dilute secondary phase the gas bubbles are not close to each other, so the drif t 

velocity can surely be used. Simulations with no-dilute secondary phase are aborted 

in Fluent. 

n^,. = - J ^ ^ i k u - 2kiig + 0gas - Uuq) • Ud) (5.5) 
(1 - a)piiq 

= C 3 . | ^ n , , , (5.6) 

td = -D\, f - ^ V a ^ r V ( l - a ) ) (5.7) 

'^\a2ia c r 2 i ( l - a ) J 

Probable the inverse of the liquid distribution (1 - a), which is enclosed in the 

drifting velocity Ud (equation 5.7 see also section 3.1.2), is the reason. Namely, 

when the gas fraction increases the liquid fraction decreases at any place, because 

a-1- (1 - a) = 1. 

When K21 (equation 5.8) is multiplied with the drif t velocity the gas fractions can­

celed each other out, but the inverse of the hquid fraction is even present in square. 

Consequently, high gas fraction gives a high 11 ,̂;̂  and lien^, which can not be true 

and take care of high dissipation rates. Therefore, only simulations wi th low gas 

hold-up (a < 0.6) can be calculated in this way. The interphase turbulent momen­

tum transfer functions are not present in the simulations without transfer function. 

This is the only difference in contrast with the basic simulation. 

The interphase turbulent momentum transfer terms include the diffusion of the gas 

phase due to the turbulent flow. When these terms are neglected the diffusion in the 

airlift loop reactor is much smaller. Comparing this simulation with simulation with 

interphase turbulent momentum transfer, the basic simulation, (see also figure 5.12 

and 5.13) shows that the diffusion in the I-direction and J-direction, i.e. perpen­

dicular to the main flow direction, is really much smaller by neglecting the transfer 

terms. Nearly ah the gas stays above the gas inlet sparger and the liquid is dragged 
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upwards by this gas flow. As a consequence, the liquid velocity is highest above the 

gas inlet sparger. The gas, liquid flow and ggis distribution are more chaotic in the 

case when the interfacial turbulent momentum transfer is neglected. This is caused 

by the neglecting of the diffusion in the airlift loop reactor. 

The liquid flow is shown in table 5.5. When the interphase turbulent momentum 

transfer terms are neglected the circulation liquid flow decreases. So, the gas bub-
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Figure 5.12: Liquid velocity flow field for simulations witli and witliout the interfa­
cial turbulent momentum transfer at j=3 (a) simulation with transfer 
function (b) simulation without transfer function 

bles stay for a longer time in the airlift loop reactor. Therefore, more gas is present 

in the riser, which is also shown in this table. The gas hold-up in the downcomer 

Table 5.5: Gas hold-up in the riser and downcomer and the liquid fiow for simula­
tions with and without interfacial turbulent momentum transfer 

(«,.) [%] [%] <Puq [-lO-^mVs] 

Wi th transfer function 4.49 3.14 4.07 
Without transfer function 4.99 3.79 2.62 

is also higher in the simulation without interphase turbulent momentum transfer. 

But, the difference between the gas hold-up in the riser and downcomer is smaller. 

Both phenomenon, the lower liquid circulation and lower difference in gas hold-up 

between riser and downcomer, are a consequence of the change in mixing (diffusion) 

in the airlift loop reactor by the neglecting of the interphase turbulent momentum 
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Figure 5.13: Gas liold-up distribution for simulations with, and without the interfa­
cial turbulent momentum transfer at h,=20, 40, 60 and 75 (a) simula­
tion with transfer function (b) simulation without transfer function 

transfer terms. 

5.6 Outlet difference 

Tlie different outlets are compared in this section. Outlet I has an outlet boundary 

condition which simulates a gas disengagement space patched at the top of the 

airlift and the outlet of type I I is defined as a fixed velocity inlet, just as the basic 

simulation. Furthermore, the interphase turbulent momentum transfer is neglected, 

because the gas fraction is not dilute, which is necessary for the calculation of these 

transfer terms (equations 5.5 and 5.6). The simulations of outlet I are very difhcuh 

to get converged, therefore the minimal residual sum is in this case set to 2 • lO"^, 

where the simulations of outlet I are denoted 'converged'. The other attributes are 

the same as in the basic simulation. 

In figure 5.14 the gas hold-up distribution is shown for both kind of outlets. Just as 

in the simulations without interphase turbulent momentum transfer, there are gas 

plumes present right above the gas inlet sparger, because the turbulence diffusion is 

neglected. Furthermore, the gas distribution and liquid velocity are rather chaotic 

again, which can also be explained by the neglecting of the interphase transfer terms. 

A circulation of the liquid at the top of the downcomer (k=60) is present in both 
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(a) (b) (c) (d) 

Figure 5.14: Gas fraction distribution for the simulations of (a) outlet I and (h) 
outlet II and liquid velocity field for simulations of (c) outlet I and (d) 
outlet II all without interphase turbulent momentum transfer at j=3 

cases. There is a Icind of circulation at the bottom of the downcomer (k=10) of the 

simulation with outlet I , this is shown in figure 5.14. The first circulation, at the 

top of the downcomer, is also found by [Mudde and Akker, 2001] and in the resuhs 

of the simulation with outlet I I . The second circulation is not present in the other 

simulations. Maybe the gas bubbles can not leave this circulation, which resuhs 

in coalescence of the gas bubbles. So, this simulation is not really stationair and 

therefore, it is not converged with minimal residual sum of 1 • 10"^. 

The liquid velocity of outlet I type is lower in the center of the riser compared to the 

results of outlet I I . Near the internal wall, however, the liquid velocity is higher for 

outlet I than for outlet I I simulations. The liquid circulation velocity is lower and 

Table 5.6: Gas hold-up in the riser and downcomer and the liquid flow for simula­
tions with different outlets 

M [%] [%] (l>Hq [ •10-4mVs] 

Outlet I 5.35 4.42 2.48 
Outlet I I 4.99 3.79 2.62 
Basic simulation 4.49 3.14 4.07 
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the mean gas fraction in the riser and downcomer are higher for the case of outlet I . 

The lower liquid flow can be explained by the difference in the outlet namely, in the 

simulations of outlet I I the gas and liquid velocities are fixed at the outlet, there is 

no really free surface and therefore the liquid can not flow up and down as the real­

i ty When the fixed gas velocity at the outlet does not match with the slip velocity 

of the bubbles, the gas bubbles can not leave the airlift just as the reahty. They are 

aided or hindered to leave the airlift loop reactor. Consequently, the gas and hquid 

velocity and therefore also the liquid fiow are influenced. Furthermore, higher mean 

gas fractions are caused by the lower liquid velocity, because lesser liquid results in 

higher gas fraction in riser as well as downcomer. 

Just as seen in the previous section the interphase turbulent momentum transfer 

terms are necessary for the simulations of the airlift loop reactor in Fluent. There­

fore, only simulations of outlet type I I can be done weh. In this simulations the riser 

and downcomer gas hold-up are a little lower and the liquid flow is a little higher 

than simulations with outlet I . 

5.7 Influence of the symmetry 

The airlift loop reactor is simulated with one symmetry axis, only the vertical plane 

through the riser is taken as symmetry axis. So, one half of the airlift is simulated. 

The second symmetry axis, the vertical between the front and back wall through the 

riser and both downcomers, is ommited and wil l be denoted as 'the second symmetry 

axis' in what follows. The geometry ofthe gas inlet is a kind of checkerboard, double 

that which is described in section 4.2.2, therefore the gas flow is also two times and 

wih be 3.22-10"^ m^s~'', but the superflcial gas velocity is obviously the same, 

namely Ugaln = 0-45 cm/s. A l l the other attributes are the same as in the basic 

simulation. 

The gas distribution of the simulation with one symmetry axis is shown in flgure 

5.15 for different heights in the airlift . The gas hold-up and gas distribution in the 

riser and downcomer are nearly the same as those of the basic simulation. The 

only difference in this distribution is near the second symmetry axis. The gas hold­

up near the second symmetry axis in the basic simulation is very low in contrast 

with the gas hold-up in the middle of the riser from the simulation without of the 

symmetry. This lower gas hold-up is also shown in the results of the simulation with 

one symmetry axis, but in this case it is present near the back wall. This lower gas 

hold-up is caused by the program tecplot, which sets the center cell values on the 

boundary of the cell. So, the values have to be transfered one half cell to the back 

wah. The symmetry axis is seen in the picture when the values are transfered to the 

back wall. 

The velocity flow fleld does nearly not change in the j-direction of the simulations 

with one symmetry axis. The liquid velocity fleld seems nearly the same for both 

simulations at j = 3 . The total liquid flow and the averaged gas hold-up of the riser 

and downcomer are written in table 5.7. The total liquid flow is two times the liquid 
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Downcomer Riser 

Figure 5.15: Gas fraction distribution simulated with, one symmetry at k = 20, 40, 
60 and 75 

flow of tlie basic simulation. This is obviously caused by the doubhng of the riser 

surface. The gas hold-up in the riser and downcomer are nearly the same as those 

of the basic simulation. Prom the results of this section it can be concluded that 

Table 5.7: Gas hold-up in the riser and downcomer and the liquid flow for simula­
tions with one and two symmetry axis (basic simulation). 

[%] i ^ d ) [%] <t>Hg [-lO-^mVs] 

One symmetry axis 4.45 3.11 8.11 
Basic simulation 4.49 3.14 4.07 

the simulation with or without second symmetry axis have nearly the same results. 

Simulations with second symmetry axis are surely commended, because there are 

more grid points in the simulation without second symmetry and therefore the total 

simulation time is much larger. 

5.8 Double grid 

One simulation is done with doubled grid to show the influence of the grid in the 

simulations of the airlift loop reactor. So, the grid in the i and j-direction are 

doubled. Therefore, this grid has 30 x 10 x 80 (width x depth x height) grid cehs. 

The grid is not doubled in the z-direction, because in this direction the results of 

the basic simulation are not strange, just as in the i and j-direction. A l l the other 

attributes are the same as in the basic simulation. 
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Figure 5.16: Gas iiold-up distribution for simulations with, redoubled grid in the I 
and J-direction at }c=20, 40, 60 and 75 

In figure 5.16 the gas hold-up distribution of the simulation with doubled grid is 

shown for different k-planes. The gas distribution is more equal in the riser in this 

simulation in contrast with the basic simulation. This can also be seen in figure 

5.17 in which the gas hold-up is plotted against the position in the x-direction of the 

riser. This kind of gas hold-up distribution is also seen by [Mudde and Akker, 2001]. 

In the last figure a smaller gas hold-up is seen near the internal wall at k=60. The 

gas hold-up at the wall is zero and close to the wall the gas hold-up is much lower 

in contrast with the other planes. This can be explained by the fact that at this 

height the internal wall is stopped, here is a kind of liquid circulation ceh present. 

Furthermore, the gas flow out of the sparger near the internal wall in not splitted 

in two straight lines, which is found in the basic simulation. Doubling of the grid 

in i and j-direction takes care of a better gas hold-up distribution in the riser that 

becomes comparable with results found in literature. 

The gas hold-up at the top of the downcomer (k=60) is the greatest at the internal 

wall. Most of the gas at that position does not enters the downcomer, but leaves the 

reactor at the top of the airlift loop reactor. This can be seen in figure 5.18 were the 

gas hold-up distribution and the liquid flow are shown for simulations wi th doubled 

grid. 

The hquid velocity flow is for ah j-planes nearly the same. The liquid flow just above 

the gas inlet is the highest near the symmetry axis and further in the riser at the 
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Figure 5.17: Gas liold-up distribution plotted against tfie position in the x-direction 
of the riser at different height of the airlift loop reactor at j=5 

internal wall. In the downcomer this velocity field can also be seen. Because the 

liquid velocity at the top of the downcomer is the highest near the wall, liquid enters 

the downcomer. Further in the downcomer the liquid velocity is the highest near 

the internal wah. Doubhng of the grid resuhs in more constant liquid fiow field in 

the riser. 

Table 5.8: Gas hold-up in the riser and downcomer and the liquid flow for the basic 
simulation and simulation with doubled grid 

M [%] [%] (l>Hg [-lO-^mVs] (f>gas [-lO-^mVs] 

Basic simulation 4.49 3.14 4.07 2.32 
Doubled grid 5.35 3.72 4.53 2.92 

The mean gas hold-up of the riser and downcomer and the liquid fiow are given for 

the basic simulation and simulation with doubled grid in table 5.8. In the simulation 

with doubled grid the gas hold-up in the riser and downcomer and the liquid flow are 

higher than in the basic simulation. But the A a is greater in the simulations with 

doubled grid, so more gas leaves the reactor in a directional way through the outlet 

when the grid is doubled. The simulation with more grid cells give more detailed 

results, which give this difference. 

The slip velocity of the simulation with doubled grid is nearly the same as the slip 
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Figure 5.18: Gas liold-up distribution and liquid velocity field for simulations with 
doubled grid in the I and J-direction at (a) j=5 and (b) j=8 

velocity of the basic simulation, namely 19 cm/s. Both flows are increased when the 

grid is doubled, so the gas and liquid velocities are also increased. Furthermore the 

gas hold-up in the riser is also increased, which results in a little lower slip velocity, 

because the gas hold-up increased more than the gas flow. 





Chapter 6 

Conclusions and 
Recommendations 

Three dimensional simulations of rectangular airlift loop reactors have been per­

formed by using the CFD package Fluent. For the assessment of the Euler-Euler 

model, Fluent has appeared to be an useful tool. 

The first result presented in this thesis is that a liquid (primary phase) circulation 

to simulate an airhft loop reactor is an effective procedure to start the simulation of 

the bubbly flow in Fluent. 

An very important result is that simulations with time step ^ 1 • 10~^s give a high 

gas hold-up in the downcomer and a very low slip velocity. Furthermore, they are 

not in agreement with predictions of the riser gas fraction and liquid circulation from 

an one-dimensional mechanical energy balance. However, simulations wi th time step 

1 • 10~'̂ s show a reasonable to good agreement with the one-dimensional mechanical 

energy balance. The simulations with time step 1 • 10~^s do improve substantially 

better when the virtual mass force is neglected, namely, the influence of the virtual 

mass is very high in this simulation. Results of simulations without virtual mass are 

nearly the same for both time steps. Probably, the virtual mass force is calculated 

with a dependence of AC/ (i.e., the difference in velocity between two consecutive 

timesteps) and an independence of At. So, when At decreases, AU also decreased 

but not necessary with the same rate and can not be controlled sufficiently wi th At. 

Nevertheless, the virtual mass has to be taken into account, because the slip velocity 

of simulations without virtual mass is really high. 

The interfacial turbulent momentum transfer terms take care of diffusion and require 

a dilute secondary phase (gas phase). These terms can not be neglected. Conse­

quently, simulations with outlet type I (outlet approach with a gas disengagement 

zone patched at the top) are not possible, because here the gas fraction is not dilute. 

Outlet I I , outlet with flxed velocities at the top, works reasonable well but misses 

the flexibility to adapt to local dynamic gas throughput and velocities. The gas 

hold-up and the liquid flow are a little different in simulations wi th this outlet in 

comparison to simulations wi th outlet type I . Experimental values are needed to 

57 
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compare these values wi th reality. 

Simulation with two symmetry axis, one vertical through the riser and one vertical 

between front and back wall gives the same results as simulation with only the first 

symmetry axis. Hence, simulations can be done with two symmetry axis. So, lesser 

grid cells are necessary, which results in a smaller calculation time. 

Simulations with refined grid give more detailed results and are surely necessary for 

simulation with time step of 1 • 10~^s. 

The investigations indicate that CFD of airlift reactors can be used to model design 

or tune airlift reactors. For the CFD package Fluent the following can best be used: 

• Liquid circulation before starting simulation 

• Drag force 

• Virtual mass 

• Interface turbulent momentum transfer terms 

• Time step 1 • IQ-^s 

• Outlet with fixed velocities 

• Grid cells at least 30 x 10 x 80 

• Two symmetry axis, one vertical through riser and one vertical between front 

and back wall 

These result in the best and most accurate results of the simulations in this thesis. 

6.1 Recommendations 

For further improvement, simulations with minimal residual sum ^ 1 • 10~^ are nec­

essary to check the important of the time step on the calculation of the virtual mass. 

Furthermore, the expression of Simonin for virtual mass, with the drif t velocity, has 

to be tested. Probably this expression can better be used. Simulations wi th other 

CFD codes can be used to give a better explanation for the results wi th a time step 

of 1 • 10"^s. I t is important to know, how the virtual mass force is really calculated 

by Fluent and by other CFD codes. 

A detailed comparison with experiments is needed to see whether or not the details 

of the flow are simulated well. 

To obtain more accurate solutions, finer grids should be used: the grid should be 

at least 30 x 10 x 80, but doubhng the number of cells once more in all directions 

would be preferable. 



Appendix A 

Determination of the overall 
friction loss coefficient 

The friction loss factors are estimated using the standard relations for wall friction. 

Theoretical Kj values for internal loop reactors, derived from one phase flow theory, 

were difficult to derive, because no accurate estimation of the frictional losses in the 

180° turns at the top and bottom of the reactor could be made. The expression 

used to calculate the friction coefficient of the pipe elements and the appendages is: 

Kf = kfr+{-r^ k f d + { ^ k f d r + \ - f - kfrd+kfs.enl.inlet+ " T " kjs.contr.inlet+kf bents 
\-^dJ \-^d/ \ ^ d j \^d/ 

(A.I ) 

In the following the different friction losses wil l be described. 

A . I Reactor tubes 

The friction loss coefficient in lines of circular cross section was calculated according 

to: 

^ ƒ ^ = 4 ƒ . - ^ (A.2) 

were fi is the friction factor of the pseudo homogeneous mixture in section i . The 

value of the friction factor can estimated with the Blasius equation (equation A.3) 

which is true for 4000 < Re < 10^. The Blasius equation is: 

4 / = 0.316iïe-^/^ (A.3) 

So, the friction factor is around 5 • 10~^, because the Reynolds number is 60000. 

59 



60 Appendix A. Determination of the overah friction loss coefRcient 

A.2 Appendages 

The sharp bents on the riser top and bottom gives a friction factor of 1.5 per bent. 

So, kfbents = 3.0. 

Furthermore, there is a sudden enlargement kfsud.enl. on the top of the riser, kfrd 

and an sudden contraction kfsud.contr. on the bottom of the downcomer, kfrd- The 

first one can be described as: 

where Ar is the surface of the riser, which is simulated. Finally, there is a friction 

loss through the gas inlet. In the gas inlet there is a sudden contraction and a 

sudden enlargement, so the equations A.4 and A.5 can be used with other surfaces, 

namely Ad has to be Ar and Ar has to be Ain and the half before Ar in equation 

A.5 is not present in the calculation of the sudden contraction at the gas inlet. 

For the airhft loop reactor, which is simulated, Kj = 4.3, in this the friction loss 

factor of the wall above and under the internal wall and the in the gas inlet are 

neglected. 

(A.4) 

and the second one: 

(A.5) 



Appendix B 

Finite Volume Method 

The integration of the differential equations can be illustrated most easily in simple 

Cartesian coordinates, and is demonstrated below for a one-dimensional equation set. 

Consider first the one dimensional differential equations for continuity, momentum, 

and a scalar quantity cp: 

(B. l ) 

(B.2) 
- ( p u u ) = - - + -

du 
+ F 

(B.3) 

Equation B . l through B.3 can be volume integrated over a control volume employing 

the Divergence Theorem: 

d_ 

'volume,V 

Volume integration of equation B . l on the control volume around P of figure B . l 

[ ^{pu)dV = I pu-dA 
Jvolumey OX JA 

(B.4) 

Figure B.l: One dimensional control volume nomenclature used to illustrate volume 
integration 

thus yields: 

or: 

{puA)e - {puA)ui = 0 (B.5) 

(B.6) 
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Integration of the momentum equation B.2 yields: 

{pU^A)e-{pU^A)y, = -{Pe-Pw)-A+ p 
UE - up 

Ax 
A 

Ax 

or: 

JgUg JyjUyj — Pw)A.-\- [UE - Up) - -P^iup - Uw) 
Ax Ax, 

{B.l) 

A + FAV (B.8) 

and integration of the scaler equation B.3, yields: 

. : . ^ ^ ^ ^ - S , „ ^ ^ x - ^ 1 A + S^AV (B.9) 
Ax, Ax,, 

Note that the equations solved by FLUENT are extensions into three-dimensional 

curvilinear coordinates of those shown above for one-dimensional Cartesian coordi­

nates. 



Appendix C 

Grid 

Figure C.l: Grid cell 
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Appendix D 

Different wall functions 

Two different wall functions wil l be described namely, the standard wall function 

and the two-layer-based nonequilibrium wall function. 

D.1 Standard wall function 

The wah boundary layer consists of a laminar sub-layer and a so-called log-law 

region. In the log-law region, the wah shear stress can be computed via the log-law 

wall function: 

# = (D. i ) 

where 

U* = (D.2) 

* and p indicates a point in the log-law layer and point p respectively, K is the von-

Karman's constant, E is an empirical constant set by default equal to 9.8, kp is the 

turbulent kinetic energy at point p, is the shear stress at the wall and y* is the 

dimensionless distance from the wall: 

1 1 

y* = P^^P^^yP (D.3) 
Pl 

where yp is the distance from point p to the wall. 

Fluent uses an explicit approach to solution of the coupled Equations D.1 through 

D.3. The logarithmic law for the velocity in a turbulent flow near the wall is known 

to be valid for y* >30~60. In Fluent, the log-law is employed when y* >11.225. 

When y* falls bellow this value, the near-wall center lies in the viscous sub-layer of 

the turbulent boundary layer. Fluent than reverts to the following equation for the 

shear stress: 
ou Au , . 
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since the near-wall node is in the laminar sub-layer where the wall function should 

not be applied. In equation D.4 u is the velocity component parallel to the wall and 

n is the coordinate normal to the wall. Au and A n are determined using values 

stores in the computational cell adjacent to the wall. An equihbrium assumption to 

derive the boundary conditions for k and e is used with the standard wall function 

in Fluent. Under this assumption the turbulent dissipation ep is computed from: 

3 3 

A somewhat more general treatment of near-wall values of k and e is assumed when 

the nonequilibrium wall function is used. 

D.2 Two-Layer-Based nonequilibrium wall function 

In addition to the standard wall function a two-layer-based nonequilibrium wall 

function is also available for turbulent flows. The two-layer wall function partly 

accounts for nonequilibrium effects neglected in the standard wall function. This 

nonequilibrium wah function can be used with the standard k — e model and with 

the RNG A; — e model. The two-layer wall function employes the two-layer concept 

in which wall neighboring cells are assumed to consist of a viscous sub-layer and a 

fully turbulent layer. For the turbulence quantities the following assumptions are 

made: 

y^y^ k = \ \ i ) y<y^ e=i is - (d .6) 
kp y>yv [ y>yv 

3 

where C; = k C ^ "* and yy is the dimensional thickness of the viscous sub-layer. 

Because of the capability to partly account for nonequilibrium effects, the nonequi­

librium wall function is recommended for use in complex flows involving separation, 

re-attachment and impigement where the mean flow and turbulence change rapidly. 

Furthermore, the same limitations apply to the selection of the grid used as for the 

standard wall function (i.e., y+ > 30 at the wall-neighboring nodes), although the 

nonequilibrium wall function makes the solution less sensitive to the grid used. 



Appendix E 

Carry-under model 

The carry-under model is shown in figure E . l , in which the cross-section of the top 

of the riser is shown. The water above the riser and downcomer is divided into three 

triangular parts, which are described below: 

• I n the first part the gas bubbles and the liquid fiow straight upwards. 

• In the second part the water flows horizontally to the downcomer and the gas 

bubbles flows with the same horizontally velocity, because the slip velocity 

only has a vertical component. But the gas bubbles escape out of the liquid 

flow by the upward force, which works on the gas bubbles. So, the bubble flow 

is curved. 

• In the third part the liquid flows straight downwards into the downcomer and 

the bubbles are dragged with the liquid. 

>• water 
gas flow 
boundary gas flow 

Figure E.l: Carry-under model of Liitzow 
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The bold curve in figure E . l is the boundary of the bubble flow, under this boundary 

all the gas bubbles move into the downcomer and above the boundary the gas bubbles 

leave the airlift through the free surface. The bubbles in the riser between the 

internal wall and this boundary cause the carry-under, because all the gas bubbles 

are dragged with the liquid into the downcomer. A l l the other bubbles escaped from 

the liquid flow. 

The carry-under is dependent on different flow characteristics of the airlift loop 

reactor namely, 

• Gas hold-up at the top of the downcomer 

• Fraction of gas hold-up in the downcomer in comparison to the gas hold-up in 

the riser 

• Depth (in z-direction) of the carry-under 

• Liquid flow at the top of the downcomer 

• Fraction of the liquid flow in the riser which wil l enters the downcomer 

• Mass flow fraction of the gas in the downcomer 

• Fraction volume flow of in the downcomer 

Therefore, all these items are important to look at when analyzing the gas hold-up 

in the downcomer of the airlift loop reactor. 
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