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Abstract

Vertical-axis wind turbine (VAWT) blades experience large and continuous variations in inflow angle of
attack and velocity over a turbine revolution, leading to unsteady aerodynamic effects such as dynamic
stall. In aero-elastic tools for VAWT power and load prediction, these effects are often modelled using
semi-empirical dynamic stall models, such as the Beddoes-Leishman and Risg models. These models
rely on a set of airfoil-specific tuning parameters, which can influence the predicted power coefficient
of a floating MW-scale VAWT by more than 5%. Historically, these parameters have been determined
using experimental wind tunnel data, which is not readily available for a wide range of airfoils. This
thesis investigates whether URANS-based computational fluid dynamics (CFD) can partially or fully
replace experimental wind tunnel data for the tuning of semi-empirical dynamic stall models for VAWT
applications.

Unsteady Reynolds-averaged Navier-Stokes simulations using an incompressible k-w SST turbulence
model are first assessed for their ability to reproduce unsteady airfoil aerodynamics. It is found that
the URANS model can accurately replicate the magnitude, phase, and frequency content of the exper-
imental lift response of a pitching NACAQ0018 airfoil in attached-flow conditions. As a result, URANS
simulations are shown to be suitable for determining the four parameters associated with attached-flow
unsteadiness in the semi-empirical Risg dynamic stall model. However, the two remaining time-lag
parameters cannot be identified with sufficient confidence, as the incompressible URANS approach is
unable to accurately capture the separated-flow regimes and compressibility effects governing these
parameters. Experimental data is therefore required to tune this subset of the model parameters.

Based on these findings, multiple tuning strategies are evaluated. A physics-informed hybrid approach
is proposed, in which attached-flow parameters are determined using URANS simulations, while pa-
rameters governing separated-flow dynamics and compressibility effects are calibrated using experi-
mental data. In addition, two optimisation-based tuning strategies are considered: one minimising the
global error over the full unsteady lift response, and one optimising a set of key aerodynamic metrics,
including the maximum lift coefficient, the angle of attack at maximum lift, and the phase error. All tuning
strategies are evaluated at both the airfoil and the turbine level, demonstrating that relatively small dif-
ferences in airfoil-level unsteady response can lead to significant differences in predicted VAWT power
output when integrated over a full turbine rotation. The results show that while URANS-based CFD can-
not fully replace experimental data for dynamic stall model tuning, a hybrid CFD—experimental approach
provides a practical method for reducing experimental dependency in VAWT aero-elastic modelling.
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Introduction

1.1. Why floating wind energy?

The global energy transition from fossil fuels to renewable energy sources, and the ever-growing en-
ergy requirements have boosted the deployment of wind energy in recent years [11]. Until present,
wind energy has primarily been harvested through onshore and fixed-bottom offshore installations.
These configurations have been proven economically viable and highly competitive with fossil energy
sources, especially in regions with favourable wind resources and accessible seabeds. However, as
these accessible locations become increasingly saturated, the wind industry is turning its attention to
floating offshore wind as the next area of renewable energy development.

According to [12], there exists over 14,000 GW of technically extractable floating wind energy potential
in deep waters globally, the majority of which is currently unexplored. To extract wind power in these
remote, deep waters, floating wind turbines have emerged. However, floating platforms are still in an
early development stage, with fairly limited commercial applications. The advantages are clear, how-
ever, with easier access to high wind speed areas and limited visual and noise constraints. However,
this move to offshore turbines adds a layer of costs to the development of wind energy systems. The
cost, and mainly the reduced Levelised Cost of Energy (LCOE) for floating platforms and their turbines,
remain significantly higher than for fixed-bottom turbines, primarily due to the complexities of mooring,
maintenance, and dynamic effects due to wind and waves [13].

Equinor’s Hywind Scotland and Hywind Tampen projects, the first commercial solutions for offshore
floating wind using horizontal-axis wind turbines (HAWT), for instance, demonstrated the feasibility of
floating wind but also highlighted economic struggles, with a prime example being the recent tow-to-
shore for maintenance [14]. This presents a critical challenge to the scalability of floating wind: without
cost-effective operation and maintenance (O&M) strategies in unstable maritime environments, large-
scale deployment remains financially constrained.

1.2. Vertical-axis wind turbines

In response to these challenges, alternative turbine architectures such as vertical-axis wind turbines
(VAWTSs) are being revisited. While historically underutilised in large-scale energy production due to
lower efficiency and reliability concerns, VAWTSs present unique advantages for offshore floating appli-
cations. Their symmetric geometry, lower centre of gravity, and insensitivity to wind direction eliminate
the need for yaw mechanisms and allow for simplified platform designs. Moreover, the rotor, gearbox,
and generator can be positioned closer to the water surface, facilitating easier access for maintenance.

Despite these advantages, VAWTs have seen limited commercial deployment, largely due to lower re-
ported power extraction at given wind speeds, structural vibrations, and complex flow phenomena that
are less well understood compared to their horizontal-axis counterparts. These complex flow phenom-
ena originate from the inherent unsteady nature due to the cyclic motion of VAWTSs, which will cause

1



2 1. Introduction

a high variation in angle of attack and inflow velocity. HAWTSs, on the contrary, typically operate at a
relatively steady, optimised angle of attack. Effects such as dynamic stall are thus more pronounced
in VAWT designs, and will majorly impact the power production and structural loads.

However, the recent shift towards floating offshore wind presents an opportunity to re-evaluate the
potential of VAWTs within this emerging niche. With fewer stability constraints and the potential for
simpler and cheaper floating structures, VAWTs could provide a viable alternative for offshore wind
development—provided that their aerodynamic performance and reliability can be improved. [15]

The research is being done in collaboration with SeaTwirl, a Swedish company that is developing a float-
ing VAWT design for remote offshore applications. SeatTwirl aims to use the advantages of VAWTs
to good use. The low centre of gravity, fewer moving components and the location of key compo-
nents near the waterline will facilitate easier operations and design, and thus lower costs, compared
to current floating HAWTs. By developing a floating VAWT concept with an integrated floater-rotor,
SeaTwirl will aim to overcome some of the major problems associated with VAWTs, such as loads on
the shaft bearing. Additionally, due to the SeaTwirl turbine being stall-regulated, it removes the need for
a pitching system, which can lead to high costs and failures in both VAWT and HAWT applications. [15]

1.3. Dynamic stall and its modelling

Dynamic stall is a transient and highly non-linear flow phenomenon that occurs when an airfoil is sub-
jected to rapid or cyclic variations in angle of attack. These unsteady variations can lead to features
such as the formation and convection of a leading-edge vortex, lagged pressure and lift responses, and
a hysteresis in the aerodynamic coefficients. For stall-regulated VAWTs such as SeaTwirl's concept,
accurately capturing these effects is essential, as dynamic stall strongly influences peak loads, fatigue
accumulation, and overall power performance. The inherently unsteady inflow conditions in VAWTSs,
driven by their cyclic kinematics, make turbine-level predictions particularly sensitive to the accuracy
of the dynamic stall prediction.

Modern aeroelastic simulation tools used for wind turbine design, including DeepLinesWind [16] and
QBlade [17], incorporate dynamic stall through semi-empirical models such as the Beddoes-Leishman
[10], Dye [18], or Risg [7] formulations. These models attempt to reproduce the unsteady aerodynamic
response using state-space representations or lagged response functions. These models require care-
ful tuning of parameters, typically derived from experimental data, to match the physics of a particular
airfoil under specific flow conditions.

Conducting such wind-tunnel campaigns for each new airfoil design or Reynolds-number regime re-
mains costly and time-consuming. With the increasing interest in novel rotor architectures such as
floating VAWTSs, there is a growing need for more flexible and scalable approaches to dynamic stall
model tuning. Recent work [19] suggests that Computational Fluid Dynamics (CFD) may offer an al-
ternative to experiments for this purpose. Furthermore, prior studies have demonstrated that CFD,
and in particular Unsteady Reynolds-Averaged Navier-Stokes (URANS) simulations, can capture key
features of dynamic stall for VAWT-relevant airfoil motions [20].

Despite these developments, a critical gap remains: no systematic comparison has been made be-
tween dynamic stall model parameters tuned using experimental data and those obtained from CFD.
While URANS produces time-resolved aerodynamic coefficients and is known to reproduce the integral
hysteresis behaviour reasonably well, it is fundamentally limited by its reliance on turbulence-averaged
flow fields. This prevents the method from fully resolving the fine-scale, three-dimensional vortex dy-
namics that govern the onset and evolution of dynamic stall. Whether these modelling limitations in-
troduce biases in the derived dynamic stall parameters, and whether such biases are tolerable for
aeroelastic simulations of VAWTSs, remains unknown.

This thesis addresses this gap by investigating the viability of using CFD-based data for dynamic stall
model tuning and by assessing how the resulting parameters compare with those derived from wind-
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tunnel experiments. In doing so, the work evaluates both the potential benefits and the inherent lim-
itations of replacing experimental data with high-fidelity simulations for the aerodynamic modelling of
vertical-axis wind turbines.

1.4. Research questions
The main research question to be answered will be

How does CFD-based tuning of dynamic stall model parameters compare to experimental methods
in predicting aerodynamic loads and power performance of vertical-axis wind turbines?

With subquestions to break down the main research question and guide the chapters.

1. Can Unsteady Reynolds-Averaged Navier—Stokes (URANS) simulations reliably capture the dy-
namic stall characteristics (e.g., hysteresis behaviour, delay in reattachment) required for param-
eter tuning of semi-empirical models?

2. How do CFD-tuned dynamic stall model parameters compare to experimentally tuned parameters
in predicting aerodynamic coefficients under unsteady inflow conditions at the airfoil level?

3. How does the use of CFD-tuned dynamic stall parameters affect the predicted aerodynamic loads,
torque, and power output in an aeroelastic VAWT simulation compared to the use of standard
parameters?

1.5. Thesis structure
This thesis is organised as follows:

* Chapter 2: VAWT performance and working principles Discusses the key aerodynamics and
physics in VAWT power production, including tools used for power prediction, and areas for re-
search.

» Chapter 3: Dynamic Stall Reviews the physical concept of dynamic stall, as well as different
models used to implement dynamic stall effects in aero-elastic solvers. A brief history and limita-
tions of these models are presented.

» Chapter 4: Numerical Analysis and CFD Details the computational and analytical methods
used in the study, including CFD simulation setup, mesh generation, and turbulence modelling.
Also presents a validation of the CFD setup against existing experimental data, followed by a
detailed assessment of the accuracy of URANS in capturing key features of dynamic stall.

» Chapter 5: Tuning and airfoil performance Provides a method for tuning dynamic stall models
using CFD and experimental data. This chapter compares the performance of different tuning
methods for dynamic stall models.

» Chapter 6: Turbine performance: Investigates how the tuned parameters influence turbine-
level predictions when implemented in an aeroelastic solver. Torque, power output, and structural
loads are evaluated for various inflow scenarios.

» Chapter 7 — Conclusions and Recommendations: Summarises the main findings, addresses
the research questions, and offers recommendations for future work, including experimental val-
idation strategies and extensions to other unsteady flow phenomena.






Vertical axis wind energy

Vertical-axis wind turbines have a long history of development, starting with Savonius drag-based tur-
bines, to more recent Darrieus lift-based turbines. To date, however, most real-world applications have
been at small scales or in urban settings, where the ability to receive wind from any direction without
yaw control is a great advantage. Large-scale deployment has been lacking due to a number of factors.
VAWTSs experience highly unsteady aerodynamic phenomena that are harder to predict and to certify.
Additionally, VAWT power coefficients have historically been lower than the more optimised HAWTs.
The cyclic loading also introduces some challenges from a structural point of view. [21]

Despite these challenges, VAWTs also offer advantages that become more relevant as the industry
moves to offshore (floating) platforms. VAWTs are omnidirectional, which removes the need for a yaw
system, and can place heavy generator and gearbox components near deck level, which can simplify
maintenance and improve platform stability due to the lower centre of gravity. Their wake behaviour
also shows promising signs, with early studies indicating good wind park performance [22] [23].

HAWTs have dominated the global wind energy market in recent times because they achieve high
aerodynamic efficiency, with mature control systems and supply chains, and benefit from decades of
research and development [24]. However, as rotor sizes keep on growing and projects are moving
to floating platforms in deeper waters, HAWTs start to push the boundaries of their design. The na-
celle mass high above the waterline increases platform size and cost, yaw and pitch are complicated
due to platform motion, and offshore O&M remains a major cost driver. In this context, it is crucial to
re-examine different design philosophies, such as VAWTSs, as purpose-fit designs for specific (floating)
offshore energy generation cases. [15]

In this chapter, a basic introduction to VAWTs will be given. First, floating VAWTs will be introduced
in section 2.1, which is the target application for this study. Secondly, basic VAWT aerodynamics and
working principles behind the power generation will be presented in section 2.2. Following this, an
actuator cylinder model for VAWTs is presented in section 2.3, which is a critical tool in the power pre-
diction of VAWTs. This chapter aims to provide the reader with a basic understanding of aerodynamics
and flow phenomena that are experienced by VAWTs in operation.

2.1. Rotor design

Throughout the history of VAWTSs, several major design philosophies have been explored. Both on
rotor-level and airfoil-level, many options are available. In this section, a short overview of possible
rotor geometries and airfoils used in VAWT applications is provided. The type of VAWT analysed in this
thesis is also presented.
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2.1.1. Rotor geometry

Modern HAWT systems have clearly converged to a dominant, efficient, three-bladed design after years
of research. VAWTSs have not converged to such a main design. The design space for VAWTs remains
very open. There are two main design approaches: drag-based (such as Savonius) and lift-based
(such as Darreius) turbines. It has been concluded that lift-based turbines provide a higher power
output. Within the lift-driven turbines, there are still a plethora of different options and design shapes
available. Some examples are shown in Figure 2.1. Design variables such as the number of blades,
height-to-diameter ratio, and blade shapes are still highly variable and differ from application to appli-
cation.

Savonius Darrieus-rotor H-Darrieus Helix shape

Figure 2.1: Different types of vertical-axis wind turbines, adapted from [1]

Vertical-axis wind turbines also have less need for control systems, since the need for a yaw system is
removed. Pitch systems can be included to control the speed of the blade by pitching the airfoil away
from the optimal angle of attack. However, due to the very high cyclic loading, this is not common in
VAWTs. They are therefore often stall-regulated.

In this study, all analyses will be performed for a three-bladed H-Darrieus rotor. The rotor is stall-
regulated. This means that there is no pitching system. The angle of attack experienced by the airfoil
will thus only be governed by the tip-speed ratio and the static pitch angle.

2.1.2. VAWT airfoils

Vertical-axis wind turbines have historically employed thick, symmetric airfoils, as the belief was that
the same aerodynamic behaviour was required in both the upwind and downwind half of the rotation.
Kato showed that this assumption was not valid, and showed that asymmetric airfoils could provide a
higher efficiency for VAWTs[25].

In this research, the analyses are performed using a VAWT with a NACA0018 airfoil, which can be
seen in Figure 2.2. This airfoil is chosen because there is sufficient open-source experimental data
available for both static and dynamic tests. The thickness is also representative of that found in VAWT
applications. [2]
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Figure 2.2: NACAO0018 airfoil with locations of pressure transducers for the experimental tests performed in [2]

2.2. VAWT aerodynamics

In this section, the basic aerodynamics and power generation mechanisms of VAWTs will be discussed.
Different models that can be employed to predict the performance and loading of a VAWT will also
be presented. There are two main power generation philosophies, namely drag-driven and lift-driven
power generation. Drag-driven VAWTs have considerably lower power coefficients; therefore, only
lift-driven power generation will be considered.

2.2.1. Power generation
The power output of a VAWT is related to the torque (Q) generated by aerodynamic forces acting on
the blades, and the rotational speed (w) at which the VAWT is spinning.

P=Quw (2.1)

A first estimate of the power production can be calculated by taking a theoretical blade element ap-
proach. The torque is based on the aerodynamic lift and drag produced by the blades. If a two-
dimensional cross-section is taken of the rotor, the N airfoils will each produce a lift and drag, given by
Equation 2.2 and Equation 2.3.

1

L= CL(a)EpVZC (2.2)
1

D' = CD(a)szzc (2.3)

The lift (L) and drag (D) are then linked to the force tangential to the rotation of the blade by Equation 2.4.
With ¢ being the inflow angle.

F{ = L'sin(¢) — D'cos(¢p) (2.4)

Integrating this force, which depends on the azimuthal position of the blade, over a full rotation of the
blade, and multiplying it by the respective moment arm of the blade, will yield the torque generated by
the full rotor.

1 (Hplade (27
0=5- [ [ NotaaesFH@RGIAOAR (25)
0 0
Combining Equation 2.1 and Equation 2.5, the power outputted by a 2D rotor is given by Equation 2.6
w (Hplade (2T
=52 | MaaesFr@RM O (26)

As seen in Equation 2.2 and Equation 2.3, the forces generated by the blade depend on the velocity
and angle of attack experienced by the blade. A two-dimensional top-view cross-section of a VAWT
can be taken (see Figure 2.3) to determine the inflow velocities and angle of attack at the blades. Fig-
ure 2.3 also shows different definitions for azimuthal angles (6 = 0 is where the blades are the furthest
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upstream), normal and tangential force coefficients, and lift and drag.

For VAWTs, the inflow velocity magnitude and angle of attack vary strongly with the azimuthal angle.
The range of angles of attack and velocities is mainly determined by the tip speed ratio 4 = wR/U.
The variation in angle of attack and velocity magnitude can be seen in Figure 2.4. Note that this is an
idealised case with no wake effects or unsteady effects. Only the variation of the angle of attack and
velocity due to the inflow velocity and airfoil motion is presented. This velocity and angle of attack can
be used to calculate the loads on the blades.
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Figure 2.3: Schematic of VAWT forces and velocities, adapted from [3]
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wake effects

2.2.2. Non-ideal rotor effects

While Equations 2.2-2.6 provide a first-order prediction of VAWT performance, these relations as-
sume steady, two-dimensional aerodynamics. In reality, the rotor experiences highly unsteady, three-
dimensional phenomena that modify both the instantaneous blade forces and the averaged power
output. A distinction can be made between phenomena that are common to all finite-span lifting sys-
tems, such as tip losses, which reduce the lift generated near the blade ends, interference from struts
and supports, which causes an increase in drag, and induced velocities that modify the effective inflow
velocity magnitude and angle. Similarly, dynamic inflow creates a time lag in the induced velocity field
caused by the finite response time of the wake to changes in blade loading. This results in a delayed
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adjustment of the wake during transient conditions.[21]

The second category includes effects that are more common in (vertical-axis) wind energy. The cyclic
nature of the VAWT motion leads to three main phenomena that influence VAWT power generation.
These are flow curvature effects, blade-vortex interactions, and dynamic stall. Dynamic stall originates
from the large angle-of-attack excursions experienced, which frequently leads to the effective angle of
attack exceeding the static stall angle. Flow curvature is a phenomenon that originates from the curved
path of a VAWT airfoil, which affects the local effective angle of attack and pressure distribution [26].
Lastly, blade-vortex interactions will cause an unsteady loading when a blade passes through the wake
vortices shed by previous blade passages, or upstream shed vortices. These interactions will amplify
unsteady forces and moments, especially at low tip-speed ratios [27].

The combination of these unsteady effects makes the performance prediction of VAWTs highly challeng-
ing. Several phenomena, such as tip losses and interference losses, have been researched thoroughly
outside of the VAWT context, and can be predicted with reasonable confidence. However, for VAWT
applications, phenomena such as blade-vortex interactions and dynamic stall have not been modelled
to great detail. Especially, dynamic stall has a major influence on the power prediction of wind turbines

[5].

2.3. Actuator cylinder model

In this study, the aerodynamic prediction of VAWTSs relies on a 3D actuator cylinder model, based on
the actuator cylinder (AC) model developed by [4] and based on the original formulation by [28], but
adapted to analyse a three-dimensional rotor. The extension of this model includes the effect of tip
losses and junction losses between the blades and the struts connecting the blades and the tower.

The actuator cylinder approach provides a computationally efficient, quasi-steady representation of the
rotor aerodynamics by replacing the rotating blades with an equivalent body-force distribution acting
on a cylindrical control surface. This model bridges the gap between detailed computational fluid dy-
namics (CFD) and momentum-theory-based methods.
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Figure 2.5: Flowchart of the actuator cylinder presented in [4]. Figure adapted from [4]

2.3.1. Model formulation

The actuator cylinder represents the swept area of the rotor as a hollow cylindrical surface of radius R

and infinitesimal thickness.

Within this surface, the blades are replaced by a force field that exerts distributed normal and tangen-
tial forces on the flow. The model assumes incompressible, steady, two-dimensional flow in the rotor
plane, governed by the Euler equations with body forces that correspond to the aerodynamic loading

of the blades.

The instantaneous velocity field is determined by the freestream velocity U,,, and the (normalised)
induced velocities w, and w,,. The induced velocities are influenced by the aerodynamic performance
of the actuator cylinder rotor. The local velocity at any point (x,y) can then be expressed in non-
dimensional (non-dimensionalised by U,,) form as:

U, =1+ w,

uy=wy

2.7)

[4] derive a linearised solution for the induced velocities, given in Equation 2.8 and Equation 2.9. This
is based on the body forces given by Equation 2.10 and Equation 2.11.



2.3. Actuator cylinder model 11

—(x+sinf)sinf + (y — cosf) cos b
(x + sin 0)% + (y — cos 6)?
—(x+sinf)cosf — (y —cosf)sinb
(x + sin 8)? + (y — cos 0)?

y
J1—y?
+ Qn(—arccos y)** — Q;(— arccosy) \/%

-y

(x+sinf)cosf + (y —cosf)sinb
(x + sin 8)? + (y — cos 6)?

deo

1 2m
(=32 [ ®)

1 2m
-z e® g

— Qn(arccos y) — Q;(arccos y) (In the cylinder and wake)

(In the wake) (2.8)

1 2m
W =5z [ e

1 (%" (x+sinf)sinf — (y — cosB) cos b
S 2n fo Q:(6) (x + sin 8)? + (y — cos 6)? (2:9)
1+e
Qn®) =lim | f,(6,r)dr (2.10)
ee
Q:(0) = ling f:(8,r)dr (2.11)
€20 J1-€

In practice, Q,, and Q; are obtained through a blade-element approach: for each azimuthal position 6,
the relative velocity and instantaneous angle of attack are computed, from which the local lift and drag
coefficients (C;, Cp) yield the corresponding blade forces. These forces are then projected onto the
cylinder as distributed body forces.

BE,g
=" 2.12
Cn 2nRpU% (2.12)

BF.p
=Y 2.13
Q 2nRpU% ( )

Where B/2r stands for the number of blades that will serve as time-averaging in one revolution, F,p
and F;p are the normal and tangential forces acting on one blade, respectively. R is the radius of the
turbine. The forces are non-dimensionalised using pU2,

Since the aerodynamic forces depend on the induced velocity field, an iterative solution is required:

1. Initialise wy, wy, = 0;

2. Compute the blade-element aerodynamic forces and corresponding volumetric body forces;
3. Solve for the induced velocity field using the integral formulation;

4. Update the local aerodynamic forces and repeat until convergence.

2.3.2. Non-linear loading correction and 3D effects

The linearised solution is valid primarily for lightly loaded rotors. To extend applicability to higher load-
ing, [29] introduced a non-linear correction factor, k,, which scales the induced velocities to maintain
consistency with momentum-theory thrust coefficients:

we =k, win wyo" = kawj'i” (2.14)
With k, being equal to
! (a < 0.15)
k=141 I a (2.15)
1-a (0.65 + 0.35exp[—4.5(a — 0.15)]) (a > 0.15)
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The derivation of this relationship, as well as the estimation of the induction factor a can be found in
[4].

This correction improves the accuracy of thrust and power predictions, particularly at moderate to high
tip-speed ratios where the loading on the turbine is higher, and the induced velocity effects are more
pronounced.

In addition to the non-linear loading correction, 3D effects such as tip and strut losses have a significant
impact on the aerodynamic performance of a wing, and thus the performance of the rotor. The actuator
cylinder model assumes an infinitely long rotor, neglecting end effects that arise due to the finite blade
span. In reality, the flow near the blade tips is characterised by strong spanwise gradients and the for-
mation of tip vortices, which lead to a reduction in the effective circulation and lift near the blade edges.
These losses reduce the overall torque production and modify the induced velocity distribution along
the span. This effect will be larger for turbines with relatively low aspect ratios. In the actuator cylinder
model employed in the present work, this is implemented using Prandtl’s theory, which is described by
[30].

Strut interference is another important 3D effect, especially in vertical-axis wind turbines operating at
higher tip speed ratios [31] [32]. The presence of support struts introduces additional drag and local
flow disturbance on the wing, influencing the local performance near the struts. Depending on the strut
geometry and its orientation relative to the free stream, the effect of the strut can not be ignored. In the
case of aerodynamically optimised strut design, the struts themselves could have a positive effect on
the power production [33] [34].

2.3.3. Dynamic stall implementation

As can be seen in Figure 2.5, the last step in the performance production of the actuator cylinder model
is the determination of the aerodynamic force and moment coefficients that the blades experience due
to the inflow and induced velocities. In [4] two different paths are proposed, one where a dynamic stall is
included and one without. This dynamic stall model (DSM) enables the steady actuator cylinder model
to include the prediction of highly unsteady VAWT airfoil phenomena, such as separation delay, vortex
shedding, and post-stall reattachment. In [35]the importance of dynamic stall modelling in VAWT was
shown, concluding that the loads and performance of VAWTs are highly dependent on dynamic stall
(model) behaviour. This can also be seen in Figure 2.6, showing the power coefficient responses for a
VAWT with and without the dynamic stall module included.
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Figure 2.6: Impact of dynamic stall model included in power prediction of actuator cylinder model

Cheng et al. [4] couples the actuator cylinder model with the Beddoes-Leishman dynamic stall model
[36]. However, this choice of dynamic stall module is arbitrary and can be chosen based on personal
preference.[19] provides a clear overview of different dynamic stall models available, and their assump-
tions and limitations. Different dynamic stall models have been developed for different applications, for
which the most commonly used are the Risg [7], Dye [18], ONERA [37], and many others.[38] provides
an assessment for the performance of these different models for HAWT applications.

Extensive studies have been performed to compare different types of dynamic stall models for HAWTS
[38], [39], [40]. However, no exhaustive performance review has been carried out in the context of
VAWT performance prediction.

An extensive review of the dynamic stall phenomena, including the implementation of dynamic stall
models and their applicability and limitations, will be presented in chapter 3. This chapter will also
discuss the origins of dynamic stall, and flow and turbine parameters influencing the airfoil response to
a dynamic input.

2.3.4. Applications and Limitations

The actuator cylinder model provides a computationally efficient framework to predict the aerodynamic
performance of VAWTs. By representing the rotor as a cylindrical control volume, the AC model allows
for the estimation of induced velocities and power output based on momentum theory, making it suitable
for conceptual design and parametric studies. It has been successfully applied to steady-state analyses
and array simulations where computational simplicity is prioritised [41]. When coupled to aero-elastic
tools, such as the Deeplines Wind solver [16], the model can provide a first-order aerodynamic input for
dynamic simulations. However, due to its reliance on steady induction assumptions, the AC approach
inherently neglects unsteady phenomena and wake—rotor feedback effects, which limits its predictive
accuracy slightly in typical VAWT operating conditions.

Several studies have identified additional limitations of the AC model. Ferreira et al. [42] observed
that the model predicts an increasing power coefficient with thrust coefficient even beyond the physical
maximum, a behaviour linked to inaccuracies in the correction of the linear momentum solution under
high loading. Cheng et al. [4] similarly reported reduced accuracy at high tip-speed ratios, where
empirical corrections become less reliable. Moreover, the model does not inherently resolve wake
expansion or dynamic inflow effects, and unsteady mechanisms such as flow curvature and dynamic
stall are not represented [21]. Consequently, while the AC model is valuable for steady performance
predictions, a more detailed load estimation can be achieved by coupling the AC with a blade element



14 2. Vertical axis wind energy

or free-vortex model to capture the cyclic aerodynamic loads on individual blades. This extension is
not employed in this thesis due to the additional computational cost and complexity. The AC serves

the purpose to analyse the impact of dynamic stall models to a sufficient extent.



Dynamic stall

As discussed in chapter 2, vertical axis wind turbine (VAWT) airfoils experience continuously changing
inflow conditions during operation. Due to the periodic variation in both the velocity and direction of
the apparent wind, the aerodynamic forces acting on the blades exhibit significant unsteady behaviour.
This necessitates the inclusion of unsteady aerodynamic effects in the modelling of VAWT performance.
Among these effects, dynamic stall plays a crucial role, alongside other phenomena such as flow cur-
vature, dynamic inflow, and blade-vortex interactions. For the scope of this thesis, only dynamic stall
will be considered.

This chapter aims to provide a comprehensive overview of the dynamic stall phenomenon, with par-
ticular focus on its physical origins and governing parameters. section 3.1 discusses the fundamental
mechanisms and influences underlying dynamic stall. Subsequently, section 3.3 reviews the principal
dynamic stall models developed in the literature, including their historical context, theoretical formula-
tion, and limitations in practical applications.

3.1. Physical phenomenon

In the literature, dynamic stall is often broadly defined as the unsteady aerodynamic behaviour of airfoils
subjected to time-varying inflow conditions, typically without a formal distinction between attached and
separated flow regimes. However, a more nuanced view recognises the existence of three distinct
flow cases, with varying levels of separation ranging from no separation to full separation. The level of
separation depends on the time evolution of the angle of attack, and its maximum values, as defined
in [43]. A visualisation of these three types of stall mechanisms can be seen in Figure 3.1.

1. Attached flow: The flow remains fully attached throughout the motion, even as the angle of attack
varies. The aerodynamic response exhibits minor hysteresis effects due to unsteady circulation,
but no large flow separation or stall vortex formation occurs. This regime is often encountered
when the instantaneous angle of attack does not exceed the dynamic stall threshold.

2. Light-moderate stall: The airfoil momentarily exceeds the dynamic stall angle, leading to flow
separation and the formation of a transient dynamic stall vortex (DSV). However, the flow reat-
taches during the pitch-down or recovery phase. This regime is characterised by moderate hys-
teresis loops at higher angles of attack and partial loss of aerodynamic efficiency, yet without a
persistent separated flow state. According to [44], light stall refers to trailing edge separation,
similar to classic static stall.

3. Deep stall: The angle of attack surpasses the critical limit beyond which the flow remains fully
separated, and reattachment does not occur during the motion cycle. The formation and convec-
tion of the DSV produce a sharp overshoot in lift followed by a substantial drop, often accompanied
by increased drag and fluctuating moments. The airfoil remains in a stalled condition for a signif-
icant portion of the cycle. A large hysteresis is present, following the separated flow in most of

15
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the angle of attack range. [44] describes deep stall as being categorised by mainly leading edge
separation. In normal wind energy applications, this will be limited due to a combination of thick
airfoils with larger leading edge radii, higher Reynolds numbers, and moderate angle of attack
ranges. [45] [46]

Dynamic stall is therefore not a single flow phenomenon with only stalled flow, but a continuum of be-
haviours with varying degrees of unsteadiness and flow separation. Unsteady attached flows could
therefore also be categorised as dynamic stall. The transition between these regimes is governed
by parameters such as the mean and oscillatory components of the angle of attack, the reduced fre-
quency, Reynolds number, and airfoil geometry. A visualisation of these different types of stall has
been presented in [43] and an adaptation with data from [2] can be seen in Figure 3.1
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Figure 3.1: Lift coefficient hysteresis loops for three dynamic stall regimes. Attached-flow (left), light-moderate stall (centre),
deep stall (right). Own figure, based on data by [2]

Generally, dynamic airfoil motion mainly affects the maximum lift coefficient and the stall angle of an
airfoil [47]. This increase in lift and stall angle arises due to the unsteady nature of the flow field during
rapid changes in angle of attack. Since the fluid takes a finite amount of time to travel over the airfoil
surface, different portions of the airfoil are effectively exposed to different local angles of attack during
motion.

When an airfoil pitches up, the leading edge is the first to encounter the increased angle of attack. In
contrast, the trailing edge initially experiences a lower, lagging angle of attack due to the delay in the
flow. As a result, flow separation near the trailing edge is postponed, and stall is delayed compared to
the quasi-steady case. This delay in flow separation leads to an increase in the maximum lift coefficient
and a higher stall angle.

Conversely, during a pitching-down motion, the leading edge experiences the reduced angle of attack
first, while the trailing edge retains a higher effective angle of attack for a short duration. This causes
the separated flow near the trailing edge to persist even at lower angles of attack, thus reducing both
the lift coefficient and stall angle compared to steady-state conditions.

[5] shows in detail how the airflow evolves over the airfoil for a pitching airfoil experiencing dynamic
stall. This can be seen in Figure 3.2. It shows flow phenomena occurring that will increase the lift
generated to values above the static C; .
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As discussed in chapter 2, at higher tip speed ratios, the angle of attack excursion are less, and light-
moderate stall will happen. Since the VAWT analysed is a stall-regulated turbine, higher angles of
attack will also be experienced (up to 30° and more), which happens more in the deep stall region.
These high excursions increase the need for accurate dynamic stall modelling. Since these angle of
attack excursions reach both positive angles of attack, reattachement is expected.

Dynamic stall occurs at both positive and negative angles of attack. In the case of symmetric airfoils,
the effects of positive and negative stall are similar, if not the same. Only for asymmetric airfoils, there
is a difference in dynamic stall behaviour. However, this is beyond the scope of this thesis.

3.1.1. Origins of dynamic stall

The phenomenon of dynamic stall can be triggered by various types of unsteady airfoil motion, most
notably plunging and pitching . [44] Each induces time-varying effective angles of attack, but through
fundamentally different mechanisms.

* Plunging motion involves vertical translation of the airfoil normal to the freestream velocity. Al-
though the geometric angle of attack remains constant, the vertical velocity modifies the inflow
velocity, effectively modifying the angle of attack experienced by the airfoil. This transient varia-
tion can lead to dynamic stall if the rate or magnitude of motion drives the flow into a separated
state.
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» Pitching motion, on the other hand, involves rotational motion of the airfoil about a fixed axis.
This motion directly alters the geometric angle of attack, and its effect on the effective inflow angle
is amplified by the pitch rate. Pitching is particularly influential in dynamic stall onset, as the pitch
rate term introduces a lag between angle of attack and the aerodynamic response, especially
on the aft side of the airfoil, inducing overshoot and vortex formation. In VAWT motion, pitching
occurs inherently due to the circular motion of the blade. This is irrespective of any active pitching
systems included in the design.

Relevance for VAWTSs: In vertical-axis wind turbines, the blades naturally experience a periodic varia-
tion in apparent wind speed and direction due to their rotation. This results in an effective pitching-like
motion, even in the absence of any structural pitching. The angle of attack experienced by the blade
varies cyclically and can exceed the static stall limit, particularly at low tip-speed ratios. Therefore,
dynamic stall in VAWTs is most appropriately modelled as a response to an effective pitching motion.

While plunging-like effects may occur in the presence of structural flexibility or dynamic inflow mod-
ulation, they are secondary compared to the dominant pitching dynamics. Consequently, this thesis
considers only the pitching-induced origin of dynamic stall, consistent with both the physics of VAWT
blade kinematics and the assumptions underlying widely used dynamic stall models.

3.2. Dynamic stall in VAWTs

The origin of dynamic stall in vertical-axis wind turbines differs slightly from that observed in conven-
tional horizontal-axis configurations. In a VAWT, each blade experiences a continuously varying inflow
velocity and direction due to the blade’s rotational motion. This periodic variation leads to a cyclic angle
of attack that depends on the tip-speed ratio (TSR), azimuthal position, and local induction velocities.
As a result, the aerodynamic loading on each blade undergoes strong temporal fluctuations, with the
instantaneous angle of attack often exceeding the static stall limit during parts of the revolution. These
unsteady effects make dynamic stall an inherent feature of VAWT aerodynamics rather than an uncom-
mon occurrence. Compared to HAWT motion, the angle of attack excursions will also be considerably
larger.

Experimental flow-visualisation studies at relatively low Reynolds numbers have shown that the un-
steady nature of VAWT aerodynamics leads to distinct dynamic stall phenomena, particularly at lower
tip-speed ratios. In the work of Simao Ferreira et al., two-dimensional particle image velocimetry (PIV)
was used to visualise the flow around a straight-bladed VAWT [48]. The study demonstrated that, as
the TSR decreases, strong leading-edge vortices (LEVs) form and convect over the airfoil during the
upwind half of the rotation, producing a significant overshoot in the normal force coefficient. This is
also shown in Figure 3.3 [6]. These vortices detach and shed into the wake, leading to large hysteresis
loops in the lift—angle of attack relation and highly unsteady aerodynamic loads. This work shows ex-
perimental evidence that dynamic stall in VAWTs is not only present but also impacts the aerodynamic
response under realistic operating conditions.

Building on this, Buchner et al. provided a detailed overview of the governing parameters underlying
dynamic stall in VAWTs [49]. Through PIV measurements for a set of tip speed ratios and Reynolds
numbers, they showed that the flow and vortex dynamics cannot be described solely by the tip speed
ratio. Instead, the development and strength of the leading-edge vortex are governed by a combination
of the freestream velocity and the post-stall azimuthal distance travelled by the turbine blades, which
can be expressed through a dimensionless pitch-rate parameter (K, = ¢/2R). Their results showed
that circulation production and vortex shedding scale more consistently with K. than with 4, indicating
that the dynamic stall process in VAWTs is mainly controlled by purely unsteady kinematic airfoil ef-
fects rather than mean operating conditions on the wind turbine alone. Importantly, they observed that
for A = 3-3.5, the variation in relative velocity and effective angle of attack during a revolution becomes
sufficiently small that no leading-edge vortex is formed. In this regime, the aerodynamic response ap-
proaches quasi-steady behaviour, and dynamic stall effects are less impactful.

However, it is important to note that all of these experimental studies were conducted at relatively low
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Reynolds numbers, typically of the order of 10*—10°, due to wind-tunnel and PIV constraints. Extend-
ing the understanding and calibration of dynamic stall models to higher Reynolds numbers remains
an essential research need, particularly for large-scale turbines such as SeaTwirl, which operate at
Reynolds numbers in the range of 0(10° — 107). Numerical studies have been conducted, attempting
to predict the dynamic stall response, but these have mainly been done on airfoil level [20] only and
not on full turbine scale, as has been done in previously mentioned PIV research.
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Figure 3.3: Evolution of the circulation of leading-edge separated vortex for k = 2 at 90, 108, 133 and 158, from [6]

While the physical understanding of dynamic stall in VAWTs has improved substantially, modelling it
remains a major source of uncertainty in performance and loads prediction. In [50], the effect of uncer-
tainty in dynamic stall model parameters on predicted turbine performance is quantified. Their results
demonstrated that although dynamic stall models introduce noticeable variability in predicted torque
and power at low TSRs, their influence near rated conditions remains within the range of experimental
uncertainty. Nevertheless, the inclusion of dynamic stall modelling significantly improved the agree-
ment between model predictions and experimental data. These findings highlight the need for accurate,
yet computationally efficient, dynamic stall models for VAWTSs, especially for turbines such as SeaTwirl
that operate in stall-regulated regimes where blade aerodynamics directly influence power production
and load control.

The results from these studies confirm that dynamic stall is an unavoidable and dominant aerodynamic
feature in VAWT operation. lIts effects extend beyond transient load fluctuations, influencing average
power production, fatigue loading, and the overall aeroelastic behaviour of the rotor. A proper repre-
sentation of dynamic stall is therefore important for the design of modern VAWTSs. In the context of this
thesis, understanding and accurately modelling dynamic stall is essential to predict the aerodynamic
forces acting on the blades and, consequently, the performance of stall-regulated turbines.

3.3. Dynamic stall models

It can be concluded from previous sections that dynamic stall poses a significant challenge for the
prediction of unsteady aerodynamic loads, as it involves highly non-linear, time-dependent flow sepa-
ration and reattachment processes. To avoid the high computational cost of (fully resolved) rotor-scale
simulations, a range of empirical and semi-empirical models has been developed that capture the es-
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sential physics of dynamic stall with limited computational effort. These models typically decompose
the unsteady lift, drag, and moment into attached and separated contributions, and employ state-space
or indicial response functions to represent the lagged development of the boundary layer and the dy-
namic stall vortex. The primary objectives of dynamic stall models are to predict the overshoot in lift
and moment due to vortex shedding, capture the hysteresis in the aerodynamic coefficients over the
pitch cycle, and maintain robustness and ease of calibration across a variety of airfoil geometries and
reduced frequencies.

The historical development of dynamic stall modelling has its origins in classical unsteady aerodynam-
ics. The first theoretical framework for unsteady lift was established by Theodorsen [51], who derived
an analytical expression for the lift response of a thin airfoil undergoing harmonic oscillations in incom-
pressible flow. While Theodorsen’s model assumes small perturbations and fully attached flow, it laid
the foundation for the following modern models. Thedorsen theory is also used for the verification of
newly developed models.

Building upon these early concepts, empirical dynamic stall models were introduced to account for
the non-linear effects of large-angle, time-dependent separation. The Beddoes-Leishman model [36]
became one of the most influential formulations, combining a lagged response to changes in angle
of attack with empirical rules for vortex shedding and lag effects. Many variations and simplifications
have been developed based on the Beddoes-Leishman model for different applications (see Melani
[19] for an extensive review), with the Risg model [7] being developed for wind turbine applications.
Additionally, @ye [18] proposed a more computationally efficient approach using first-order differen-
tial equations to model the unsteady lift development, particularly suited for wind turbine applications.
There are a plethora of other models and variations of models available that have been developed for
different applications. The most notable for wind turbine applications are the ones mentioned above,
and the ONERA [37] and Snel [52] model. All models have their advantages and disadvantages, but
[39] concludes that the @ye and Risg models show themselves to be the most robust and accurate for
wind turbine applications. For the scope of this thesis, these will thus be considered only.

The physical basis of dynamic stall models typically includes several key elements: a linear or quasi-
linear response at low angles of attack, governed by potential flow theory (Theodorsen’s approach); a
delay in boundary layer response to angle-of-attack changes, often modelled using lagged state-space
equations; a sharp lift overshoot associated with the formation and convection of a dynamic stall vor-
tex; and a gradual decay of lift and moment as the vortex convects downstream and flow reattachment
occurs. Modern models blend these elements with empirical calibration based on wind tunnel experi-
mental data to achieve both accuracy and computational efficiency.[53, 36, 54, 19]

SeaTwirl has implemented both the Risg and @ye model in their aeroelastic solver. For the scope of
this research, only the Risg and @ye model are included, but similar processes can be applied to other
models.

3.3.1. Risg model

As mentioned before, a widely used dynamic stall model, performing well in wind turbine applications,
is the Risg model [7], which is a simplification of the Beddoes-Leishman model [36], specifically applied
to wind turbines. [7] presents both a state-space analysis and an indicial formulation. The state-space
formulation will be presented here, as it is physically more intuitive.

The Beddoes-Leishman model aims to represent actual flow phenomena semi-empirically, with physics-
based modelling. However, since the model has been developed for helicopter blades, it includes ef-
fects experienced on helicopter airfoils, but not (or rarely) in wind turbine airfoils, such as leading-edge
separation and compressibility. For VAWTs, the flow Mach numbers typically remain below 0.3, justify-
ing the incompressibility assumption. However, for large, modern HAWTs, particularly those operating
at high tip-speed ratios, local Mach numbers may approach or exceed this threshold [55] [56], po-
tentially invalidating the assumption of incompressibility. Additionally, leading-edge separation is less
likely to occur in wind turbine applications due to the thicker airfoil used [45]. It has to be noted that
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the Beddoes-Leishman model does show good prediction for dynamic stall for wind turbine airfoils, as
well as has been concluded from [54]. However, by removing the need to model these phenomena,
the model can be simplified significantly, removing computational cost in aero-elastic simulations.

A flowchart of the Risg model with colour-code calculation inputs can be seen in Figure 3.4.

A1, A2, ay,

Attached flow module

c,U,a, A1,b1 —— ODE 1 — T X1

c,U,a, A2, b2 — ODE 2 ——— X2

Dynamic boundary layer module

Tf, ClSt — >

X4
B Flow/Geometry Inputs $
B Model Tuning Parameters a, Ty, G, —— Cldyn calculation]H
B Outputs/Calculated Values l
Cldyn

Figure 3.4: Flowchart for the Risg-BL dynamic stall model

Attached Flow

The first module of the Risg model predicts the unsteady lift on a symmetric airfoil performing harmonic
pitching and/or plunging motion in attached flow. It has its origins from Theodorsen’s theory [51], which
assumes small amplitude and incompressible, attached flow. In this module, the effective, unsteady
angle of attack that the airfoil experiences will be determined. This angle will replace the geometric
angle of attack at the three-quarter point of the airfoil in quasi-steady force calculations. Equation 3.1
shows the effective angle of attack, based on two time-lag constants (4, and A4,), and two aerodynamic
state variables (x; and x,), that serve as a memory term.

ag = azj(1—A; — Az) + x1(8) + x,(0) (3.1

The state variables x; and x, can be determined by two ODEs, which describe the time lag in aero-
dynamic response. They can be seen in Equation 3.2, with i = 1,2. The three-quarter chord angle
of attack can be calculated from unsteady Theodorsen [51] airfoil theory. Assuming a pitching axis
around the quarter-chord, the three-quarter chord angle of attack is given by Equation 3.3

cU 20

Y
X + T(bi + ﬁ)xi = biAiTa3/4 (32)
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C .
Q374 = Ay74 t v (3.3)

The solutions of these ODEs serve as memory terms for virtual angles of attack resulting from an
effective downwash at the three-quarter point due to shed vorticity at previous timesteps. They originate
from the approximation of Duhamel’s integral formulation in the circulatory terms of the unsteady lift.
Duhamel’s integral formulation uses an indicial function ¢(s), which is approximated by Equation 3.4.

P(s) =1—Ae 015 — A,eb2s (3.4)

Where s is the non-dimensional time (Equation 3.5). The constants A, 4,, b;, and b,, originate from
Wagner and Kussner functions (Equation 3.4), which model the response to a step change in angle of
attack and inflow, respectively. By integrating the response to infinitesimally small step changes using
Duhamel’s integral, the airfoil response to an arbitrary angle of attack and inflow velocity variation can
be determined. More information on Wagner and Kussner functions can be found in [57].

2 t
s = —J Udt (3.5)
¢ Jo

The full derivation of Egs. 3.1 - 3.4 can be found in the original description by Madsen [7].

Stalled flow with trailing edge separation

The next module covers the trailing edge separation, which occurs when the stall happens. The original
Beddoes-Leishman dynamic stall model also includes leading-edge separation. However, this leading
edge separation is not included in the Risg model as it is not expected to be a dominant effect in wind
turbine applications due to the use of thicker airfoils [45] [46].

The trailing edge separation module is based on the assumption that the static lift curve can be repre-
sented by the lift on a flat plate in a potential Kirchhoff flow [58], as seen in Equation 3.6

2
Gt = Cia (”ff@) (a - ay) (36)

With C,,, the lift slope of the lift curve in the linear attached flow regime. f*‘(«) is a function that
determines the chordwise separation point location. f = 1 for fully attached flow and f = 0 for fully
separated flow. Other methods of estimating this separation point location, such as those presented in
[59]. However, Kirchhoff’'s assumptions provide sufficient accuracy in the light of dynamic stall models.
Assuming the static lift curve has been determined, the C;, and f5¢(«) can thus be determined.

Next, the static lift curve can be assumed using Equation 3.7. Solving for les allows one to determine
the so-called fully separated lift curve. This is the lift curve that describes the static lift curve after the
flow is fully separated. However, at angles of attack lower than the angle at which the flow is fully
separated, this lift curve is non-physical. An example of this rebuilt static lift curve can be seen in
Figure 3.5, together with the error introduced due to the approximation. The static lift curve is based
on data from Glasgow University [60]

Ct = Cua(a — ag) 5t + ¢/ (@) (1 - f55) B.7)
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(a) Static lift curve vs Kirchhoff approximation. (b) Error between the two curves.

Figure 3.5: Comparison of the static lift curve and its Kirchhoff approximation.

As can be seen in Figure 3.5, a small error is introduced around a = 5, mainly due to some small
non-linearity in the measured lift curve. However, this error is within the bounds of the engineering
accuracy that dynamic stall models aim to achieve.

Dynamics of trailing edge separation
The static aerodynamic properties of the trailing edge separation have now been established, but sim-
ilar to the attached flow regime, trailing edge separation also experiences two time-lag effects: the
pressure lag and the boundary layer lag.

The pressure lag effect is assumed based on the time delay between the lift and the corresponding
pressure distribution. Since a certain lift is associated with a specific pressure distribution, and this
distribution in turn determines the separation point, it follows that the separation dynamics can be
modelled through this delayed pressure response. The pressure lag is described as

X3+ Ty lxs = Ty CP(0) (3.8)

Where Cf (t) is the unsteady lift coefficient for attached flow given by Equation 3.9, state variable x is

a time-lagged lift coefficient C?’ ’ compared to the lift coefficient C! for attached flow. This time-lagged
lift coefficient can be used together with the attached flow coefficient to determine an equivalent quasi-
steady angle of attack given by Equation 3.10. T, is a time constant for the pressure lag.

Cl? = 2n(ag — ap) + mca/(2U) (3.9)

ar = CF [Cra + o (3.10)

Based on this equivalent angle of attack, an equivalent quasi-steady separation point f' = f“(af)
based on Equation 3.7. The second state variable of trailing edge separation is determined by Equa-
tion 3.11.

x.4 + Tf_1X4 = Tf_lf’(t) (311)

Where T; is a time constant for the lag in the boundary layer, state variable x,(t) = f" describes the
unsteady separation point location, and can be used to determine the unsteady lift coefficient using
Equation 3.12.

G = Cualag — ao)f" + € (ag)(1 = f") + Ty (3.12)
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Drag

The dynamic drag estimation model presented by Hansen [7] differs from the original Beddoes-Leishman
model. Hansen describes the unsteady drag as the sum of the static drag, with a viscous and an in-
duced term, as seen in Equation 3.13

C2™ = 5t (ap) + ACP + Ack (3.13)

ACE™ is based on the shift of the unsteady lift angle due to wake downwash. In contrast to the steady
case, where no circulation is shed and the aerodynamic force is perpendicular to the geometric angle
of attack, unsteady flow conditions induce circulation through the wake, causing the effective angle of
attack ay to lag behind the geometric angle a. As a result, the unsteady lift vector becomes perpen-
dicular to ag, and thus has a projection in the drag direction defined by a. This leads to an additional
drag component referred to as induced drag. A visualistion of this process can be seen in Figure 3.6.

It is important to note that, in two-dimensional flows, induced drag is solely an unsteady phenomenon,
unlike the always-present induced drag in finite-span wings. Small-angle approximations are employed
as the difference between the geometric and effective angle of attack is assumed to be small. A more
detailed derivation and explanation can be found in [7].

The induced drag coefficient is modelled as
ACP = (a — ap)CP™ (3.14)

where a;; and C¥™ are the effective angle of attack and dynamic lift coefficient, respectively.

Figure 3.6: Visualisation of induced drag calculations based on dynamic lift coefficients for Rise model. Adapted from [7]
14
The second unsteady drag component, AC[’; , accounts for variations in pressure drag due to the un-

steady motion of the trailing edge separation point. This term originates from an analytical expression
for pressure drag on a flat plate in potential Kirchhoff flow [58], where drag is expressed as

2
) 1-—
CDKlrchhoff — Cl,aaz ( \/7> (3_15)

2

However, this expression was found to yield poor agreement with experimental data except for minor
separation cases, as shown by Beddoes and Leishman [10]. The Risg model, therefore, implements a
modified approach, still inspired by Kirchhoff’s formulation. The unsteady contribution is estimated by
considering the lag between the unsteady separation point f” and the quasi-steady separation location

Fo(ar)
2 2
8¢} = (i) - Coo) l(#) - (1_— “fzt(“)> (3.16)

Here, C5!(ag) is the static drag coefficient curve, and Cp, is the drag at zero lift. The difference CSt—Cp,
effectively replaces the C; ,a? term in Kirchhoff's expression, isolating the pressure drag component.
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Moment

Similar to the drag, the unsteady moment is defined as the steady moment at the equivalent angle of
attack, with some additional terms accounting for airfoil motion and separation point location. This can
be seen in Equation 3.17

COM™ = ¢St (ap) + ACL — med/(4U) (3.17)

Where C;f (ag) is the steady moment coefficient at the equivalent angle of attack, AC,{,,” is the unsteady
moment due to dynamic trailing edge separation, and the last term is the added mass effect, originating
from the pitching motion of the airfoil.

Madsen [7] models the effect of trailing edge separation on the moment by assuming a relation between
the separation point and the position of the centre of pressure. This relation can be described by a
distance a®t, which is described by

le/lt - CMO

st
Cl

st —

a (3.18)

Where Cy, is the zero-lift moment coefficient, and a** the distance from the quarter chord (assumed
to be the aerodynamic centre of the airfoil at low angles of attack and attached flow, consistent with
thin airfoil theory [61]). Since thin airfoil theory predicts the moment to be constant around the quarter
chord, the change in moment can only be attributed to a lift force acting on a different centre of pres-
sure. A visualisation of all geometry and forces acting in the process above can be seen in Figure 3.7.

Figure 3.7: Definition of the distance ast from the quarter-chord to the equivalent pressure center. From [7]

fs¢ is related to the moment arm, as can be seen in Figure 3.8, which is also a function of the angle
of attack. The moment coefficient change originating from trailing edge separation is then given by
Equation 3.19.

acl' = ¢ [t (F") = @t (F* (an)] (319)
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Figure 3.8: Distance of equivalent pressure centre as a function of separation factor. From [7]

Summary

To conclude, the closed set of coupled equations is presented below. These can be used, together
with geometric input data from aero-elastic solvers, to determine the aerodynamic performance of a
dynamic airfoil.

X+ Tyt (bl +c %) x1 = biA Ty Mgy (3.20)
X, + Tyt (bz +C2_g2>x2 = by A, Ty Mz (3.21)
%3+ Tylxs = Tyt (Caag — @) + Ty td) (3.22)
Xy + Ty = T f (% + a0> (3.23)

The unsteady aerodynamic coefficients are given by:

C" = €, o (ag — ag)xs + CB(ag)(1 — x,) + 1T d (3.24)

CY" = Ct(ag) + (@ — ag)C"

[rs _ st _
+ (Cgt(ag) - CDo) < ! t(aEZ) VX - ! (ai) x4> (3.25)
O = Cibar) + 7 (' () — @ (i (ap)) - 5T Md (3.26)

Madsen [7] also presents recommended tuned model parameters based on experimental data by Jones
[62] for a flat plate, and numerical data obtained by Madsen for the Risg A1-24 airfoil [63]. It is worth
noting that these parameters are optimised for a specific geometry, so they should be verified and
adjusted accordingly for different applications. The flat plate values are often used in commercial aero-
elastic solvers, as they provide a good approximation for a wide range of wind turbine applications.

Table 3.1: Risg coefficients for attached motion according to [7]

Coefficient \ Flat plate (Jones) [62] Risg A1-24 airfoil [7]

Ay 0.165 0.294
A, 0.335 0.331
b, 0.0455 0.0664

b, 0.3000 0.3266
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Table 3.2: Beddoes-Leishman coefficients for time-lag constants according to [10]

Coefficient | NACA0012

T, 1.7
T, 3

3.3.2. Qye

The Q@ye [18] model is significantly simpler than the Risg model developed by Stig @ye and presented
in 1991. It uses a single first-order ordinary differential equation (ODE) to predict the unsteady lift coef-
ficient based on the time lag introduced by unsteady inflow conditions. The model can tackle dynamic
stall originating from airfoil pitching and dynamic freestream conditions. Similar to the Risg model, the
@dye model aims to predict the unsteady lift coefficient based on a dynamic separation factor f, which
interpolates between an attached and fully separated lift curve. This separation factor is modelled as an
ordinary differential equation with a time-lag constant . Compared to the Risg model, the @ye model
only utilises one differential equation, against four in the Risg model, making it more computationally
efficient. Some complex dynamics, such as vortex shedding, however, are modelled less accurately.

The original @ye paper presents the following steps to determine the dynamic lift coefficient.

Define attached C; ,

Define fully separated C;*? (@)

Define f;;

Calculate f from Equation 3.27

Calculate dynamic lift coefficient from Equation 3.28

AR < A

@ye does not specify a method to define the attached and fully separated lift curve, so that is open to
implementation as desired. The same approach can be taken as has been done in the Ris @ model, by
using Kirchhoff flat plate theory, as seen in Equation 3.7. This is a common approach taken in multiple
solvers. However, it is also possible to determine the separation point location differently. Based on
the separation point location, the @ye ODE can be solved:

Af _fu—f

n - (3.27)

Where f is the dynamic separation point location, f;, is the static separation point location, according
to Kirchhoff’s theory, and t is a time constant for the lag. 7 is usually defined as A-¢/V, with ¢ the chord,
V the freestream flow velocity, and A between 4 — 8. However, it is mentioned in the original paper by
@ye [18] that the lift response is relatively insensitive to the time constant value.

Using the f achieved from solving the ODE, the dynamic lift coefficient can be determined using Equa-
tion 3.28.

Cldyn = Cala —ag)f + G ‘(1- ) (3.28)

@Jye did not present an unsteady drag or moment estimation in his original paper [18]. Different commer-
cial aeroelastic tools have varying implementations; some assume the moment and drag coefficients
correspond to their static counterparts, as done by Principia [16]. Others, such as Qblade [17], utilise
a similar method as the drag estimation in the Risg model (Equation 3.25), but adapted to the Jye
model, as presented in Equation 3.29

Cagyn = €3t + (€5 = €5£) (05 (VF = JF)) = 0.25(F — %) (3.29)

Where C3* and leg are the steady drag coefficient and zero drag coefficient, respectively.
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3.3.3. Tuning

Both the Risg and the Oye dynamic stall models are semi—empirical formulations. Their structure is
grounded in aerodynamic theory, but they rely on a set of tunable parameters that must be calibrated to
reproduce the unsteady aerodynamic response of a specific airfoil and operating regime. Historically,
many of these parameters trace back to helicopter aeroelasticity, where early dynamic stall models,
such as the Beddoes-Leishman model, were tuned using rotorcraft wind tunnel data [10]. When later
adopted in wind turbine research, only minor modifications have been made to account for different
operating regimes and airfoils [5].

A central challenge in tuning is defining the optimisation target. Depending on the intended use of
the model, the objective function may prioritise peak lift predictions, phase lag in the hysteresis loop,
aerodynamic damping and flutter stability, or accurate cycle—averaged loads relevant for fatigue design
[64]. For VAWTs in particular, the cyclic nature of aerodynamic loading makes accurate prediction of
both the load excursions and their phasing crucial. This implies that calibration requires a sufficiently
rich dataset spanning relevant reduced frequencies, Reynolds numbers, and angles of attack [19].
Overfitting to a narrow subset of cases can lead to non-physical behaviour when the model is subse-
quently extrapolated. Based on a large dataset, not only can general parameters be determined, but
the parameters can also be estimated based on flow and airfoil conditions. An example for this is the
shape-based optimisation of parameters done by Wala et al. [65]

Multiple strategies exist for tuning. A purely numerical optimisation, as followed by Mert[53] and Faber
[39], can deliver significant error reduction; however, such approaches risk obscuring the physical
meaning of the constants and producing parameter sets that compensate for underlying modelling
deficiencies. Arisk that is also highlighted in [19]. A more physics-informed strategy constrains param-
eters such that they continue to reflect aerodynamic time scales and separation dynamics as originally
intended by Leishman and Beddoes [36]. This philosophy is evident in recent work by Melani et al.
[19], who calibrate the Beddoes-Leishman model while preserving the physical role of lag coefficients
and separation point evolution. Beyond experiments, high-fidelity CFD has increasingly been used as
an additional data source for tuning, demonstrating that the achievable agreement with both CFD and
experiments is typically within acceptable engineering accuracy [66, 67]. Experimental campaigns re-
main the cornerstone of high-quality calibration, with a wide range of studies demonstrating improved
predictive capability after targeted tuning [54, 53, 39, 19]. These efforts show that carefully constrained
tuning can substantially enhance the fidelity of dynamic stall predictions while maintaining a clear con-
nection to the governing aerodynamics.

Tuning of the models does not have to be limited to the determination of typical model parameters.
Different implementations can also improve accuracy. For example, in the determination of the sep-
aration point location, Risg and @ye both use the Kirchhoff stall model; however, this estimation can
be improved upon [59]. This can be seen in different commercial implementations of the @ye and
Beddoes-Leishman-type formulations in aero-elastic solvers [16, 17, 68], where each solver estimates
these parameters in their own, optimised and verified way.

In summary, tuning serves as a bridge between generalised dynamic stall theory and the specific flow
physics of the application of interest. The most robust approaches avoid overfitting by analysing diverse
datasets, explicitly defined objectives, and physically interpretable parameters. As shown across both
experimental and CFD-assisted studies [64, 53, 66], this balance enables dynamic stall models such
as Risg and @ye to remain computationally efficient while achieving the accuracy required for reliable
performance and load predictions in modern wind turbine design.

3.3.4. Accuracy and limitations

These dynamic stall models allow for a more accurate aerodynamic force prediction compared to static
lift curves only. However, there are some inherent limitations apparent. These limitations originate
from the nature of dynamic stall and the dynamic stall model assumptions.

Dynamic stall, just like static stall, is a highly unsteady phenomenon, as mentioned in section 3.1. This
means that real-life flows that experience dynamic stall will never (or very rarely) experience exactly the
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same behaviour again. In order to analyse these flows, averages should thus be used over multiple it-
erations. This adds some uncertainty to the analysis. Similarly, dynamic stall models only predict these
"steady-state” averaged results. There is thus an inherent physical discrepancy between dynamic stall
models and the physical phenomenon.

Another limitation of dynamic stall is that they are semi-empirical models. This implies that they rely
on calibration procedures to ensure sufficient accuracy of the model. The original Bedoes-Leishman
model was tuned with helicopter blade data [36], and many studies have been performed to tune/adapt
these models for HAWTs [7, 69, 39, 53, 19, 5]. However, for VAWT applications, fewer research and
tuning efforts have been done. This increases the uncertainty of these models for VAWT(-like) appli-
cations. Faber [39] also showed that tuning of the models for certain flow characteristics might reduce
the accuracy in other flow regimes. Finally, the tuning method also influences the uncertainty and pre-
dictive ability of dynamic stall models, as highlighted by Melani [19] for the Bedoes-Leishman model.

More specifically, the Risg [7] model has been developed as a simpler version of the Bedoes-Leishman
[36] model, targeted towards wind turbines. However, assumptions have been made regarding com-
pressibility and vortex shedding. It has been assumed that compressibility effects are negligible, which
can be justified for VAWTs. However, the assumption that no leading-edge vortices will appear might
not hold for VAWT aerodynamics, as the angle of attack variations experienced by VAWTs largely ex-
ceed those experienced by HAWTSs. [33, 7]

Lastly, the Risg dynamic stall model adds unsteady effects to the static lift curve to determine the dy-
namic properties of airfoils in pitching motion. It is thus crucial to have an accurate determination of the
static performance of an airfoil, as the results of the dynamic stall model would otherwise be inherently
skewed. [10]






Numerical analysis

Computational Fluid Dynamics (CFD) has been commonly used throughout the history of aerospace
design to predict the performance of airfoils and other lifting structures. CFD has already been widely
used to predict unsteady aerodynamics, including the prediction of dynamic stall [20]. However, the
link to the tuning of dynamic stall models has been researched less intensely. Huang and Hand have
shown the potential of CFD to accompany wind tunnel tests to tune dynamic stall models [66, 20]. In
this chapter, the approach taken to model an accurate dynamic numerical simulation will be presented.
All simulations were performed using OpenFOAM [70], an open-source CFD software. The simulations
were performed on Delft University’s supercomputer, DelftBlue [71].

Firstly, the turbulence modelling methodology adopted in the present analysis will be discussed in sec-
tion 4.1. A suitable approach should be taken into account to balance computational efficiency with
accuracy. As discussed in subsection 3.3.3, for adequate tuning of dynamic stall models, a sufficiently
large database should be constructed with a wide variety of run cases. This can only be achieved
in case a computationally efficient analysis is performed. Similar to the turbulence modelling choice,
it is also critical to determine a suitable numerical grid that strikes a balance between computational
efficiency and accuracy. A grid convergence study is performed to assess the minimal grid spacing to
achieve suitable results in section 4.2.

Finally, the CFD model is validated against experimental data to build confidence in the model. This is
performed for both static and dynamic cases in section 4.3. Since the goal is to model dynamic stall, a
database should be found that includes both static airfoil data, as well as dynamic, pitching motion data.
For the NACAOQ018 airfoil analysed, the amount of options are limited. However, Glasgow University
[60] conducted an experimental campaign, specifically designed to analyse dynamic stall for different
airfoils.

4.1. Turbulence modelling

The flow around a vertical-axis wind turbine is inherently unsteady and dominated by strong flow sepa-
ration at lower angles of attack, as discussed in chapter 2 and chapter 3. However, given the relatively
low flow velocities involved, the inflow Mach number remains well below the compressibility threshold,
and the flow can therefore be considered incompressible. The governing equations are thus derived
from the incompressible and unsteady regime, using the Navier—Stokes (NS) equations, which describe
the conservation of mass and momentum for a Newtonian fluid:

V-U=0 @.1)

ou 1
E + (U . V)U = —;Vp + vV2U (42)

31
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Where U denotes the velocity field, p the pressure, p the density, and v the kinematic viscosity.

To model turbulent flows efficiently, the instantaneous quantities in Equation 4.2 are decomposed into
mean and fluctuating components using the Reynolds decomposition:

U=U+u, p=p+p (4.3)

Where overbars denote ensemble-averaged quantities and primes denote turbulent fluctuations. Sub-
stituting these expressions into the NS equations and averaging yields the Reynolds-Averaged Navier—
Stokes (RANS) equations. These introduce additional terms representing the Reynolds stresses, which
must be modelled to close the system.

For unsteady flows such as those around a VAWT, a temporal resolution of the RANS equations can
be employed, leading to the unsteady RANS (URANS) formulation. URANS retains the ensemble-
averaged turbulence modelling framework but allows the resolution of large-scale, time-dependent fea-
tures, an essential capability for capturing the cyclic aerodynamic behaviour of VAWTs. While URANS
models provide an efficient tool to resolve time-dependent simulations, major limitations still exist, as
discussed in [72]. Hybrid models, such as wall-modelled large-eddy simulations or detached eddy
simulations [73], provide a way to overcome these limitations.

41.1. The k — wSST Model

To close the RANS equations, the two-equation k—w Shear Stress Transport (SST) model developed by
Menter [74, 75] is adopted. This model blends the robustness of the Wilcox k—w model in the near-wall
region with the free-stream independence of the k—s model in the outer flow. It has proven effective
in predicting flow separation under adverse pressure gradients, making it well-suited for aerodynamic
applications with strong unsteadiness and separation, such as those encountered in VAWTs. The sim-
ulation is run in OpenFOAM [70], which utilises the 2003 model [75]. The choice for the k—wSST model
was made for several reasons. First of all, it is a widely used model, allowing for many references on
the use of it. Additionally, the blend between the k — w and k — € model provides a stable model for
external aerodynamics that provides suitable results and separation prediction for unsteady flows and
dynamic stall analysis.

The transport equations for the turbulent kinetic energy k and the specific dissipation rate w are:

d(pk)  9(pUsk) i d ok

9t + an =P, — [ pkw + a—xj (u+ O'k[lt)a—xj (44)
d(pw) IJ(pUjw) w , . 0 P 1 9k dw

at + 0x; B “EP" ~Bpw” + 6_x] (1 + Uw”t)a_xj +2(1- Fl)PUwzaa—xja—xj (4.5)

where P, denotes the production of turbulent kinetic energy, u; the turbulent eddy viscosity, and F; the
blending function governing the transition between the k—w and k—¢ regions. The turbulent viscosity is
defined as:

pak

He = max(a,w, SF,) (4.6)

Where S is the strain-rate magnitude and F, is a secondary blending function.

4.1.2. Boundary conditions

To ensure physically realistic and numerically stable solutions, appropriate boundary conditions must
be prescribed at all domain boundaries. The inflow turbulence quantities can be defined in terms of
the turbulence intensity I and turbulence length scale L, which together determine the turbulent kinetic
energy k and the specific dissipation rate w as follows:
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3

k= E(IU)Z 4.7)
k1/2

w=— (4.8)
CAltL

where U is the mean velocity magnitude and C, is an empirical constant (C, = 0.09). The turbulence
intensity represents the ratio of the root-mean-square of velocity fluctuations to the mean velocity,
while the length scale characterises the size of the largest energy-containing eddies. Both parameters
strongly influence the onset and extent of flow separation and thus must be chosen carefully.

Based on turbulence intensity measurements from the Handley Page wind tunnel at the University
of Glasgow [8], shown in Figure 4.1, a turbulence intensity of I = 1% was adopted. A turbulence
length scale of L = 0.0055¢ was adopted. This value was chosen such that the static lift curve closely
matches the experimental results in the linear regime. At the airfoil wall, the boundary conditions for
the turbulence quantities are specified as k,, 4,; = 0 and
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as defined by [76]. In OpenFOAM, these relationships are automatically imposed through the default

wall-function treatment for k—w-based turbulence models. These wall models switch off for fully re-
solved boundary layers (y* < 1) in the OpenFOAM implementation.

(4.9)
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Figure 4.1: Turbulence intensity measured in Glasgow University Handley-Page wind tunnel, including values with
turbulence-generating grids. From [8].

In addition to the inflow conditions, the remaining boundary conditions are defined as follows. At the
inlet, a uniform velocity U, is prescribed, representing the free-stream velocity, while a zero-gradient
condition is applied for pressure. The turbulence quantities k and w are fixed according to Equations
(4.7)—(4.8), ensuring that the specified inflow turbulence characteristics are achieved. At the outlet,
a zero-gradient condition is applied to the velocity to allow the flow to exit the domain naturally. The
static pressure is fixed to zero gauge pressure (p = 0) to set the reference pressure level for the entire
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flow field. The turbulence quantities are also treated with zero-gradient conditions, allowing turbulent
structures to convect freely out of the domain.

In OpenFOAM [70], the inlet and outlet conditions are automatically detected using the freestream
boundary types. These automatically switch between the inflow and outflow boundary conditions de-
pending on the local flow direction. This prevents unphysical reflections and allows a smooth entering
and exiting of the flow in the domain.

The airfoil surface is modelled as a no-slip wall, enforcing U = 0 at the surface. A zero-gradient con-
dition for pressure ensures proper pressure recovery near the wall. This setup allows for an accurate
representation of the boundary layer and separation phenomena, which are essential for capturing dy-
namic stall behaviour. The front and back boundaries of the domain are assigned empty conditions
using OpenFOAM’s empty boundary types. These allow for a 2D analysis, to keep computational re-
quirements low. The analysis will be performed using a non-dimensional incompressible simulation.
This means that the velocity and chord are fixed to be the unit velocity and chord. The Reynolds num-
ber will be set by adapting the dynamic viscosity constant v.

A summary of the boundary conditions used in the simulations is given in Table 4.1. All conditions were

verified through sensitivity tests and mesh refinement studies (see section 4.2) to ensure their influence
on the aerodynamic coefficients remained negligible.

Table 4.1: Summary of boundary conditions used in the OpenFOAM simulations.

Boundary Velocity U Pressure p k 1)

Inlet fixedValue (Uy) zeroGradient fixedValue (Eq.4.7) fixedValue (Eq.4.8)
Outlet zeroGradient fixedValue (p = 0) zeroGradient zeroGradient
Airfoil surface fixedValue (U = 0) zeroGradient fixedValue (k = 0)  wallFunction (wy,411)
Far-field empty empty empty empty

Overall, these boundary conditions were designed to closely replicate the experimental wind tunnel
setup at Glasgow University while ensuring numerical robustness. They provide a physically consistent
flow environment necessary for accurately resolving the onset and progression of dynamic stall, forming
the foundation for the subsequent model validation and dynamic stall tuning.

4.2. Numerical discretisation methods

4.2.1. Grid geometry

The grid topology adopted in this work is an O-grid. This choice is mainly motivated by the need for
robustness across a wide range of inflow angles of attack, which is essential for both dynamic stall
and VAWT-related analyses, as discussed in chapter 2 and chapter 3. Because of its circumferential,
radially expanding structure, an O-grid preserves near-orthogonality to the airfoil surface for essentially
all inflow directions. This is one of the main advantages of using the O-grid topology. During dynamic
stall, the instantaneous angle of attack can vary by tens of degrees [44], and mesh topologies that
depend on alignment with a single nominal inflow direction can introduce direction-dependent numeri-
cal errors. The O-grid reduces this sensitivity and maintains consistent resolution of the leading-edge,
trailing-edge, and separated-flow regions across the full angle of attack range. Additionally, an O-
grid provides precise control of the wall-normal spacing, which is required for boundary-layer-resolving
RANS simulations. The first-cell height can be set to enforce y* ~ 1 while maintaining low skewness
in the viscous sublayer. The radial structure of the grid also aligns reasonably well with the convection
of dynamic-stall vortices, helping to limit artificial diffusion as these structures move into the wake.

These advantages, however, come with important drawbacks. The most significant is the geometric
coupling between inflow and outflow areas: enlarging the far-wake domain to minimise reflections or
premature dissipation of shed vortices increases the inflow region by the same amount. This adds com-
putational cost, particularly for URANS simulations where long physical-time integrations are required.
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A balance must therefore be found between adequate wake resolution and acceptable computational
cost. A second drawback is the rapid growth of cell size away from the airfoil. The further you get away
from the centre of the O-grid, the larger the spacing will be between the cell boundaries originating
from the centre of the O-grid. This introduces additional numerical diffusion. While this is acceptable
for RANS, the far-field dissipation can still influence the flow results, especially in unsteady cases. The
grid geometry is presented in Figure 4.2.
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Figure 4.2: Mesh for NACA0018 airfoil at Re = 1.5e6

Figure 4.2 shows that the cells are strongly concentrated near the airfoil surface, which is mainly caused
by the requirement of the fully resolved laminar boundary layer requirement of y* < 1. Since the bound-
ary layer is thinner at higher Reynolds numbers, this requires very thin cells wrapped around the airfoil.

4.2.2. Grid convergence

The accuracy of any RANS simulation strongly depends on a mesh that balances geometric resolu-
tion with computational cost. For two-dimensional airfoil flows, three aspects of the grid dominate this
balance: the discretisation along the airfoil surface, the normal spacing away from the wall, and the
outer-domain extent. Each governs a distinct physical mechanism: pressure recovery and stall onset
are particularly sensitive to tangential clustering, the boundary-layer growth and separation behaviour
depend on the wall-normal resolution, and the far-field size determines how effectively the outer bound-
ary decouples from the near-field disturbances. Reducing any of these parameters without care leads
either to unnecessary computational expense or to a systematic distortion of the aerodynamic coeffi-
cients. A mesh-convergence study is therefore required. [77]

The present analysis focuses on the influence of the tangential surface resolution, since this param-
eter showed the strongest influence on both lift and drag over the angle-of-attack range relevant for
the dynamic-stall simulations. Four meshes were constructed with N = {100, 200, 300, 600} points
distributed along the airfoil surface, while the normal spacing and far-field size were kept fixed. The
resulting lift and drag coefficients for three representative angles of attack are displayed in Figure 4.3.
Visually, the grids with more than 200 airfoil points provide a similar level of accuracy, within some
engineering accuracy.

To assess the discretisation uncertainty more systematically, the Grid Convergence Index (GCl) in the
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sense of Roache [78] was employed. The GCI provides two complementary pieces of information: an
estimate of the asymptotic convergence rate and a bound on the numerical error relative to the finest
mesh. For three successively refined grids with characteristic spacings h; < h, < h3, the GCI between
two grids is defined as in Equation 4.10. The three finest grids are analysed, which correspond to 200,
300, and 600 points along the airfoil surface.

N
|¢1_¢2| hz

GCl,; = F,———, r=—, h=(1/N AV;)1/3 4.10

n =R s e 1/ 21 ) (4.10)

where ¢; denotes the aerodynamic coefficient on grid i, p is the observed order of accuracy identified
through a standard Richardson extrapolation, and F; is a safety factor conventionally taken as F; = 1.25.
While the GCI cannot replace rigorous verification, it offers a transparent measure of how rapidly the
solution approaches its grid-independent limit.

The computed GCI values and associated discretisation errors for all considered angles of attack are
summarised in Table 4.2. Several trends emerge. The lift coefficient exhibits comparatively fast conver-
gence: for a = 5° the finest-grid estimate differs by less than 0.04% from its Richardson extrapolation,
and similar behaviour is observed at 15°. Drag converges more slowly; the coarse-to-medium GCl;,
values are appreciably larger. Nonetheless, they remain modest across all cases. Interestingly, the
behaviour of the lift and drag is reversed for « = 10°. The drag shows better convergence compared
to the lift.

The combined evidence from the raw coefficient trends in Figure 4.3 and the quantitative GCI analysis
suggests that the N = 300 grid delivers aerodynamic loads for all attached-flow angles of attack that
should be within the desired accuracy. However, since the expected run time of the simulations is long,
the N = 200 grid is preferred. The estimated grid discretisation error remains fairly limited, but the gain
in computational speed is noticeable.
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Figure 4.3: Mesh convergence behaviour for all simulated angles of attack for (a) lift coefficient C; and (b) drag coefficient C,.



4.2. Numerical discretisation methods 37

Table 4.2: Grid metrics, grid convergence indices, and discretisation errors for all angles of attack and coefficients.

a[]] Coeff. N, N, N; GClI [%] Discretisation error ¢ [%]
GCIZ]_ GC|32 Ehl

5 Cl 600 300 200 0.0438 0.3899 0.0350 0.3110 1.0538
Cd 600 300 200 5.1577 3.9338 3.9626 5.2670 5.7811

10 Cl 600 300 200 1.8474 2.6409 1.4564 2.0690 2.5177
Cd 600 300 200 0.3817 2.1653 0.3044 1.0350 0.6486

15 Cl 600 300 200 0.0460 0.3892 0.0368 0.1994 0.2907
Cd 600 300 200 0.4834 3.7048 0.3853 1.8287 2.2113

6h2 th

4.2.3. Discretisation schemes

URANS cannot fully resolve small-scale turbulence, but rather computes the mean flow field and mod-
els the effects of turbulence. This introduces a less finely resolved flow field. Additionally, the grid can
also introduce a diffusivity contribution through skewness, non-orthogonality, and interpolation errors.
To respond to this, the numerical discretisation was chosen to limit the amount of diffusion added to
the simulation. This was achieved by implementing second-order discretisation schemes.

The time discretisation was chosen to be the Crank-Nicolson time scheme as implemented in Open-
FOAM [79]. It is a second-order, implicit scheme in time. The OpenFOAM implementation of the
schemes allows blending between the Crank-Nicolson time scheme and the first-order implicit Euler
time scheme. A blending factor of 0.9 is selected, which provides stability. The time step is adapted
dynamically to maintain a maximum Courant number of 0.5. A Courant-Friedrichs-Lewy (CFL) num-
ber of 0.5 will allow for an accurate and stable solution in combination with the Crank-Nicolson time
scheme. Implicit timestepping methods will allow for larger timesteps than a CFL of 1, and still be sta-
ble. However, to resolve the dynamic effects of dynamic stall, a fine enough time step is needed. By
ensuring the CFL is lower than unitiy at all times, the resolution will not be time-step limited.

The spatial schemes were set up in a similar way. Spatial schemes “rely heavily on interpolation
schemes to transform cell-based quantities to cell faces, in combination with Gauss’s Theorem to con-
vert volume integrals to surface integrals”, according to [80]. The main aim was to have an accurate
solution with as little diffusion as possible. There are four spatial schemes to be defined: gradient
schemes, divergence schemes, Laplacian schemes, and surface-normal gradient schemes. The gra-
dient is discretised using Gauss’s theorem, with a cell-based linear interpolation scheme. The diver-
gence schemes used for all flow quantities are the second-order, unbounded Gauss linear upwind. The
OpenFOAM implementation is based on Warming and Beam [81]. The Laplacian is discretised in the
same way as the gradient, Gauss Linear. It also requires a non-orthogonal correction. The surface-
normal scheme employed is the corrected surface-normal scheme implemented in OpenFOAM. This
scheme is slower than the other options. However, a dynamic mesh changes cell geometry and/or
introduces face misalignment. The corrected surface-normal scheme provides suitable accuracy for
these cases. Lastly, OpenFOAM requires a method to calculate the distance from a wall, needed for
the k — wSST model. The calculation method employed is meshWave. A summary of all numerical
interpolation and Finite Volume schemes can be found in Table 4.3, and all control settings without a
formal order in Table 4.4.
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Table 4.3: Temporal and spatial discretisation schemes used in the URANS simulations

Category Scheme Order

Time discretisation Crank-Nicolson 0.9 2nd (blended with 1st)
Gradient Gauss linear, cell-centred interpolation 2nd

Divergence Gauss linearUpwind 2nd

Laplacian Gauss linear with non-orthogonal correction 2nd

Surface-normal gradient Corrected surface-normal scheme 2nd

Table 4.4: Algorithms required by the solver that do not have a formal discretisation order.

Category Algorithm

Time-step control Adaptive time step, CFL = 0.5
Wall-distance calculation meshWave algorithm

Mesh motion / dynamic mesh Laplace-based mesh deformation
Non-orthogonal correction Explicit correction loop

4.2.4. Linear solvers and algorithmic settings

To complement the numerical discretisation described previously, the linear solver setup must ensure
stable convergence of the URANS equations at every time step. Since the simulations involve strong
unsteadiness and a dynamically deforming mesh, the solver configuration is chosen to provide robust-
ness without introducing unnecessary damping of the flow field.

The pressure equation is solved using the geometric—algebraic multigrid (GAMG) solver. Multigrid
methods are well-suited for large finite-volume systems because they reduce both high- and low-
frequency errors efficiently through grid coarsening. The smoother selected is DIC, which generally
converges faster than Gauss—Seidel, and is widely used [82]. A strict absolute tolerance of 1078 is
imposed, while the relative tolerance is set to 0.01 so that intermediate solves do not iterate more than
necessary. For the final pressure correction, the same solver configuration is used, but with a fixed
relative tolerance of zero to fully converge the pressure field before updating the time step. A sepa-
rate pressure-correction solve (pcorr) is also included to stabilise the flux update inside the PIMPLE
loop. The velocity and turbulence equations (U, k, w) are solved using the smoothSolver with a DILU
smoother. DILU is more robust than symmetric Gauss—Seidel for dynamically deforming meshes, and
it handles cross-coupling between turbulent transport terms well. A tolerance of 1077 and a relative
tolerance of 0.01 are applied for these fields. As with the pressure equation, final iterations for each
field are solved with a stricter tolerance and relTol = 0 to ensure a fully converged solution at the end
of each PIMPLE cycle. These settings provide stability without artificially overdamping the turbulence
fields, which is important for resolving the onset and recovery of dynamic stall.

Coupling between pressure and velocity is handled by the PIMPLE algorithm. [83] A flowchart can
be seen in Figure 4.4. Five outer correctors and three inner correctors are employed, which is sig-
nificantly more than the OpenFOAM defaults. This is intentional: the combination of dynamic mesh
motion, rapid variations in angle of attack, and the stiffness introduced by the k—w SST model requires
a stronger coupling strategy to avoid divergence during the most unsteady phases of the cycle. One
non-orthogonal correction is included, consistent with the mesh quality and the Laplacian settings de-
scribed previously. The momentum predictor is activated, providing a better initial estimate for the
velocity field at each time step. Moderate under-relaxation is applied to improve numerical stability.
The pressure is relaxed by 0.5, velocity by 0.7, and turbulence quantities by 0.5-0.7, depending on the
variable. Lower relaxation improves robustness, but excessively low values can mask instabilities that
should physically appear in the solution. The selected relaxation levels were found to provide stable
convergence across all tested meshes and operating conditions. A summary of the solver configuration
is provided in Table 4.5.
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Figure 4.4: Flowchart of the PIMPLE algorithm, adapted from [9]

Table 4.5: Linear solvers and algorithmic settings used in the URANS simulations.

Quantity Solver / Smoother Tolerances

Pressure p GAMG (DIC smoother) tol = 1078, relTol = 0.01

Velocity U smoothSolver (DILU) tol = 1077, relTol = 0.01

k,w, 7 smoothSolver (DILU) tol = 1077, relTol = 0.01

Final pressure/fields same as above relTol =0

PIMPLE loop 5 outer, 3 inner, 1 non-orthogonal corrector momentum predictor on
4.3. Validation

4.3.1. Validation data

For the validation of the numerical simulations, experimental data from the University of Glasgow dy-
namic stall database were used. [2] The database provides both static and dynamic measurements of
aerodynamic coefficients for a range of airfoils under controlled conditions. In this study, the NACA0018
airfoil at a chord-based Reynolds number of approximately 1.5e6 was analysed. In chapter 3, it was
concluded that the static lift curve has a strong influence on the dynamic stall response of the airfoil;
therefore, it is important to have the static and dynamic experiments performed in the same wind tunnel
to reduce the uncertainties originating from wind tunnel effects.

Figure 4.6 presents the static lift curve obtained from the experimental dataset. The measurements
were performed in the Handley-Page wind tunnel, and the data were obtained using pressure trans-
ducers distributed along the airfoil surface. The locations of the pressure transducers on the surface of
the NACAO0018 airfoil are presented in Figure 4.5. The data points represent time series of the normal
and tangential force components, converted into lift and drag coefficients using standard definitions. A
spline fit is performed on the time-averaged values at each angle of attack.



40 4. Numerical analysis

® Transducers

yfc
o
=)
=)

—0.05 1

—0.10 4

—0.15 4

-0.20 T T T T T T
0.0 0.2 0.4 0.6 0.8 10
x/c

Figure 4.5: Pressure transducer locations on NACA0018 airfoil
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Figure 4.6: Static lift curve of the NACA0018 airfoil from the Glasgow University dataset at Re = 1.5 x 10° [2]

According to Figure 4.6, the lift coefficient increases approximately linearly with angle of attack up to
about a = 12.5°, after which the flow undergoes a transition to stall. Beyond this point, large variations
in the measured lift coefficients are observed, primarily due to the unsteady, separated flow in the post-
stall regime. Such variations are typical for separated flow, as it is dominated by vortex shedding and
alternating periods of attached and detached flow.

In addition to inherent flow unsteadiness, other sources of experimental deviations can be identified.
These include wind-tunnel blockage and wall interference effects, particularly significant for thick airfoils
like the NACAOO18 when tested at high angles of attack [84, 85]. Furthermore, small deviations in
angle-of-attack calibration and the finite resolution of the pressure transducers can also contribute
to measurement uncertainty, albeit limited. Additionally, the measured angle of attack often strongly
differs (0(1)) from the angle of attack reported in the experiment design. Despite these factors, the
Glasgow University dataset provides a reliable and well-characterised benchmark for validation of CFD
simulations, having been used in previous studies on dynamic stall and unsteady aerodynamics [69,
39].

4.3.2. Static lift curve

An essential step in CFD validation is to replicate the static lift curve of an airfoil. Using the data pre-
scribed previously, the static lift curve of the NACAQ0018 airfoil at Reynolds number 1.5e6 was recon-
structed. Figure 4.7 compares the experimentally-determined lift curve to the one found with URANS.
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Figure 4.7: Static lift curve: University of Glasgow data [2] (line) and URANS data (orange dots).

As can be seen in Figure 4.7, the linear part of the lift curve is modelled accurately, but larger deviations
start to appear after the experimental stall angle. This is consistent with the historical performance of
(U)RANS models at high Reynolds numbers [86, 87]. This is a key limitation of (U)RANS models, and
should be taken into account during further analyses with the CFD model. The confidence in flow cases
that will be analysed at higher angles of attack with strong separation and reattachment behaviour is
relatively low.

A comparison between the experimental static lift curve and the CFD is presented in Table 4.6. In this
table, the static stall angle ac, ... Cimax, @c,=0 @and lift curve slope C;, are presented.

Parameter Experiment CFD
Static stall angle ac, . 13.5° 15°
CLmax 1.05 1.18
Zero-lift angle a¢, —o 0 0

Lift curve slope C,, 534rad”’  5.43rad "

Table 4.6: Comparison between experimental static lift curve and CFD

4.3.3. Static pressure distribution

The static pressure distribution is also an important factor in the validation of a CFD model, and espe-
cially for the tuning of dynamic stall models, as these depend on the pressure evolution. Two angles of
attack, within the attached range, will be analysed: 5° and 10° . The pressure coefficient is determined
as given by Equation 4.11.

c = P~ P
P 0.5pU%

@.11)
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Figure 4.8: Pressure coefficient distributions for angles of attack &« = 5°, « = 10° CFD data compared to experimental data
from [2]

Figure 4.8 shows that the pressure coefficient distribution obtained from URANS agrees with experi-
mentally obtained pressure data. For the higher angle of attack a = 10°, the predicted peak pressure
coefficient is lower than the experimentally found data. This is consistent with typical (U)RANS perfor-
mance. These results build confidence in the model to be able to predict the pressure evolution over
the airfoil.

4.3.4. Dynamic flow cases

The Glasgow University dataset also contains dynamic airfoil data of the NACAO0018 airfoil. This data
is used to provide an additional validation of the model. Four main flow cases are compared, repre-
sentative of those needed to tune dynamic stall models. The airfoil response is presented in Figure 4.9
for one of the four representative cases. It uses the average of 10 converged cycles.

—— Cl - experiment

0.2 § Cl - CFD
0.1+
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Figure 4.9: Dynamic experimental data from [2] (blue line), compared to computed CFD Data (orange line)

Figure 4.9 shows that the order of magnitude of the lift coefficient time series is similar to the experimen-
tal one. However, some differences exist. A first origin could be from measurement and/or reporting
errors in angles of attack in the experiment. The reported and measured angle of attack differ, as can
be seen in Figure 4.10. Additionally, dynamic experiments introduce strong unsteady effects in the
tunnel, which can also influence the lift experienced. It can also be seen in Figure 4.9 that the experi-
mental data are fairly noisy, indicating unsteadiness and measurement uncertainty.
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Figure 4.10: Measured angle of attack in [2] (blue line), compared to reported angle of attack used for CFD Data (orange line)

To conclude, given the validated static lift curve and pressure distribution around the airfoil. The confi-
dence in the URANS calculations are sufficient in the attached-flow region.






Tuning

The calibration of dynamic stall models has been a recurring challenge in aeroelastic modelling. Ac-
cording to Melani et al., many variants of the Beddoes-Leishman (BL) model have historically been
tuned by sub-optimal procedures, often relying on numerical optimisation over a limited set of airfoils
while neglecting the physical assumptions underlying the model [19]. In contrast, this chapter proposes
a more systematic approach to tuning, combining both global numerical optimisation on a large set of
airfoil experimental simulations and physics-based procedures.

Two tuning strategies are analysed in the present work, using experimental data from the Glasgow
University dynamic stall database [60]. The first is a global numerical tuning, which aims to optimise
the dynamic stall model to the entire dataset, simultaneously to obtain parameter sets that minimise
error across a wide range of operating conditions. The second follows a physics-informed approach,
based on the original procedure described by Beddoes and Leishman [36] and highlighted in [19], in
which different parameter groups are tuned sequentially according to the flow regime they represent.
This procedure from Leishman and Beddoes [36] is adapted to the Risg dynamic stall model [7], which
is derived from the BL model but employs a more compact formulation.

Madsen [7] provided tuned parameters for a flat plate and a Risg A1-24 airfoil, yet without offering a
general calibration methodology. Moreover, values for the time constants T,, and Ty were not reported.
In current aeroelastic solvers and the default values in this thesis, flat-plate values from Risg are of-
ten combined with the original BL time constants [36], a practice which underscores the need for a
consistent and physically grounded tuning framework. Establishing such a framework can significantly
improve the predictive capability of the model.

In addition to the experimental database, the proposed tuning strategies will later be applied to data ob-
tained from CFD simulations, as introduced in chapter 4. Although the CFD dataset will be smaller due
to computational constraints, the same methodology can be extended to larger numerical databases
in future work.

5.1. Sensitivity of dynamic stall parameters

Before defining tuning strategies, it is essential to understand how each dynamic stall parameter in-
fluences the aerodynamic response and the resulting VAWT-level performance. Using the actuator
cylinder model, as defined in section 2.3. This section quantifies how variations in 4;, b;, T,, and T
influence the power coefficient of a VAWT.

5.1.1. 4;, b;

The parameters A, A,, by, and b, define the indicial lift response derived from Wagner and Kuss-
ner theory (see subsection 3.3.1). Here, +30% perturbations are applied to assess their influence on
attached-flow lift dynamics and the resulting Cp variation predicted by the actuator-cylinder rotor model.
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5. Tuning

The impact on the power curve is shown in Figure 5.1, and key performance indicators are presented

in Table 5.1.
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Figure 5.1: Sensitivity of pressure coefficient curve to variations in dynamic stall parameters A, A4,, b,, and b,

Table 5.1: Sensitivity of A, A,, by, and b, to a +30% change in the parameter

Parameter AC, 30 [%] ACH3%%
Ay 6.1 1.3
A, -0.2 0.3
b, -5.2 24
b, -0.5 0.1

The impact of the attached flow parameters can be seen in Figure 5.1 and Table 5.1. A change of
30% can influence the maximum power coefficient by more than 6%. Contrary to the maximum power
coefficient, the optimal tip speed ratio remains constant.

The results of the sensitivity study clearly show an increase in power with a decrease in 4; and A,.
These A; and A, regulate the magnitude of the transient response compared to the static (instanta-
neous) response (see Equation 5.1, Equation 5.2). A lower value thus indicates that the airfoil response
to a change in angle of attack will be closer to the instantaneous static value of the lift curve at that
angle of attack. The higher power production at lower 4; and A, indicates that the VAWT analysed has
a higher power output for airfoils that have a smaller transient response to a change in angle of attack.
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For b; and b,, the power output of the VAWT increases with an increase in b; and b,. The reasoning
is similar to the reasoning for A; and A,. A larger b; and b, cause the airfoil to reach the so-called
“steady-state” response more quickly. A higher b; and b, thus has a similar effect to a lower 4; and
A,, so that the transient response is less pronounced. Thus, the VAWT will generate a higher power.

CP =2mag =2m(1— Ay — Ay + X1 + x3) (5.1)

x; < Aje 1S (5.2)

x, &« Aye~b2s

51.2.T,, T,

pr ' f
A similar approach can be taken to analyse the effect of varying T,, and Tr. The power output of a VAWT
is computed with varying T,, and T. The variation is again taken as +30%. The results of the analysis
can be seen in Figure 5.2 and Table 5.2.
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Figure 5.2: Sensitivity of the pressure coefficient distribution to variations in the time constants T, and Ty.

Table 5.2: Sensitivity of T,, and Ty to a +30% change in the parameter, increase in max power coefficient in percentage

Parameter C;3%% [05] €330% [o4]

p,max p,max
T, -0.13 0.13
T -0.15 0.13

As shown in Figure 5.2 and Table 5.2, the effect of a varying T,, and Ty is less pronounced than the
effect of the attached flow parameters. There is only a small effect at lower tip speed ratios. These
time parameters have a lower impact on the optimal tip speed ratio because the flow will be attached
for a larger part of the cycle at these higher tip speed ratios. Since the T,, and T; mainly model the
delay of pressure build-up and stall, these effects are less pronounced. Contrarily, at lower tip-speed
ratios, the angle of attack excursion will be larger. Therefore, more separation and stall-like behaviour
will occur, which increases the effect of the time lag parameters T,, and Tf.

5.2. Physics-informed tuning using experimental data

Following the framework of Beddoes-Leishman and the refinements by Melani [19], the Glasgow Uni-
versity dataset (section 4.3) is used to sequentially tune the parameters of the Risg model in a physically
meaningful way. These parameters are tuned under attached flow (44, 4;, by, b;), light stall (T, ), and
early separation (Tr) conditions.
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5.2.1. Attached flow: 4,, b;

The first set of parameters to be calibrated is A;, 45, by, and b,. As described in section 3.3, these
govern the unsteady aerodynamic response of the airfoil to harmonic motion. They are rooted in
Theodorsen’s theory [51], which applies to thin, incompressible airfoils under small-amplitude oscil-
lations and low reduced frequencies, i.e. conditions corresponding to attached flow.

The parameters A4, A,, by, and b, represent the indicial response to an arbitrary motion, by integrating
the response to a step change of angle of attack or velocity using Duhamel’s integral, as discussed in
subsection 3.3.1. These indicial functions are Wagner functions for step changes in angle of attack,
and Kussner functions for velocity steps [57].

Wagner functions assume that the resulting lift force is precisely half of the steady-state step value and
that the response increases monotonically to the steady-state limit. This would lead to the bounds:
A; + A, = 0.5. Kussner functions, on the other hand, assume that the lift response rises from an ini-
tial value of zero. This would lead to the constraint that A; + 4, = 1, which clashes with the Wagner
function constraint. The original Bedoes-Leishman model [10] suggests using Kussner functions and
constrains the values of 4; and A, accordingly. However, the original description of the Risg model ac-
knowledges the different applications of these functions. The default values proposed by Risg for a flat
plate dynamic response correspond to the Wagner function constraint (see Table 3.2). However, tuned
values for the Risg A1-24 airfoil presented show no strong constraint on these values that correspond
to either Wagner or Kussner functions, but lie somewhere in between: 0.5 < 4; + 4, < 1. Unfortu-
nately, no formal description of the tuning process is outlined. However, it is reasonable to assume
the combined response to a gust and an angle of attack will be somewhere in between the theoret-
ical responses of both. b; and b, are parameters related to the timescales, and should be larger than 0.

To identify suitable cases for tuning, experimental data from the Glasgow University database are se-
lected for configurations that most closely match these assumptions. Specifically, cases with reduced
frequency k < 0.2 and maximum angle of attack @ < 5 are selected. The parameters are then obtained
through a least-squares optimisation, minimising the mean squared error between the experimental
and modelled normal force coefficients. An example of the resulting calibration is shown in Figure 5.3,
where the lift response using potential flow theory is plotted against experimental results.
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Figure 5.3: lllustration of 4;, b; tuning based on attached-flow cases. Example of one case.

Figure 5.3 shows a representative tuning case, where the lift response to a small sinusoidal oscillation
in angle of attack is compared between the experimental data and the attached flow module of the Risg
model. The close agreement in amplitude and phase demonstrates that the selected cases are suitable
for identifying A;, b;, and that the tuning procedure effectively captures the unsteady lift dynamics under
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attached-flow conditions.

Table 5.3: Attached flow parameters tuned with experimental data and physics-informed method

Parameter Value
Aq 0.3720
A, 0.6140
b, 0.2876
b, 0.5268

5.2.2. Pressure-lag constant T,

The next variable, T,, is a time constant associated with the lag in pressure response. This lag occurs
between the forcing of the airfoil motion (e.g. angle of attack oscillations) and the corresponding nor-
mal coefficient predicted by potential flow. In both the Risg and original Beddoes-Leishman models, T,
regulates the delay of the leading-edge pressure peak in a mathematical sense. Physically, it models
how long the attached flow conditions persist after the static stall limit has been exceeded. Therefore,
the most suitable tuning cases are those where the flow is expected to remain attached, but the static
separation point is slightly surpassed.

To tune T,, the normal force coefficient Cy is compared to the pressure coefficient C, measured at
x/c = 0.01. By applying the correction for the dynamic lag using Equation 5.3 and Equation 5.4 with an
appropriate value of T;,, the unsteadiness can be removed, and the C,-Cy curve should collapse onto
a single line. This procedure is illustrated in Figure 5.4.

The collapsing is performed by resampling the C,-Cy curve so that all regions of the curve are equally
represented. Subsequently, the C,, values are binned at each Cy, and the interquartile range as well
as the maximum spread of the values are minimised. In this way, T,, is determined as the value that
produces the tightest collapse of the curves.
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Figure 5.4: Collapse of C,-Cy curves through tuning of the time constant T,, performed by resampling and minimising the
interquartile range of binned data.
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From this procedure, an optimised value of T, = 1.06 was obtained using Glasgow University data.
This result differs somewhat from values reported in the literature, such as those by Mert [53], Melani
[19], and Beddoes and Leishman [36], who reported values typically in the range of 1.7 to 2.5 for low
subsonic flows. Nonetheless, the order of magnitude is consistent, indicating that the present tuning
lies within the expected physical range. [10] also presents a range of T,, values based on Mach number.
Inspecting these values, it can be seen that the T,,-value decreases with Mach number, with the lowest
value presented being T, = 1.7 at M = 0.3. This could be a potential justification of the lower value, as
the experimental Mach number is equal to M =~ 0.15.

5.2.3. Boundary-layer lag constant T

Ty is a boundary-layer lag constant, weakly dependent on Mach number [36], and the effect of airfoil
shape is still uncertain [19]. It is a parameter that regulates the movement of the unsteady separation
point along the airfoil chord. It is thus best tuned with dynamic cases that experience light separation
and/or stalling behaviour. It is best tuned on a case-by-case basis using unsteady boundary layer data
or tuning it to unsteady airfoil data [19, 36].

Since there is no detailed boundary layer data available in the Glasgow University dataset, Ty is tuned by
fitting the lift response of the Ris@ model with previously found attached flow parameters and pressure-
lag time constant T,, to the unsteady airfoil lift data available. A mean-squared error (MSE) optimisation
is performed on a selected number of VAWT motion experimental runs performed by Glasgow Univer-
sity. This combines experimental data with different flow cases related to VAWT operation.

The tuning using this method yields a value of Tr = 9.61

5.3. Global numerical optimisation

Several historical studies have been performed that also tuned the Bedoes-Leishman model (or deriva-
tives of it) using a purely numerical optimisation method [53, 65]. This simplifies the tuning process and
ensures the error between tuning data and the Risg model is guaranteed to be the smallest, assuming
the global minimum error is found. A disadvantage of this method is that any link to the physics of
the model is removed, a purely numerical minimum is found, without taking into account any physical
meaning of the parameters.

Two different approaches are taken. The first one is an MSE optimisation, which minimises the error
between the Risg model lift response and the experimentally found lift response to a change in angle
of attack. The second approach takes a more results-centred approach. For each time series, some
key criteria are defined, and the error between these criteria is minimised.

5.3.1. Mean-squared error tuning

A baseline tuning is performed using a mean-squared-error (MSE) objective applied to time-series C; (t)
across selected sinusoidal and VAWT-relevant trajectories from the Glasgow dataset. The optimised
Risg parameters can be seen in Table 5.5.

Since the parameter set has 6 variables, and the solution domain is not guaranteed to be smooth and
linear, two different optimisation stages are used. First, a coarse least-squares optimisation is per-
formed, with different starting guesses for the Risg parameters. The best solution from this coarse
search is then used to further narrow down the solution near the coarse optimum. The optimisation is
bounded according to previously established bounds. These can also be seen in Table 5.4.
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Parameter Lower bound Upper bound
Ay 0
0

A+ A4, 0.5

1 = A

[oNeNeNe)
1

Table 5.4: Bounds of Risg model tuning parameters

Table 5.5: Optimal Risg parameters using global MSE optimisation process

Parameter Value

A 0.0872
A, 0.4121
b, 0.0116
b, 0.9999
T, 3.9146

5.3.2. Custom objective functions

A second objective function is designed to optimise the error in a more results-oriented manner. In-
stead of looking at the full timeseries, some key parameters are identified that describe the accuracy
of a set of Risg parameters. These parameters can be seen in Table 5.6.

Table 5.6: Custom objective tuning parameters

Parameter Weight

Phase-free MSE 1

ACL,max 5

A0'/CL,max 1
Phase lag A¢ 0.5

The phase-free MSE forms the baseline component of the objective function. It measures the overall
amplitude error between the modelled and reference lift response while intentionally removing phase
effects. This ensures that the optimiser does not incorrectly penalise solutions that reproduce the cor-
rect load magnitude but differ slightly in temporal alignment, which could generate large errors in the
pure MSE tuning presented previously. The lag is estimated using a fast Fourier transform (FFT)-based
circular cross correlation. The Risg timeseries is then shifted to reduce the lag as much as possible.
Although the phase is excluded from the MSE component, it nevertheless plays a key role in VAWT
performance and load predictions. Assigning it a moderate weight ensures that the optimiser accounts
for dynamic consistency without allowing phase error to dominate the solution.

The difference in maximum lift coefficient, AC; nax, is assigned the largest weight because the magni-
tude of the lift overshoot is one of the dominant features of dynamic stall. Errors in predicting this peak
directly affect blade load estimates, making this metric critical for ensuring that the model accurately
captures the severity of the dynamic stall event. The shiftin the angle of attack at maximum lift, Aa¢, ..,
is included to evaluate whether the timing of stall onset is captured correctly. Even if the magnitude of
C1max is Well reproduced, an inaccurate stall angle can alter the predicted sequence of aerodynamic
events, affecting both stability analyses and fatigue-relevant loading cycles.
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Together, these metrics form a balanced objective function that evaluates both the magnitude and tim-
ing of the key aerodynamic phenomena relevant to dynamic stall modelling. A least-square optimisation
is utilised to obtain the optimal solution. The result in tuned parameters can be seen in this targeted
approach provides an alternative optimisation. However, it is also important to acknowledge that this
method does not necessarily provide a better solution compared to the pure MSE tuning.

Table 5.7: Optimised parameters using custom objective tuning

Parameter Value

A 0.345
4, 0.287
by 0.784
b, 0.700
T, 7.94
T 9.73

5.4. CFD-based tuning

A similar approach to the one presented in section 5.2 is taken using CFD-tuned data. The data is
obtained using methods described in chapter 4. This chapter showed the potential of CFD to estimate
the lift response to a varying angle of attack in the attached region.

5.4.1. Attached-flow parameters from CFD

The same approach is taken as the physics-based approach in subsection 5.2.1. CFD cases in the
attached flow region are averaged over their last 5 cycles. The attached flow module of the Risg is
then tuned using an MSE least-squares optimisation. The same bounds are employed as explained
previously. Example fits can be seen in Figure 5.5.
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Figure 5.5: lllustration of 4;, b; tuning based on attached-flow cases with CFD. Example of one case

Figure 5.5 shows very good agreement with the CFD data for the attached flow cases it has been de-
signed for. However, for analyses at higher angles of attack, both the CFD and the attached flow model
reach their limitations, and therefore, the fit and accuracy are less accurate. The final tuned values can
be seen in Table 5.8.
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Table 5.8: Attached flow parameters tuned with CFD data and physics-informed method

Parameter Value

Ay
A,
by
b,

0.3488
0.6501
0.3406
0.4980

5.4.2. Lag constants from CFD

T,-values are estimated from CFD time-series using the same collapse method as in the experimental
tuning (subsection 5.2.2). Nonetheless, when applied to the numerical dataset, the method failed to
produce results that could be considered consistent or physically meaningful. This has been attributed
to the following causes: first, since the T,, is mainly dependent on the Mach number, this information
is lost in the incompressible URANS simulation. This is also indicated in one of the CFD cases, which
shows no lag between the pressure coefficient C,, and the normal coefficient C,. This can be seen in
Figure 5.6. However, this is not conclusive. Other CFD cases showed a negative lag, meaning that
the pressure coefficient preceded the normal coefficient change, see Figure 5.7. In experimental data,
the pressure coefficient response trails the normal coefficient. This is also the basis of the T,, param-
eter. It models how much the pressure coefficient C,, lags the normal coefficient Cy. It can therefore
be concluded that the T,,-tuning cannot be performed reliably using incompressible URANS simulations.
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Figure 5.6: Comparison of timeseries of experimental data time lag between pressure coefficient and normal coefficient (top)
with CFD lift and pressure coefficient timeseries (bottom)
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Figure 5.6 and Figure 5.7 show the inability of CFD to tune the T,, coefficient. In the experimental data
(top half of the graph), the peak in the pressure coefficient lags behind the peak of the normal coeffi-
cient. In the CFD-data, this lag is either not apparent (Figure 5.6) or negative (Figure 5.7).

The T; parameter can also not be tuned reliably with incompressible URANS data. It is tuned using
flow cases with high levels of separation and reattachment. chapter 4 has shown that the CFD setup
presented cannot catch these flow phenomena accurately. The T¢-tuning will therefore not be carried
out in this study.

5.5. Tuning results and model performance

Based on the different tuning methods presented, 4 new parameter sets have been determined. They
are presented in Table 5.9, which also includes the default values presented in [7]. The impact of
varying these changing values will be analysed on the airfoil-level and the VAWT-level.

Table 5.9: Risg tuning parameters

Data source Tuning Method A, A, b, by T, T
- Default values 0.165 0.335 0.0455 0.300 1.7 3
Glasgow University Physics-informed 0.372 0.614 0.288 0.527 1.06 9.6
Glasgow University MSE-based 0.087 0412 0.01M6 0.999 392 9
Glasgow University Custom objective function 0.345 0.287 0.784 0.700 7.94 9.7
CFD Physics-informed 0.349 0650 0.341 0498 1.06 9.6

While the individual parameter values differ strongly, this does not necessarily translate into a signifi-
cant variation in the resulting airfoil response. Multiple combinations of attached-flow parameters are
capable of producing airfoil-level dynamics that remain largely equivalent

5.5.1. Airfoil-level performance
Using the Glasgow University dataset, the response of different tuning parameters can be compared to
the experimental response to a change in angle of attack representative of VAWT cases. This allows
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the comparison of the different models on the airfoil level. Both the lift timeseries and the C, () curve
are analysed. These graphs allow a qualitative interpretation of the results. Additionally, some error
parameters are shown in Table 5.10 to have a quantitative error assessment. These errors are com-
puted as averages for the whole Glasgow University VAWT dataset, which consists of 56 different run
cases. They all have VAWT-like angle of attack motion, with amplitudes ranging from 5.4° to 32.8°. A
sample of the response of the different tuning parameters (shown in Table 5.9) is shown in Figure 5.8.

This allows a visual comparison between the different tuning methods.
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Figure 5.8: Timeseries and C; («) responses for VAWT-like motion with amplitudes 22.6 and 32.8

Figure 5.8 shows that the different tuning parameters all have different strengths and weaknesses.
One general conclusion is that none of the models can accurately model the reattachment phase of
the flow. The default parameter set visually lies very close to the physics-informed tuning sets, found
by both CFD and experimental data. The major difference between these three sets is their phase.
The three aforementioned tuning sets all have a phase lag compared to the experimental data. The
global MSE error does not show this phase error as pronounced. This, however, comes with a slight
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lift overshoot compared to the other models.

Table 5.10: Different error metrics

Data source Tuning Method Mean Absolute Error
Risg Default values 0.093
Glasgow University  Physics-informed 0.067
Glasgow University MSE-based 0.066
Glasgow University Custom objective function 0.098
CFD Physics-informed 0.087

From Figure 5.8 and Table 5.10, it can be concluded that neither of the tuned Risg models shows a
clear advantage in error for VAWT motion lift coefficient prediction. No conclusive answer can thus
be given on which model performs the best and should be used in aero-elastic codes. Potentially, a
combination of all models could provide a middle ground. The experimental MSE tuning could pro-
vide a good baseline for power production, as this reduces the error as much as possible over the
whole cycle, which is important for VAWT power production. For the loading and strength analysis, the
physics-informed tuning parameters provide a good agreement with the maximum lift coefficient, and
could thus be used to perform ultimate strength and fatigue load analysis. For these analyses, the key
criterion is the magnitude of the loads, and the lag is only of secondary importance.

5.5.2. Impact on VAWT performance

The airfoil-level performance did not provide a conclusive result on the performance of different tuning
sets. Some small differences were apparent in the response to a VAWT airfoil motion. The effect of
these differences is analysed on the turbine level using the actuator cylinder developed by [4] and de-
scribed in section 2.3.

Cp(4) curves, optimal TSR 4,,;, and AEP are computed using the actuator-cylinder model, demon-
strating the practical implications of the tuning for a VAWT rotor. The results of this analysis are shown
in Figure 5.9 and Table 5.11. Figure 5.9 shows the power coefficient of the turbine, varying with tip
speed ratio for the different sets. Table 5.11 shows some of the key metrics obtained from these power
curves, as well as the difference in predicted Annual Energy Production (AEP) between the different
tuning sets. The AEP is calculated based on a 10 m/s average wind speed assuming a Rayleigh wind
distribution. This is the average wind speed defined in the IEC 61400 standard for wind turbine class .
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Figure 5.9: Predicted power coefficient curve for a three-bladed VAWT using an actuator cylinder model tuned using different
tuning methods

Table 5.11: Comparison of dynamic stall models and parameter sets.

Data source Tuning Method Cpmax Aopt AAEP vs Default [%]
- No DSM 042 297 2.29
Risg Default values 0.39 2.91 n.a.
Glasgow University  Physics-informed  0.411  2.91 2.06
Glasgow University = MSE-based 0.36 2.78 -2.58
Glasgow Universisty Custom Objective 0.44 2.84 5.27
CFD Physics-informed 042 2.91 2.82

These analyses show that, even though the airfoil-level results show limited differences, the effect on
the power output of the rotor can be significant. The physics-informed models show a noticeably higher
power output compared to other models. Currently, there is no guarantee that a given tuning method-
ology will provide more accurate results than another. Therefore, future research should corroborate
these results with experimental data from experimental VAWTs.

5.6. Tuning limitations

Despite the extensive tuning efforts, several remarks can be made. These apply to the certainty of the
parameters and the generalisability of the tuned parameters. These limitations originate from modelling
(both the Risg and CFD models) and dataset limitations. They include: model assumptions in the Risg
formulation, limited dataset size (Reynolds number and number of airfoils), URANS limitations and the
absence of drag and moment tuning.

First, the Ris@ model is a simplification of the Beddoes-Leishman model [36]. Simplifications have been
made regarding incompressibility and vortex shedding. For the SeaTwirl VAWT concept, the incom-
pressibility assumption can be seen as valid. Ignoring the Leading-Edge Vortex might not be valid. At
lower Reynolds numbers, it was proven that the LEV is highly likely to occur (chapter 2). However, it
is not guaranteed that the LEV will occur at higher Reynolds numbers. An attempt to investigate this
assumption can be seen in Appendix A, which shows some flow field visualisations at Re=1.5e6 for
a VAWT motion with TSR=3.2. There is a leading-edge vortex occurring in this flow case. However,
this effect is expected to happen in the region where the accuracy of the CFD simulation is low. This
conclusion might have to be analysed in more detail, and if it is found that the leading-edge vortex is
consistently occurring, the Risg model could be extended with a leading-edge vortex module, as in the
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Beddoes-Leishman model.

The second limitation is the dataset size used; the Glasgow University dataset contains a wide range
of airfoils and Reynolds numbers analysed. However, the CFD was only carried out for one Reynolds
number and one airfoil, with a limited number of pitching motions. The tuning was carried out to take
this into account, with specific cases selected to tune certain parameters. But this limited set of simula-
tions can lead to overfitting of the model to these simulations. Future work should thus include a larger
number of airfoil shapes and pitching motions.

Moreover, the incompressible URANS also introduced some uncertainties. Firstly, the incompress-
ible flow assumption limits the calculation of the time-lag parameters, as shown in subsection 5.4.2.
URANS also smoothens out vortex structures, losing information useful for tuning these time-lag pa-
rameters. Incompressible URANS simulations could already provide a more accurate estimation of
these parameters, but hybrid LES/RANS or LES models could provide more accurate data for the pa-
rameter tuning, albeit at a higher cost. The Ty parameter could also be tuned more accurately using
dynamic separation point locations, instead of being fitted to match lift data.

Lastly, drag is not included in the tuning. There were two reasons for that. First of all, the Glasgow Uni-
versity dataset did not measure any forces using a balance, but instead used pressure measurements
to calculate the forces. Therefore, only the pressure component of the forces is included. Any viscous
force contributions cannot be analysed. For the normal force, which is the main contributor to the lift
force, this is a reasonable assumption. The tangential force, on the other hand, has a larger viscous
component. For higher Reynolds numbers, these viscous effects are less pronounced, but they were
still chosen not to be included in the tuning.



Conclusions

6.1. Summary

Dynamic stall is a dominant aerodynamic mechanism in vertical-axis wind turbines. It arises directly
from the cyclic and unsteady inflow experienced by the blades. The periodic variation of the angle of
attack ensures that VAWTs operate in highly unsteady conditions. This large variation creates a strong
hysteresis behaviour in the experienced lift on the blades. This hysteresis originates from stall delay
and pressure build-up. Consequently, accurate modelling of dynamic stall is essential for predicting
both power production and structural loading in stall-regulated VAWTSs.

Semi-empirical dynamic stall models, such as the Risg adaptation to the Beddoes-Leishman, provide
a computationally efficient method for incorporating unsteady aerodynamics into turbine-level aero-
elastic simulations. However, this work has shown that their performance is highly sensitive to semi-
empirical parameter tuning. Additionally, several key assumptions embedded in the Risg model, such
as the dominance of trailing-edge separation and the simplified treatment of vortex lift, do not always
align with the physical reality observed in experiments for VAWT-type kinematics. For instance, the
inability of any tuned parameter set to reproduce the lift time-history from the Glasgow University ex-
periments indicates that the model structure lacks sufficient flexibility to simultaneously capture stall
delay, peak-lift overshoot, and reattachment timing. The deviations are especially noticeable in the
separated flow regions of the model.

The CFD simulations performed, aimed to clarify the applicability and limitations of URANS for tuning
of these semi-empirical stall models. As also shown in previous research, it can be concluded that
URANS performs well in attached-flow states, both in static and dynamic cases. It can reliably model
circulatory lift due to dynamic motion. The URANS calculations show the ability to capture vortex shed-
ding, albeit with low confidence. This uncertainty mainly originates from the fact that URANS models
struggle to reliably model separation and reattachment, which are key drivers of vortex build-up and
shedding.

Using URANS data to tune the Risg model reveals that some, but not all, model features can be reli-
ably calibrated using CFD. Parameters associated with attached-flow unsteadiness (e.g., 41,45, by, by)
show good consistency across CFD and experimental datasets, since URANS can predict those rather
well. In contrast, parameters controlling separated-flow behaviour (e.g., T, Tr and the vortex-related
terms) cannot reliably be captured. This is not critical to the Risg model tuning, though, as it has been
shown in literature that these parameters are only slightly, if at all, affected by the airfoil shape. The
airfoil shape mainly has an influence on the attached-flow parameters. Therefore, URANS models can
be used in the early design phase of new experimental airfoils to determine these attached-flow pa-
rameters.

Taken together, these findings suggest a hybrid tuning strategy as an effective approach for tuning
dynamic stall models for VAWTSs. In this hybrid approach, CFD is used to determine airfoil-dependent
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parameters. These are mainly those related to attached-flow dynamics (44, 4,, by, b, ), while experimen-
tal data determine the parameters used in the vortex shedding modules that URANS cannot reliably
reproduce. These parameters, however, are more generalisable and less airfoil-dependent. This ap-
proach balances cost, flexibility, and physical accuracy. It also enables the rapid exploration of new
VAWT airfoil geometries, which is essential for concepts such as SeaTwirl’s floating turbine, where full
wind-tunnel characterisation across relevant Reynolds-number ranges is limited.

Overall, this thesis concludes that incompressible URANS models cannot replace experiments for dy-
namic stall model tuning, but they can act as a strong early-design phase tool to aid the tuning of these
models. The semi-empirical models are also a crucial element in the design and verification of modern
VAWTSs, as dynamic stall is a key driver of loads and power production. It is therefore crucial to have
an accurate way of tuning these models, to ensure uncertainties (which remain very large) in VAWTs
can be reduced. This will aid the development and diversification of this alternative technology.

6.2. Limitations and recommendations

The results of this thesis highlight several limitations that require targeted follow-up work. Four main
areas are identified, related to: (1) the accuracy and reliability of URANS, (2) the ability of dynamic stall
models to model real-world dynamic stall, (3) the limited airfoil database, and (4) the uncertainty about
the impact on the loads and power production of a full-scale turbine.

The present work demonstrated that the URANS approach is able to reproduce major unsteady fea-
tures of the flow, but remains fundamentally limited in its ability to resolve separation and reattachment
dynamics with sufficient fidelity for parameter identification. Another limitation of the current state of the
art is the limited data available on dynamic stall. Only one database with one airfoil has been analysed,
removing the generalisability of the model.

The analysis also confirmed that the Risg adaptation to the Beddoes—Leishman model provides a
practical starting point for dynamic stall prediction but fails to reproduce several key features of VAWT-
relevant unsteady aerodynamics. In particular, the model’s assumptions regarding the LEV are not
always consistent with the flow regimes observed in high reduced-frequency VAWT operation. Addi-
tionally, an extensive comparison of modern dynamic stall models for VAWT performance prediction
is still absent in the literature. Early studies exist, but only tackle a limited number of dynamic stall
models. Similarly, a key limitation of the current study is the lack of VAWT-scale validation for power
coefficient predictions.

These limitations provide a clear starting point for future research, which can focus on tackling these lim-
itations. A follow-up study would therefore focus on carrying out parameter tuning using higher-fidelity
methods such as Large Eddy Simulations (LES) or hybrid RANS/LES (e.g., DDES). These approaches
can capture vortex formation, convection, and breakup with considerably higher accuracy, providing
a more defensible basis for estimating model parameters that are currently poorly constrained (e.g.,
separation-point dynamics and time constants). These higher-fidelity methods are considerably more
computationally expensive, but a smart, targeted approach to specific parameters could provide suffi-
cient accuracy with a reasonable computational cost.

Using the relatively cheap URANS simulations, a larger knowledge base can also be created. Such
a database should cover a wider range of reduced frequencies, Mach numbers, Reynolds numbers,
and pitch trajectories. This database should be constructed using wind tunnel tests of current airfoils,
which can be used to generate confidence in a simulation. Once the confidence is high enough, the
analysis can be extended to different Reynolds numbers and airfoils.

If dynamic stall models such as the Risg model continue to be used, their assumptions should be re-
visited in light of VAWT-specific applications. A first example could be by including an explicit LEV
module. The current formulation of the Risg model does not include LEV effects, which is insufficient
for the high-amplitude, short-timescale movement seen in VAWTs. A physically motivated LEV growth
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and convection model, as implemented in the original Beddoes-Leishman model, could improve the
accuracy or confidence in these models. Different dynamic stall models can also be compared to find
a suitable model for VAWT applications, as these applications experience very high angles of attack.

Furthermore, machine—learning—based parameter tuning may be effective when trained on a combined
dataset of Glasgow University measurements and a large database of CFD results. Such regressions
could reduce the manual tuning burden and provide shape-based parameter predictions for arbitrary
airfoils. Full machine-learning-based dynamic stall models could also provide an interesting pathway
for further research. However, the risks of overtraining and ’black-box’ behaviour could limit confidence
in these models. These models would only have a limited physical support.

Because no clear ranking among tuned parameter sets emerged in this research, experimental vali-
dation on a VAWT in a controlled environment is required. Without such validation, it is not possible
to determine which parameter sets generalise beyond the Glasgow dataset or how errors in dynamic
stall modelling influence system-level performance estimates. Similarly, the present work focused on
time-resolved aerodynamic forces and basic power prediction. The implications for structural loading,
a key driver in VAWTs, remain unknown. Future research should integrate the tuned dynamic stall
models into aeroelastic simulations to quantify their effect on both ultimate and fatigue loads. Given
that dynamic stall has an impact on the amplitude, frequency, and phasing of normal and tangential
force and moment fluctuations, even moderate improvements in modelling accuracy may translate into
noticeable differences in predicted lifetime loads.

Overall, future work should carry out high-fidelity CFD to identify currently uncertain dynamic stall mech-
anisms, development or identification of VAWT-specific dynamic stall formulations that handle the large
angle of attack excursions, extension to a broader set of airfoils and operating conditions, and validation
at turbine scale, using developed aeroelastic tools. These steps are necessary for reducing the un-
certainty that currently limits the predictive capability of semi-empirical dynamic stall models for VAWT
applications.
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Visualisations of leading-edge vortex

Figure A.1: Flow visualisations of the leading-edge vortex at an angle of attack of. Each row corresponds to a successive time
instance on the downstroke, after the maximum angle of attack has been reached, illustrating the evolution of vortex convection.
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