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a b s t r a c t 

It is often suggested in the literature that employees regard technical security measures 

(TSMs) as user-unfriendly, indicating a trade-off between security and usability. However, 

there is little empirical evidence of such a trade-off, nor about the strength of the asso- 

ciated negative correlation and the importance employees attach to both properties. This 

paper intends to fill these knowledge gaps by studying employees’ trade-offs concerning 

the usability and security of TSMs within a discrete choice experiment (DCE) framework. 

In our DCE, employees are asked to indicate the most preferred security packages that de- 

scribe combinations of TSMs. In addition, security and usability perceptions of the security 

packages are explicitly measured and modelled. The models estimated from these observed 

responses indicate how each TSM affects perceived security, perceived usability and prefer- 

ence. The paper further illustrates how the modelling results can be applied to design highly 

secure packages that are still preferred by employees. The paper also makes a methodolog- 

ical contribution to the literature by introducing discrete choice experiments to the field of 

information security. 

© 2018 Elsevier Ltd. All rights reserved. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

1. Introduction 

More than 40 million cybersecurity incidents are reported ev-
ery year, and the damage done by cybercrime to the private
sector is estimated to amount to hundreds of billions of euros
every year ( ISACA and RSA Conference, 2015; Gandal, 2015 ).
These numbers indicate that information security is of ut-
most importance for companies. Companies protect them-
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selves from data breaches and cyberattacks by implementing
a range of technical security measures (TSMs). If employees
use these measures as intended, more stringent security mea-
sures would by design result in higher levels of security, al-
though they may have a negative impact on productivity. How-
ever, if employees perceive those measures as less usable they
may find ways to circumvent them, which potentially makes
them less or even counter-effective ( Dinev et al., 2006; Kirlap-
pos et al., 2015; Post and Kagan, 2007 ). For example, if employ-
ees are forced to change their password every week, they may
write down their passwords on post-its attached to their desk.
Although it is usually the companies’ Chief Information Secu-
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ity Officer (CISO) who makes the decisions on technical secu- 
ity measures, it is the compliance behaviour of the employees 
hat largely determines the resulting level of the company’s 
yber- or information security. 

CISO’s thus have to make complicated decisions, involv- 
ng not only security, but also cost (limited budget), usability,
nd impact on productivity, and the success of their decisions 
artly depends on the preferences and behaviour of the em- 
loyees. It is often suggested (see literature review in the next 
ection) that the most secure measures are perceived by em- 
loyees as particularly user-unfriendly, suggesting that CISO’s 
ave to make a trade-off in this regard. But there is in fact little 
mpirical evidence about whether such a trade-off exists, nor 
bout the strength of this correlation. Furthermore, it is un- 
nown what importance employees attach to (perceived) se- 
urity and (perceived) usability of information security mea- 
ures. This makes it hard for CISOs to select those technical 
easures that provide a high level of security but still are con- 

idered sufficiently usable, enabling effective security deploy- 
ent. Therefore, it is important to study the employees’ be- 

aviour, in particular in relation to the supposed trade-off be- 
ween the security of such measures and their usability. This 
an be done within the framework of discrete choice theory 
DCT) and discrete choice experiments (DCE), which is partic- 
larly suitable to study trade-offs. To this best of our knowl- 
dge, this method of data collection (DCE) and analysis (DCT) 
as not been used before in the context of cyber- or informa- 

ion security. 
This paper intends to fill the above described knowledge 

ap by empirically studying employees’ trade-offs concerning 
he usability and security of information security measures 
ithin a DCE framework. In our DCE employees are asked 

o provide responses to hypothetical security packages de- 
cribing combinations of technical security measures. Our ap- 
roach is more sophisticated than the usual experimental set 
p used for choice analysis, in the sense that – in addition to 
bserving choices among those security packages – we also 
xplicitly measure and model perceptions concerning the se- 
urity packages in terms of security and usability. Data are col- 
ected using an on-line experiment which was completed by a 
ample of 230 employees. The insights the application of this 
ethodology reveals can be used by system administrators to 

hoose security measures that are perceived to be usable and 

ay increase compliance behaviour. 
The next section discusses related work; after that, we 

rovide a conceptual framework and derive research ques- 
ions. Subsequently, the construction of the experiment, the 
ata collection and the model estimation procedures are ex- 
lained. This is followed by a presentation and discussion of 
he results of the estimated models, including implications for 
ractice. Finally, the results are discussed in light of the liter- 
ture and avenues for further research are discussed. 

. Related work 

nformation security research started out with devising tech- 
ical solutions to protect information. Such solutions would 

ot always take usability into account. Instead, the main focus 
as on making the technology “work”, and on making users 
omply with the technology-imposed usage requirements. In 

 sense, there was an adversarial relation with the user, who 
ad to be “changed” in order to fit with the technological de- 
ign. In a seminal paper, Adams and Sasse (1999) pointed out 
hat “users are not the enemy”: designs would need to take the 
ser experience into account (user-centred design) in order to 
e effective. 

Still, the relation between security and usability remained 

nclear. Schultz (2007) already stated that “although numer- 
us authors have argued for the need to pay more attention 

o usability considerations in information security, relatively 
ew papers present empirical results on the relationship be- 
ween usability and information security.” It is often claimed 

hat security and usability are two conflicting goals: improving 
ne will negatively affect the other ( Andersson, 2013; Kainda 
t al., 2010; Nurse et al., 2011 ). The assumed relation is a neg-
tive correlation: if security goes up, usability goes down and 

f usability goes up security goes down. Consider a computer 
ithout password protection. It is clearly usable, but not se- 

ure. On the other hand, a computer on which you have to au-
henticate yourself every five minutes by providing your pass- 
ord could be very secure, but not user-friendly at all; users 
re likely to be unwilling to use such a computer ( Cranor and
arfinkel, 2004 ). 

Herley (2009) analysed the motivation of employees to 
omply with security measures in terms of costs and benefits,
 notion which is more broadly supported by the well-known 

echnology Acceptance Model ( Davis, 1986; Venkatesh and 

avis, 2000 ). He argues that employees’ perception of the ben- 
fits associated with (complying with) a cyber security mea- 
ure depends on the extent to which they perceive it to actu- 
lly contribute to security. He defines perceived costs in terms 
f the effort it takes employees to comply: the more effort it 
akes, the less a measure is perceived to be user friendly or 
usable’. Similarly, Beautement et al. (2009) describe a model 
n which employees make a cost-benefit analysis in relation 

o the (non-)encryption of USB sticks for data transfer, and as- 
ociated confidentiality and availability risks. But the idea of 
 general trade-off between security and usability is disputed.
or example, Caputo et al. (2016) use three case studies show- 
ng that a trade-off does not always exist. 

In any case, there is a consensus on the need to consider 
sability when designing security solutions. In this line of re- 
earch, many papers have argued for different approaches to 
aking usability into account in the design of security tech- 
ology. In such approaches, the focus is on the design, thus 
hat is required of design methods in order to lead to usable 
esigns. Gutmann and Grigg (2005) discussed different possi- 
le options for how the two can be combined in the design 

rocess. Dhillon et al. (2016) used value-based objectives as a 
eans to support decisions on balancing security and usabil- 

ty, whereas Mohamed et al. (2016) focused on mental models.
urnell (2016) concluded that usability has received more at- 
ention over the years, and that more choices between secu- 
ity mechanisms (with different levels of perceived usability 
or the individual user) are available to users. 

To the extent that usability has been evaluated empiri- 
ally, this mostly concerned the user-friendliness of a single 
ecurity technology, as a way to point out problems in cur- 
ent approaches, or a means of validation of a better design 
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Fig. 1 – Conceptual framework. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

(cf. Brostoff et al., 2010; Catuogno and Galdi, 2014; Sheng et
al., 2006 ). This does not reveal the trade-offs that users make
when having the opportunity to choose between different de-
signs with different usability and security levels. The latter is
particularly relevant in the context of concerns that employ-
ees may bypass company technology and use alternative (free
but commercial) services instead, possibly with their own se-
curity add-ons – a notion which has been called “shadow se-
curity” ( Kirlappos et al., 2015 ). 

3. Conceptual framework and research 

questions 

In order to understand how users make choices between dif-
ferent products/services with different usability and security
characteristics, we need to investigate their preferences in the
face of such different configurations. As discussed earlier, the
company’s CISO decides upon the security technology; hence,
employees typically cannot freely choose the security pack-
ages of their preference. However, in this study we aim to
study the process as if they could, so we are interested in the
choices they make if they could freely choose their security
packages and how they arrive at this choice; we assume that
more preferred systems will result in higher compliance be-
haviour. 

To study preferences, we leverage the paradigm of Discrete
Choice Theory (e.g., Ben-Akiva and Lerman, 1985 ) and Dis-
crete Choice Experiments ( Louviere et al., 2000; Hensher et al.,
2005 ). These are quantitative approaches that are usually em-
ployed in combination with the aim to empirically elicit the
weights of different attributes in the preferences of users.
More specifically, we conduct our research within the random
utility framework (e.g. Manski, 1977; McFadden, 2001 ). This
framework assumes that people choose that alternative from
a set of available options from which they derive the highest
utility; and that part of utility that can be related to observ-
able factors (such as the attributes of alternatives) while an-
other part is random, from the viewpoint of the analyst. The
approach requires the observation of choices among alterna-
tives that are described in several attributes. In this study, the
attributes are technical security measures (TSMs) that can be
taken by companies to protect information stored at comput-
ers. The alternatives describe combinations of attributes and
thus represent packages of TSMs. The construction of these
alternatives is discussed in the next section in full detail. 

These constructed alternatives also allow us to study the
trade-off between security and usability. At first sight, such a
study would require establishing security and usability levels
for different security designs. However, because it is compli-
cated to assess security objectively (cf. Sanders, 2014 ) and be-
cause employees make choices among alternatives based on
their perception of the alternatives (as opposed on their ob-
jective characteristics), we will explicitly measure these per-
ceptions. 

Fig. 1 summarizes the conceptual framework underlying
our study. As will be explained in the following section, se-
curity packages are constructed that consist of different com-
binations of TSMs. These packages are evaluated by employ-
ees in terms of perceived security and perceived usability.
The correlation between these observed evaluations indicates
whether this relationship is negative as has been suggested
in the literature. From the observed perception evaluations,
models are estimated that indicate to what extent each of the
TSMs affects perceived security and perceived usability of a
security package. Furthermore, choices are observed between
different security packages. From these observed choices, a
choice model is estimated that indicates whether security
or usability has a stronger effect on utility and as such on
choices. Moreover, it is examined whether the effect of TSMs
on choices (utility) is fully or partially mediated by security
and usability perceptions. The solid lines represent the full
mediation of the effect of the TSM’s on utility by the two per-
ception variables; the dashed line represents the direct effect
of the TSM’s on utility. 

To summarize, this paper aims to answer to the following
research questions: 

• Do perceived usability and perceived security correlate
negatively as suggested in the literature? 

• Are more restrictive measures perceived as more secure
and as less user-friendly? 
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Table 1 – Selected attributes (TSMs) and their levels. 

Attribute Level 1 Level 2 Level 3 

Password length No restrictions Minimal 8 characters Minimal 8 characters, 1 uppercase 
letter, 1 special character and 1 
numeric character 

Password expiry frequency Never Once a year Once a quarter 

Browser restrictions Every browser is allowed Obligatory browser 

File sharing inside company No restrictions Via corporate shared drive 

E-mail to someone outside 
the company 

No restrictions Warning message with e-mail Pop-up message with e-mail 
which contains confidential word 
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• Does perceived usability or perceived security weigh 

stronger in employees’ preferences for computer security? 
• Are all effects of technical security measures on choice me- 

diated by perceived usability and perceived security? 

Next to these empirical questions, this study also aims to 
ntroduce the choice modelling paradigm in the information 

ecurity community and evaluate possibilities for further re- 
earch along these lines. 

. Methodology 

n this section, the discrete choice experiment (DCE) is ex- 
lained. First, we focus on how the technical security mea- 
ures are selected. This is followed by a description of the way 
hese are combined to arrive at choice alternatives. Next, the 

easurement tasks are explained. And finally, the model esti- 
ation and data collection procedures are discussed. For rea- 

ons of space limitations, we are unable to cover all nuances 
nd subtleties that play a role in designing DCEs. Interested 

eaders are referred to Hensher et al. (2005) for a full descrip- 
ion. 

.1. Technical security measures (TSMs) 

he alternatives presented to participants in the Discrete 
hoice Experiment involve combinations of TSMs. We define 
 TSM as an electronic security method that protects infor- 
ation on an office computer. Hence, this definition excludes 
easures that cannot be applied on a computer as well as 
easures that employees may take at home to protect their 

omputer. 
To arrive at a list of TSMs to be included in the experiment,

 long list of different kinds of TSMs mentioned in the liter- 
ture was made (e.g., Nurse, et al., 2011; Hagen et al., 2008; 
ainda et al., 2010 ). The measures that did not fit the defini- 

ion were removed from the list and the measures that are 
airly similar to each other were grouped together. The re- 
ulting list was discussed with two experts of a major con- 
ultant in the field of information security, who have ample 
f experience with advising various clients in that regard. Fi- 
ally, the most commonly used TSMs were selected to ensure 

hat these are familiar to all respondents. The resulting seven 

ttributes were tested in a pilot research, after which two 
ore attributes were excluded because their content partially 
verlapped and respondents reported having troubles under- 
tanding their meaning. The resulting five attributes (TSMs) 
nd their levels, which represent the different values the at- 
ributes can take in our experiment, are listed in Table 1 . 

.2. Construction of alternatives 

o arrive at alternatives from which participants are asked 

o choose during the DCE, the attribute levels (TSM- 
pecifications) are combined according to an experimental 
esign. Because respondents, in addition to being asked to 
hoose among alternatives (security packages which consist 
f combinations of TSMs), are also asked to explicitly evaluate 
ach alternative in terms of its perceived usability and secu- 
ity, the total number of alternatives to be constructed had to 
e limited. This way we avoid constructing a measurement 
ask that is too demanding for respondents, which might trig- 
er work overload and respondent fatigue, which in turn could 

ead to unreliable responses. With this constraint in mind, we 
onstructed choice sets of three alternatives each, knowing 
hat a choice from a set of three alternatives provides more 
reference-information than a choice from a set with only 
wo alternatives. This approach reduces the number of choice 
asks having to be attended to by participants. 

Constructing a limited number of choice sets while still be- 
ng able to estimate reliable parameters, can be accomplished 

y basing the construction of the choices alternatives on an 

fficient experimental design (e.g. Rose and Bliemer, 2009 ).
fficient experimental designs maximize information about 
he preferences and trade-offs obtained from each observed 

hoice observation. This is achieved by, for example, avoid- 
ng a choice task which contains an alternative that domi- 
ates all other choice alternatives (i.e. outperforms it on every 
ttribute). More generally, efficient experimental designs in- 
olve balancing the utilities of the alternatives in each choice 
et. To create such a balance, insight is needed in the util- 
ties of alternatives, which requires prior parameter values,
hat is, the best estimates of the real parameter values by the 
nalyst. 

As this is the first stated preference experiment conducted 

n this topic, no prior parameter values were available from 

revious research. Therefore, a pilot research is conducted.
he choice sets for this pilot study, each consisting three al- 

ernatives, are constructed from a so-called near orthogonal 
esign resulting in 8 choice sets. This pilot experiment was 
lled out by 31 respondents recruited from the personal net- 
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Fig. 2 – Example of the perception rating task. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

work of one of the authors. A multinomial logit model is
estimated from these observed choices and the estimated pa-
rameters were selected as the priors for constructing the ef-
ficient design for the main experiment. This resulted in the
construction of 6 choice sets of three alternatives each, in the
final design. 

4.3. Measurement task 

With respect to each of the choice sets, we requested respon-
dents to perform two different tasks. First, they were asked
to evaluate each alternative (security package) in terms of us-
ability and security. To that effect, each single alternative is
shown on the participant’s computer screen, one by one. The
respondent then evaluated the security and usability of the
alternative by means of five-point rating scales, running from
(1) highly insecure to (5) highly secure and from (1) very user-
unfriendly to (5) very user-friendly, respectively. After provid-
ing the responses to package A, the second alternative, pack-
age B, of the same choice set appears on the computer screen.
After providing the ratings for this package, the third and final
package C of a choice set is shown. Fig. 2 presents a screen-
shot of the perception rating task. Note that package B is
placed in the middle. This location corresponds with the lo-
cation of that alternative in the choice task (see Fig. 3 ), which
is discussed next. 

After all the three alternatives are rated one by one in terms
of perceived security and perceived usability, the entire choice
set is presented on the screen, which thus consists of the
same three packages the respondents rated just before. Re-
spondents are then requested to indicate which of the three
packages they would prefer at work. An example of this choice
task is presented in Fig. 3 . Note that the perceived security and
perceived usability ratings which the respondents provided
to each of the three packages are not visible at the moment
they make the choice. The reason for this is that we wanted
to stimulate respondents to once again consider the techni-
cal measures so they would not only base their choices on the
ratings they just provided. However, respondents could con-
sult the ratings by scrolling back to the rating questions and
the ratings they provided. 

To further limit the effort expected from respondents, the
constructed 6 choice sets were blocked into two blocks of three
choice sets each. A respondent was randomly assigned to only
one of the two blocks. Thus, in total each respondent made
three choices, and provided 18 perceptions ratings: nine secu-
rity and nine usability perception ratings. 

As was explained at the beginning of Section 3 , the DCE
in this study was constructed because the employees’ choices
among security packages cannot be observed in real life. As
a consequence, so called stated behaviour is observed, hence,
what the respondents say they will do when the presented
hypothetical choice situation becomes a reality. Although re-
sponses observed in DCEs are often criticized for the possi-
bility that stated responses do not necessarily reflect what
people actually will do in real life, validation studies gener-
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Fig. 3 – Example of the choice task. 

a
b
s

4

R
c
n
t
t
i
p
i
p
p

U

w
s
b  

u

i
t
t
e
a
l
t
t
a

w
s  

P
E
c

n  

t
p
i
b  
lly show high levels of accuracy in predicting actual choice 
ehaviour by means of models estimated from responses ob- 
erved in DCEs (e.g. Wlömert and Eggers, 2016 ). 

.4. Model estimation 

andom utility theory assumes that decision makers, in our 
ase employees, choose that alternative from a set of alter- 
atives from which they derive the highest utility. It is fur- 

her assumed that they derive a certain utility from each at- 
ribute level, in our case, a TSM level. This utility-component 
s called a part-worth utility. Finally, it is assumed that these 
art-worth utilities are combined to arrive at an overall util- 

ty for an alternative. Although other utility specifications are 
ossible, it is typically assumed that this process can be ap- 
roximated by the following linear additive utility function: 

 j = V j + ε j = 

∑ 

i 

βi X i j + ε j 

here, U j is the utility derived from an alternative j, V j is the 
tructural or systematic part of utility, which can be predicted 

y the model, ɛ j is the random part utility, which is the part of
tility that cannot be predicted by the model (e.g. covering id- 
osyncrasies from the side of the decision maker), X ij denote 
he attribute levels of attribute i for alternative j ; and β i are 
he weights of the attributes i , hence, the parameters that are 
stimated. The product β i X ij involves the part-worth utility of 
n attribute level, i.e., the contribution made by that attribute 
evel to the utility of an alternative. By assuming that the error 
erm ɛ j is independently and identically distributed according 
o the so-called Extreme Value Type I distribution, choice prob- 
bilities take the following Multinomial Logit form: 

p j = 

e V j 
∑ 

k e 
V k 

here p is the probability of choosing alternative j among a 
et of alternatives k , and e is the base of the natural logarithm.
arameter estimates are obtained using Maximum Likelihood 

stimation routines. For a more detailed introduction into 
hoice modeling we refer to Ben-Akiva and Lerman (1985) . 

Because all attributes in this study are categorical, they 
eed to be coded first in order to be included in models. For
his we applied a so-called effects coding scheme, which is 
resented in Table 2 ( Bech and Gyrd-Hansen, 2005 ). This cod- 

ng scheme involves that the L levels of an attribute are coded 

y L −1 indicator variables. The first L −1 levels are coded 1 on
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Table 2 – Effects coded attribute levels. 

Attributes Levels Parameters 

PLMM PLM 

Password length (PL) Minimal 8 characters, 1 uppercase letter, 1 
special character and 1 numeric character 

1 0 

Minimal 8 characters 0 1 
No restrictions −1 −1 

PEFOQ PEFOY 

Password expiry frequency (PEF) Once a quarter 1 0 
Once a year 0 1 
Never −1 −1 

BR 
Browser restrictions (BR) Obligatory browser 1 

Every browser is allowed −1 
ERPM ERWM 

E-mail restriction (ER) Pop-up message with e-mail which 
contains confidential words 

1 0 

Warning message with e-mail 0 1 
No restrictions −1 −1 

FS 
File sharing (FS) Via corporate shared drive 1 

No restrictions −1 
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each respective indicator variable and 0 on all other indica-
tor variables, while the L th level is coded −1 on all indica-
tor variables. If all attributes are effects coded, then an esti-
mated constant can be interpreted as the mean score on the
dependent variables derived from all evaluated alternatives.
Estimated coefficients for the L −1 indicator variables then in-
dicate to what extent the corresponding levels affect the de-
pendent variable. By definition, the contributions to the de-
pendent variable of the levels that belong to the same attribute
summate to zero. In utility models, the parameters estimated
for the L −1 indictor variables express the marginal utility of
the corresponding level. The marginal utility of the L th level
is the negative sum of the marginal utilities of the other L −1
levels 

The structural utility V derived from alternative j can be
specified as follows: 

 j = βV 
PLMM 

· PLM M j + βV 
PLM 

· PL M j + βV 
PEFOQ · PEF O Q j 

+ βV 
PEFOY · PEF O Y j + βV 

BR · B R j + βV 
ERPM 

· ERP M j 

+ βV 
ERWM 

· ERW M j + βV 
FS · F S j + βV 

PS · P S j 

+ βV 
PSQ · PS 2 j + βV 

PU · P U j + βV 
PUQ · PU 

2 
j 

where β are the parameters to be estimated and the other
terms are as explained in Table 2 , except for the PS and PU,
which denote the observed perceived security and perceived
usability ratings resepectively (note: these were obtained per
individual based on the outcomes of the rating task described
above). Because we expect that the marginal increase in util-
ity diminishes with higher initial perception levels, we add
quadratic terms for PS and PU. Note that because we con-
ducted an unlabeled experiment, no constant is included in
the utility function as there is no reason to expect that respon-
dents would systematically prefer the first, second or third al-
ternative in a choice set. 

In addition to the choice model, we estimate separate mod-
els for the security and usability ratings that are observed for
every alternative. These ratings are assumed to be of interval
measurement level, hence, regression models are estimated
to examine to what extent each indicator variable affects the
perceived security and perceived usability, respectively. More
specifically, the following function is estimated to predict the
perceived security PS P of an alternative j: 

PS P j = C + βPS 
PLMM 

· PLM M j + βPS 
PLM 

· PL M j 

+ βPS 
PEFOQ · PEF O Q j + βPS 

PEFOY · PEF O Y j 

+ βPS 
BR · B R j + βPS 

ERPM 

· ERP M j 

+ βPS 
ERWM 

· ERW M j + βPS 
FS · F S j 

C is the regression constant and β are the parameters to be
estimated. A similar model is estimated to predict perceived
usability PU 

P (we leave out the corresponding function to avoid
repetition). Because effects coding is applied and thus all at-
tributes are expressed on the same scale ( −1 to 1), the esti-
mated parameters in the perceived security and perceived us-
ability equations can be directly compared in terms of weight,
i.e., the impact on the observed perception. Note that these
parameters cannot be directly compared to the parameters of
the choice models, because these are expressed on a different
scale. 

4.5. Data collection 

The population of interest consists of all employees whose job
involves working with computers on a regular basis. A sample
is recruited from this population by applying snowball sam-
pling, starting with the personal network of one of the au-
thors. Each respondent was asked to send the questionnaire
to three persons of their social network that belonged to the
population. In total, 230 respondents completely filled out the
questionnaire. 

Table 3 presents a distribution of respondent character-
istics. The table makes clear that more males than females
responded. Furthermore, respondents are relatively young
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Table 3 – Distribution or respondent characteristics (in 

percentages of N = 230). 

Gender Male 60 .0 
Female 40 .0 

Age < 25 years 20 .9 
25–29 years 37 .8 
30–39 years 19 .1 
40–49 years 10 .0 
50 + years 12 .2 

Company size (number of employees) < 10 6 .5 
10–49 10 .0 
50–249 10 .9 
250–500 6 .1 
500–999 5 .2 
1000–9999 31 .3 
10,000 + 30 .0 

Work experience < 1 year 41 .3 
1–4 years 34 .4 
5–9 years 11 .8 
10 + years 12 .6 

Share worktime on computer 0–25% 3 .0 
26–50% 7 .0 
51–75% 23 .0 
76–100% 67 .0 
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Table 4 – Distributions of observed usability and security 

ratings and correlation ( N = 2070). 

Rating Security Usability 

1 9 .1% 2 .1% 

2 32 .0% 13 .3% 

3 24 .8% 29 .3% 

4 28 .0% 44 .0% 

5 6 .0% 11 .2% 

mean 2 .90 3 .49 
median 3 .00 4 .00 
stand. dev. 1 .094 0 .932 

correlation −0 .143 
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average age is 32 years), which is also reflected in the rela- 
ively large share of respondent with relatively limited num- 
er of years of work experience. On the other hand, two thirds 
f the respondents spend most of their working time on a 
omputer, so in that respect they are experienced. Finally, the 
esults show that the far majority of the respondents works in 

ig of very big companies. 
Because of the non-random starting point of the snowball 

rocedure, the questionnaire cannot be considered a random 

ample. So care should be taken to generalize the results from 

his sample to the wider population of employees. 

. Results 

n this section, we present and discuss the results of the three 
stimated models. This section is organized by following the 
our earlier formulated research questions. 

.1. Security and usability correlation 

e start by focussing on the first research question: Do per- 
eived usability and perceived security correlate negatively,
s suggested in the Literature? This expectation can indeed 

e confirmed by the empirical results: the correlation is nega- 
ive, −0.143 ( p = 0.000), albeit suggesting a relatively weak as- 
ociation. This finding on the one hand confirms notions from 

he literature that on an average higher (perceived) security is 
aired with lower (perceived) usability. On the other hand, the 
elatively low correlation also indicates that this is not neces- 
arily always the case, as suggested in the literature as well.
ence, this suggests that it should in principle be possible to 
esign technical security measures that are both perceived to 
e secure and usable (note that our results provide some op- 
ions to do so, which we will discuss later). 
Table 4 presents the distributions for the observed security 
nd usability perception ratings. The results indicate that for 
oth security and usability the full range of the rating scale 

s used by respondents. Comparing the distributions reveals 
hat on average the presented security packages score higher 
n perceived usability than on perceived security and that the 
pread in usability ratings is somewhat smaller. 

.2. Security and usability perception of technical security 
easures 

o answer the second research question (Are more restrictive 
easures perceived as more secure and less user friendly?),
e inspect the results of the two regression models estimated 

rom the observed perceptions. These are presented in Table 5: 
n the first column the parameters of Perceived Security ( βPS ),
n the second column those of Perceived Usability ( βPU ). Re- 
all from Table 3 that we estimate L −1 parameters for the L 
ttribute levels of each attribute. Absolute t-values > 1.96 de- 
ote a statistically significant parameter at the conventional 
5% confidence level. In order to give a full picture and to ease
nterpretation of the levels of all varied security attributes, we 
dded the effect of the L th level to the table (in italics). The
atter effects are not estimated but derived: because effects 
oding is applied, the contributions to the ratings of all levels 
f an attribute sum to zero by design. These effects are thus 
xpressed in deviations from the average, which in both re- 
ression models is denoted by the estimated constant. Model 
t of the Perception models is based on the well-known R- 
quare measure which gives the percentage of variation in 

erception which is explained by the model. Model fit of the 
hoice models is measured based on McFadden’s rho-squared 

e.g. Ben-Akiva & Lerman, 1985 ), which gives the percentage 
f initial uncertainty – from the side of the analyst – con- 
erning choice probabilities which is eliminated by the es- 
imated model. Both range from 0 to 1, with higher values 
ndicating a better model-fit. The Rho-squared values of the 
resented model (see Table 5 ) are 0.25 and 0.44 respectively,
hich many researchers interpret as a reasonable model fit 

nd reasonably good model fit respectively ( Hensher et al.,
005 ). Furthermore, both estimated choice models are sta- 
istically significant in the sense that they fit the data bet- 
er than the null model: LL_Null-model = −758.04; LL_Model 
 (attributes only) = −565.66 (LRS = 384.76, df = 8, p = 0.000);
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Table 5 – Estimated parameters and associated t -values ( t > 1.96 implies significance at the 5% level). 

Perception Choice 

A B C D 

Security Usability Attributes only Attributes + perceptions 

βPS t βPU t βV t βV t 

Regression constant (C) 2 .90 156 .51 3 .49 185 .52 
Password length 
Min 8 ch., 1 uppercase, 1 

special ch., 1 numeric ch. 
(PLMM) 

0 .58 20 .06 −0 .05 −1 .75 0 .89 11 .28 −0 .11 −1 .14 

Minimal 8 characters (PLM) 0 .02 0 .73 0 .06 1 .91 −0 .02 0 .23 0 .57 5 .89 
No restrictions −0 .60 −0 .01 −0 .87 −0 .46 

Password expiry frequency 
Once a quarter (PEFOQ) 0 .42 15 .92 −0 .24 −8 .89 0 .31 4 .78 −0 .03 −0 .30 
Once a year (PEFOY) 0 .02 0 .83 0 .12 4 .43 0 .11 1 .46 0 .28 3 .46 
Never −0 .44 0 .12 −0 .42 −0 .25 

Browser restrictions 
Obligatory browser (BR) 0 .04 1 .83 −0 .27 −13 .28 −0 .35 7 .23 −0 .22 −3 .98 
Every browser is allowed −0 .04 0 .27 0 .35 0 .22 

E-mail restriction 
Pop-up message with 

e-mail which contains 
confidential word (ERPM) 

0 .21 7 .42 −0 .14 −4 .88 0 .02 0 .21 0 .03 0 .43 

Warning mess. with e-mail 
(ERWM) 

0 .14 5 .15 −0 .06 −2 .39 0 .09 1 .35 −0 .07 −0 .73 

No restrictions −0 .35 0 .20 −0 .11 0 .04 

File sharing 
Via corporate shared drive 

(FS) 
0 .27 13 .40 −0 .08 −3 .76 0 .19 3 .86 0 .05 0 .78 

No restrictions −0 .27 0 .08 −0 .19 −0 .05 

Perceived security (PS) 2 .51 5 .74 
Perceived security 2 (PSQ) −0 .24 −3 .62 
Perceived usability (PU) 2 .33 4 .37 
Perceived usability 2 (PUQ) −0 .19 −2 .57 

Model fit: R 2 = 0.41 R 2 = 0.16 Rho 2 = 0.25 Rho 2 = 0.44 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

LL_Model D (attributes + perceptions) = −425.37 (LRS = 665.34,
df = 12, p = 0.000). 

Based on our discussion of previous research, we expect
that increased restrictions are perceived as more secure but
as less usable (less user-friendly), hence, their effects are ex-
pected to have opposite signs. Indeed, the results suggest that
this is the case: 

• Having more restrictions on passwords is clearly perceived
to increase security (see col. A) and this effect is relatively
large. On the other hand, its effect on usability (see col. B)
is not statistically significant. 

• Obligatory change of password every 3 months is perceived
to improve security (see col. A), whereas it is perceived as
less usable (see Col. B). 

• Obligatory browser is perceived to improve security (col. A),
although its effects is rather small, and is perceived to be
less usable (col. B). 

• Also obligatory file sharing via a corporate drive is per-
ceived to improve security (col. A), but is perceived as less
usable (col. B). The impact on security is much larger than
on usability. 
• Finally, with respect to E-mail restrictions, both warning
messages are perceived to increase security (col. A) and to
decrease usability (col. B). 

Some further results of the regression models are notewor-
thy mentioning. Comparing the R 

2 ’s of the two models indi-
cates that the proportion explained variance of the Perceived
Security Model (col. A) is much higher than of the Perceived
Usability Model (col. B). Hence, security perception can be pre-
dicted with more precision than usability perception. Possi-
bly, interactions between attributes play a bigger role in the
usability model and/or employees are much more heteroge-
neous in their usability perceptions of security measures than
in their security perceptions. Furthermore, as reported earlier
and also denoted by the higher regression constant, the aver-
age perceived usability level of the presented technical secu-
rity packages is higher than their average perceived security
level. 

5.3. Impact of security and usability on choice 

We now focus on the third research question: does perceived
usability or perceived security weigh stronger in employees’
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Fig. 4 – Utility contribution for security and usability perception. 

p  

w
c  

w
(
t
a
i
t  

I
p
r
a
s
u
t
r
i
u
i

r
fi
s
p
s  

u
f
e
c
c

o
c
s
fl
t
0  

H
c
e
c
s

5

T
f
p
s
t
o  

H
f
m
T  

A  

n
p
m

i  

t
p
h
i
s
u  

i
r
l
c
t

f
r

references for computer security? To answer this question,
e inspect the parameters for perceived security and per- 

eived usability as estimated by the multinomial logit model,
hich are presented in col. D of Table 5 . As expected, both 

linear) parameters have a positive sign, which indicates that 
he more the security measures are perceived to be secure 
nd the more they are perceived to be usable, the more utility 
s derived from the package containing these measures, and 

hus the more likely that package is chosen (ceteris paribus).
n addition to the parameters for the linear effects, also the 
arameters for the quadratic components of the perception 

atings are statistically significant. These parameters are neg- 
tive, which suggests that for higher initial values of perceived 

ecurity and perceived usability, further marginal increase in 

tility is diminished. This is a plausible outcome: the higher 
he evaluation of a package of technical security measures al- 
eady is, the less additional utility is derived from a further 
ncrease. This effect is illustrated in Fig. 4 , which presents the 
tility contribution for predicted security and usability rat- 

ngs, as a function of the initial levels. 
Fig. 4 also demonstrates that the impact of perceived secu- 

ity and perceived perception on utility is about the same. The 
gure suggests that at lower values, the impact of perceived 

ecurity is little stronger, while at higher values the impact of 
erceived usability is a little stronger. This suggests that once 
ecurity is at a high level, thus the package is considered safe,
sability becomes more important. However, the differences 
ound in the sample are very small and the estimated param- 
ters do not differ in a statistically significant way. Thus, we 
onclude that perceived security and perceived usability affect 
hoice of security packages to a similar extent. 

Comparing Rho-square values of the MNL with and with- 
ut the perception ratings as explanatory variables (col. C with 

ol. D in Table 5 ) indicates to what extent the ratings them- 
elves affect choice, beyond the effects of the factors that in- 
uence these ratings (i.e., the TSMs). By adding the percep- 
ion ratings, the Rho-square value significantly increases from 

.25 to 0.40, indicating a substantial improvement of model fit.
ence, the observed perceptions play a substantial role in the 
hoice of the preferred security package. As expected, param- 
ters and t-ratios in col. D are mostly smaller than those in 

ol. C, indicating that part of their effect is mediated by the 
ecurity and usability perceptions. 
a
.4. Direct versus indirect effects of security measures 

his last result raised the fourth research question: Are all ef- 
ects of technical security measures on choice mediated by 
erceived usability and perceived security? If the effects of the 
ecurity attributes would all be mediated by the two percep- 
ions, their parameters would not be statistically significance 
nce the observed perceptions were included in the model.
ence, non-significant parameters suggest that the direct ef- 

ects of TSMs on choices are non-existent and all effects are 
ediated in an indirect process, i.e., through the effects of 

SMs on perceptions and the effects of perceptions on choice.
s the results presented in the col. D of Table 5 indicate, this is
ot the case: even when controlled for security and usability 
erception, the following parameters of the technical security 
easures on utility are found to be statistically significant: 

• The level minimal 8 characters password length, is preferred 

above more restricted levels, thus the less restricted pass- 
word requirement is preferred. 

• The level once a year of password change frequency is more 
preferred than once a month , thus the less frequent change 
is preferred. 

• Every browser allowed is more preferred than obligatory 
browser, thus the less restricted level is preferred. 

What may be considered remarkable, is that these signif- 
cant levels all concern less restrictive measures. Moreover,
hey all concern levels of which we found earlier that they 
ositively influence perceived usability ratings. On the other 
and, most of the levels of which we earlier found that they 

ncreased the perceived security ratings lose their statistical 
ignificance. In contrast, these levels all significantly increase 
tility in the attributes-only MNL model (see col. C of Table 5 ),

.e. the model which does not include the perceptions. These 
esults suggest that perceived security mediates security re- 
ated aspects of the technical security measures, whereas per- 
eived usability does not fully mediate usability aspects of 
hese TSMs. 

The question is then what the three significant direct ef- 
ects represent; in other words, could these for example rep- 
esent another (perception) dimension in addition to security 
nd usability? We can only speculate about this, because we 
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do not have additional measurements. A possibility is that the
three significant levels represent current security levels many
employees currently experience at work. Such a third dimen-
sion that might play a role in preferences of security packages
in addition to security and usability could be labelled as famil-
iarity with the security measures at work. Another possible di-
mension may be related to a TSM’s impact on the business at
large rather than (individual) usability. For example, employ-
ees may prefer measures that are known to secure highly im-
portant business resources, or they may prefer measures with
limited impact on overall productivity. 

5.5. An illustration 

In this section, an illustration of the results is provided to
demonstrate how the estimated models can be applied to pre-
dict employees’ perceptions and preferences concerning dif-
ferent security packages (i.e., combinations of TSMs). This ap-
plication shows how the model can be used by CISOs in the
design of security packages, for example, to design an opti-
mal security package. We first apply the model to predict the
choice probabilities for a scenario in which employees can
only choose between a usability optimal and a security opti-
mal package: (1) the “usability optimal” package maximizes
the user-friendliness and consists of those TSM levels that
all contribute highest to perceived usability, which all involve
less restrictive measures (see Table 5 ); (2) the “security opti-
mal” package maximizes security and consists of the most
restrictive levels of each TSM that all contributed highest to
perceived security. Table 6 presents the levels of the packages
and their contributions to perceived security, perceived usabil-
ity and utility contribution based on the parameter estimates
presented in Table 5 . 

To predict choice probabilities, we first need to predict the
utilities of both packages that consist of direct and indirect
effects of the technical security measures. To illustrate this,
we calculate the utility of the first package. Completely in line
with earlier presented equations, the contribution to utility of
the direct effects is simply the sum of direct effects, which are
presented in the last column of Table 6 (the direct effect of the
first package is 1.06). To calculate the indirect effects, we first
need to predict the security and the usability perceptions of
the package, which can be found by summing the results in
the first and second columns of Table 6 , respectively. The util-
ity contribution of perceived security and perceived usability
to the overall utility of these packages is then calculated by
weighing the predicted perception values with their parame-
ters as estimated by the MNL model (the attributes plus per-
ception model). The utility contribution of PS in the first pack-
age = 2.51 ∗ 2.28 −0.24 ∗ 2.28 2 = 4.48; the utility contribution of
PU = 2.33 ∗ 4.22 −0.19 ∗ 4.22 2 = 6.25. These utility contributions
represent the indirect effect of the TSMs mediated by the per-
ceptions. The overall utility of the package is a summation of
the two indirect effects and the direct effect (11.98). 

In a similar fashion, the overall utility of the security optimal
package can be calculated (11.04). For the scenario in which
employees can only choose between the usability optimal and
the security optimal packages, the MNL model predicts that
(exp(11.98)/(exp(11.98) + exp(11.04)) = ) 72% of the employees
would choose the usability optimal package and, hence, 28%
would choose the security optimal package. Hence, the large
majority would not prefer the security optimal package. 

Assume that the CISO wishes to design a highly secure
package that is more preferred by the employees, for example,
because she believes this would increase compliance and less
counter-effective behaviour of employees. Hence, the CISO
wishes to keep a high security packages and therefore only al-
lows a minimal concession to user-friendliness. She assumes
the following package: (3) “joint optimal”, which has the same
high security levels as the security optimal package, except
that for browser restrictions the level obligatory browser is re-
placed by the more user-friendly level every browser allowed .
The results indicate that this adaptation hardly affects the
security perception , but it considerably increases the usability
perception and results in a higher direct utility contribution.
This results in an even higher overall utility (12.10) of this
package than the usability optimal package. If employees could
only choose between the usability optimal and the joint opti-
mal package, the MNL model predicts that 53% would pre-
fer the joint optimal package, and 47% would prefer the us-
ability optimal package. Hence, instead of only 28% preferring
the highly secure package, now 53% of the employees, thus
the majority, prefers the highly secure package over the most
user-friendly package, while only a single concession is made
to user-friendliness. 

This example suggests that CISOs can design and imple-
ment a highly security package that is still preferred by a ma-
jority of the employees. This package involves a maximum of
password restrictions, frequent password changes, file sharing
via a shared drive and email restrictions that involve warn-
ing messages. Obligatory browsers, on the other hand, are not
supported by the employees, so they are not included in the
package: this TSM is not perceived to contribute to security
while it is regarded as less user-friendly. It goes without say-
ing that the more concessions are made to user-friendliness,
the more employees will prefer the resulting security pack-
ages. As is demonstrated here, CISOs can apply the model to
ex ante evaluate different security package designs in terms
of employees preferences and in this way design their optimal
security package. 

6. Conclusion and discussion 

In this paper, employees’ preferences for technical security
measures that companies can take to protect information are
studied within the empirical frameworks of discrete choice
theory and discrete choice experiments. More specifically, an
experiment is conducted, in which employees evaluate com-
binations of technical security measures in terms of security
and usability perceptions and make choices among security
packages. Regression models were estimated from the ob-
served perception ratings, the parameters of which express
to what extent security measures affect perceived security
and perceived usability. In addition, a so-called MNL model
(being the workhorse model for discrete choice analysis) was
estimated from the observed choices, which revealed the rel-
ative impact of security and usability perceptions on choice.
Our results provide insight into the trade-off made by users of
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Table 6 – An illustration: predicted employee responses to three security packages. 

Contributions 

PS PU V 

Package 1 “usability optimal”
Regression constant 2 .90 3 .49 
Password length Minimal 8 characters 0 .02 0 .06 0 .57 
Password expiry Once a year 0 .02 0 .12 0 .28 
Browser restrictions Every browser is allowed −0 .04 0 .27 0 .22 
E-mail restriction No restrictions −0 .35 0 .20 0 .04 
File sharing No restrictions −0 .27 0 .08 −0 .05 

Predicted perceptions 2 .28 4 .22 
Predicted utility contribution 4 .48 6 .45 1 .06 
Overall utility 11 .98 

Package 2 "security optimal" 
Regression constant 2 .90 3 .49 
Password length Min 8 ch., 1 upperc. 1 sp. ch., 0 .58 −0 .05 −0 .11 
Password expiry Once a quarter 0 .42 −0 .24 −0 .03 
Browser restrictions Obligatory browser 0 .04 −0 .27 −0 .22 
E-mail restriction Pop-up – confidential words 0 .21 −0 .14 0 .03 
File sharing Via corporate shared drive 0 .27 −0 .08 0 .05 

Predicted perceptions 4 .42 2 .71 
Predicted utility contribution 6 .41 4 .92 −0 .28 
Overall utility 11 .04 

Package 3 "joint optimal" 
Regression constant 2 .90 3 .49 
Password length Min 8 ch., 1 upperc. 1 sp. ch., 0 .58 −0 .05 −0 .11 
Password expiry Once a quarter 0 .42 −0 .24 −0 .03 
Browser restrictions Every browser is allowed −0 .04 0 .27 0 .22 
E-mail restriction Pop-up – confidential words 0 .21 −0 .14 0 .03 
File sharing Via corporate shared drive 0 .27 −0 .08 0 .05 

Predicted perceptions 4 .34 3 .25 
Predicted utility contribution 6 .37 5 .57 0 .16 
Overall utility 12 .10 

Choice probability A B 
A = package 1 B = package 2 72% 28% 

A = package 1 B = package 3 47% 53% 
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nformation technology, between security and user- 
riendliness aspects of technical security measures. 

Based on the results of the estimated models, answers are 
ormulated to four research questions, which can be summa- 
ized as follows. First, perceived usability and perceived se- 
urity indeed correlate negatively as is suggested in the lit- 
rature, although we find that the association is relatively 
eak ( −0.14). Second, as expected, more restrictive security 
easures are perceived as more secure and as less usable.

hird, perceived security and usability affect choice to the 
ame extent; that is, both dimensions of technical security 
easures are considered equally important by users of in- 

ormation technology. As expected, higher security and us- 
bility perception scores increase the preference for security 
ackages; however, and in line with intuition, the marginal in- 
rease diminishes with higher initial levels of security and us- 
bility perceptions. Fourth, perceived security fully mediates 
he effect of security related aspects of technical security mea- 
ures, while perceived usability does not fully mediate the ef- 
ects of user-friendliness related aspects of security measures.
he results give rise to the possibility that other dimensions 
f

xists that mediate the effects of TSMs, such as for example 
amiliarity. However, this possibility needs further research. 

Our findings that (a) employees clearly recognize that more 
estrictive measures improve security, and (b) security is con- 
idered by them to be equally important as usability, may en- 
ourage CISOs of companies to adopt a more cooperative pro- 
ess in their security design process, in which perceptions and 

references of employees are taken into account. Investigat- 
ng employee preferences, like in our study, may lead to the de- 
ign and implementation of packages of security controls that 
re better tailored towards employee’s needs, reducing cir- 
umvention activities that could be exploited in cyberattacks.
e provided an illustration of how the models estimated in 

his study can be applied for this purpose. However, this will 
ot be simply a matter of selecting the right controls; it will 
lso involve properly managing commitment and awareness. 

Interesting avenues for further research within the discrete 
hoice framework include the following. First, the number of 
echnical security measures included in our study was rather 
imited (for good reasons). Hence, it would be of interest to 
nclude more of those measures, such as for example, multi- 
actor authentication, and examine whether the strength of 
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the correlation between perceived security and usability as
found in this study is robust. Second, in our study perceptions
are measured first, and then choices are observed. The ques-
tion is whether explicitly asking about usability and security
first makes respondents more conscious of these aspects (i.e.,
increases their salience), so the issue is to what extent the
presentation order affected the results. It would be of inter-
est to study to what extent our results are robust under a dif-
ferent order of both measurement tasks. Third, the possibility
of other dimensions in addition to security and usability, e.g.
familiarity, could be further investigated. Fourth, the results
presented in this paper were based on a convenience sam-
ple, and should therefore be treated with care. Hence, further
research should include more representative samples. Fifth,
heterogeneity in perceptions and preference could be exam-
ined. The discrete choice paradigm offers a range of meth-
ods to study heterogeneity ( Greene & Hensher, 2003 ), of which
the following three are probably most promising in the con-
text of response to information security measures. First, tra-
ditional segmentation could be applied, which implies exam-
ining to what extent people with different sociodemographic
characteristics differ in their perception of and preferences for
TSMs. Second, it can be assumed that preference weights do
not have crisp values but follow a certain distribution across
employees, which can be examined by estimating more ad-
vanced choice models, such as mixed logit models. Third, la-
tent classes may be assumed, which are groups in the pop-
ulation that are internally homogeneous in their preferences
and which can be identified based on their observed choices.
In these models, membership functions can be estimated that
allow predicting the probability of belonging to a latent class
based on observed individual characteristics. 

Apart from extensions to the present study, it is hoped that
this paper stimulates other choice modelling applications in
this field, both extending the work on employee preferences
as well as focusing on the choices of other actors in the cyber-
security playing field. In terms of employees, this may not only
involve studying preferences for security controls, but also
choices in terms of compliance or non-compliance with secu-
rity policies. Choices for non-compliance may happen sponta-
neously, for example when official security is found too cum-
bersome, or in response to deceptive acts of attackers, such
as in phishing ( Finn and Jakobsson 2007 ) or social engineering
( Bullée et al. 2015 ) attacks. How attributes of policies and situa-
tions contribute to preferences for (non-)compliance may help
in improving organizational aspects of security. One possible
application to other actors lies in analysing the choices secu-
rity officers make when selecting controls to be implemented
in their organization. Which attributes contribute to the util-
ity of a possible control, and how does this affect the decision?
Another possibility is to study choices of cyber-attackers, in
terms of which targets to attack using which means, assum-
ing that there are subjects willing to participate, either known
offenders or white-hat (ethical) hackers. Better understanding
of attacker choices may inform better representations of at-
tacker behaviour in security models and risk analyses. In these
ways, discrete choice theory and discrete choice experiments
may become useful tools in the portfolio of techniques for im-
proving security in cyberspace by considering the human fac-
tor. 
As a final note, there is a debate around how much con-
trol should actually be given to employees regarding security
choices. Much of the existing practices assume centralized
control of security solutions (cf. Parkin, Kassab & Van Moorsel
2008 ), but one could imagine frameworks in which employ-
ees can decide how much security the data or applications
they work with require. This so-called “laissez-faire security”
( Johnson et al. 2009 ) requires investigation not just of the pref-
erences of employees with respect to technical security mea-
sures, but also regarding their preferred level of control over such
measures. 
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