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A B S T R A C T

The Thick Level Set method (TLS) is an approach for non-local damage modeling in which
the damage evolution is linked to the movement of a damage front described with the level
set method. More recently, a new version of the TLS, designated as the TLSV2, has been
proposed as a new concept for coupling continuum damage modeling and discrete cohesive
crack modeling for failure analysis in solids. The main objective of this new framework is to
profit from both modeling approaches. The continuum part allows for handling crack initiation,
branching and merging, whereas the cohesive part brings the capability to handle discrete
cracks with large crack opening or sliding without heavily distorted elements, and with the
possibility to model stiffness recovery upon contact. In this paper, a generalized framework for
the TLSV2 is introduced. Two major issues with the TLSV2 method that have not been dealt with
since its inception are addressed in this study, and solutions are proposed. Firstly, the method
depends on the location of skeleton curve of the level set field, on which the discontinuity in the
displacement field is evaluated. The problem of locating the skeleton curve can be a complicated
task, mainly because topological events may emerge as the analysis progresses, such as crack
branching. The skeleton curve is determined through a combination of ball-shrinking and graph-
based algorithms and then mapped onto the finite element mesh. Secondly, the cohesive forces
and displacement discontinuity of the TLSV2 are modeled using the phantom node method.
Furthermore, a new approach to compute the averaged values of local quantities is introduced,
and model calibration is discussed. The degree of stiffness recovery under compression that
is still needed for the continuum part is investigated. Numerical experiments demonstrate the
accuracy and ability of the proposed model to handle simulation of failure analysis presenting
complex topological crack patterns.

. Introduction

The Thick Level Set (TLS) method, first introduced by Moës et al. [1], is a non-local damage model that couples damage and
racture mechanics within a single regularized framework. In this method, the damage variable that describes continuum stiffness
egradation is made into a function of a level set field. The level set method with a signed distance function is used to construct
he level set field whose the zero level set is used to keep track of the damage front. The level set method gives the TLS method
he natural ability of representing complex crack events, such as branching and merging [2,3]. In the TLS, the damage variable
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Nomenclature

𝑐 spread of the damage front movement
𝑐1, 𝑐2, 𝑐3, 𝑐4 constants for the arc-tangent formula 𝑓
𝑑, 𝐷 interfacial and continuum damage variables
𝐸 potential energy, Young’s modulus, and set of edges of a graph
𝑓 , 𝑓𝑡 arc-tangent formula, and strength of the material
𝐺, 𝐺𝑐 graph representation, and fracture energy
ℎ dimension associated to the smallest element in the whole mesh
𝐼0 complete set of points that define the front
𝑙, 𝑙𝑐 generic width of a thick damaged band, and characteristic length of the TLS
𝑁𝑖 shape functions associated with nodes 𝑖
𝑘, 𝐾 quantity related to the damage front movement, and penalty stiffness
𝑞, 𝑄, 𝐐 interfacial and bulk damage profiles, and transformation matrix
𝑟init initial radius for ball-shrinking algorithm
𝑡𝑖, 𝑡𝑖, 𝑇0 cohesive traction 𝑖, cohesive traction 𝑖 in the local frame, and KD-tree data structure
𝐮 displacement field
𝑣𝑛, 𝑣max front velocity and maximum front velocity
𝑉 set of vertices of a graph
𝑦, 𝑌 cohesive and bulk driving forces
𝑌𝑐 , 𝑌 0

𝑐 , 𝑌 𝐺𝑐 material resistance to crack growth, and its strength-based and energy-based limits
𝑌 , 𝑌𝑐 averaged fields
𝛼𝑖, 𝛼𝑣, �̄�𝑛𝑖 stiffness recovery parameter for principal strain component 𝑖, volumetric strain, and displacement jump

𝑖
𝛽 parameter that controls the degree of stiffness recovery under compression
𝛾 load factor
𝛤0, 𝛤𝑠, 𝛤⋆ iso-0 curve, skeleton curve, and iso-critical curve for the interfacial part
𝛿min, 𝛿max, 𝛿𝑖𝑗 distance thresholds for the Skeletonizer algorithm, and Kronecker delta
𝜀𝑖 principal strain value 𝑖 of the elastic strain tensor 𝜺
𝜂 compression factor
𝜃1 denoising angle
𝜅 stabilization parameter
𝜆, 𝜇, 𝜈 Lamé’s elastic constants, and Poisson’s ratio
𝜉 user-defined parameter to compute 𝑣max
𝜎𝑖 stress component 𝑖 in principal stress space
𝜙, 𝜙𝑠, 𝜙⋆, 𝜙0 level set field, skeleton level set, critical level set, and size of a new damage nucleus
�̄�, �̄�init, �̄�max measure of the size of damaged zones, and its limits to evaluate 𝑌𝑐
�̄�init,𝛽 , �̄�max,𝛽 limits of �̄� to evaluate 𝛽
𝜓 , 𝛹 free energy for the interfacial and the bulk parts
𝛺,𝛺d entire domain, and damaged subdomain
TLS Thick Level Set
TLSV1, TLSV2 first and second versions of the TLS method
 , 0 complete set of nodes, and complete set of nodes that contains the front
(⋅)′, [[⋅]], tr(⋅) derivative of (⋅)′ with respect to its argument, displacement jump of (⋅) field, and trace of a tensor (⋅)
𝐊, 𝐋, �̄�, 𝐥, 𝐟 𝑖 quantities of the system of equations used for averaging procedure of field 𝑖

gradually varies over a thick band of the material located behind the damage front until fully degraded regions arise. The presence
of a characteristic length represented by the width of this damaging band gives the TLS a non-local nature that prevents spurious
localization in the strain field. The update of damage is related to the averaged configurational force, which is obtained by integrating
the local values of energy release rate over this characteristic length.

In the original method (the TLSV1), stress-free macro-cracks are determined by zones where the level set value is greater than
he critical length, and damage is equal to one. In a domain discretized with regular finite elements, these zones need to be at
east one row of elements wide to represent this stress-free state; as a result, mesh dependency might be present [4]. In order to
ircumvent this issue, Bernard et al. [5] proposed an enrichment strategy for those elements that are cut by the iso-critical curve of
he level set field, which allows for a discontinuity in the strain field across such iso-critical curve.
2
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One application where the robustness of the TLSV1 has been a significant advantage is the simulation of cusp formation in
esin-rich regions of composite materials loaded in mode II loading conditions [4,6,7]. For this particular problem, Van der Meer
nd Sluys [4] showed the necessity of using an asymmetric constitutive law with different behavior under tension and compression
n order to avoid unrealistic ‘X-shaped’ crack configuration in the material loaded in shear. On the other hand, they also found
hat this constitutive model leads to unrealistic stiffness recovery and stress transfer across the crack along material interfaces. In
rder to allow for traction-free sliding deformation, Van der Meer and Sluys [4] proposed a special interphase constitutive law that
revents stiffness recovery on the direction of the material interface.

The TLS has been compared with alternative approaches, such as the phase-field method [8]. It is important to emphasize that
he same issues found in the shear test case by Van der Meer and Sluys [4] with symmetric and asymmetric constitutive models
ay be present in simulations with phase-field models equipped with the same constitutive models.

More recently, a new version of the TLS, referred to as TLSV2 hereafter, has been proposed by Lé et al. [9]. The main objective of
his method is to couple both continuum damage modeling and cohesive zone modeling within a single framework, and consequently,
rofit from the advantages of both: the directionality for crack propagation as well as crack branching and merging ability of the
ormer, and the capacity to model discrete cracks of the latter. Building on the basic premise of the TLS, both damage variables
re described by the same level set field. An advantage that has been highlighted by Lé et al. [9] with respect to the TLSV1 is the
ossibility to introduce complex interfacial behavior at the crack faces, such as frictional contact. To this we would like to add the
ossibility to describe free sliding deformation without need to include information of the orientation of a nearby material interface
n the constitutive relation.

The TLSV2 method evaluates the cohesive forces and displacement jump on the so-called skeleton curve, whose representation is
ictated by the level set field. It is important to emphasize that Lé et al. [9] only investigated test cases with trivial skeleton curves
t a priori known locations. A general implementation of the TLSV2 requires the extraction of the skeleton curve from an arbitrary
evel set field with corresponding damage front.

The objective of this paper is to introduce a more general framework for the TLSV2 method. The main requirements that are
ddressed are the extraction of free-form skeleton curves, and the construction of a discontinuity in the displacement field at the
osition of that skeleton as the analysis progresses. The concepts of the original paper on TLSV2 by Lé et al. [9] are taken as starting
oint. To determine the location of skeleton curve, an algorithm based on a combination of ball-shrinking [10,11] and graph-based
lgorithms is designed. The resulting skeleton curve is mapped onto the finite element mesh in order to define the cohesive segments,
y determining intersection points between the skeleton curve and finite element edges. Subsequently, the cohesive segments are
sed to define overlapping elements that are used in a phantom node approach [12,13] in order to evaluate the cohesive contribution
f the TLSV2. An ad hoc approach to compute the averaged values of local quantities related to crack growth is introduced. In
ddition, a generalization of two constitutive models for the bulk is introduced to profit from the advantages of both.

The paper is organized as follows. In Section 2, the main concepts of the TLSV2 method as proposed by Lé et al. [9] are outlined,
ighlighting the differences with the TLSV1. Section 3 is devoted to the algorithm for obtaining the skeleton curve for a given level
et field. In Section 4, the main features of the phantom node method are outlined. Several numerical examples are presented in
ection 5 to assess the accuracy of the proposed model, and to demonstrate its ability to deal with various crack growth scenarios.
inally, conclusions are presented in Section 6.

. The Thick Level Set V2 method

This section is dedicated to outlining the main features of the TLSV2 method. As in the TLSV1 method, the location of the damage
ront 𝛤0 is tracked as the zero level set (or the ‘iso-0’) of an auxiliary field 𝜙(𝐱), the level set field, which is constructed on the entire
omain 𝛺 as the signed distance function to 𝛤0, such that the level set field satisfies the eikonal equation [2]:

‖∇𝜙‖ = 1 on 𝛺. (1)

n a discretized finite element domain, the definition of 𝜙 at a given point 𝐱 is determined by interpolating the values of 𝜙 from
odes to 𝐱 using finite element shape functions.

The TLSV2 implementation in this study inherits the main framework that has been adopted in earlier TLSV1 models [4–7,9]: a
taggered solution scheme in which displacements and damage are computed separately, as schematically depicted in Fig. 1. More
recisely, it inherits most of the sequential version detailed in [7] where every time step consists of three main modules (or analysis
hases, as coined in [7]): LSModule, EquilModule, and VelocityModule. In Fig. 1, the highlighted functions indicate the
ew operations related to the TLSV2 method. For more background on the remaining functions, the reader is referred to [7].

The global solution scheme is described as follows. Firstly, the level set field is updated. As a new task in the LSModule, the
keleton curve is determined from the position of the damage front through the skeletonizer function. Subsequently, overlapping
odes and elements are introduced in order to accommodate at a later time the phantom node method, for which updateMesh is
esponsible. Then, 𝜙 is reinitialized, evaluation of damage initiation given the elastic strain field 𝜺 is performed, possibly leading
o insertion of a new damage nucleus, and the size of damaged zones, �̄�, is computed, for which the computePhiBar function is
esponsible.

Next, with a given damage distribution associated with 𝜙 (which could initially consist of negative values throughout 𝛺
o represent an undamaged specimen), the displacements, and consequently, strains and stresses are computed in a standard
inite element analysis performed in the EquilModule. In this analysis phase, the IntSchemeUpdate function (see Fig. 1)

is responsible for defining displacement degrees of freedom to the new nodes that has been created in the updateMesh function
3
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Fig. 1. The global sequential staggered solution scheme for a single time step. Dashed arrows represent the data exchange among the three modules (cf. [7]).

Fig. 2. The TLSV2, as the TLSV1, makes use of a single level set function to describe multiple damaged zones. As illustrated on the right, the damage variables
𝐷 and 𝑑 related to the bulk and interfacial models are functions of 𝜙 and 𝜙𝑠, respectively. For comparison, the damage variable associated to the TLSV1, 𝐷V1,
s shown.

nd for updating the integration scheme by means of a subtriangulation scheme for those elements that contain the iso-0 or skeleton
urves.

Finally, the displacement field and �̄� are used to compute the configurational force. In this part, the actual load for a time
tep is determined by scaling the unit-load solution with a load factor, 𝛾, such that the maximum scaled value for the non-local

averaged configurational force, 𝑌 , equals the averaged material resistance to damage growth, 𝑌𝑐 , at one point along the front without
exceeding it anywhere. With 𝑌 and 𝑌𝑐 along the front, the front velocity, 𝑣𝑛, is computed, which is subsequently extended throughout
𝛺 by means of a fast marching algorithm. Knowing 𝑣𝑛 everywhere, the resulting new 𝜙 can be obtained and used for the next time
step.

Apart from the phantom node method in the equilibrium solution phase, the two functions reinitializeLS and extend-
Velocity in LSModule and VelocityModule that are, respectively, responsible for the reinitialization of 𝜙 and front velocity
extension, as well as the two functions computePhiBar and solver in the same modules that are, respectively, responsible for
the computation of �̄�, and the non-local fields (𝑌 and 𝑌𝑐), are performed on the mesh that has been updated by the updateMesh
function.

2.1. Damage definition

In the TLSV2, there are two damage variables instead of one, introducing an interfacial damage variable 𝑑 next to the bulk
damage variable 𝐷 from the TLSV1. In line with the TLS concept, both damage variables are defined as functions of a unique level
set field 𝜙, as illustrated in Fig. 2. Both damage variables are constrained to follow user-defined profiles within material layers with
distinct widths and bounds. As such, the TLSV2 couples both bulk and cohesive damage models within a single framework.

Unlike to the TLSV1 method, where 𝐷 varies from zero to one as 𝜙 goes from zero to 𝑙𝑐 , 𝐷 in the TLSV2 no longer reaches one
at 𝜙 = 𝑙𝑐 . Mathematically, the continuum damage variable is expressed by:

𝐷(𝜙) =

⎧

⎪

⎨

⎪

0, 𝜙 ≤ 0
𝑄(𝜙), 0 < 𝜙 ≤ 𝑙𝑐 , (2)
4

⎩

𝑄(𝑙𝑐 ), 𝜙 > 𝑙𝑐
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where 𝑄 is a function that has the properties of 𝑄(0) = 0, 𝑄(𝑙𝑐 ) < 1 and 𝑄′ ≥ 0. As 𝐷 is always lower than one, stress-free
deformation in the bulk is not possible. In the middle of the damage band, i.e., on the skeleton curve of the level set field, a
displacement discontinuity is included, with cohesive tractions acting across it related to a second damage variable, 𝑑. The cohesive
damage variable depends also on 𝜙, more precisely on 𝜙 evaluated at the skeleton curve, 𝛤𝑠, 𝜙𝑠 = 𝜙(𝐱𝑠), with 𝐱𝑠 being a point on
𝑠. The following set of equations is used for the relation between 𝑑 and 𝜙𝑠:

𝑑(𝜙𝑠) =

⎧

⎪

⎨

⎪

⎩

0, 𝜙𝑠 ≤ 𝜙⋆
𝑞(𝜙𝑠), 𝜙⋆ < 𝜙𝑠 ≤ 𝑙𝑐
1, 𝜙𝑠 > 𝑙𝑐

, (3)

here 𝑞 is a function that has the properties of 𝑞(𝜙⋆) = 0, 𝑞(𝑙𝑐 ) = 1 and 𝑞′ ≥ 0, and 𝜙⋆ is a user-defined constant. Observe that 𝑑
oes reach one at 𝜙𝑠 = 𝑙𝑐 to allow for a fully degraded material.

Note that the cohesive zone model in the TLSV2 method changes in three stages as 𝜙 (and consequently 𝜙𝑠) evolves. When
𝑠 < 𝜙⋆ and 𝜙 > 0, the TLSV2 behaves equivalently to the TLSV1, hence, 𝐷 ≥ 0, 𝑑 = 0, and there is no cohesive forces acting in

he system. The displacement discontinuity with cohesive tractions arises at 𝐱𝑠, and 𝑑 kicks in when 𝜙𝑠 > 𝜙⋆. Finally, the crack is
raction-free when 𝜙𝑠 = 𝑙𝑐 , i.e., when the damage band has a width of 2𝑙𝑐 .

In order to fulfill the conditions in Eqs. (2) and (3), the following equations for 𝑄 and 𝑞 are, respectively:

𝑄(𝜙) = 𝜂𝑓 (𝜙) (4)

nd

𝑞(𝜙𝑠 − 𝜙⋆) = 𝑓 (𝜙𝑠 − 𝜙⋆), (5)

here 𝑓 is an arc-tangent formula given by [4–6]:

𝑓 (𝜙) = 𝑐2 arctan
(

𝑐1

(

𝜙
𝑙𝑐

− 𝑐3

))

+ 𝑐4, (6)

ith 𝑐1 = 10 and 𝑐3 = 0.5 and the other coefficients given by: 𝑐4 = −𝑐2 arctan
(

−𝑐1𝑐3
)

and 𝑐2 =
(

arctan
(

𝑐1
(

1 − 𝑐3
))

− arctan
(

−𝑐1𝑐3
))−1

[5]. The user-defined parameter 0 < 𝜂 < 1 in Eq. (4) defines the value for 𝑄(𝑙𝑐 ) in Eq. (2). Observe that 𝑞 in Eq. (5) is shifted to
the right on the horizontal axis by making the argument of 𝑓 equal to (𝜙𝑠 −𝜙⋆) (see Fig. 2). Note that Lé et al. [9] used a different
strategy for obtaining 𝑄 and 𝑞 based on a 1D model.

2.2. Equilibrium problem

For the present study, the following potential energy definition is adopted:

𝐸(𝐮, 𝜙) = ∫𝛺
𝛹 (𝜺(𝐮), 𝐷(𝜙))d𝛺 + ∫𝛤𝑠

𝜓([[𝐮]], 𝑑(𝜙𝑠))d𝛤𝑠 − ∫𝛤𝑁
𝐭𝑁 ⋅ 𝐮d𝛤𝑁 , (7)

where 𝜺 is the elastic tensor defined as the symmetric part of the gradient of the displacement field 𝐮, 𝛤𝑁 is the surface on which
Neumann boundary conditions are considered, and [[𝐮]] is the displacement jump over the crack surface 𝛤𝑠.

Following the previous TLS models [1,4,5], the free energy for the bulk part is adopted:

𝛹 (𝜺, 𝐷) = 𝜇(1 − 𝛼𝑖𝐷)(𝜀𝑖)2 +
𝜆
2
(1 − 𝛼𝑣𝐷)tr(𝜺)2, (8)

where 𝜆 and 𝜇 are Lamé’s elastic constants, 𝜀𝑖 the principal strain values and tr(𝜺) the trace of 𝜺, and

𝛼𝑖 =

{

1, 𝜀𝑖 > 0
𝛽, 𝜀𝑖 < 0

, and 𝛼𝑣 =

{

1, tr(𝜺) > 0
𝛽, tr(𝜺) < 0

, (9)

with 0 ≤ 𝛽 ≤ 1 being a user-defined parameter that allows for equal stiffness loss under tension and compression (𝛽 = 1), full stiffness
recovery under compression (𝛽 = 0) or anything in between. The influence of 𝛽 on the global response of a shear test will be assessed
in Section 5.3.

With Eq. (8), the stress–strain relation in principal stress space, and the driving force for damage growth can respectively be
expressed as:

𝜎𝑖 =
𝜕𝛹
𝜕𝜀𝑖

= 2𝜇(1 − 𝛼𝑖𝐷)𝜀𝑖 + 𝜆(1 − 𝛼𝑣𝐷)tr(𝜺) (10)

and

𝑌 = − 𝜕𝛹
𝜕𝐷

= 𝜇𝛼𝑖(𝜀𝑖)2 +
𝜆
2
𝛼𝑣tr(𝜺)2. (11)

Regarding the cohesive part, the free energy based on the displacement jump expressed in the local frame (𝑛, 𝑠) defined on the
crack face with normal and shear components (see Fig. 12), [[�̄�]] = {[[�̄�]]𝑛; [[�̄�]]𝑠}T, is considered [14]:

𝜓([[�̄�]], 𝑑) = (1 − �̄� 𝑑) 1𝐾[[�̄�]]2, (12)
5
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Fig. 3. The curvilinear coordinate system (𝜙, 𝑠). Point 𝑃 at (𝜙𝑃 , 𝑠) is affected as point 𝐴 at (0, 𝑠) on the front experiences a front advance.

where the positive constant 𝐾 is a penalty stiffness, and �̄�𝑛 is defined as:

�̄�𝑛𝑖 =

{

1, [[�̄�]]𝑛 > 0
(

1 − 𝛿𝑛𝑖
)

, [[�̄�]]𝑛 < 0
(13)

so that the possibility of interpenetration between crack faces is prevented by contact along the 𝑛-axis, where 𝛿𝑖𝑗 is the Kronecker
delta. Hence, the state equations associated with the cohesive model become:

𝑡𝑖 =
𝜕𝜓
𝜕[[�̄�]]𝑖

= (1 − �̄�𝑛𝑖𝑑)𝐾[[�̄�]]𝑖, (14)

and

𝑦 = −
𝜕𝜓
𝜕𝑑

= 1
2
�̄�𝑛𝑖𝐾[[�̄�]]2𝑖 . (15)

2.3. Configurational force

The non-locality of the TLS method appears when a portion 𝛿𝑠 of the damage front, 𝛤0, moves outwards of a distance 𝛿𝜙 [5]
(see Fig. 3). Because of the signed distance function, all the points having the same curvilinear coordinate 𝑠1 are affected when 𝛤0
experiences this front advance. The equation that expresses the amount of dissipated energy as the front moves of 𝛿𝜙 on 𝛿𝑠 can be
obtained by differentiating Eq. (7) with respect to 𝛿𝜙 (cf. [1,5]):

𝛿𝐸 = −∫𝛺
𝑌 𝐷′(𝜙)𝛿𝜙d𝛺 − ∫𝛤𝑠

𝑦𝑑′(𝜙𝑠)𝛿𝜙𝑠 d𝛤𝑠, (16)

where 𝐷′ is the derivative of 𝐷 with respect to 𝜙, and 𝑑′ is the derivative of 𝑑 with respect to 𝜙𝑠.
Following Bernard et al. [5], we introduce an averaged quantity 𝑌 to construct a discretized measure for 𝛿𝐸 as a function of 𝜙.

Here, the cohesive part of the TLSV2 is added to the formulation, such that 𝑌 is the solution of the problem:

∫𝛺d
𝑌 𝐷′(𝜙) ̂̄𝑌 d𝛺 = ∫𝛺d

𝑌 𝐷′(𝜙) ̂̄𝑌 d𝛺 + ∫𝛤𝑠
𝑦𝑑′(𝜙𝑠) ̂̄𝑌 d𝛤 ∀ ̂̄𝑌 ∈ ̄ , (17)

with ̄ being the space of constant fields along the gradient of 𝜙 and along the coordinate 𝑠 in the damaged domain 𝛺d, i.e. in the
region where 𝜙 > 0.

This problem is discretized as a field on the nodes of those elements that are at least partially inside 𝛺d with 𝑌 as unknown. The
constraint that 𝑌 is constant along the level set gradient, i.e., ∇𝑌 ⋅∇𝜙 = 0, is weakly enforced with Lagrange multipliers. Galerkin’s
method is employed to find nodal values of 𝑌 from the discretized version of Eq. (17) giving rise to the following system of equation:

[

𝐊 𝐋
𝐋 𝟎

]{

�̄�
𝐥

}

=
{

𝐟Y

𝟎

}

, (18)

in which �̄� and 𝐥 are vectors with 𝑌 and Lagrange multiplier degrees of freedom, respectively. The matrices and the right-hand side
vector are defined as (cf. [4]):

𝐾𝑖𝑗 = ∫𝛺d
𝐷′𝑁𝑖𝑁𝑗 +

𝜅ℎ2

𝑙𝑐

𝜕𝑁𝑖
𝜕𝑥𝑘

𝜕𝑁𝑗

𝜕𝑥𝑘
d𝛺, (19)

1 The change in variable is obtained by means of d𝛺 =
(

1 − 𝜙
𝜌(𝑠)

)

d𝜙d𝑠, following Moës et al. [1]. However, in the final equations as implemented, the
curvilinear system are not used, or even constructed.
6
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m
(

d

w
w
𝑣
v

𝐿𝑖𝑗 = ∫𝛺d
𝑙𝑐

(

𝜕𝑁𝑖
𝜕𝑥𝑘

𝜕𝜙
𝜕𝑥𝑘

)( 𝜕𝑁𝑗

𝜕𝑥𝑘
𝜕𝜙
𝜕𝑥𝑘

)

d𝛺, and (20)

𝑓Y
𝑖 = ∫𝛺d

𝑁𝑖𝐷
′𝑌 d𝛺 + ∫𝛤𝑠

𝑁𝑖𝑑
′𝑦d𝛤 , (21)

where 𝑁𝑖 and 𝑁𝑗 are the shape functions associated with nodes 𝑖 and 𝑗, 𝜅 is a stabilization parameter, ℎ is the length of the
diagonal of the smallest possible rectangle around an individual element in the whole mesh, 𝑌 is the local configurational force
which depends on the current elastic strain field through Eq. (11), and 𝑦 is the configurational force related to the interfacial model
evaluated through Eq. (15). It is interesting to note that this system of equation keeps the same solution procedure already found
in several TLS-based models [4–6,15] simply adding the interfacial contribution in Eq. (21). This does come at the cost of losing
the direct relation between 𝑌 and the energy released per unit crack growth as existed in the TLSV1. Observe that Lé et al. [9]

ade use of a different strategy to compute non-local fields; instead, they followed the approach based on approximation functions
modes), as explained in [16].

Finally, it is remarked that Eq. (16) as measure for total energy dissipation is only valid when it is assumed that no energy is
issipated where the displacement discontinuity is introduced, i.e. that the displacement jump is zero at 𝜙⋆. This is only accurate

if 𝐾 is chosen sufficiently high to mimic initially rigid behavior. However, very high 𝐾 may affect how 𝑦 is distributed along the
cohesive crack [15,17]. Perhaps, an initially rigid formulation [13,18] can be adopted, but this is considered out of scope for the
present investigation.

2.4. Front movement

The front propagation criterion at a given point at the front is obtained by comparing the averaged configurational force 𝑌 with
𝑌𝑐 , the averaged value of a resistance parameter against the damage growth, 𝑌𝑐 . For the general case where 𝑌𝑐 can be a function
of spatial coordinates, the averaged resistance 𝑌𝑐 is computed by solving a system of equations similar to Eq. (18), but replacing 𝑌
by 𝑌𝑐 , and 𝑌 by 𝑌𝑐 [4] while the surface contribution (over 𝛤𝑠) is left out. If a simulation has a single material and a single value
of 𝑌𝑐 , the averaging procedure is not performed and 𝑌𝑐 = 𝑌𝑐 . The change in the level set field is related to the normal velocity (or
level set field increment), 𝑣𝑛, as:

𝜙𝑖 ← 𝜙𝑖 + 𝑣𝑛𝑖 (22)

with 𝑖 ∈  , the complete set of nodes in the mesh.
Before computing the front increment along 𝛤0, the configurational force 𝑌 has been computed with the displacement field from

the unit load boundary condition. The actual load level for a time step is then determined by scaling the unit-load solution with a
load scale factor 𝛾 such that the maximum scaled value for 𝑌 along the front is equal to 𝑌𝑐 :

𝛾2 max
𝑖∈0

{

𝑌𝑖
𝑌𝑐𝑖

}

= 1, (23)

where 0 is the complete set of nodes of those elements that contains the front. Finally, the front velocity 𝑣𝑛 for every node in 0
is obtained through [4]:

𝑣𝑛𝑖 = 𝑘

⟨

𝑐𝛾2𝑌𝑖
𝑌𝑐𝑖

− 1

⟩

+

with 𝑘 =
𝑣max
𝑐 − 1

, (24)

here 𝑣max is the maximum growth the front can experience for a time step. Brackets ⟨⋅⟩+ are used to denote the positivity condition,
hich reflects the irreversibility of damage growth. In order to guarantee the numerical stability of the staggered scheme, a value
max = 𝜉ℎ is used in this paper, following [4]. The parameter 𝑐 influences the spread of the front movement to nodes with lower
alues for the ratio 𝑌 ∕𝑌𝑐 . For 𝑐 → 1, only the node with the highest value 𝑌 ∕𝑌𝑐 undergoes a front advance. On the other hand, for

higher values of 𝑐, nonzero front movement is found in more nodes.
As Eq. (24) for 𝑣𝑛 is only calculated along the front 𝛤0, and due to the fact that the level set update with Eq. (22) requires the

velocity to be known throughout the domain 𝛺, 𝑣𝑛 has to be determined on 𝛺. Therefore, the velocity computed at the nodes of
elements that contain the front is propagated through 𝛺 by solving:

∇𝜙 ⋅ ∇𝑣𝑛 = 0, (25)

which is carried out with a fast marching algorithm. In theory, the updated level set field obtained with Eq. (22) remains a signed
distance function [2,3]. However, the discrete nature of the model may cause it to deviate from being an accurate representation of
a signed distance function. Thus, a reinitialization procedure is periodically performed with another fast marching algorithm [4,19].
7
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Fig. 4. Interpolation of 𝑌𝑐 between 𝑌 0
𝑐 and 𝑌 𝐺𝑐 .

Source: Adapted from [15].

Fig. 5. Computation of �̄� for four distinct damaged regions. For each of the four damaged regions, �̄� is computed as the length of associated damage front.

2.5. Initiation

In order to take into account independent input parameters for damage initiation and crack propagation, 𝑌𝑐 is made into a
function of �̄�, a quantity that measures the size of a damaged zone. With values for 𝑌𝑐 related to an initial strength-based value,
𝑌 0
𝑐 , and to an energy-based value, 𝑌 𝐺𝑐 , the following interpolation is adopted [15] (see Fig. 4):

log(𝑌𝑐 ) = log(𝑌 0
𝑐 ) +

�̄� − �̄�init
�̄�max − �̄�init

(

log(𝑌 𝐺𝑐 ) − log(𝑌 0
𝑐 )
)

, (26)

where �̄�init and �̄�max are, respectively, the initial size of the damaged zone and the size for which the damaged zone is considered
a crack. The quantity 𝑌 0

𝑐 is related to the strength of the material, in which we follow the work in [4]:

𝑌 0
𝑐 =

𝑓 2
𝑡

2𝐸
, (27)

where 𝑓𝑡 and 𝐸 are, respectively, the tensile strength and Young’s modulus. Unlike to earlier studies in [4,5] where 𝑌 𝐺𝑐 is a direct
function of the fracture energy, 𝐺𝑐 , and 𝑙𝑐 , 𝑌 𝐺𝑐 in this study is obtained through a fitting procedure based on mode I specimens so
that the area under the load displacement curve produces an accurate value of 𝐺𝑐 (see Section 5.1).

In contrast to what was proposed in [4], in which �̄� is computed in a similar way as 𝑌 in Eq. (18), �̄� is related to the front
length of each closed damaged subdomain making use of additional information on the damage front that is anyway needed for
the skeleton curve construction (see the function computePhiBar in Fig. 1). The computation of �̄� encompasses two stages. First,
for a given damage front, its length is computed, and its value is stored at the set of nodes of those elements which contains this
damage front. Then, this nodal value is propagated in the same way the front velocity is extended in Eq. (25), i.e. by a fast marching
algorithm (see Fig. 5); however, �̄� is only propagated through the region where 𝜙 > 0. As a result, we have a single value of �̄� for
each damaged subdomain.

In order to deal with damage initiation, the criterion 𝑌 ≥ 𝑌 0
𝑐 is used. If this inequality is met at any undamaged point, a circle

with radius 𝜙0 < 𝑙𝑐 is inserted around the point 𝐱nucl with the highest ratio 𝑌 ∕𝑌 0
𝑐 . Note that 𝑌 used in this criterion is purely local,

but still consistent with the non-local growth criterion, since 𝑌 → 𝑌 and 𝑌 → 𝑌 as 𝑙 → 0.
8
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3. Skeleton curve

In a setting where the damage front can evolve in arbitrary directions, the TLSV2 requires identification of the skeleton curve of
he level set field. Several approaches for determining the location of the skeleton curve have been proposed in the literature,
ased on the direct information on non-uniqueness of the gradient of the level set field ∇𝜙 [20], and on Voronoi cell-based

algorithms [21,22]. In this work, we make use of the ball-shrinking method proposed by Ma et al. [10] due to its implementation
simplicity, and robustness.

This method relies on the concept of maximally inscribed ball (or interior medial ball) of a given region delimited by a contour
(or surface), such as damaged regions bounded by the damage fronts found in the TLS-based methods. By definition of the signed
distance function, the center of such maximal inscribed ball lies at the skeleton curve [10,11,21]. As such, the skeleton curve consists
of the set of centers of all interior medial balls of a given region. In a discrete setting, one can obtain a point-based representation
of a skeleton curve with a finite set of maximal inscribed balls. This method only requires the set of points that form 𝛤0, i.e., the
iso-0 curve, and the gradient ∇𝜙 at these points as input.

Fig. 6 schematically illustrates the Skeletonizer algorithm that has been designed in order to determine the skeleton curve for the
TLSV2 method. The Skeletonizer is comprised of three parts. Firstly, for a given accurate damaged subdomain enclosed by its iso-0
curve, a ball-shrinking algorithm is executed in order to obtain discrete points that lie at the ‘theoretical’ skeleton curve, which
are called atoms or atom points, as depicted in Fig. 6(a). Secondly, these atoms are connected in a manner that corresponds to the
connectivity of the skeleton curve, which is a first approximation of the skeleton curve, as illustrated in Fig. 6(b). This is done
by means of a graph-based algorithm. Thirdly, once this approximate skeleton curve is fully known, it can be mapped onto the
mesh in order to determine the intersection between the skeleton curve and the finite element edges, as shown in Fig. 6(c). These
intersection points are used to construct the segments that are later used for the phantom node method.

The remainder of this section outlines these three parts of the Skeletonizer algorithm. For the sake of simplicity, 𝛺d refers to a
single damaged region enclosed by 𝛤0, unlike elsewhere in this paper, where it refers to the union of all damaged regions. Moreover,
let 𝐼0 be the set of all the points that defines 𝛤0 in a finite element domain, i.e. the points that are determined by the intersection
between the iso-0 curve and finite element edges. Although the Skeletonizer algorithm is outlined through a single generic damaged
domain, it can be applied to problems that consist of multiple damage fronts. In this case, one can apply the proposed skeletonizer
algorithm for each damaged subdomain (for instance, see Figs. 5 and 13).

3.1. Ball-shrinking algorithm

The atom points are computed with the ball-shrinking algorithm proposed by Ma et al. [10] as improved by Peters [11]. The
skeleton curve of 𝛺d consists of the set of centers of all interior medial balls in 𝛺d. According to Peters [11], a ball is an interior
medial ball of 𝛺d if it is maximal, namely, if a ball is a subset of 𝛺d and any ball that contain such ball is not contained in 𝛺d, as
xemplified in Fig. 7. Furthermore, a medial ball does not contain any part of 𝛤0; however, a medial ball does touch 𝛤0 at least two
oints.

Fig. 8 and Algorithm 1 schematically show the ball-shrinking algorithm for a point 𝐩 from 𝐼0 with normal vector 𝐧 = ∇𝜙. The
main premise of the algorithm is that the maximal inscribed ball associated with point 𝐩 must have its center point on line 𝐿, which
is the line through 𝐩 parallel to 𝐧. To find this center point, an initial huge ball is iteratively shrunk along the line 𝐿 until an interior
medial ball is obtained. The algorithm constructs a new candidate ball that is smaller than the previous one and closer to the final
interior medial ball at each iteration [11]. Initially, a huge ball with radius 𝑟init is generated touching 𝐩. For the center of the current
ball, 𝐜, its closest point to 𝛤0, denoted 𝐪next, is computed. With 𝐩, 𝐧 and 𝐪next, the ball touching the points 𝐩 and 𝐪next is defined for
he next iteration. The algorithm terminates when a maximal inscribed ball is found, i.e., when it is not possible to shrink the ball
ny further (see line eight in Algorithm 1).

Algorithm 1 makes use of three special functions: nearestNeighbour, computeRadius and computeCenter. The
earestNeighbour function simply returns the closest point from the set 𝐼0 to a given query point, which is efficiently

mplemented using a KD-tree data structure [24,25], represented by 𝑇0 in Algorithm 1. Note that this tree-like data object has
o be built prior to the iterative loop of the ball-shrinking algorithm [11]. The remaining two functions are schematically illustrated
n Fig. 9. The function computeRadius determines the radius of a new ball for a given triplet: 𝐩, 𝐧, and 𝐪next. The function
omputeCenter gives the center of a new ball for a given triplet: 𝐩, 𝐧, and 𝑟next.

Building on the original algorithm by Ma et al. [10], Peters [11] proposed a denoise approach in order to avoid spurious interior
edial balls due to the presence of noisy points at 𝛤0. The main premise of this procedure is that even in the presence of a noisy
oint, a proper medial interior ball is usually found before shrinking it further to become a spurious one. In order to determine at
hich iteration the ball-shrinking algorithm has to be interrupted, Peters [11] suggested to use a separation angle, 𝜃, observing that
point 𝐪 that varies at each iteration may be shifted from one side to the other side of 𝛤0; as a result, 𝜃 suddenly becomes smaller,

s illustrated in Fig. 10.
The threshold angle 𝜃1 is used to detect a spurious ball to obtain a balance between robustness and sensitivity to small noise in

0 [11]. Because exterior medial balls are not considered in this work, unlike in [11], only one such condition is included in the
lgorithm.

Note that Algorithm 1 computes the interior medial ball for a single point 𝐪 in 𝐼0. Hence, to obtain all the atoms associated to
he region 𝛺d, it is necessary to loop over all the points in 𝐼0, as shown in Algorithm 2. In order to avoid overlapping atoms and
toms too close to one another (also avoiding elements with multiple atoms), a distance threshold, 𝛿min (see Fig. 6(a)), is imposed.
herefore, before storing a center of a medial ball this distance restriction is checked via distNearestAtom on line four in
9

lgorithm 2, where the distance between a given center 𝐜 and its closest existing neighbor atom is computed.
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Fig. 6. The Skeletonizer algorithm for a given damaged region.

3.2. Approximate skeleton curve

In order to connect the atoms to form a skeleton curve (see Fig. 6(b)), a spanning-minimum-tree problem is solved. In this
problem, a weighted and undirected graph is given, for which the smallest possible tree (an acyclic graph) is found which still
connects all vertices of the original graph [26].
10
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Fig. 7. Examples of maximal and non-maximal inscribed balls (disc in 2D).
Source: Adapted from Blum [23], as cited in Peters [11].

Fig. 8. Ball-shrinking algorithm: an interior medial ball is obtained at the fourth iteration.
Source: Adapted from [11].

Therefore, before solving this problem, a graph data type needs to be constructed, 𝐺 = (𝑉 ,𝐸), consisting of:

• a complete set of vertices, 𝑉 , which corresponds to the atoms;
• a complete set of edges connecting the atoms, 𝐸. For each edge, an edge weight, the distance between two linked neighbor

atoms, is set.
11
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Algorithm 1: The shrinkBall algorithm (adapted from [11]).
Input : a set of points 𝐼0 and its corresponding KD-tree data structure 𝑇0, point 𝐩 ∈ 𝐼0 and its normal vector 𝐧, and

denoising angle 𝜃1
Output: medial ball center 𝐜 and radius 𝑟 associated to 𝐩

1 𝑖 ← 0
2 𝑟 ← 𝑟𝑖𝑛𝑖𝑡
3 𝐜 ← computeCenter (𝐩, 𝐧, 𝑟)

4 while true do
5 𝐪next ←nearestNeighbour (𝑇0, 𝐜)
6 𝑟next ←computeRadius (𝐩, 𝐧, 𝐪next)
7 𝐜next ←computeCenter (𝐩, 𝐧, 𝑟next)

8 if 𝑟next ≥ 𝑟 − 𝜖tol then
9 break
0 end

1 if 𝑖 > 0 and 𝜃1 > ∠𝐩𝐜next𝐪next then
12 break
3 end

4 𝐜 ← 𝐜next
5 𝑟 ← 𝑟next
6 end

Fig. 9. The auxiliary functions, computeRadius and computeCenter, used in Algorithm 1.
Source: Adapted from [11].

Algorithm 3 shows how the minimum spanning tree associated with the atom points is built. The function initAtomsGraph on
line one is responsible for connecting atoms whose outcome is a graph data representation of atoms. Once this graph is constructed,
Prim’s algorithm is used to obtain its corresponding minimum spanning tree, as represented by the function primsAlgorithm
on line two. This greedy algorithm finds a minimum tree from a graph representation by constructing this tree one atom at a time,
from an arbitrary starting atom, at each step adding the closest possible connected atom from the graph to another atom [24,26].
After determining the minimum spanning tree associated to atom points, a loop over such tree is executed in order to check if the
edges of tree are too long through a maximum distance value for threshold edge selection, 𝛿max (Fig. 6(b)), or are crossing 𝛤0 at any
point. The helper function distEdge computes the length of a given tree edge. If one of these conditions is met, the corresponding
edge is removed from the tree via the function removeEdge.
12
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Fig. 10. Example of the concept of separation angle when a disk flips side, from one side of the 𝛤0 to the other. The spurious ball can be detected by the small
separation angle 𝜃next.
Source: Adapted from [11].

Algorithm 2: The makeAtoms algorithm.
Input : a set of points 𝐼0
Output: interior medial balls store in 𝑀𝑎𝑡𝑜𝑚 for a region whose boundary are formed from all the points in 𝐼0

1 𝑇0 ← makeKDTree (𝐼0)

2 foreach 𝐩 ∈ 𝐼0 do
3 𝐜 ← shrinkBall (𝐩,𝐧, 𝑇0)
4 𝛿 ← distNearestAtom (𝑀𝑎𝑡𝑜𝑚, 𝐜)

5 if 𝛿 ≥ 𝛿min then
6 𝑀𝑎𝑡𝑜𝑚 ← push (𝐜)
7 end
8 end

Algorithm 3: The makeAtomsGraph algorithm.
Input : a set of medial balls 𝑀𝑎𝑡𝑜𝑚
Output: a graph representation of atoms, 𝐺

1 𝐺 ← initAtomsGraph (𝑀𝑎𝑡𝑜𝑚)
2 𝐺 ← primsAlgorithm (𝐺)

3 foreach edge ∈ 𝐺 do
4 𝛿 ← distEdge (𝑒𝑑𝑔𝑒)

5 if 𝛿 ≥ 𝛿max or edge crosses 𝛤0 then
6 removeEdge (𝐺, 𝑒𝑑𝑔𝑒)
7 end
8 end

3.3. Discretized skeleton curve

The skeleton curve obtained with the previous two steps connects atoms that are generally not on element edges. However, for
he phantom node method, we are looking to construct segments that cross elements in a single straight line. The location of the
ohesive segments can be determined by projecting the approximate skeleton curve onto the finite element mesh (see Fig. 6(c)).
his operation is performed in two stages. Firstly, crack branches (end-to-end, end-to-junction, or junction-to-junction branches)
re generated from the connectivity of the approximate skeleton curve. Next, looping over these branches, the intersection points
etween the approximate skeleton curve and the elements are determined. As a result, the approximate skeleton curve is mapped
n the mesh. This last stage can be efficiently carried out by a R-tree data structure used for spatial searching. An R-tree can store
ny set of objects (polygons, line segments, points, for instance), and it can give intersection queries with any other object. For an
xtensive overview of R-trees and their implementation, see [24,27].
13
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Fig. 11. Example of corner and junction elements, which contain local cycles or loops. Triangle markers indicate intersection points between the approximate
skeleton curve and finite element edges used to define the discretized skeleton curve.

The resulting intersection points and finite elements crossed by the cohesive segments can again be stored as a graph, in which
the elements are treated as vertices and the intersection points are treated as edges. This storage scheme facilitates determining for
any given finite element which intersection points it contains, and to which finite element it is connected.

Two points of extra attention exist in the element-intersection graph representation. First, one atom might give rise to a ‘corner’,
as exemplified in Fig. 11. Second, unlike the graph representation of the approximate skeleton curve that has acyclical characteristic
(see Fig. 13), the element-intersection graph representation might present local cycles at locations where one atom contains a
junction, as exemplified in Fig. 11. Corners are considered to be elements with more than one intersection points lying on the same
element edge (see Fig. 11(a)); on the other hand, junctions are considered to be elements containing more than two intersection
points (see Fig. 11(b)). Furthermore, the approximate skeleton segment might cross the same element edge twice, which in turn
produce two edges that both connect the same of pair of vertices since these intersection are stores as edges in the element-
intersection graph. In order to deal with such scenarios, shortcuts are made in the discretized skeleton curve, as illustrated by
the magenta curves in Fig. 11.

4. Phantom node method

Once the discretized skeleton curve has been located, i.e. when 𝛤𝑠 has been determined, the phantom node method is used to
ntroduce a discontinuity in the solution basis at that location. Fig. 12 schematically illustrates the phantom node method. When
n element is crossed by a crack at 𝛤𝑠, such element is divided into two complementary subdomains, 𝐴 and 𝐵, as illustrated in
ig. 12. Phantom nodes are added over the original ones, i.e. �̃�1, �̃�2 and �̃�3. Thus, the original element is substituted by two new

elements, 𝐴 and 𝐵, which have the exact same geometry but different connectivity. The shaded area indicates which part of a new
lement is active, 𝛺𝐴 and 𝛺𝐵 . The internal force vector and stiffness matrix contribution of each new element to the global system
f equations are obtained by integrating only over the active part of the elements.

The discontinuous displacement field in the pair of overlapping elements is defined as:

𝐮(𝐱) =
{

𝐍(𝐱)𝐮𝐴, 𝑥 ∈ 𝛺𝐴

𝐍(𝐱)𝐮𝐵 , 𝑥 ∈ 𝛺𝐵
, (28)

here 𝐍 contains the standard finite element shape functions, and 𝐮𝐴 and 𝐮𝐵 are the nodal displacements from element 𝐴 and
. The displacement jump over the crack is computed as the difference between the displacement fields of the two overlapping
lements:

[[𝐮]](𝐱) = 𝐍(𝐱)(𝐮𝐴 − 𝐮𝐵), 𝐱 ∈ 𝛤𝑠. (29)

Observe that Eq. (29) gives the displacement jump in the global frame, while the constitutive-related expressions in Eqs. (13)–(15)
are evaluated in the local frame (𝑛, 𝑠). The transformation from global to local coordinate frame is performed as:

̄

14

[[𝐮]] = 𝐐[[𝐮]], (30)



Engineering Fracture Mechanics 268 (2022) 108443L.A.T. Mororó et al.
Fig. 12. Connectivity and active parts of two overlapping triangular finite elements in phantom node method. Local frame (𝑛, 𝑠) and its orientation angle 𝜗.

where the transformation matrix 𝐐 is given as:

𝐐 =
[

− sin 𝜗 cos 𝜗
cos 𝜗 sin 𝜗

]

. (31)

It is also possible to relate:

�̄� = 𝐐𝐭. (32)

More details on how the internal force vector and linearized stiffness matrix are assembled and their contribution to the global
system of equations can be found in [12,13,28].

For a known discretized skeleton curve, possibly containing junctions and multiple disconnected parts, the phantom nodes
and overlapping elements are generated in the updateMesh function (see Fig. 1). This is done by looping over the vertices of
the element-intersection graph turning ‘right’ wherever it meets a junction. Fig. 13 gives a general view of how these loops are
constructed. Looping along each of the dashed lines, the part of the elements on the right side of the skeleton curve is taken as the
active part, while phantom nodes are introduced for all nodes on the left side. During this procedure, end vertices are regarded as
anchor points, at which a crack path begins and ends. This approach facilitates consistency in the connectivity of neighboring pairs
of elements. An example of implementation of these two tasks on the element-intersection graph and phantom node constructions,
and shortcut operations in the discretized skeleton curve can be found in [29].

It can be observed from Fig. 13 that at junctions, small triangles are created. Elements are defined along the dashed lines, taking
the closest magenta skeleton line as the edge of the active domain. As a consequence, the triangles inside the junctions do not belong
to the active part of any element. It can occur that junction elements are split in three active parts (e.g., at the junction of paths 1,
2, and 3 in Fig. 13). With the proposed procedure for defining the phantom nodes and overlapping elements, no special treatment is
required to allow for presence of three or more overlapping element, except that no cohesive segments are introduced in elements
with more than two overlapping elements. Near the junctions it may also happen that there are two overlapping elements that do
not touch (e.g., between paths 8 and 10 in Fig. 13). Also in this case, no cohesive element is introduced. In other words, elements
that contains junction, their contribution to the system of equation for equilibrium solution phase and to the system of equation
in Eq. (18) are not taken into account.

5. Results and discussion

The performance of the proposed TLSV2 method is assessed with numerical examples in this section. The method has been
developed with Jem/Jive [30], which is an open-source toolkit for finite element analysis, along with the Boost Graph Library [24],
which contains minimum spanning tree algorithms, tools to manage graph data structures, and R-tree functionality.

For all numerical examples, unstructured meshes of linear triangles generated with Gmsh [31] are considered. For nucleation,
the size of a new damage nucleus 𝜙0 is about the effective element size. The stabilization parameter from Eq. (18) is set to 𝜅 = 1.2.
Furthermore, the constant 𝜉 used to compute 𝑣max in Eq. (24) is set to 𝜉 = 0.5, the constants �̄�init and �̄�max for 𝑌𝑐 -interpolation
expression in Eq. (26) are, respectively, set to �̄�init = 0 and �̄�max = 2𝜋𝑙𝑐 + 2𝑙𝑐 . The compression factor in Eq. (4) is 𝜂 = 0.92, and the
user-defined level set value 𝜙⋆ = 0.5𝑙𝑐 (see Eqs. (3) and (5) and Fig. 2). The penalty stiffness is 𝐾 = 8 × 104 N∕mm3 (see Eqs. (12),
(14) and (15)).

Regarding the parameters used for the Skeletonizer algorithm, the denoising angle is 𝜃1 = 125◦, the initial ball has 𝑟init = 50𝑙𝑐 (see
Algorithm 1). Besides, the threshold parameter 𝛿min is about three times the effective element size, i.e., 𝛿min ≈ 3ℎ, and 𝛿max ≈ 4𝛿min
(see Algorithms 2 and 3 and Fig. 6).
15
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Fig. 13. Example of phantom node construction. The top left damaged subdomain illustrates the ‘global’ acyclical property of the atom graph after executing
Prim’s algorithm.

Fig. 14. Compact tension test: boundary condition and geometry (dimensions in mm).

5.1. Compact tension test

As a first example, the response of a compact tension test under plane stress is considered. Boundary conditions and geometry of
the specimen are shown in Fig. 14. Young’s modulus, Poisson’s ratio, and tensile strength are, respectively, 𝐸 = 7000MPa, 𝜈 = 0.3,
𝑓𝑡 = 79MPa. The critical length 𝑙𝑐 is equal to 3mm. This example is performed with 𝑐 = 2 (see Eq. (24)). A refined mesh, with
effective element size ℎ = 0.25mm, is applied in the region where the crack is expected to develop. The nucleation check is only
performed around the notch tip. As this example is a tension dominated problem, the parameter 𝛽 in Eq. (9) is equal to one, which
associated with Eq. (8) lead to a symmetric material law that presents the same behavior in tension and compression.

In Fig. 15, the load–displacement curves from Van der Meer and Sluys [4], obtained with a cohesive zone analysis with
𝐺𝑐 = 40N∕mm, and the TLSV2 are drawn together, and the deformed specimen for the final time step is shown. The result verifies the
accuracy of the proposed model. Unlike earlier TLS studies [4,5], in which the parameter related to crack growth 𝑌 𝐺𝑐 (see Eq. (26))
was a direct function of the fracture energy 𝐺𝑐 , and 𝑙𝑐 , 𝑌 𝐺𝑐 in this work is obtained via a fitting procedure at 𝑌 𝐺𝑐 = 15.6MPa.
The match with cohesive zone analysis in the descending branch shows that during crack propagation the effective fracture energy
obtained with the TLSV2 is constant.

Fig. 16 shows the load–displacement graphs for different values of 𝑙𝑐 : 2mm, 3mm, and 4mm. Observe that the curves (the graph
on the left-hand side) obtained with 𝑙𝑐 equal to 2mm and 4mm, and with the fixed value of 𝑌 𝐺𝑐 = 15.6MPa drift away from the
corresponding simulation with 𝑙𝑐 = 3mm, since they are simulated without their corresponding fitted 𝑌 𝐺𝑐 -value.

The graph on the right-hand side shows results from simulations where 𝑌𝑐 is varied along with 𝑙𝑐 in a inversely proportional
way. The inverse proportionality is based on the fact that 𝑌 𝐺𝑐 is a direct function of 𝐺𝑐 and 𝑙𝑐 in TLSV1 models (cf. [4,5], where
𝑌 𝐺𝑐 = 𝐺𝑐

𝑙𝑐
). It can be observed that also with TLSV2, the same effective fracture energy is obtained for different combinations of 𝑌 𝐺𝑐 ,

and as long as the product of the two is equal.
Fig. 17 shows the two fields of the averaged quantities 𝑌 and 𝑌𝑐 obtained through Eq. (18). It is important to emphasize the

consistency of these results, in which 𝑌 is zero in the region behind the crack tip, indicating the presence of a traction-free crack
and 𝑌 does reach the constant maximum value of 15.6MPa, the value set in 𝑌 𝐺.
16

𝑐 𝑐



Engineering Fracture Mechanics 268 (2022) 108443L.A.T. Mororó et al.
Fig. 15. Compact tension test: load–displacement curve in comparison with the cohesive zone analysis (CZA) as presented in [4] (left), and deformed specimen
with plotted vertical displacement field (right) considering 𝑙𝑐 = 3mm.

Fig. 16. Compact tension test: load–displacement curves with fixed values of 𝑌 𝐺𝑐 = 15.6MPa (left), and with inversely proportionally adapted values of 𝑌 𝐺𝑐
(right).

Fig. 17. Compact tension test: averaged quantities at given load step in the post-peak response.

Fig. 18 shows the outcome of main stages of the Skeletonizer algorithm for one time step from the compact tension simulation.
Note that the last atom point obtained by Algorithm 2 is the atom 𝑠 located at 𝐜𝑠; as a result, it would have a lack of cohesive
segments between 𝑠 and the curve 𝛤⋆, which in turn gives rise to a non-gradual evolution of traction forces in this region. In order
to avoid this absence of cohesive segments in this region, the atom 𝑠 is moved until it reaches 𝛤⋆, whose new location is indicated
by the atom 𝑡 located at 𝐜𝑡. This shifting procedure is accomplished by moving 𝑠 on the line oriented by the normal vector defined
as 𝐧 = 𝐜𝑠−𝐜𝑟 ; therefore, the intersection point between such line and 𝛤 defines the location of 𝑡.
17
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Fig. 18. Compact tension test: stages of Skeletonizer algorithm with iso-0, iso-𝜙⋆, and iso-𝑙𝑐 curves of the level set field.

5.2. Modified compact tension test

In the second example, the compact tension test is modified, as shown in Fig. 19, in order to show the ability of the proposed
framework to deal with crack branching and consequently a junction in the skeleton curve. This numerical example is inspired by
crack branching case studied by Moës et al. [1] in which the specimen is made of two different Young’s moduli. The soft material
has the same properties used previously in the first example, and for the stiff material, the properties are 𝐸 = 70 000MPa, 𝜈 = 0.3,
and 𝑌 𝐺𝑐 = 468MPa. The critical length 𝑙𝑐 is equal to 1mm, and the parameter 𝑐 is increased, 𝑐 = 4, in order to promote more modes
along the damage front. The typical element size ℎ is equal to 0.15mm around the region where the crack is expected to develop.
Making use of the previously calibrated value and because 𝑌 𝐺𝑐 is inversely proportional to 𝑙𝑐 , 𝑌 𝐺𝑐 is equal to 46.8MPa in this example.

Fig. 20 shows the load–displacement curve and crack evolution along with its approximate skeleton curve for some time steps.
The crack is initiated in the soft material and grows without touching the region where the stiff material is defined.

Fig. 21 shows the deformed specimen and a close-up figure of the junction. Crack branching naturally takes place as the iso-0
curve evolves, and consequently, its corresponding skeleton curve. This case would clearly be more complicated to represent with
classical XFEM-based models (see Fig. 22).

5.3. Rail shear test

The final example is a case where traction-free sliding deformation is desired. The case is inspired by the plane strain rail shear
test for mode II failure analysis following Van der Meer and Sluys [4]. The case consists of a weak core sandwiched between two
stiff arms, as illustrated in Fig. 23. The arms are loaded in opposite direction so that the core is sheared. This setup leads to the
18
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Fig. 19. Modified compact tension test: boundary condition and geometry (dimensions in mm). Colored area indicates where the stiffer material is set.

Fig. 20. Modified compact tension test: load–displacement curve, and crack evolution (close-up) and its corresponding approximate skeleton (green curve).

Fig. 21. Modified compact tension test: deformed specimen (left), and a close-up figure of the crack (right).

crack distribution observed in experimental tests of cusps forming in resin-rich regions of composite material in mode II loading
conditions.

Young’s modulus, Poisson’s ratio, and tensile strength of the core material are the same as mentioned in the first example in this
paper. For the face material, the properties are 𝐸 = 2.1 × 103 GPa (three hundred times stiffer than the core material), 𝜈 = 0.3, and
𝑓𝑡 = 79MPa. The typical element size ℎ is 0.15mm throughout the core region, and 𝑙𝑐 and 𝑌 𝐺𝑐 are, respectively, 1mm and 46.8MPa.
This simulation is performed with 𝑐 = 2, the same value used in the compact tension test.

5.3.1. Single damage nucleus
Following the approach used to investigate a similar setup with TLSV1 in [4], the problem is first considered to have an initial

damage nucleus at the mid-height plane of the core, 15mm from the left side edge, with radius 0.95mm, which is slightly smaller
than 𝑙𝑐 , in order to assess the material laws obtained through Eq. (8) by varying the parameter 𝛽 in Eq. (9).

Three different choices for 𝛽 are investigated. Firstly, 𝛽 is set to one, which gives rise to a symmetric constitutive model for
the bulk in the sense that stiffness degradation is equal under tension and compression. Fig. 24 shows the load–displacement curve
19
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Fig. 22. Modified compact tension test: zoom of the junction located at element 𝑒 that has been divided into three overlapping elements.

Fig. 23. Rail shear test: boundary condition and geometry (dimensions in mm).

Fig. 24. Rail shear test with an initial damage nucleus and 𝛽 = 1: equilibrium curve, and crack distribution for two different time steps are marked on the
load–displacement curve.

and crack distributions for this case. It is clear that this constitutive model leads to an unrealistic behavior. Similar to what was
observed with the TLSV1, initially an X-shaped crack appears, with unphysical compressive branches. However, with the TLSV2, the
tensile branches are eventually favored, because there is still tension/compression asymmetry in the cohesive model. Nevertheless,
secondary compressive branches appear, and the overall final crack pattern is not realistic. It is concluded that the asymmetry in
the cohesive part of the TLSV2 is not sufficient to prevent compressive damage.

The second simulation is performed with 𝛽 = 0 where the degradation of material behaves asymmetrically, with complete
stiffness recovery under compression. In Fig. 25, the equilibrium curve obtained with 𝛽 equal to zero is plotted, and the final
crack distribution and its corresponding deformed configuration are shown. Unlike to what is shown with the TLSV1 in [4], where
a hardening phenomenon is obtained with the same constitutive model due to the fact that one of the principal strains in the shear
band between arm and core become negative leading to stiffness recovery and stress transfer across the crack, the TLSV2 model
20
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Fig. 25. Rail shear test with an initial damage nucleus and 𝛽 = 0: load–displacement curve, and final crack distribution and its corresponding deformed specimen
with horizontal displacement field.

Fig. 26. Variability of parameter 𝛽 as a function of the size of damaged domains �̄�.

proposed does not show such undesired behavior. The contact condition in the discontinuity does not prevent sliding deformations,
and the surrounding bulk material can completely unload. However, the choice for 𝛽 = 1 does lead to more oscillatory behavior in
the post-peak response.

The last one-nucleus simulation uses a constitutive model that combines the benefits from both models that have been
investigated previously. The choice for 𝛽 = 1 brings robustness, while 𝛽 = 0 gives the correct directionality for crack propagation.
For the initial transition from a circular damage nucleus to a clean tensile crack under shear loading, full stiffness recovery under
compression (𝛽 = 0) is essential. Later, when the asymmetry in tension/compression behavior is partially represented across the
displacement discontinuity, stiffness recovery in the bulk becomes less important, although a value of 𝛽 = 1 may still lead to
undesirable secondary compressive crack branches. For large cracks, an intermediate value of 𝛽 is sufficient and still provides an
improvement in stability over the stricter 𝛽 = 0. Because we have information on the size of the damaged zone through �̄�, we can
achieve a transition for 𝛽 from 0 to a higher value as the damaged zone grows. Therefore, 𝛽 is made into a function of the size of
damaged zone �̄� as follows:

𝛽(�̄�) =

⎧

⎪

⎪

⎨

⎪

⎪

⎩

0, �̄� ≤ �̄�init
�̄�−�̄�init,𝛽

�̄�max,𝛽−�̄�init,𝛽
𝛽max, �̄�init,𝛽 < �̄� ≤ �̄�max,𝛽

𝛽max ≤ 1, �̄� > �̄�max,𝛽

, (33)

where �̄�init,𝛽 and �̄�max,𝛽 are, respectively, the initial size of the damaged zone and the size for which the material is considered to
behave as a fully constitutive law with 𝛽 = 𝛽max (see Fig. 26).

Therefore, the problem is simulated again with �̄�init,𝛽 = 2𝜙𝑙𝑐 + 3𝑙𝑐 , �̄�max,𝛽 = 2𝜙𝑙𝑐 + 6𝑙𝑐 , and 𝛽max = 0.88 for the equation above.
Fig. 27 shows the load–displacement curve with the variability of 𝛽, and crack distribution along with its deformed configuration for
the last time step. It is clear that the approach proposed for evaluation of 𝛽 through Eq. (33) influences the overall response on this
problem. The initial nucleus does not grow into a X-shaped crack, because the material is dictated by the asymmetric constitutive
law. In addition, this simulation does not suffer from substantial oscillations when the crack reaches the interface region between
core and arms due to the fact that the constitutive law at this point has much less stiffness recovery under compression with 𝛽 = 𝛽max.
Also, note the absence of secondary branches when compared to the final crack configuration obtained with fixed value of 𝛽 = 1.
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Fig. 27. Rail shear test with an initial damage nucleus and varying 𝛽 = 𝛽(�̄�): load–displacement curve, and final crack distribution and its corresponding
deformed specimen with horizontal displacement field.

5.3.2. Multiple damage nuclei
With this new way to address the value of 𝛽, the shear test is revisited. Now, the TLSV2 model is also applied to a case without

predefined initial damage nucleus. The nucleation check is only performed around the mid-height of the core. Besides, the distance
between a new damage radius and existing damage fronts is set to be at least 7mm.

The evolution of damage in the shear test with the varying value of 𝛽 is shown in Fig. 28. As already detailed in a similar test
case with the TLSV1 [4], the first nuclei appear before the peak load is reached. As the load increases, the inclined cracks start to
form; however, only the left most crack, the main crack, reaches the interface between the two materials, and this crack eventually
extends over the whole length of the core. As the analysis progresses, the load eventually drops as the main crack reaches the right
end of the specimen. Furthermore, it can be observed that the skeleton curve of the main crack does not join up with others even
though its iso-0 curve does merge with the damage fronts of all inclined cracks. The skeleton curves do not merge because of the
fact that when the fronts join up and the main crack moves towards to the right edge of the specimen, these regions experience
unloading, after which the front stops evolving.

6. Conclusions and discussion

In this paper, the TLSV2 method is extended to provide the ability of dealing with free-form skeleton curves for crack growth
problems in solids that bring branching and merging events. The TLSV2 method by Lé et al. [9] has been used as a basis model for
the proposed version. A skeletonizer algorithm equipped with the ball-shrinking algorithm in the version by Peters [11] and Prim’s
algorithm has been designed. The phantom node method has been used to account for the discontinuous part of the TLSV2. Once
the skeleton curve has been mapped into the mesh, the construction of the phantom node method including the possibility of crack
branching is achieved by traversing along crack branches one side after the other.

After implementing these features, the TLSV2 method proposed was successfully assessed in three numerical examples. The first
example, the compact tension test, was used to define some input parameters, and to verify the ability of the TLSV2 to represent
crack growth at a constant fracture energy. Even though the fracture energy is not a direct input in the proposed method, this shows
that the model can be calibrated to fracture energy measurements. It was demonstrated that it is necessary to extend the last atom
point obtained from the ball-shrinking algorithm.

The proposed framework was shown to work for the case of crack branching and merging in the second and third test cases,
although merging was only found for the damage front and not for the skeleton. In the shear test, the influence of the stiffness
recovery parameter 𝛽 on the global response was investigated. Variability of 𝛽 as a function of the size of damaged zone was
proposed to benefit from the advantages of the constitutive laws with and without stiffness recovery under compression preventing
unrealistic compressive crack branches as obtained with 𝛽 = 0, as well as undesirable oscillations as encountered with 𝛽 = 1.
Furthermore, the special interphase material used in the earlier TLS versions [4,6,7] was not necessary, since the crack could grow
in a mode II manner without artificial hardening.

The work in this paper is restricted to unstructured meshes of linear triangles and to 2D simulations. However, the proposed
framework, especially the algorithm to locate the skeleton curve in conjunction with the phantom node approach, is expected to
work as well for meshes of quadrilaterals without substantial changes.

On the other hand, a 3D version of the proposed framework would require extra attention, mainly for construction of crack
surface. Although the ball-shrinking algorithm behaves the same in 3D as it does in 2D [11], it still provides a point-based
representation of the medial surface of the iso-0 surface in 3D simulations, i.e. an unstructured set of medial atoms, which would
need to be transformed into surfaces with boundaries in order to represent cracks in 3D. An extensive overview of methods for
constructing this surface can be found in [32]. Once the medial surface of the iso-0 surface has been determined, the corresponding
discretized skeleton surface can be determined, which can subsequently be used in conjunction with the phantom node method for
constructing a discontinuity in the displacement field.
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Fig. 28. Rail shear test: damage front and approximate skeleton curve evolution.
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