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Summary

Image2Speech is the relatively new task of generating a spoken description of an image. Similar to Auto-
matic Image Captioning, it is a task focused on describing images, however it avoids the usage of textual
resources. An Image2Speech system produces a sequences of phonemes instead of (written) words which
makes the Image2Speech task applicable to languages which do not have a standardized writing system. This
thesis presents an investigation into the evaluation of the Image2Speech task. The Image2Speech output is
evaluated with human evaluators as well as multiple objective evaluation metrics. These metrics are often
used in the field of Natural Language Processing, such as BLEU, METEOR, PER, etc. and can be used to give
an indication of the semantic similarity between two sentences of words. Since humans are the end users of
Image2Speech systems, the objective evaluation metrics are correlated with human evaluation in order to de-
termine which metric can best evaluate an Image2Speech system with the end users in mind. For this, first an
Image2Speech system was implemented which generates image captions consisting of phoneme sequences.
This system outperformed the original Image2Speech system on the Flickr8k corpus, which is a dataset con-
taining 8,000 images which each image also having five written and spoken captions. Subsequently, these
phoneme captions were converted into sentences of words in order to be more easily interpretable for hu-
man evaluators. The captions were rated by human evaluators for their goodness of describing the image and
correlated with the objective evaluation metrics. Although BLEU4 does not perfectly correlate with human
ratings, it obtained the highest correlation among the investigated metrics, and is the best currently existing
metric for automatically evaluating the Image2Speech task. Current metrics are limited by the fact that they
assume their input to be words. A more appropriate metric for the Image2Speech task should assume its
input to be parts of words, e.g. phonemes, instead.
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2 1. Introduction

Automatic image captioning [32][46][12][9][13], the generation of descriptions for images, is a popular
task that combines the fields of computer vision and natural language processing (NLP). Automatic image
captioning can be helpful for human to robot interaction, early education, information retrieval ( e.g. auto-
matic tagging and easier searching), aiding the visually impaired, and more [2]. Image captioning systems
typically use images with corresponding textual descriptions as training material, they are trained with im-
age features as input and captions as the desired output. Unfortunately, such systems are only applicable
to languages that have a conventional writing system (also known as a well-defined orthographic system).
It is estimated that half of the 7,000 languages around the world however do not have such an orthography
[10][44], for example Swiss-German.

In order to potentially reach any spoken language, regardless of whether it has an orthography, a new
task has been proposed: Image2Speech [16], which takes an image as input and generates a caption as out-
put. The main difference between Image2Speech and regular image captioning is that Image2Speech focuses
on generating a spoken description without the use of textual descriptions. Rather than generating written
words from image features, the Image2Speech system generates speech units (phonemes), which can then
be synthesized into speech. Image2Speech circumvents the need for an orthography and it is therefore in
principle applicable to any spoken language, provided that there is training material for it. An Image2Speech
example can be seen in Figure 1.1 which shows the phoneme caption output that the Image2Speech system
that has been developed in this research has generated for an example image from the Flickr8k dataset [37]
(and the same caption manually converted into words).

r

Figure 1.1: An example image from Flickr8k [37] with generated caption:
EYDAOGIHZRAHNIXNGTHRUWDHAXSN OW
(A dog is running through the snow)

1.1. Research Question

Because the Image2Speech task is new, no well-established method for evaluating the performance of a sys-
tem for this task as yet exists. One of the main purposes of this research is to fill that gap. While human
evaluation is an obvious option, it is also an expensive and time consuming method of evaluation. Not all
researchers have the time and resources available for human evaluation. For cheap and quick evaluation
there is the option of objective evaluation metrics. Many such metrics exist in the field of Natural Language
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Processing (NLP), where they are often used to score the semantic similarity of two sentences, which can
also be applied to evaluate automatic image captioning. Previous research into Image2Speech [16] has also
made use of such metrics. These metrics are mostly designed for sequences (sentences) of words, however
the Image2Speech system gives sequences of phonemes as its output. It is unknown how well currently exist-
ing objective metrics can evaluate the Image2Speech task. This research focuses on establishing that, which
leads to the first and main research question (RQ1): Which method of objective evaluation works best in
determining the performance of an Image2Speech system?

To answer this, the Image2Speech system needs to be evaluated with objective evaluation metrics and
compared with human evaluation in order to establish how well the objective evaluation metrics correspond
with the opinions of the end users. This leads to the sub research question (RQ2): Which objective evaluation
metric achieves the highest correlation with human evaluation?.

Further, it is useful to know whether the output of an Image2Speech system is sufficient for producing
comprehensible speech. The Image2Speech task aims to be applicable to unwritten languages, for which
there are fewer types of resources that can be used for speech synthesis compared to written languages. This
leads to the sub research question(RQ3): Which resources does the Image2Speech system require in order to
produce comprehensible speech?

In order to answer these research questions the following has been done in this research:

* A new Image2Speech system is developed (see Section 3.1) in order to obtain outputs and evaluation
results that can help answer RQ1 and RQ2. This system is heavily based on that of Hasegawa-Johnson et
al. [16] and makes extensive use of deep learning. The evaluation (see Section 3.2) is mainly focused on
how well the phoneme sequences generated by the Image2Speech system describe the image, in other
words, how well the semantics of the image are represented in the phoneme sequences. This is because
the main distinguishing factor between the Image2Speech system in comparison to most other image
captioning systems is the direct conversion of an image representation into speech units. The new
Image2Speech system uses English as its language, which is not an unwritten language. However it is
treated as closely to an unwritten language as possible for the purposes of training the Image2Speech
model by using phonemes as the desired output data.

* Image2Speech outputs are synthesized under multiple sets of circumstances, that reflect different sce-
narios of available resources in order to answer RQ3. Informal listening is done to determine in which
scenarios comprehensible speech can be synthesized (see Section 3.1.4).

e The output of the Image2Speech system is evaluated by human raters with the use of crowdsourc-
ing (see Section 3.2.1). The resulting human evaluation data is used to determine how well the Im-
age2Speech system performs as well as to determine how well objective metrics can evaluate an Im-
age2Speech system.

— Since crowdsource workers can not be expected to be able to interpret sequences of phonemes
very well, a simple method to convert phoneme sequences into words is developed to make the
output readable and interpretable for the human raters (see Section 3.2.1).

— To gain more insight into which aspects are most important to determine the goodness of the
description of the caption, the raters are also asked about more specific aspects of the images,
namely objects and actions, as these are likely to be the most significant aspects of a caption.

* The correlation between the results of the human evaluation and the results of several objective metrics
(see Section 3.2.2) is determined using the Pearson correlation coefficient in order to establish which
objective metric correlates the most with human evaluation and is thus best used to evaluate an Im-
age2Speech system when human evaluation is not a feasible option.

Chapter 2 will talk about background knowledge related to Image2Speech. Chapter 3 explains the Im-
age2Speech methodology and the evaluation methodology. Chapter 4 covers the results that have been ob-
tained throughout this research. Finally Chapter 5 discusses the results, the implications and the limitations
of this research.
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This chapter lays out the background information that is important for understanding the inner work-
ings and evaluation of the Image2Speech system (Chapter 3), and also talks about related fields to the Im-
age2Speech task. Deep Learning is covered in Section 2.1, Automatic Image captioning is covered in Section
2.2 and Crowdsourcing is covered in Section 3.2.1.

2.1. Deep Learning

Deep learning is a machine learning method based on Artificial Neural Networks (ANNSs) that has become in-
creasingly popular with the increased availability of data and processing power. Approaches that make use of
deep learning have managed to achieve state-of-the-art results in fields such as image recognition[23], speech
recognition[17][7], machine translation[11] and many other fields. Deep learning makes use of representa-
tion learning which are techniques that allow for extraction of information from raw data by transforming
the data into a representation that is slightly more abstract. These abstract representations can be difficult
for humans to interpret, however they are suitable for training machine learning models. Deep learning uses
several layers of representation learning which leads to increasingly abstract representations. Typically this
leads to very complex models even in comparison to other machine learning methods, however these models
are often able to achieve better results than other models. Deep learning is very flexible and can be applied to
a huge variety of tasks, however it often does require large amounts of data and its training process can take
avery long time.
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Figure 2.1: A feed-forward 4-layer neural network [25].

Many neural networks make use of a feed-forward structure which is visualized in Figure 2.1. This exam-
ple neural network is represented as a graph with a number of nodes and connections. The nodes themselves
represent non-linear functions that are applied to their input and the connections between nodes represent
the flow of input and output data. At every node, its non-linear function is applied to the input and the result
of that is given as an output. For example in Figure 2.1, the input node labeled i applies its non-linear function
to the input and passes it to the node labeled j (as well as two other unlabeled nodes). This process of ap-
plying a function to the input and giving an output happens in every node. It starts at the input nodes which
pass on their outputs to the next nodes and this process repeats until it reaches the output nodes, resulting
in an output that is intended to be (close to) the desired output. As can be seen in Figure 2.1, the nodes form
several groups which are called layers, starting with an input layer, ending with an output layer, and every-
thing in-between is referred to as a hidden layer. The flow of data starts from the input layer, the input nodes
pass their output forward through the connections to the nodes of the hidden layers until it reaches the out-
put layer. A neural network can contain any number of hidden nodes and layers. When a neural network
has multiple hidden layers it is often referred to as a Deep Neural Network (DNN). The non-linear functions
contained in every node partially consist of a number of learned parameters, which are usually called the
weights (w) and biases (b). Figure 2.2 shows how the weights and biases are applied to the input. The weights
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are multiplied with their respective input and then the bias term is added. Afterward a non-linear activation

function f(-) is applied. Commonly used non-linear include the ReLU unit (f(z) = max(0, z), the sigmoid

function (f(z) = # and the hyperbolic tangent function (f(z) = tanh(z). Softmax [14](f(z); = %) isan
J

activation function that is commonly applied to the output of an architecture for multi-class classification,
where it can be used to compute for every class a probability of a sample belonging to that class.

1
b\
wl
X1 —— Y
A'
X2

Output of neuron =Y= f(wl. X1+w2.X2 + b)
Figure 2.2: A node of a neural network with two inputs and one bias term.[20]

As with most machine learning methods, deep learning has a training process in which the parameters of
the nodes are learned. There are different approaches to learning, which often depends on the resources that
are available. Supervised learning is the most common approach which makes use of data that consists of
input (features) and desired output (labels) data. A trained model is able to take features as an input, process
them and give an output. Ideally the output of a trained model is the same as the desired output, or close to
it, depending on the application. During training, the goal is to obtain the best score which is determined by
something called the objective function. The objective function compares the output of the model with the
desired output in order to determine a score. This score gives an indication of how well the model performs
on the training data. The model that achieves the best score is not necessarily the best possible model, how-
ever it is the best model according to the automatic objective evaluation scheme of optimizing the objective
function.
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Figure 2.3: Backpropagation with the network shown in Figure 2.1 [25].

There are many methods for optimizing the objective function, one very popular one being Stochastic
Gradient Descent (SGD). SGD involves calculating the gradients of the objective function. These gradients
indicate whether a parameter should increase or decrease in value in order to obtain a better score. Figure
2.3 shows a method for calculating the gradients and tuning the weights, called backpropagation. At the



8 2. Related Works

output layer the gradients of the objective function with respect to the output of the nodes are calculated by
differentiating the objective function. These gradients are then used to calculate the gradients of the objective
function with respect to the weights of the output nodes. Those gradients are passed on to the previous layer
in the network in order to calculate the gradients with respect to the weights of the nodes in that layer. This
process goes on until all necessary gradients are calculated so that the parameters can be tuned.

Unsupervised learning is different in that it only makes use of unlabeled data. This can be helpful since the
process of labeling data can be expensive and time-consuming. However due to the absence of labels in the
data, it can be difficult to train a model that targets the output that is desired. Unsupervised learning focuses
more on learning the distribution and structure of the data. A common method of unsupervised learning
called clustering aims to split the data into groups such that similar data points reside in the same group.
Another example are autoencoders which learn a representation that can encode data which reduces the
dimensionality, resulting in fewer features and less noise than the original data. Additionally an autoencoder
also learns a reconstruction component that reconstructs a representation that is close to the original data.

Reinforcement learning work with a dynamic environment, which could for example be the real world
or a simulation. Training is done with a trail and error approach, while receiving feedback signals from the
environment. Reinforcement learning can be done without any prior data, however it is usually a very long
process.

Besides the feed-forward networks there are many other variants of neural networks. Two prominent ones
that are used in this research being convolutional neural networks and recurrent neural networks.

2.1.1. Convolutional Neural Networks

Since this research is focused on images, extensive use is made of CNNs. Convolutional Neural Networks
(CNNs) are a very popular type of neural network for tasks that involve images. This is due to having its own
feature extracting mechanism with convolutional layers and dimensionality reduction with pooling layers
[25].

An example CNN architecture can be found in Figure 2.4 that is used to classify hand-written digits. CNNs
are composed of convolutional layers and pooling layers in addition to a feed-forward network. As can be
seen in Figure 2.1.1 the input enters several convolutional layers and pooling layers until it reaches the final
feed-forward layers.

In the convolutional layers, the input is filtered by convolutional kernels (also known as filter banks) to
create feature maps. Figure 2.5 shows a 5x5 input image being convolved with a 3x3 kernel, which results
in what is called a feature map (shown right). The kernel is laid over the image and the values of the kernel
(which are learned) are multiplied with the values of a 3x3 (the size of the kernel that is used) part of the image,
which is then summed resulting in a value of 51 in the feature map. The kernel slides over the image with a
predetermined step size until it has covered the whole image. Multiple kernels with different parameters are
typically used in one convolutional layer, resulting in a set of feature maps per layer. These feature maps
are typically a smaller size than the input to the convolutional layer, which means that the dimensionality
has been reduced. Every filter strides over the entire image which helps make CNNs translation invariant.
This means that they are not overtrained on the exact positions of certain features, e.g. only being able to
recognize an object if it is positioned on the left side of an image.

Next, a non-linear activation function is applied to the feature maps to introduce non-linearity. Without
non-linearity being introduced, the convolutions would be fully linear which heavily limits the complexity
and performance of a CNN. After that they are passed to the pooling layer. The pooling layer further reduces
dimensionality by aggregating the inputs that it gets. The aggregation reduces the size of the input and num-
ber of parameters which helps make them more manageable. Pooling layers are different from convolutional
layers, because the aggregation (usually) does not involve convolution or learned parameters. Max pooling is
the most popular type of pooling which simply takes the maximum value from its inputs, average pooling is
also fairly common which averages the values of its input. Figure 2.6 shows an example of max pooling and
average pooling. The input on the left is divided into groups, indicated by the colored boxes. On the right is
shown what the output would be after max pooling or average pooling is applied to the groups of the input.

A typical CNN structure contains multiple convolutional layers stacked on each other with pooling layers
in-between them. CNNs have obtained state-of-the-art results for many tasks, particularly tasks related to
processing images such as object recognition[40], image classification[26] and facial recognition[19].
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Figure 2.4: A CNN that classifies hand-written digits[38].
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Figure 2.5: A convolutional filter being applied to an input image to fill in a feature map[35].

max pooling

20/ 30

112] 37
12120130, 0
8 [12] 2
34(70| 37| 4 average pooling
1121100} 25| 12 13l &

79| 20

Figure 2.6: Max pooling and average pooling of a 4x4 input(38].
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2.1.2. Recurrent Neural Networks

Recurrent Neural Networks (RNNs) are a type of neural network that work particularly well for sequential data
and/or sequential output, such as generating sequences which is part of the main goal of Image2Speech. The
main distinguishing feature of an RNN compared to most other neural network types is its looping structure,
which can be seen in Figure 2.7 which shows the basic structure of an RNN. This looping structure allows an
RNN to take a sequence of multiple inputs as well as give a sequence of multiple outputs. The first input xg is
passed to a node which is more complex than a typical neural network node. This node contains a structure
of neural network layers and operations, which as a whole shall be referred to as A. A processes x and gives
an output hy. Then the next input x; is passed to the next node which contains the same neural network A,
however this node also receives an input from the previous node. The input of previous nodes acts as a sort
of memory while processing the sequence xy, ..., x; which helps retain information about previous inputs. By
retaining this information, RNNs are very well suited for NLP tasks. For example generating a sentence word
for word requires looking back at previous outputs in order for the sentence to make sense both grammat-
ically and semantically. RNNs can be applied to a variety of problems such as those that involve predicting
one output per input that is part of a sequence, or predicting a single output from a whole sequence. However
there are also problems where the length of the input and output can both vary and not be the same, called
sequence-to-sequence problems, for which RNNs are not sufficient. For these problems, RNNs can be used
in a encoder-decoder architecture[6], which makes use of two RNNs. One RNN acts as the encoder which
encodes an input sequence of varying length into an output sequence of a fixed length. The other RNN acts
as the decoder, which decodes an input of fixed length into an output of varying length. The encoder-decoder
architecture is also used for the Image2Speech system developed in this research which encodes image fea-
tures and decodes with phonemes as an output.

P90
L - [

g

v

v

v
> —>

Figure 2.7: The structure of an RNN.[30]

Long Short-Term Memory

One of the downsides of a regular RNN is how it has trouble retaining important information after it has gone
through many nodes. This is particularly a problem for Image2Speech which generally has to give a relatively
long sequence of outputs since it takes multiple phoneme outputs to make up one word. A solution to that
is the Long Short-Term Memory (LSTM) network. This is an RNN variant which uses a more complex node
structure in order to retain important information and discord (forget) unimportant information. Figure 2.8
shows what a typical RNN node looks like, which contains one tanh layer which takes input from the input
sequence and from the previous node. Figure 2.9 shows what an LSTM node looks like, which is more complex
and requires extensive explanation.

The LSTM node has 4 main components:

* The memory which in Figure 2.9 is represented by the upper line. The memory carries information
from previous nodes which is combined with the input to produce an output.

* The three gates which are represented as yellow blocks in Figure 2.9, and described in order from left to
right:

— The forget gate is where part of the information in the memory is discarded which is not needed
anymore. This happens through a sigmoid layer, which maps input values (taken from the current
input x; and the previous output h;_;) to output values between 0 and 1. The memory’s values
are multiplied element-wise with these values, which means that a low value causes information
to be discarded and a high value causes it to be retained.
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— The input gate is where new information from the current input is added to the memory’s values.
This gate consists of two layers, another sigmoid layer and a tanh layer which maps input values
to output values between —1 and 1. The outputs of these layers are multiplied element-wise and
then added element-wise to the memory’s values. This way the sigmoid layer determines which
values are changed and the tanh layer determines how those values are changed.

— The output gate is where an output is generated. This gate involves yet another sigmoid layer, the
output of which is multiplied element-wise with the memory’s values with a tanh function applied
to it. The node then gives as an output /s; and passes the memory and #; to the next node. [30]

LSTMs have been able to achieve state-of-the-art results for several NLP tasks, such as automatic image
captioning[13]. They are also often used as the RNNs in the encoder-decoder architecture[46].
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Figure 2.8: The structure of a typical regular RNN node.[30]
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Figure 2.9: The more complex LSTM structure.[30]

There are also many variants of LSTM networks, such as the bi-directional LSTM (BLSTM) which does not
only take past inputs into consideration, but future inputs as well. Using BLSTMs in a pyramidal structure
allows for output sequences that are shorter than the input sequence. Figure 2.10 shows this structure where
the number of nodes is halved with each layer, causing the number of output nodes to be only a quarter of
the number of input nodes. This method is useful for encoding long sequences, such as a sequence of images
features which is used in this research. With a regular LSTM it is difficult to extract relevant information large
inputs due to the large amount of information. BLSTM also helps speeding up the time it takes to train a
model by reducing the size of the input.

2.2. Automatic Image Captioning

Automatic Image Captioning is the task of automatically generating a description (caption) of an image[33]
which Image2Speech [16] is based off. While Image2Speech generates spoken captions, almost all existing
Automatic Image Captioning systems generate textual captions, essentially these systems are Image2Txt sys-
tems. Figure 2.11 shows this hierarchy, with Image2Txt and Image2Speech being sub-tasks of Automatic Im-
age Captioning. The main difference between these tasks is that the format of Image2Txt is a textual caption,
while for Image2Speech it is a phoneme caption which is synthesized into a spoken caption.
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Figure 2.13: Visualized attention of an Image2Txt system[46]. White regions indicate high attention.

Image2Txt systems are generally very similar to an Image2Speech system, since the tasks are very simi-
lar as well. There are mainly two differences between an Image2Txt system and an Image2Speech system.
First of all the output for an Image2Txt system is a written caption, meaning that there is no need for any
speech synthesis. Second, the captions that the system trains on and outputs are made up of words instead
of phonemes, which means that it relies on textual resources.

Figure 2.12 shows a common approach for an Image2Txt system. It starts with an input image. Then
a CNN(Section 2.1.1 is used to extract features from an input image. These image features represent the
image in a way that reduces the dimensionality of the input while still keeping the most important aspects of
the image. The next step is for the image features to be encoded (see Section 2.1.2 for the encoder-decoder
architecture) and finally decoded to generate a sequence of words.

Image2Txt architectures also often contain an attender component. An attender dynamically places em-
phasis on parts of the input in order to make the relevant parts of the image more salient. For the task of
Image2Txt, attention can be visualized to show which areas of the image are being looked at by the system
when outputting a word. Figure 2.13 shows an example[46] of this where for every outputted word the white
parts highlight where the relevant parts of the image are. Xu et al.[46] shows how using attention can be very
beneficial in Image2Txt and achieved state of the art results at the time with it.

Image2Txt is usually evaluated with the objective metric BLEU (bilingual evaluation understudy) [34] and
often METEOR ] (Metric for Evaluation of Translation with Explicit ORdering) [3] is included as well[46][12][9],
which can give an indication on the semantic similarity between the generated caption and the ground
truth. Two other objective metrics, ROUGE-L (Recall-Oriented Understudy for Gisting Evaluation) [27] and
CIDEr (Consensus-based Image Description Evaluation) [43] have also recently been used as an evaluation
method[13], however they are not used very commonly.

2.3. Crowdsourcing

Crowdsourcing is a method that uses a large group of individuals to performs Human Intelligence Tasks
(HITs) in return for monetary compensation [22]. There are many possible applications for crowdsourcing
such as evaluation, data annotation and surveys. It is also used for the human evaluation done in this re-
search. Crowdsourcing is well suited for tasks that would take a large amount of time and effort for one
individual to complete, but can be divided up and delegated to multiple individuals in order to get the task
done quickly. As an example the flickr8k corpus[37] which is used in this research is a dataset that has been
created with the use of Amazon’s Mechanical Turk, which is an online platform for crowdsourcing purposes.
Flickr8k contains 8000 images which have been annotated by crowdsource workers, resulting in 5 textual de-
scriptions of every image in the dataset. For a small team of researches it would take a lot of time and effort
to annotate 8000 images 5 times each, but with crowdsourcing it can be done with relative ease. Crowd-
sourcing is not without its downsides however. Obviously there is a monetary cost which can be a barrier for
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researchers. There is also the risk of unreliable crowdsource workers who do not perform the given tasks seri-
ously or competently. It is possible to account for those issues in various ways such as giving the same task to
multiple crowdsource workers or having part of the task be a hidden test[24] to help determine whether they
are serious and competent.[18]

Crowdsourcing also brings various ethical concerns, particularly of note is that it can be seen as the ex-
ploitation of cheap labor [41]. Crowdsource workers can easily be underpaid because there are incentives
to take on underpaying tasks. For example many crowdsource platforms keep track of the performances of
workers as a form of credentials. Those that successfully perform many tasks get good credentials and may
gain access to perform tasks with higher requirements, which typically provide higher compensation. This
incentivises workers to perform underpaying tasks in order to build up their worker credentials. There is also
a lot of competition among workers, as good paying tasks are usually very quickly taken. This again incen-
tivises workers to perform underpaying tasks, since it can be difficult to find a good paying tasks before it
is already taken by someone else. Ideally those who make use of crowdsourcing should consider the time it
takes to perform their tasks and base the compensation off of that time, such that the hourly compensation
is at least equal to the hourly minimum wage (of the country that most workers can be expected to reside in).
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This chapter lays out the methodologies used and consists of two parts. The first part explains the method-
ology of creating the Image2Speech system. The second part explains the methodology of how output of the
Image2Speech system is evaluated.

3.1. Image2Speech system

A new image captioning system that is based on the Image2Speech system [16] has been developed, in order
to obtain generated phoneme captions and also because the first system made by [16] is not publicly avail-
able. An overview of the system can be found in Figure 3.1. The first step of the system is to extract image
features from the input with the VGG16 model (see Section 3.1.2. These image features are then used as input
for the image-to-phoneme model to generate a caption consisting of phonemes (see Section 3.1.3). Lastly
the phoneme sequences are synthesised into speech with an audio synthesis model (see Section 3.1.4), this
model was not implemented for this research but instead a pre-trained model was used. The architecture of
the Image2Speech system is further explained in this section.

WVGG16: Image-to-phone model: Andio synthesis Spoken
Image Extract Generate phoneme model: Pes
featires captich Generate audio caption

Figure 3.1: Image2Speech pipeline

3.1.1. Data

The datasets that were used were the Flickr8k [37] image and text caption corpus and its associated Flickr-
Audio corpus [15]. The Flickr8k corpus contains 8000 images from Flickr, with five textual captions for each
of these images, totalling 40,000 captions. The Flickr-Audio corpus contains recordings of each of the 40,000
captions being read aloud. Both datasets were created with the use of Amazon Mechanical Turk workers.
The captions of Flickr8k also been converted into ARPABET phoneme sequences by Hasegawa-Johnson et al.
[16] using the Janus Recognition Toolkit [21]. These images and phoneme sequences were used to train the
image-to-phoneme model of the Image2Speech system. The training set of Flickr8k consists of 6,000 images
with their phoneme captions, while the validation and test sets each contain 1,000 images and their captions
(with no overlap). However due to the automatic phonetic transcription sometimes failing, the total number
of captions used has dropped slightly and not all images have five phoneme captions available. This was
mainly caused by out-of-dictionary words appearing in the textual captions. As this sometimes happened to
all five captions of an image, meaning that those images could not be used. In total 5,956 images were used
for training, 941 for validation and 959 for testing, with up to 5 captions per image totalling 28,205 captions
for testing, 4,741 for validation, and 4,705 for testing.

3.1.2. Image Features

In order to train a model that uses images as input and generates a sequence of phonemes describing the
image as output, feature extraction is required to condense the images into sets of features that are suitable
for training a neural network. For this, the pre-trained VGG16 model is used, which is a convolutional neural
network model (see Section 2.1.1) developed by Simonyan and Zisserman [40]. This model has been trained
on ImageNet [8] which is a dataset that consists of over 14,000,000 images for roughly 22,000 nouns that
come from WordNet [28]. It was the best model submitted to the Large Scale Visual Recognition Challenge
2014 (ILSVRC2014). On the task of Classification+localization with provided training data, it has managed to
obtain a classification error of 0.07325'. Currently it is still one of the best performing models. The network
architecture, shown in Figure 3.2, consists of 13 convolutional layers (colored black in Figure 3.2) and 2 fully
connected layers (colored blue), and has been trained on ImageNet [8] which is a dataset that consists of over
14,000,000 images for roughly 22,000 nouns that come from WordNet [28]. In order to obtain image features
from VGG16, the network has been cut off at the last convolutional layer, before the last pooling layer. The
size of this layer is 14 x 14 x 512, or 196 sequential feature vectors of dimension 512, with every feature vector
representing a 40 x 40 window of the original 224 x 224 image. The reason for doing this is because after this
point the network becomes a feed-forward network that is specialized in a different task than Image2Speech.
The output of the last convolutional layer can be used as features for the Image2Speech task.

Ihttp:/ /www.image-net.org/challenges/LSVRC/2014/results
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Figure 3.2: Architecture of the VGG16 network [42].

3.1.3. Image-to-phone Model

XNMT [29] (The eXtensible Neural Machine Translation Toolkit) has been used to train the image-to-phone
model. XNMT is a neural network-based toolkit that is specialized in machine translation and general sequence-
to-sequence modelling. The image-to-phone model is a sequence-to-sequence model, which is why the im-
age features are represented as a sequence. This is done by keeping the order 196 feature vectors, representing
40 x 40 windows of the original images, as it is outputted by the final convolutional layer of the VGG16 model.

The image-to-phone model which is visualized in Figure 3.3 has 3 main components: an encoder, an at-
tender, and a decoder. The encoder encodes the sequence of 196 feature vectors using a pyramidal LSTM
(implemented with XNMT’s PyramidalLSTMSeqTransducer) with 3 layers and a hidden dimension of 128.
The attender applies attention to the output of the encoder using a multi-layer perceptron (XNMT’s MIpAt-
tender) with a state dimension of 512 and a hidden dimension of 128. The decoder is implemented with
XNMT'’s default decoder which uses a one-directional LSTM with 3 layers (fully connected but some connec-
tions are omitted in Figure 3.3) and a hidden dimension of 512, and a multi-layer perceptron with a hidden
dimension of 1024 between the LSTM and a final softmax layer. XNMT’s default objective function was used
which calculated the maximum likelihood loss. The main changes from the original system’s architecture [16]
are an increase of the encoder layers from 1 to 3 and an increase of the attender state dimension from 128 to
512. This increase in parameters has been observed to improve the results of the model.

The model is trained using the sequential image features as input and phonetic transcriptions of its cap-
tions as labels/output. While up to 5 captions per image are available, XNMT does not have an inbuilt func-
tionality that can take multiple captions into consideration during training. Instead every image is paired up
once with each of its captions, resulting in 5 training data points for an image that has 5 captions. The model
was trained with an Adam optimizer, learning rate of 0.001, dropout of 0.1, batch size of 21 and running for
10 epochs. The BLEU4 metric as outputted by XNMT has been a guiding metric in the process of optimising
the Image2Speech architecture.
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Figure 3.3: Architecture of the Image2Speech system. Inputs X are fed into the network resulting in outputs H.
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3.1.4. Speech Synthesis

Speech synthesis has not been implemented in this research and instead samples have been synthesized by
using a pre-trained speech synthesis model. The speech synthesis model that was used is a Tacotron-2 model
[39] that has been pre-trained with phonemes as an input and speech as the desired output. Tacotron-2 is a
text-to-speech system that uses an encoder-decoder architecture with attention to predict mel spectograms.
A spectogram is a representation of the frequencies of an audio signal over time. A mel spectogram is a spec-
togram with frequencies converted to the mel scale. On this scale, an equal distance in pitch sounds equally
distant to a listener. These mel spectograms are then converted into audio samples using an architecture
based on WaveNet [31], which is a neural network system that is well-known for generating audio, including
speech.

Speech samples have been synthesized from phoneme captions generated by the image-to-phone model.
The synthesis have been done under multiple sets of circumstances. First if the presence of word boundaries,
which indicate which phonemes represent a word. Second is the presence of linguistic stress, which places
audible emphasis on certain phonemes. This results in four scenarios:

¢ No word boundaries, no linguistic stress.
¢ With word boundaries, no linguistic stress.
¢ No word boundaries, with linguistic stress.

* With word boundaries, with linguistic stress.

Word boundaries and linguistic stress are not generated by the Image2Speech system and instead have
been added manually in order to determine how significant these factors are and whether that should be
taken into consideration for future research into Image2Speech.

3.2. Evaluation

The original Image2Speech system was evaluated using two metrics: BLEU and PER (explained in Section
3.2.2). However it is unknown how well these metrics can evaluate an Image2Speech system, as they were
not designed to be used for sequences of phonemes. This section describes the methods that are used to
evaluate the Image2Speech task. Starting with subjective evaluation methods which uses human evaluation,
and ending with objective evaluation methods which can automatically evaluate a system.

3.2.1. Subjective Evaluation

Subjective evaluation uses human evaluation to determine the performance of a system. In this research
it is correlated with objective evaluation metrics in order to determine how well they can evaluate an Im-
age2Speech system. The human ratings were collected with the use 409 of Amazon’s Mechanical Turk (MTurk)
workers, for monetary compensation ($0.60 per 30 image/caption pairs). The Human Intelligence Tasks
(HITs) for this experiment have been set up using the output of the iteration that performed best on the
BLEU4 metric.

Crowdsourcing

The test set of Image2Speech had 952 test image/caption pairs with succesfull phonetic transcriptions. These
952 image/caption pairs which were divided into 34 lists of 28 pairs without any overlapping pairs. Addition-
ally, each list contained two control image/caption pairs with made-up captions: one image had a very bad
caption and one image had a very good caption, which made for a total of 30 image/caption pairs per list. The
control image/caption pairs were used to filter out raters who deviated too much from what was expected,
e.g., due to a misunderstanding of the task. Every HIT contained one list of 30 image/caption pairs to be eval-
uated and every HIT was evaluated by five different evaluators. Three separate experiments have been run
in order to determine how well the Image2Speech system performs according to humans. In experiment 1
the participants were shown 30 images with a caption and were asked to rate how well the caption described
its corresponding image on a scale ranging from 1 (Very bad) to 7 (Very good). Experiments 2 and 3 were
similar but instead asked the raters to rate how well the caption described the objects or actions, respectively,
in the image on a scale from 1 (Very bad) to 4 (Very good). A smaller scale was used since there is less nuance
involved when focusing on only one aspect. Prior to taking part in the HIT, the raters were provided with
a number of example image/caption pairs from both ends of the rating scale to help them understand how
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to interpret the scale. Raters were able to evaluate multiple lists and participate in multiple experiment but
could not rate a list that they had already evaluated. Raters were compensated with $0.60 for every HIT, which
on an hourly basis is roughly equivalent to the minimum wage of Amazon workers.

Phonemes to text
Crowdsource workers are very unlikely to be able to read caption sequences made up of phonemes. For this
reason the captions are converted from phonemes sequences into sequences of words. This conversion is
done with a simple weighted Finite State Transducer (WFST), implemented with OpenFST [1]. The wFST is a
weighted graph with circular paths for every word where every node of a word’s path represent the phonemes
of that word. The wFST is created using a lexicon containing phonetic transcriptions of the words used in
the flickr8k corpus. The weights of a graph are such that the total weight of a word exponentially decreases
based on how many phonemes it is comprised of. As a result the total weight of a word is halved for ev-
ery phoneme it contains. This is done in order to prevent small words from being giving priority over large
words which contain smaller words. The wEST takes as an input the phoneme sequences generated by the
Image2Speech model and gives as an output a sequence of words by finding the shortest path through the
graph. This method does not make use of grammatical knowledge and is therefore prone to mistakes which
mostly concern ambiguous cases such as similar sounding words (e.g. to/two). These mistakes have been
corrected manually. A visualization of the wFST with many omissions is shown in Figure 3.4. It only contains
the word "dog", as more words would add a lot of clutter. In the graph the '<s>’ represents the start of a se-
quence, '</s>’ represents the end of a sequence, '<eps>’ represents an empty string and '<unk>’ represents
unknown characters. In this example you can see that there is a path from node 0 to node 4-6 and back to
node 0 for the inputs "D", "AO" and "G" and the output "dog".

It is important to note that normally there are no textual resources used in the Image2Speech task, which
this method obviously uses. The reason that textual resources are still used in this research is only to establish
arelationship between objective metrics and human evaluation.

<§>:<s>

Figure 3.4: Visualization of a very simplified version of the wFST

3.2.2. Objective Evaluation
Objective evaluation metrics are automatic metrics which can give an indication on the performance of a
system. The objective evaluation metrics that will be considered are all suitable for several NLP tasks. These
metrics compare a hypothesis caption with one or multiple reference captions and give a score as an output
that indicates the similarity or dissimilarity between the hypothesis and the reference(s).

Popular objective evaluation metrics for NLP tasks have been considered and are described below.

PER

Phoneme Error Rate (PER) (based on the Word Error Rate [45]), is a common metric used to determine the
performance of ASR systems. It first aligns the hypothesis and reference sequences and then computes a
score based on the number of substitutions, insertions and deletions of phonemes that are needed to create
the reference out of the hypothesis.
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The score is computed as:

S+I1+D
PER = N * 100% (3.1)

where S is the number of substitutions, I is the number of insertions, D is the number of deletions and N is
the number of phonemes in the reference sequence.

BLEU

BLEU [34] (bilingual evaluation understudy) is one of the most popular metrics for evaluating machine trans-
lations, it was developed as a fast metric for evaluating machine translations from one natural language to
another.

BLEU makes use of a modified precision (shown below) of n-grams. N-grams are sequences of consecu-
tive phonemes (in this context) of length N and are used very commonly in objective metrics. A number is
often used to indicate the order of n-grams that are used, e.g. BLEU3 uses n-grams of up to order n=3. When
there is no such indication, BLEU usually refers to BLEU4 which is the most commonly used BLEU score.

The modified n-gram precision p,, is computed as:

_ >c e{Candidates} Zn—grameC Countclip (n—gram)
ZC’E{Candidates} Zn—gram’eC’ Count(n - gram,)

(3.2)

Pn

Where the Countgyp, is the minimum between the number of occurrences of the n-gram in the hypothesis
sequence and the maximum number of occurrences of the n-gram between all reference sequences.
The BLEU-N score, with N being the length of the maximum length of the n-gram, is computed as:

N
BLEU - N =BP(exp()_wnplog(pn))) 3.3)
n

Where BP is a brevity penalty, and w,, are uniform weights between the modified n-gram precisions p,,.
The brevity penalty penalizes hypothesis sequences that are shorter than the reference sequence. With c as
the length of the hypothesis sequence and r as the length of the reference sequence, the brevity penalty BP is
computed as:

BP— 1, ifc>r (3.4)
" 1e779, otherwise ’

ROUGE-L
ROUGE-L [27] (Recall-Oriented Understudy for Gisting Evaluation) is a metric designed for evaluating text
summaries. While BLEU is precision based, ROUGE is as the name implies recall based. ROUGE-L makes use
of the Longest Common Subsequence (LCS) between the hypothesis and reference sequences, i.e. the length
of longest sequence of consecutive phonemes that appears in both sequences.

ROUGE-L for a reference sequence X of length m and hypothesis sequence Y of length 7 is computed by
taking an F-measure of the LCS-based recall & precision:

LCS(X,Y)
Ryps = =21 (3.5)
m
LCS(X,Y)
Precs=——— (3.6)
n
(1+ B*RicsPics

ROUGE—-L=Fics= (3.7)

Rics+ B*Pics

With  being defined as:
B=Prcs/Rics (3.8)
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when

0Fcs _ 0Fcs
ORics 0Pics

(3.9)

CIDEr
CIDEr [43] (Consensus-based Image Description Evaluation) is a metric centered around comparing the sim-
ilarity between a hypothesis sequence and a consensus of multiple reference sequences. It also makes use of
n-grams up to n=4 and uses Term Frequency Inverse Document Frequency (TF-IDF) which assigns weights
to every possible n-gram based on how frequently they appear in the corpus. TF-IDF assigns lower weights
to n-grams that occur more frequently in the corpus, as those would be considered easy guesses.

CIDEr is computed with the following steps:

hi(sij) 1]
—————— xlog( - )
Yoeahilsij) Yiermin1,X g hi(spq))

8k(sij= (3.10)

Where hy(s;;) is the number of times an n-gram appears in a reference sequence s;; and hg(c;) is the
number of times an n-gram appears in the hypothesis sequence c;.
Then a CIDET, score, based on the cosine similarity, is computed for n-grams of length n:

C]DErn:_ZM (3.11)
m T 118" (ei)llllg" (sijll
Where g"(c;) is a vector formed by g (c;) corresponding to all n-grams of length n (similarly for g" (s;;)).

Then for n-grams of several lengths 7 the scores are weighted and combined into one metric:

N
CIDEr(c;,S;) = ) wnCIDEr,(c;,Si) (3.12)

n=1

With N typically being set to 4 and weights being uniformly distributed, i.e. w, = 1/N.

METEOR
METEOR [3] (Metric for Evaluation of Translation with Explicit ORdering)) is also popular metric for machine
translation tasks.

METEOR starts with creating an alignment between the hypothesis and reference sequences. Then the
precision and recall between the hypothesis and reference sequences is computed in the following manner:

RECALL= 2 PRECISION = - (3.13)

t Wy

Where m is the number of unigrams that are found in both the hypothesis and reference sequences. w;
and w; are the number of unigrams in the hypothesis and reference sequences respectively.
The METEOR score is then computed as:

METEOR = Feqn * (1-p) (3.14)

Where F,¢qn is the harmonic mean between the precision and recall with recall weighing 9 times as much
as precision:

F _ 10%PRECISION * RECALL (3.15)
mean = RECALL+9+ PRECISION '

And p is a penalty that depends on the number of chunks which are groups of unigrams that are adjacent
in both the reference and hypothesis. This penalty exists in order to penalize sequences that do not align very
well, i.e. do not have a similar order. Unigrams in the hypothesis and reference sequences are grouped into
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the fewest number of chunks, such that the unigrams in every chunk are present and ordered in the same way
for both the hypothesis and reference sequences. p is then computed as:

C 3
p= 0.5(u—) (3.16)
m

Where c is the number of chunks and u,, is the number of unigrams that have been mapped.

Type/Token Ratio

Type/Token Ratio (TTR) is a simple metric which is the number of unique words divided by the number of
total words. This metric does not give an indication of the overall performance of the Image2Speech system
but instead gives an indication on a system’s lexical diversity.
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This chapter lists the results of the experiments performed. Experiment 1 which focuses on general cap-
tion quality and also a comparison with previous work is covered in Section 4.1. Experiments 2 & 3 which
focus on specific aspects of images are put together in Section 4.2 as they are very similar and it allows for
easy comparison. Section 4.3 covers an informal listening experiment on captions synthesized into speech.

4.1. Experiment 1: General Caption Quality

There is currently only one system to compare to which is the system developed by Hasegawa-Johnson et al.
[16]. The BLEU4 and PER metrics are used for comparison since those are the only metrics that the Hasegawa-
Johnson et al. published. Table 4.1 lists the obtained scores of both systems which shows the BLEU4 and PER
scores of both systems. It is very important to note that the scores presented by Hasegawa-Johnson et al.
were not computed the conventional way, which would be to compare hypothesis sequences to all available
reference sequences at once. The scores in table 4.1 are the output from the XNMT toolbox. This method does
not take into account that there are multiple captions for every image and instead treads every image/caption
pair as separately. This is also why the scores of the new Image2Speech system are worse in comparison to
Table 4.2. For a fair comparison, the scores in this table have been computed in the same way. As can be
seen in Table 4.2 the new Image2Speech system has managed to obtain an improvement of 1.9 points on the
BLEU4 score, however it obtained a worse PER score by 4.5 points.

Table 4.1: Comparison of old and new Image2Speech systems.

Metric | Hasegawa-Johnson et al. [16] | New Model
BLEU4 13.7 15.6
PER 84.9 86.4

The distribution of the results of the human evaluation regarding the overall quality of the captions can
be found in Figure 4.1 which shows the number of ratings for every type of rating. The average overall score is
3.4 (+1.3 standard deviation), which would be between “Somewhat bad” and “Neutral”. Although the average
results are on the low end of the scale, there is still a significant number of captions which have had ratings
on the high end of the scale which indicates that the Image2Speech system does not produce only gibberish
or random guesses. To give an indication of how a score relates to a captioned image, Figures 4.2 and 4.3 give
an example of a very good caption (rated 6.4) and a bad caption (rated 2.0).

Distribution of overall ratings
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Figure 4.1: Distribution of overall ratings obtained from Amazon’s Mechanical Turk.
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Figure 4.2: (rated 6.4) captioned: “EY GRUW P AXF SKIY R Z AXR
SKIYIXNGDAW N EYS N OWIY HH IH L” (“A group of skiers are
skiing down a snowy hill.”).

Figure 4.3: (rated 2.0) captioned: “EY MAE N IH N EYY EH L OW SH
ERTIHZSTAENDIXNGAANAXSTRIYT” (“Aman in a yellow
shirt is standing on a street.”)

The scores of every metric and their correlation with human evaluation scores of overall quality can be
found in table 4.2. Mturk scores are the Human evaluation scores of overall quality which can range from 1
(very bad) to 7 (very good). Objective metrics scores in the table can range from 0 to 100 with higher scores be-
ing better, with the exception of PER which is unbounded above and for which lower scores indicate a better
performance. The individual scores of the objective metric have been correlated (using Pearson correlation)
with human evaluation and these correlations are shown next to the scores. For every computed correlation it
holds that p < 0.001. BLEU4 had the best correlation with the overall ratings, which corresponds to a weak to
moderate correlation with the human ratings. BLEU5, BLEU3, ROUGE-L, and BLEU6 showed a weak to mod-
erate correlation. BLEU7, BLEU2, BLEUS8, PER, CIDEr, and METEOR only have a weak correlation. BLEU1
barely shows any correlation.

After converting the phonemes into words, the total number of words that was generated (tokens) was
11,060 and the number of unique words (types) was 255, making for a type/token ratio of 0.023. The ground
truth, i.e., the textual captions of the corpus has a type/token ratio of 0.020. The output of the Image2speech
system thus shows better lexical diversity than its training corpus.

4.2. Experiment 2 & 3: Action & Object Recognition

These experiments have been performed to gain more insight on which aspects of a caption are the most
important. The results for the evaluations of actions and objects can be found in Figure 4.4 which shows the
number of ratings which were generally on the low end. The average score for how well the actions are de-
scribed by the captions is 2.1 (+0.8 standard deviation) and the average score for objects is 2.2 (+0.7 standard
deviation), which in both cases roughly corresponds to “bad” on their scale. The difference in number of ob-
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Table 4.2: Metric scores and correlations (r) with human evaluation (Mturk).

Metric Score r
Mturk 3.40
BLEU1 82.6 0.155
BLEU2 61.3 0.355
BLEU3 46.4 0.425
BLEU4 36.1 0.435
BLEUS 24.6 0.429
BLEU6 18.2 0.410
BLEU7 13.7 0.378
BLEUS8 9.3 0.340
METEOR | 294 0.258
ROUGE-L | 49.3 0.425
CIDEr 42.4 0.272
PER 714 -0.361

ject and action ratings is due to 81 HITs being rejected for the former. Feedback from the workers suggested
that the control questions may not have been perfect indicators of whether a worker was competent and se-
rious and for this reason HITs for action ratings were not rejected. Actions obtained a moderate to strong
Pearson correlation of 0.57 (p < 0.001) with the ratings of overall quality and objects obtained a moderate to
strong correlation of 0.63 (p < 0.001).
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Figure 4.4: Distribution of action & object ratings obtained from Amazon’s Mechanical Turk.

The actions and object ratings have also been correlated with the objective metrics to determine whether
different metrics might capture different aspects better or whether these results will be similar the correla-
tions in Table 4.2. The correlations of action and object ratings with objective metrics can be found in table
4.3 with the correlations for actions on the left and the correlations of objects on the right. Again for every
computed correlation it holds that p < 0.001. The correlations for the action ratings are stronger for most
metrics in comparison to the ratings of overall quality and even more so for the object ratings. BLEU4 re-
mains the strongest correlating metric for every type of rating with a weak to moderate correlations for both
types of ratings.
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Table 4.3: Correlations of action & object scores with objective metrics and overall human evaluation scores.

Metric Yactions | Yobjects
Mturk 0.569 0.627
BLEU1 0.214 0.195
BLEU2 0.388 0.411
BLEU3 0.446 0.486
BLEU4 0.449 0.494
BLEU5 0.435 0.484
BLEUG6 0.406 0.451
BLEU7 0.373 0.423
BLEUS 0.319 0.376
METEOR | 0.265 0.322
ROUGE-L | 0.416 0.486
CIDEr 0.305 0.315
PER -0.363 0.381

4.3. Experiment 4: Spoken Caption Quality

Some captions have been synthesized into speech! using a pre-trained tacotron-2 model [39]. They have

been synthesized in four different ways:
* No word boundaries, no linguistic stress.
* With word boundaries, no linguistic stress.
¢ No word boundaries, with linguistic stress.

* With word boundaries, with linguistic stress.

Ten phoneme captions with the highest ratings of overall caption quality were synthesized under these
four scenarios. Informal listening has been done to evaluate these audio samples mainly focusing on whether
they are comprehensible, meaning whether it was possible to tell which words were spoken. Samples without
linguistic stress were not comprehensible at all, while those with linguistic stress were more comprehensible.
Samples with linguistic stress and no word boundaries were comprehensible, however the word "a" would
sometimes be omitted. Samples with word boundaries were comprehensible, had fewer (but still some) omis-
sions of the word "a" and also sounded more natural, having better pauses between the words and placing

emphasis on the right syllables more often.

Lavailable at: https://github.com/Zoltandhaese/Image2speech






31

Discussion



32 5. Discussion

This chapter discusses the interpretation of the results and the implications and limitations of the findings
of this research.

5.1. Results Discussion

Phoneme captions have been generated by a new Image2Speech system using the Flickr8k dataset. These
captions are evaluated with human evaluation and with objective evaluation metrics. The human evaluation
and objective evaluation results are correlated in order to determine how well objective evaluation metrics
can evaluate the Image2Speech task. The objective metric BLEU4 has consistently obtained the highest cor-
relation with human evaluation, which means that it is currently the best existing metric to evaluate the Im-
age2Speech task. It seems that metrics that use medium-length n-grams or Longest Common Subsequence
are the most effective methods of evaluating Image2Speech in comparison to the other tested methods, how-
ever their overall correlation is still fairly low. METEOR and PER make use of sequence alignments instead
and are not able to obtain a similar correlation as BLEU4 and ROUGE-L. CIDEr does use n-grams, however it
also makes use of Term Frequency-Inverse Document Frequency, which likely works counterproductively. It
assigns a lower weight to n-grams that are frequently occurring in the corpus, however most sentences have
the same beginnings such as "A dog", "A man" or "A group of people" which are very important parts of a cap-
tion as they are often the subject. As stated earlier in Section 3.1.3 the BLEU4 metric has also been the leading
metric that was used in the process of optimizing the model architecture to determine which architectures
performed better. This might have introduced a bias in the correlations toward BLEU4. Unfortunately the
correlation of 0.435 that BLEU4 obtained with human evaluation is not very high and BLEU4 is far from an
ideal metric for the Image2Speech task. Ideally a metric for this task would be specifically designed with
phoneme sequences in mind. Seeing as medium length BLEU and ROUGE-L obtain the highest correlations
with human evaluation, it could be worth investigating whether a new metric using BLEU or ROUGE-L as
a basis works well as a metric to evaluate Image2Speech. The new Image2Speech system has managed to
obtain an average rating by human evaluators of 3.40 on a scale of 1 to 7, which is between "Somewhat Bad"
and "Neutral". Clearly there is a lot of room for improvement for the system, but the ratings do show that the
system is able to generate a significant amount of captions that describe their respective image well and does
not output random gibberish. Ratings about actions and objects show a moderate to strong correlation with
general caption quality. This shows that both actions and objects are indeed parts that a good caption should
capture, with neither aspect being the sole indicator for overall caption quality. Objective metric scores gen-
erally appear to correlate more with solely action or object ratings than with overall caption quality ratings.
This could indicate that the Image2Speech system currently is not performing well with other aspects of the
image such as colors, backgrounds or aspects of the caption such as grammatical wellformedness.

Informal listening of synthesized speech samples which have been synthesized under four different sce-
narios, reveal that linguistic stress is very important in synthesizing comprehensible speech. While the ad-
dition of word boundaries does make the speech more natural, it does not seem to be crucial in making the
speech comprehensible. It is fortunate that word boundaries are not crucial. Adding word boundaries would
typically require textual resources and that could pose problems when Image2Speech is applied to unwritten
languages. Linguistic stress can be learned by an Image2Speech system if it is contained in the training data,
however the current phonetic transcriptions of Flickr8k unfortunately do not contain linguistic stress.

5.2. Dataset

While the Flickr8k dataset is in principle very well suited for a task such as Image2Speech, it also has its
limitations. Deep neural networks work best with a large amount of training data and Flickr8k might not
be large enough for this task. There are similar datasets which are much larger, allowing for more training
samples, such as Flickr30k [36], Places [47] and MSCOCO [5]. Using a larger dataset would make the training
process longer and might be less practical for some researchers, but it would likely lead to better captions
due to having access to more training data. Flickr8k also has an issue of bias. While the dataset covers a lot of
different kinds of scenes, there is a large imbalance in its diversity which is exemplified in Table 5.1. "Dog" is
the most common noun to appears throughout all the captions and "Man" appears roughly twice as often as
"Woman". This probably means that the Image2Speech model trained on Flickr8k performs a lot better for
images that contain a dog than it does for images that contain a cat for instance. Ideally a dataset has a high
and balanced diversity so that a model trained on it can will be less biased towards certain words.

Making improvements on the Image2Speech model was not the highest priority of this research and there
is alot of room for improvement. The new Image2Speech model is very similar to that of Hasegawa-Johnson
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Word

# of occurrences

Dog
Man
Boy
Girl
Woman

10263
8296
4247
4169
4055

Table 5.1: The five most occurring nouns in the flickr8k captions.

etal. [16], with only an increase in the number of layers and nodes. It obtained a higher BLEU4 score, the best
correlating metric, in comparison to Hasegawa-Johnson et al. which indicates that these increases resulted
in a better model. The model could very well score higher with even more increases in the number of nodes,
since increasing the number of nodes in comparison to Hasegawa-Johnson et al. resulted in a higher BLEU4
score. One potential major improvement to the training process that could be made is to take into account the
fact that there are multiple captions per image. Currently the input is interpreted as image-caption pairs such
that the system sees five different images with one caption each, instead of one image with five captions. This
is not an optimal approach, because even if an output caption corresponds perfectly with one of the reference
captions, it could still result in a high loss if it deviates too much from the other captions of its corresponding
image. Changing the system so that the input is interpreted as five captions per image would almost certainly

result in improvements.






Conclusion

This thesis presents an investigation on how to evaluate the relatively new task of generating captions made
up of phonemes, from images, without the use of textual resources so that it can in principle be applied to
unwritten languages. A new Image2Speech model has been trained on image/caption pairs from the Flickr8k
dataset. The language of this dataset is English, which is a written language, however it has been treated as
an unwritten language as much as possible for the purposes of training the Image2Speech model. Ideally, if
the data is available, future research could apply the Image2Speech task to unwritten languages in order to
test the assumption that the Image2Speech task can indeed be applied to unwritten languages. This model
has achieved a better BLEU4 score than the model by Hasegawa-Johnson et al. [16]. Adding more complexity
to the model by increasing the hidden dimensions and the number of layers seemed to be beneficial for the
task. Nevertheless, the human ratings showed there is still a lot of room for improvement since the average
rating was only a 3.4 out of 7. The current Image2Speech model has its shortcomings, such as the way it in-
terprets its input during training, which can be improved on and there are many different existing methods,
such as different attention models and decoders, which have not been tried that could potentially lead to
further improvements in performance. Human evaluation of Image2Speech was obtained through Amazon’s
Mechanical Turk. Several Natural Language Processing metrics were then correlated with the human ratings
in order to establish which metric is the best objective metric for Image2Speech. The BLEU4 metric obtained
the highest correlation with the human ratings, closely followed by BLEU5, BLEU3 and ROUGE-L. This pat-
tern was also found when more specific aspects (i.e., actions and objects) were rated instead of the overall
quality of the caption. Correlations between metrics and ratings of specific aspects were generally stronger
than between metrics and ratings of overall quality. It is notable that the metrics with the highest correlation
make use of medium to high length n-grams (i.e., 3-grams, 4-grams, 5-grams and Longest Common Subse-
quence). Although BLEU4 obtained the highest correlation with human evaluation, it is not a strong corre-
lation and is therefore not a perfect representation of human evaluation. At this moment however, BLEU4 is
the best available indicator. Currently there is no metric that is specifically designed to determine the seman-
tic similarity between an image and a sequence of phonemes. Informal listening reveals that the addition of
linguistic stress is crucial for making comprehensible spoken captions. Speech samples synthesized without
the use of linguistic stress were simply not comprehensible. Word boundaries were found to be of less impor-
tance. Speech samples without word boundaries were still comprehensible, however speech samples with
word boundaries sounded more natural. Future research should take this into account and make use of (or
create) a corpus with phonetic transcriptions that have linguistic stress.
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