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Abstract

Myocardial perfusion, the blood flow to the heart muscle, can be evaluated by tracing the passage of a con-
trast agent using cardiac magnetic resonance (CMR) imaging. This technique, well-established for diagnos-
ing coronary artery disease, is limited by the necessity for breath-holding, subjective assessment, and low
myocardial coverage. In this thesis, we aim to address these limitations of contrast-enhanced myocardial
perfusion CMR. We developed a pulse sequence and post-processing pipeline to quantify myocardial perfu-
sion using free-breathing 3D contrast-enhanced CMR. To restrict volume acquisition to the diastolic phase,
characterized by minimal cardiac motion, we employed optimal slice oversampling, maximal partial Fourier
acquisition, and cartesian undersampling in spatial and temporal domains. To mitigate the effects of breath-
ing, respiratory tracking and image registration were performed. Collaborations for the reconstruction of raw
data utilizing deep learning and image registration were established.

Validation in healthy volunteers demonstrates that the developed pulse sequence enables isotropic 3D acqui-
sition (3.6 x 3.6 x 3.6 mm?3) of an arterial input function (AIF) and myocardial signal during each cardiac cycle,
up to heart rates of 76 bpm. Obtained AIF images exhibit sufficient resolution for extracting the LV blood
pool signal and registered myocardial images are of good quality. We investigated and validated a method
to convert signal intensity to 77, which is required for MBF quantification. While T; estimates from the AIF
images approximate reference values up to 500 ms well, underestimation was observed from the myocardial
images and for high T values.
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Introduction

Coronary artery disease (CAD), the obstruction of the arteries responsible for blood flow to the heart muscle
(myocardial perfusion), is a leading cause of death worldwide [32]. The evaluation of myocardial perfusion is
often necessary to detect ischemia in CAD before patients are referred for cardiac catheterization. Common
non-invasive techniques for myocardial perfusion imaging are single-photon emission computed tomogra-
phy (SPECT), positron emission tomography (PET), and contrast perfusion echocardiography. While SPECT
and PET expose patients to ionizing radiation and have a low spatial resolution, echocardiography offers lim-
ited myocardial coverage [20]. As an alternative radiation-free technique, cardiac magnetic resonance (CMR)
is gaining attention for its high sensitivity and specificity in detecting myocardial ischemia and infarction.
Over the last decade, dynamic contrast-enhanced (DCE) CMR has been increasingly used for noninvasive
qualitative or semiquantitative assessment of myocardial blood flow and is well established. In this imaging
modality, a gadolinium-based contrast agent is injected intravenously. In response, the magnetic resonance
signal of well-perfused tissue in the images is enhanced, leaving ischemic regions dark.

Besides the advantages of DCE perfusion CMR compared to other modalities, it is subject to three main lim-
itations. Firstly, the obtained myocardial blood flow maps are mainly assessed visually, giving the diagnoses
a subjective nature. Secondly, techniques used to date are constrained by the need for breath-holding of
the patient. Lastly, myocardial coverage is low, limiting the confidence by which a coronary stenosis can be
correctly identified. The goal of this project is to develop a pulse sequence and establish a post-processing
pipeline for quantification of myocardial perfusion using dynamic contrast-enhanced CMR in 3D. With this
technique, we aim to improve on each of the mentioned shortcomings of 2D DCE cardiac MR as applied in
the clinic. Our approach for each limitation will be explained in more detail below.

Quantification of MBF Currently, highly trained clinicians assess the type and severity of ischemia by visu-
ally comparing relative contrast enhancement in DCE myocardial perfusion MR. These diagnoses are
therefore subjective and require years of experience in reading myocardial blood flow (MBF) maps.
Quantification of MBF using CMR has been proposed to overcome these limitations. Obtained MBF
values were shown to obey a linear relationship with PET-derived myocardial perfusion [16] and the
technique was proven to have high diagnostic performance for detecting significant CAD [21]. Ad-
ditionally, quantitative perfusion analysis from high-resolution CMR has higher accuracy in correctly
identifying the presence of coronary microvascular dysfunction than visual assessment [37]. Quantifi-
cation of MBF necessitates an understanding of the gadolinium (Gd) contrast agent concentration in
the myocardial tissue. As myocardial contrast enhancement is governed by the arterial input of con-
trast agent, the arterial input function (AIF) must also be determined. At the high Gd concentrations
that are used for perfusion imaging, the relationship between the MR signal and Gd concentration is no
longer linear, resulting in a clipped AIF and overestimated myocardial blood flow [26]. To circumvent
this, we apply a dual sequence approach, in which a low-resolution image is acquired at the start of
the sequence. Subsequently, the myocardial signal will be acquired in high resolution. Once the AIF
is known, the MBF can be obtained by application of a tracer kinetics model to the myocardial signal
from the high-resolution image and the AIE

Respiratory motion The passage of contrast agent (approximately 30-50 s) lasts too long for a breath hold
[46]. Free-breathing myocardial perfusion CMR is therefore performed, with translational motion of
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the heart and possibly motion artifacts as consequence. For visual assessment of perfusion, breathing
does not pose a noteworthy problem. For signal extraction in a particular region from a series of images
as necessary for quantification, however, techniques to dynamically adjust the field of view along with
the respiratory motion and to mitigate motion artifacts are required. In this study, we will employ a
respiratory navigation pulse for tracking motion related to breathing. Additionally, in-plane motion
will be corrected by image registration, in collaboration with Tao lab.

Myocardial coverage While there is ongoing discussion about the clinical applicability of 3D DCE perfu-

sion imaging when coverage compromises resolution, there is interest in its potential benefits. These
include the possibility of increased confidence through acquiring more slices over the same cardiac
regions and all slices having been acquired in the same cardiac phase. In current 2D CMR myocar-
dial perfusion examinations, three slices of the myocardium are imaged each cardiac cycle. The slices
coincide with the main coronary arteries. To translate from 2D multi-slice to 3D volume acquisition,
acceleration is required. In this way, the signal can be sampled during diastole, the quiescent phase of
the cardiac cycle. We will reduce the number of profiles of a cartesian sampling pattern by means of
spatio-temporal undersampling and partial Fourier acquisition. For reconstruction of the undersam-
pled data with incorporation of coil sensitivity information, a self-supervised deep learning algorithm
will be applied, in collaboration with IMAGINE Lab from Minnesota.
Another promising technique for increasing myocardial coverage, which emerged with the introduc-
tion of parallel imaging, is simultaneous multislice imaging. In parallel to the development of a quanti-
tative myocardial perfusion sequence in 3D, an initial implementation of simultaneous excitation and
acquisition of multiple slices has been attempted, as described in appendix C.

This report is structured as follows. In chapter 2, we introduce the principles of nuclear magnetic resonance
and describe the pulse sequence that will be used in this work. Theoretical expressions to relate measured sig-
nal intensity to the underlying tissue properties and, ultimately, myocardial blood flow, are explained. We also
elaborate on the way cardiac and respiratory motion will be managed during scanning. Next, in chapter 3, the
developed perfusion imaging protocol is presented, and the applied acceleration techniques are explained.
We describe the experimental method for optimizing scan parameters and for validating the approach for
signal intensity conversion. In chapter 4, in vivo scan results and the outcomes of both experiments are pre-
sented. Finally, we discuss the obtained results and directions for future research in chapter 5 and give our
conclusions in chapter 6.
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Figure 1.1: Overview of the procedure to obtain a myocardial blood flow map. The method corresponding to a particular step is indicated
in italics. Myocardial blood flow map obtained from [40].
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Theoretical background

In this chapter, the theoretical background necessary to understand the way perfusion maps can be obtained
using nuclear magnetic resonance with exogenous contrast enhancement is discussed. We start from the
principles of nuclear magnetism and relaxation, describe how the magnetic signal is localized, and then focus
on the pulse sequence that will be used. In addition, a brief overview is given of available cardiac imaging
modalities for myocardial perfusion assessment and finally, first-pass perfusion imaging is described.

2.1. Nuclear magnetism

The received signal in magnetic resonance imaging (MRI) originates from the magnetic moments of nuclei
in the imaging object. Atomic nuclei are positively charged and can be compared to spinning tops if their
angular momentum is nonzero. This is the case for nuclei with either an odd atomic number or an odd mass
number [34]. The ! H nucleus has a mass number and atomic number of 1 and is the focus of human MR
imaging. Since circulating charge induces a magnetic field, nuclei with angular momentum have a magnetic
moment p oriented along the direction of their spin. This is visualized in Figure 2.1(a). The spin angular mo-
mentum is quantized and characterized by the spin quantum number s. This number takes on nonnegative
multiples of % When nuclei with magnetic moments are placed in a magnetic field B, an energy gap between
nuclei with differently oriented magnetic moments arises, known as the Zeeman effect (see Figure 2.1(b)).
Most nuclei will occupy the favorable lowest energy state. When summing all individual magnetic moments,
the system is found to have a net magnetization M(¢), along the direction of B.

() (b) (9
: s} _— .
¢¢¢ "spin-down" ? ¢ ? % M,
. ¢Ceoee
AE ¢ e e
"spin-up" (¢ ¢ <¢) <¢‘

Figure 2.1: a) Atomic nucleus with spin angular momentum and consequent magnetic moment p. b) The presence of a magnetic field
creates a difference in energy between different spin states. c¢) A net magnetization arises because the spin-up state is energetically more
favourable than the spin-down state. Figures adapted from [45].



4 2. Theoretical background

In presence of an external magnetic field, a magnetic moment experiences a torque, resulting in the following
change of cumulative angular momentum L(#) of the sample

dL(?)
—— =M(t) xB. 2.1)
dt
The net magnetization is related to the angular momentum by multiplication with the gyromagnetic ratio vy,

which is equal to 42.58 MHz/T for the ! H proton.
M=yL 2.2)

From equations 2.1 and 2.2, it can be derived that the magnetization is static when it is parallel to the ex-
ternal field. However, when it is tilted by an angle 6, the magnetization M precesses around B, with Larmor
frequency wo = yB [34]. So in order to detect a signal from the nuclear spin system, the magnetization should
be oriented away from the external field, such that Larmor precession arises and the dynamic magnetic field
will induce current in a nearby coil of wire (Faraday induction). A transverse magnetic field By, rotating at
frequency w;, is used for tilting the magnetization. As transfer of energy is only possible when this magnetic
field and the rotating magnetic moments are in resonance, w; = wy = 128 MHz at 3T. Since the frequency is in
the radio spectrum and the magnetic field is applied for a short time interval, it is referred to as an RF pulse.
From the origin of the signal in magnetic resonance imaging, we move to the way signal contrast between
different tissues is created.

2.2. Relaxation

By applying a secondary magnetic field By, energy is added, and the system is brought out of thermal equilib-
rium. Due to spin interactions, the magnetization will return to its initial state M), relaxing back to equilib-
rium. There are two main relaxation processes that we distinguish: recovery of the magnetization to the initial
state parallel to By, known as longitudinal relaxation, and the decay to zero of the transverse component of
the magnetization, transverse relaxation.

Longitudinal relaxation is a result of energy dissipation of the spin system to surrounding molecules and is,
therefore, also called spin-lattice relaxation. The longitudinal magnetization, M;, recovers in an exponential
manner with time constant 77, which depends on the sample. The recovery following a 90° RF pulse, for
example, is described by equation 2.3.

Mz(t)zMo(l—e‘T?) 2.3)

Magnetic moments of nearby nuclei influence the magnetic field that a nucleus in the spin system expe-
riences. For that reason, the effective magnetic field will always be locally inhomogeneous. Moreover, the
inhomogeneity varies over time due to molecular motion. The precession frequency of the nuclear spins will
start to deviate, reducing the phase coherence in the spin system. The transverse magnetic moments dephase
and fan out, such that their superposition My, decreases to zero. This process is governed by the spin-spin
relaxation time T5:

_ 1
My (£) = Mge T2 2.4)

(b) ©

N

Figure 2.2: Decay of the transverse component of the magnetization M, in a reference frame rotating around the z-axis with frequency
w1. After a 90° excitation (a), the magnetic moments fan out in the transverse plane, resulting in a decrease of the net transversal
magnetization (b), (c). Adapted from [34].
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Phase decoherence of the transverse magnetization is not only caused by spin-spin interactions with time
constant T,. Spatial differences in the strength of the magnetic field contribute to even faster decay. Signal
loss due to this type of decay is characterized by time constant T, and can be recovered by applying a refo-
cusing pulse to reverse dephasing. Namely, in contrast to the temporally variant field inhomogeneities of T»
decay, field variations of T, decay are static. One cause for these static inhomogeneities is the inevitable in-
homogeneity of the main magnetic field. In practice, there is no magnet to obtain an entirely homogeneous
field. A second cause is a variation in magnetic susceptibility of different tissues. The constant T>* combines
the reversible T and irreversible T, transverse relaxation effects and is given by:

1 1 1
=4 (2.5)
T, T, T,

The exponential decay governed by this time constant T is called free induction decay (FID).

2.3. Spatial encoding

In order to detect a signal from a specific region of the sample instead of only from the superposition of all
magnetic moments, the magnetization should be made spatially dependent. This can be accomplished by
using magnetic fields which vary linearly in strength along a spatial dimension. The location can, in this way,
be encoded in two properties of the magnetic moment: the precession frequency and the phase. Frequency
encoding is used for slice selection as well as for reading out samples. The different encoding types and the
axes they will be associated with in this study are displayed in Figure 2.3b. Note that for an in vivo scan, the
frequency and phase encoding axes may be rotated with respect to the subject, to reduce artifacts. This is
further explained in section 3.3.1.

Frequency encoding: The location of a proton can be encoded in its precession frequency by applying a
gradient field during sampling. Describing the transverse magnetization at time  and position x as
Myy(x, 1) = e iYBipg y(x,0), amagnetic field B(x) = By + xG, will result in the following MRI signal:

(1) = f e 2Bt XCIL N () dx = @710 f e 2T M (x)dx (2.6)

After demodulation at the Larmor frequency y By, the remaining signal is simply the Fourier transform
of the magnetization M(x) with spatial frequencies ky; = yGyt [34]. Because of this property, the data
collected in MR imaging is said to lie in 'k-space’.

Phase encoding: A gradient field can be applied before sampling such that the proton spins accumulate
a phase offset depending on their location. During the application of gradient Gy, for duration 7, the
accumulated phase shift is given by ¢» = yG, 7y. The gradient amplitude Gy is incremented in a stepwise
fashion, such that different phase offsets are obtained.

Slice selection: For 2D or multi-slice imaging, a slice can be specified by means of a frequency-selective RF
pulse applied in unison with a gradient field. The gradient field along the desired dimension ensures
that the resonance frequency varies while the RF pulse excites only the frequency band of the sample
thatisinresonance. The frequency band thus determines the selected slice, as shown in Figure 2.3a. For
3D MR imaging, phase encoding is used for the third dimension. The magnetization within a volume
is excited and sampled, after which images of a number of slices are extracted.
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RF pulse Slice profile Field strength  Signal Subject

V A Phase

Frequency
/ Read-out

Figure 2.3: a) Schematic overview of slice selective excitation, adapted from [49]. b) Laboratory coordinates and the corresponding
spatial encoding method, adapted from [34]

A more detailed description of spatial encoding is given in for example [45]. The fact that the MRI signal is the
Fourier transform of the transverse magnetization means that the field of view of the MR image is determined
by the sampling distance in k-space: FOV; = ALki, i = x,,z. Turning it around, the desired image resolution
determines the maximum number of k-space samples: Ar = m, r=Xx, 2.

From the way the detected signal can be connected to the location of the spinning protons it was induced by
and the fact that the signal corresponds to a Fourier space, we now turn to the sequences of gradients that
enable traversing this space.

2.4, Pulse sequences

An example of a pulse sequence, showing the RF excitation and gradient fields used for spatial encoding, is
given in Figure 2.4. Different pulse sequences have been developed for efficient imaging with a high signal
for different applications. Pulse sequences can be grouped into two types: spin echo (SE) and gradient echo
(GRE) sequences. In SE sequences, the transverse magnetization is retained, while in GRE sequences, the lon-
gitudinal magnetization is preserved. Gradient echo sequences are well suited for imaging parts of the body
that undergo quick movement because of the property to achieve a short repetition time. In this research,
spoiled gradient echo sequences are, therefore, employed for 3D cardiac imaging.

2.4.1. Spoiled gradient echo sequences

RF pulses that tilt the magnetization by a flip angle 8 are applied at an interval TR, the repetition time. After
each pulse, the magnetization undergoes free induction decay in the transverse plane. Next to this, T relax-
ation causes the longitudinal component to rebuild. As a result, a steady state longitudinal magnetization
is reached after several repetitions [23, 45]. By the use of a small flip angle, the duration of longitudinal re-
laxation to equilibrium is reduced. Therefore, a short repetition time is feasible, making GRE a fast imaging
method.

In the frequency encoding direction, the transverse components of the magnetic moments are first dephased,
after which the gradient is inverted to induce rephasing for signal acquisition (see Figure 2.4). As the TR is
insufficient for this transverse magnetization to fully decay, a spoiling gradient will be applied to dephase the
transverse magnetization at the end of each repetition. Alternatively, eliminating coherent transverse magne-
tization can be done by randomly varying the RF phase, creating a different direction of the B, field for each
repetition [53]. This spoiling method is applied in the pulse sequence of this project. Assuming the magneti-
zation has reached this steady state and gets spoiled perfectly after each TR, the signal of a spoiled gradient
echo sequence is equal to [13]:
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sin(@) (1-e TR/T)

—TEIT}
[~ cos@)e-TR/T: e 2 2.7

S=AMO

In this equation, the scaling factor A accounts for the proton density and the receiver coil inhomogeneity. Be-
cause the signal is created by the transverse component of the magnetization, the sin(6) term appears. The
factor e~ TE/T2 corresponds to the free induction decay following RF excitation. From equation 2.7, it can be
derived that increasing 8 and reducing TR result in more T} weighting. On the other hand, using a small flip
angle causes the fraction to converge to sin(0) and increases proton density and T, weighting. The influence

of T} can be kept minimal by using a short TE.
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Figure 2.4: Overview of a spoiled gradient echo sequence. From top to bottom the radio frequency pulses, slice encoding
gradients, phase encoding gradients, and the read-out gradients are shown. The signal is indicated below. In the z-

direction slice encoding gradients and a spoiling gradient at the end of each cycle are applied. The arrow in the phase
encoding gradient indicates the stepwise incrementing amplitude to sample all spatial frequencies. Figure from [45].

Spoiled gradient echo sequences are commonly used in myocardial perfusion imaging, which is the topic of
this research. We first introduce and compare different available techniques before describing quantitative
contrast-enhanced perfusion imaging using CMR.
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2.5. Myocardial perfusion imaging

Different diagnostic techniques are currently available in the clinic for assessing myocardial perfusion and
detecting ischemia, as already briefly mentioned in the introduction. A common factor in all modalities for
myocardial perfusion imaging is that a physical stress condition is created. Specifically, not every coronary
stenosis limits the flow of blood to the myocardium at rest. A stress condition can be achieved by physical
exercise, but more commonly, a pharmacological vasodilator agent, such as adenosine or regadenoson, is
used. In response, the blood vessels widen, increasing the coronary blood flow and mimicking the effect of
physical exercise on the heart.

Two widely used methods for myocardial perfusion imaging are single photon emission computed tomogra-
phy (SPECT) and positron emission spectroscopy (PET), in which gamma, respectively annihilation photons,
are detected, originating from a radiotracer in the bloodstream [14]. PET has higher specificity and sensitiv-
ity for the detection of coronary artery disease and a higher image quality than SPECT, while SPECT is more
widely available and cheaper [35, 43, 50]. Both methods, however, have a relatively low effective spatial reso-
lution: 6-10 mm for PET and 10-14 mm for SPECT [2].

Narrowing or blocking of coronary arteries can also be detected by computed tomography (CT) angiography;,
where an iodine-based contrast agent is injected to make blood vessels visible on X-ray images. Coronary
angiography involves the same principle but includes the insertion of a catheter into a peripheral artery. This
allows for localized application of the contrast agent, making it a much more sensitive method than CT an-
giography, while allowing for immediate intervention after detection of a significant blockage [15]. As this is
an invasive technique, it is usually only applied after a non-invasive examination or when immediate inter-
vention is required.

Figure 2.5: Short-axis first-pass perfusion CMR images (basal in a., mid ventricular in d.) during adenosine stress, from
[35]. A perfusion defect in the anterior wall of the myocardium is indicated by yellow arrows. Rb-82 PET perfusion images
atrest (b.) and during adenosine stress (c.) of the same patient as shown in subfigures a. and d. [35]. Contrast echocar-
diogram in apical four chamber view (e.) at the end of systole in a patient with recent myocardial infarction referred for
assessment of LV systolic function, from [42]. Coronary angiogram (f.) in a patient with a history of coronary artery dis-
ease and multiple stents, obtained from [41].

All of the mentioned methods, SPECT, PET, and X-ray angiography, expose the patient to ionizing radiation,
which is not the case when using magnetic resonance (MR) or contrast echocardiography for myocardial
perfusion imaging. In contrast echocardiography, gas-filled microbubbles are infused intravenously. The
replenishment of microbubbles, after they have been destroyed by high energy ultrasound, enables measure-
ment of the blood cell velocity and blood volume fraction [27]. Echocardiography is especially suitable for
fast detection of LV contraction abnormalities [22]. The technique, however, is limited by difficult acoustic
windows for particular patients and low myocardial coverage [20].

Dynamic contrast-enhanced CMR achieves a higher myocardial coverage than echocardiography and a higher
spatial resolution than SPECT or PET for myocardial perfusion imaging [50]. In a perfusion MR scan, two
types of contrast between tissue and blood can be used: endogenous contrast, such as arterial spin la-
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belling (ASL) or exogenous contrast, as in first-pass perfusion imaging (FPP), where gadolinium-based con-
trast agents are used. Magnetically labeled blood provides the contrast in ASL, making it especially useful for
patients who cannot excrete gadolinium due to kidney failure for example [33]. ASL has already been well
established for quantifying cerebral blood flow, but its application to cardiac imaging is still limited due to a
low signal-to-noise ratio [3].

In first-pass perfusion imaging, contrast is obtained by administering a solution of a gadolinium compound
or an organic gadolinium complex intravenously. Gadolinium (Gd) ions are paramagnetic and locally alter
the magnetic field, increasing the spin relaxation rate of hydrogen protons in their surroundings [5]. A dif-
ference in T) time between blood and tissue is, thus, created by the Gd contrast agent. In the next section,
first-pass perfusion imaging and the main challenges for its application to blood flow quantification will be
discussed further.

2.6. Quantitative first-pass perfusion imaging

Quantification of myocardial blood flow (MBF) using FPP requires measurement of the Gd concentration
over time in the myocardial tissue as well as measurement of the arterial input function (AIF). This function
describes the delivery of contrast agent and is commonly obtained by extracting the Gd concentration from
the left ventricular blood pool. To determine the [Gd]-time curve from a direct conversion of the MR signal,
the signal would have to be directly proportional to [Gd]. This holds for low concentrations. At high gadolin-
ium concentrations, as seen in the blood pool, however, saturation of the signal intensity takes place, and the
relationship is not linear anymore [7]. This happens because gadolinium does not only shorten T7, but T
as well. Signal enhancement is observed up until a certain concentration, depending on the tissue and pulse
sequence parameters. For higher concentrations, T, decay dominates, and the signal decreases (see Figure
2.6a). As a result, the arterial input function will be saturated, as illustrated by Figure 2.6b.

a w© b. =
=] =]
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Figure 2.6: a. Effect of gadolinium concentration on signal intensity, adapted from [9]. b. True (blue) and clipped (green)
arterial input function.

To correct for AIF saturation, two methods can be applied: the dual bolus or the dual sequence method.

In the dual bolus approach, diluted contrast agent is first injected, before the main bolus of non-diluted
contrast agent (with the same volume and flow rate) gets injected [38]. The pre-bolus image can be used to
correct for the non-linearity of the signal-[Gd] relation. In the other approach, dual sequence, two different
images are acquired after only a single injection of contrast agent. Because this makes the clinical workflow
simpler compared to the dual bolus method, it is more widely applied. As the aim of this project is to develop
a clinically applicable method for quantifying MBF with high coverage using FPP imaging, the dual sequence
approach is used.

At the start of the sequence, a low-resolution image is acquired with short acquisition time for determination
of the AIE In this way, T, dephasing and consequent saturation of the signal intensity is minimized. Sub-
sequently, the myocardial signal is acquired in high resolution. These two acquisitions will be referred to as
imaging stacks from now on, following the nomenclature of the way they are programmed.

A myocardial blood flow map in units of mL/min/g can be obtained by means of a myocardial tissue model,
such as Fermi constrained deconvolution or a distributed parameter model [51]. This, however, first requires
conversion of the AIF and myocardial signal to units of gadolinium concentration (mmol/L).
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2.6.1. Signal intensity-to-[Gd] conversion
Using the relaxivity r; [L/mmol-s] of the used contrast agent, T; and T o, the spin-lattice relaxation time with
and without contrast agent, the Gd concentration can be computed [7] [26]:

L = L + 11 [Gd] (2.8)
v Ty

This means that the T) value must be determined at each moment. T} maps are usually obtained by moni-
toring the recovery of the magnetization after an inversion or saturation pulse. Equation 2.3 is then fitted to
the signal intensity vs. time curve to obtain 7). Since acquisition time is scarce for cardiac perfusion imaging
and especially for 3D imaging, T; will be determined via a single-point measurement in combination with
Bloch signal calculations instead. We use the method as presented by A. Cernicanu and L. Axel in [7]. In
this method, the magnetization under influence of the saturation and excitation pulses is calculated by ap-
plying the longitudinal magnetization solution of the Bloch equation repeatedly. By taking the magnitude
of the transverse magnetization at the moment when the center of k-space is acquired as the effective sig-
nal, a closed-form expression of the signal intensity as a function of 77 and relevant imaging parameters was
derived [7]:

Sty
S(Tl) TR, TD; aTl)aPD) n) =
Spp
AMysin(ar,) [(1 — e TD/Ty. [e‘TR/Tl cos(aTI))"_1 + (1 _ e—TR/T1) . g(aTl)] (2.9)

AMysin(app) [ (e~ TRITicos(app))™ " +(1— e TRITT). g(apD)]
in which the function g is given by:

_ -1
1- (e "R M cos(a))”
1-e TRIMicos(a)

The parameters TR and T D correspond to the repetition time and the delay time between saturation and the
start of acquisition. The T;-weighted image is normalized by a proton density-weighted image, such that the
variation in proton density, inhomogeneity of the receiver coils (indicated by A), and the initial magnetization
My are not of influence anymore. For the PD-weighted image, a flip angle of @pp and no 90° saturation
prepulse are used, while the Tj-weighted image is obtained after a saturation pulse and RF pulses with flip
angle a1,. The parameter 7 indicates the number of imaging RF pulses of this angle that are applied before
the acquisition of the center of k-space.

gla)= (2.10)

2.7. Blood-tissue exchange model

The next step in the workflow towards an MBF map encompasses the modelling of tracer kinetics between
blood and tissue. Such a blood-tissue exchange (BTEX) model was not yet applied to dynamically contrast-
enhanced 3D perfusion scans in this project, as in vivo scans with enhanced contrast were not acquired. For
a complete understanding of the steps that lead to a quantitative myocardial blood flow map, however, we
briefly explain the theory of BTEX models.

A perfusion unit (for example a single voxel) is usually modelled as a system of two interacting compart-
ments: the plasma and the interstitium, the space between blood vessels and cells [39]. The model consists of
two coupled differential equations that describe the evolution of tracer concentration as a non-linear func-
tion of physiological parameters, for example, MBE Several models have been proposed in the past years
with varying complexity and physiological interpretation. Fermi-constrained deconvolution as proposed by
Jerosch-Herald et al. [25] allows calculation of MBF but does not involve other kinetic parameters and is not
physiologically motivated. Scannell et al. [39] use the following two-compartment exchange model for the
evolution of the tracer concentration in plasma C,(f) and interstitial space C;(1):
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dCp (1)
vp ;’t =Fp-(Carr() = Cp(1)) + PS-(Ci (1) — Cp (1)) (2.11)
Vi diit(t) =PS-(Cp(1) - C;(1)) (2.12)

In 2.11 and 2.12, Cxjr indicates the AIF concentration, v, and v; the fractional interstitial and fractional

plasma volume and PS the permeability-surface area product. Hct denotes the hematocrit value which is
- F,

used to convert the plasma blood flow F, to MBE indicated by Fj: Fj = 1—_15ct' Also the blood [Gd] was

converted to plasma concentration using the hematocrit value: Cp(#) = ﬁh,j,ft. The gadolinium concentration

in tissue observed in the MR image is the sum of the plasma and interstitial concentrations:

C(1) = v:Ci (D) + vpCp(D). (2.13)

Hue et al. proposed a BTEX model which includes the influence of Gd extracted from the vascular space into
the interstitial space. This approach makes the differential equations spatially dependent and adds terms

2 2.
vpDy dd% and v;D; % to equations 2.11 and 2.12 respectively. D, and D; are the molecular diffusion coef-
ficients within the plasma and interstitium. Equations 2.11 and 2.12 can be solved analytically by using the
Laplace transform. The model by Hue et al., however, is solved by means of a finite element method.
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2.8. Motion management for quantitative cardiac MR

Motion of the heart between images of different heartbeats is undesired for normalization of the images by
the PD-weighted image acquired in the first cardiac cycles. For obtaining a series of cardiac images without
deformation and translation of the heart, cardiac motion and motion due to respiration need to be taken
into account. In this section, cardiac synchronization and respiratory navigation, techniques to diminish the
effect of both sources of motion, will be discussed.

2.8.1. Cardiac synchronization

In cardiac MR, data is ideally collected during diastole of both chambers, when the atria and ventricles are
relaxed and motion is minimal. Figure 2.7 shows the cardiac cycle with its different phases. The acquisition
must be synchronized with the cardiac cycle, for which Electrocardiogram (ECG) prospective triggering is
generally used. The R-peak of the cardiac cycle is detected and followed by a trigger delay. This delay defines
the time between the R-peak and excitation of ko, the center of k-space. In this way, it will always be sampled
during the same moment within the cardiac cycle, giving images from different cycles the same contrast.

R
P T
ﬁ A
Q s
Atrial . . )
diastole Atrial systole Atrial diastole
et ller cisizelle Ventricular systole Ventricular diastole

Figure 2.7: Connection between the cardiac cycle and an ECG. The R-peak, as well as the phases of contraction and
relaxation (systole and diastole, respectively) of the atria and ventricles are indicated. For a detailed description of the
cardiac cycle, the reader is referred to [8].

2.8.2. Respiratory navigation

In a clinical myocardial perfusion study, the heart of a patient will be imaged for 60-90 heartbeats, to fully
cover the first passage of contrast agent. Because this is too long for a breath hold, the patient breathes freely.
The consequence is that the position of the heart is variable, and motion artifacts may arise. In free-breathing
MR imaging, feet-head motion related to respiration can be monitored with a respiratory navigator. This is
a selective RF pulse applied to a rectangle or cylinder within the body, usually centered around the dome
of the liver. The echo of the pulse allows to image the movement of the diaphragm and, by means of an
empirical conversion, deduce the motion of the heart. A respiratory navigator pulse can be leading or trailing
with respect to the image acquisition. When using both a leading and trailing navigator, acquisitions after
which the diaphragm did not return to its initial position, and therefore correspond to inspiration, can be
discarded. These acquisitions will be repeated, until they are synchronized with expiration. This technique,
called respiratory gating, thus prolongs the scanning duration. In this project, we made use of respiratory
tracking, which involves only a leading navigator. The position of the object of interest is determined just
before image acquisition, and in real-time, the imaging window is adjusted to this position. The anatomy of
interest, the heart in this case, will, therefore, remain in approximately the same position within the window.
For perfusion imaging, it is not possible to use respiratory gating in addition to tracking since an image of
each heartbeat is required to accurately trace the bolus passage with sufficient temporal resolution.
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Figure 2.8: Positioning of the respiratory navigator around the dome of the liver, shown in coronal (head to foot, a.),
transverse (right to left, b.) and sagittal (anterior to posterior, c.) orientation.

Leading navigator, beam 1
+50

ﬂ Dynamics ; 5 0

Figure 2.9: The navigator window of an in-vivo scan comprising 10 dynamics. The scale bar indicates the displacement
in mm, and the red line is the detected tissue boundary.






Method

In this chapter, we present the developed pulse sequence and selected scan parameters for 3D quantitative
FPP imaging. In order to image a volume enclosing the heart during diastole, an accelerated acquisition
is required. We describe the techniques that will be used to achieve sufficient acceleration as well as an
experiment to determine the minimal feasible oversampling rate. Finally, the implementation of single-point
T1 measurement and a validation experiment in phantom are discussed.

3.1. Pulse sequence

A schematic overview of a dual sequence myocardial perfusion scanning procedure is given in Figure 3.1.
First, A proton density-weighted (PD) scans of the heart will be acquired before contrast agent injection.
The differences between PD-weighted and T1-weighted scans are the lack of a saturation pulse for the PD-
weighted image and the lowering of the flip angle to 4° to decrease T; weighting, as can be derived from
equation 2.7. Following administration of the contrast agent bolus, the heart will be imaged each R-R interval
for the duration of the bolus passage. This takes 1 to 2 minutes, depending on the heart rate of the patient.
The PD and T1-weighted images are acquired in the same examination, which automatically enables the
saturation pulse and increases the excitation flip angle after A dynamics.

During each R-R interval, first the longitudinal magnetization is prepared to a zero state by a non-selective
composite saturation RF pulse. The acquisition of both imaging stacks is performed instantaneously after
application of this composite pulse. The shortest possible saturation time (TS), between saturation and ac-
quisition of the center of k-space, ky, was selected in order to reduce the sequence duration. On the other
hand, the trigger delay, the time between the R-peak and excitation of kj, was given the longest possible value.
In this way, the acquisition is synchronized with the diastolic phase.

The protocol parameters of the scanning sequence are listed in table 3.1. Table 3.2 contains the parameters
that apply to stack 1 for AIF imaging in particular and differ from the main imaging stack. After the magnetiza-
tion is prepared by the saturation pulse, a low resolution image is acquired for extraction of the arterial input
function. To achieve this, the k-space as shown in figure 3.3 is restricted to a rectangle of 9 ky, by 7 k., samples,
centered around k. The read-out sampling is unaffected. The highest sampled spatial frequencies in phase
and slice direction are therefore ky,jax = 4 Aky = #VJ’ = s> mm~ ! =0.133 cm™! and kz max = %Vz =53
mm~! = 0.1 cm~!. For the number of samples, minimum values that still permit distinction of the left ven-
tricle have been selected. The pulse sequence is programmed in such a way that the sampling range for k,
and k, can be easily changed before performing a scan. In practice, frequency encoding is performed during
dead time within a repetition, while each phase encoding step requires additional repetitions. A reduction in
ky and k; profiles, therefore, lowers the acquisition time, as opposed to a reduction of kx measurements.
After acquisition of the low-resolution images, the respiratory navigator pulse is played, the signal received,
and the scanning window adjusted before the magnetization is again saturated. After this second prepara-
tion, the magnetization signal will be sampled according to the trajectory shown in figure 3.3 and described
in section 3.2.1.

15
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PD weighted acq. ® Navigator pulse & acq.
a. T1 weighted acq. ® Saturation pulse

¢ >
TS ko

Figure 3.1: Schematic overview of the applied myocardial perfusion imaging pulse sequence. Subfigure a. shows the acquisition of
10 proton density-weighted images, the injection of contrast agent, and the repeated acquisition of T1-weighted images. Subfigure b.
indicates the components of the sequence within each cardiac cycle: the respiratory navigator pulse, the saturation pulse, the acquisition
of a low-resolution image for AIF extraction, and the acquisition of high-resolution images for the myocardial signal.

The orientation and field of view of the scans were determined in consultation with a radiologist. A common
orientation in cardiac MRI is the short-axis (SAX) view, which is perpendicular to the long axis of the heart
(indicated in figure 3.2) and shows the right and left ventricles. This orientation will be used for the 3D my-
ocardial perfusion scans of this project. In long-axis direction, 102 mm is a sufficient FOV in order to fully
cover the myocardium from base to apex throughout the cardiac cycle, for most subjects. As a reference, a
healthy volunteer scan of the heart in a 2-chamber view is shown in figure 3.2. This image was acquired in
end-diastole, when the distance between apex and base of the heart is the largest. The in-plane FOV of 300 x
302 mm? is large compared to the heart in order to reduce fold-over artifacts, which will be described in more
detail in section 3.3.1.

The duration of the total sequence, comprising preparation, navigation, and imaging of both stacks, is equal
to 539.8 ms. This is achieved by strongly accelerating the acquisition, as will be described in the next section.
An isotropic resolution (almost equal voxel sizes in all directions) has been chosen to facilitate the reformat-
ting of the scan to different imaging planes retrospectively.

Respiratory navigation would normally be performed before each imaging stack for multi-stack CMR. The
decision and adjustment to the pulse programming code has been made to only track respiration before the
second imaging stack, because the images of the first stack are solely meant for extracting the intensity-time
curve in the left ventricular blood pool. If a sufficiently large ROI is selected that remains well inside the LV
for all the imaged slices, translational motion due to breathing does not pose a problem.

The pulse sequence was tested in vivo on a healthy volunteer. No contrast enhancement scans on patients
were performed during this project, as approval from the Medisch-ethische Toetsingscommissie was still
pending.
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Table 3.1: Protocol parameters for myocardial signal measurement (stack 2) at 3T

K-t acc. factor

10

PD dynamics

10

@pD

40

TE

0.73 ms

TR

1.90 ms

Bandwidth

3420.9 Hz

aTi

12°

FOV

300 x 302 x 102 mm®

Matrix size

84x85x29

Voxel size

3.57 x 3.55 x 3.55 mm®

Halfscan factors

hy = 0.62, h, = 0.847

Partial echo factor

0.625

TS/ TD

177.0 / 5.74 ms

Exc. pulses before kj acq.

91

Imaging duration

Table 3.2: Protocol parameters for AIF measurement (stack 1) at 3T

ky sampling range

366.0 ms

[_4y 4]

k. sampling range

(-2, 2]

TS / TD

64.9 / 5.74 ms

Exc. pulses before ky acq. | 32

Imaging duration

120.0 ms

Figure 3.2: Short-axis (a.) and 2-chamber (b.) view of the heart of a healthy volunteer. Both images were acquired in end-diastole, when
the heart is at its largest. The length measurement of 102.0 mm along the long axis in b. corresponds to the FOV in slice direction of the

3D perfusion sequence.
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3.2. Acceleration techniques

The scanning time can be reduced by using redundancy of the signal in the spatial and temporal domain and
additional information from the receiver coils. In sensitivity encoding, abbreviated as SENSE, the sensitivity
of the different coils is taken into account when localizing the signal. By including that magnetization at a
specific position is best detected by the nearest coils in the reconstruction problem, the number of phase en-
coding steps can be reduced to still achieve an image of the same resolution. Undersampling is applied to the
phase encoding direction as the number of phase encoding steps drives the total scan duration. When also
sampling sparsely over multiple repetitions (referred to as dynamics) and thereby taking advantage of tempo-
ral correlation of the signal, the sequence can be accelerated even more. Temporal correlations in the signal
are typically present when imaging an object undergoing periodic motion, such as the heart or the lungs,
and acquiring the signal at a regular time interval. In the method k-t BLAST (Broad-use Linear Acquisition
Speed-up Technique), this principle is applied, along with an estimation of the signal intensity in space [47].
Additionally, there is a method that uses both spatiotemporal correlations as well as coil sensitivity, called k-t
SENSE. In this project, k-t BLAST acceleration was used. The reconstruction will not be performed in-line
by the scanner, but by means of a self-supervised learning algorithm developed by collaborators Mert Acar
and Mehmet Ak¢akaya. This offers the opportunities for employing the coil sensitivity information without
storing it, as is the case for k-t SENSE. Namely, the coil sensitivity can be extracted from a k-space window
that is fully sampled.

3.2.1. K-t BLAST

The k-t BLAST acceleration technique consists of two cartesian acquisition stages: the undersampled stage
and the training stage. In the undersampled stage, the data is sampled with a spacing in phase direction
equal to the acceleration factor A. The training stage involves the acquisition of a fully sampled region of low
frequencies and is meant for obtaining a low-resolution estimate of the time-varying object. The stages can
be performed after each other, where first A undersampled images are acquired during A heartbeats, then a
training scan is performed, or the training profiles can be interleaved into the undersampled stage and also
acquired each dynamic. Interleaving of the training profiles is recommended for perfusion imaging with a
contrast agent, as the imaging contrast varies from dynamic to dynamic.
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Figure 3.3: Cartesian k-space sampling trajectory of a k-t BLAST factor 10 accelerated scan with halfscan factors /1 = 0.62 and h; = 0.847.
The start and direction of traversal are indicated with arrows.
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ky

Figure 3.4: K-space sampling patterns of the undersampling stage of the first 5 dynamics of a k-t BLAST scan. Acceleration factor 10 and
halfscan factors hy = 0.62 and h; = 0.847 were used. The colourbar indicates the idex of the dynamic, starting from 1.

The maximum number of training profiles in each direction can be selected and for the 3D perfusion se-
quence, it was set to 11. Figure 3.3 shows the resulting k-space sampling pattern of one dynamic of a scan
with k-t BLAST factor 10 acceleration. The interleaved training profiles are delineated, and all other profiles
obey a spacing of A =10 in y-direction. Note that the ky, axis is traversed in reverse linear order, linearly from
high to low frequencies. This is selected to postpone the acquisition of ky such that it coincides with diastole
as much as possible for cardiac motion reduction.

The undersampling pattern is shifted each dynamic, such that all spatial frequencies are sampled once after
A dynamics, and the low frequencies of the training stage are sampled A times. Figure 3.4 shows sampling
patterns of the undersampling stage of 5 from 10 dynamics.

3.2.2. Partial Fourier acquisition

A second acceleration technique finds its origin in the conjugate symmetry of k-space of real-valued objects:
the signal at coordinate (ky, k;) is the complex conjugate of the signal at (-, —k;). In theory, it is therefore
sufficient to acquire data from one-half of k-space only, if the image was real-valued. In practice, however,
phase errors may occur because of for example variations in the By field, the RF transmit phase, or coil sen-
sitivity [11]. Therefore, a minimum of 62.5% of k-space is acquired to extract the phase pattern, before em-
ploying the k-space symmetry. While the resolution of the resulting image is unaffected by applying halfscan
in the phase or slice encoding direction, the signal-to-noise ratio (SNR) is reduced, depending on the chosen
percentage of sampled k-space. Next to the in-plane directions, it is also possible to use conjugate symmetry
in the frequency encoding direction. When using this technique, referred to as partial echo, only the final part
of each echo is sampled.

3.3. Image registration

Despite the applied respiratory navigation and ECG triggering, there may be misalignment and deformation
of the myocardium over the acquired dynamics. By means of retrospective image registration, the heart can
be aligned in all images of the same slice, such that the signal of a region of interest (ROI) can be easily
extracted and compared over time. Image registration was performed by Yi Zhang using a method based on
VoxelMorph, a fast, learning-based framework for deformable image registration. A more detailed description
of the registration method can be found in [1] and [44]. The images are registered pairwise to the proton
density-weighted image by which they will be normalized. The similarity metric or image matching criterion
that was used, is the normalized mutual information, as defined and described in [36].
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3.3.1. Oversampling to mitigate fold-over artifacts

When the imaging object extends beyond the field of view of a magnetic resonance scan, signal from outside
the FOV can get folded into the image. This is due to aliasing in combination with an imperfect excitation
profile. It can occur in all three spatial encoding directions but is most severe in the phase encoding direction.

The profile of the excitation RF pulse is not a pure block pulse with sharp edges, such that some RF power is
also delivered outside of the field of view. In the frequency encoding direction, for example, a high frequency
from this region may incorrectly be detected as a low frequency if the sampling rate is insufficient. Fold-over
in the frequency direction can easily be prevented by taking more MR signal measurements than necessary
for the desired FOV. Since this does not increase the acquisition duration, a default oversampling factor of 2
is a common choice for the frequency encoding direction.

The FOV in the other two dimensions in 3D MR imaging is encoded by a phase offset of the precessing mag-
netic moments. Figure 3.5 shows a field of view that is encoded by phase offsets between 0° and 360°. A higher
or lower phase offset of anatomic regions outside this FOV may erroneously get mapped to a phase within this
window. Fold-over can be prevented by means of additional sampling beyond the border of the FOV.

Phase encoding >
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Figure 3.5: Fold-over artifact in phase encoding direction. Adapted from [12]

As additional phase-encoded samples require more repetitions and the duration of the 3D perfusion se-
quence should not be unnecessarily increased, the smallest FOV that prevents fold-over in phase direction
should be used. An experiment was set up to determine the minimum slice oversampling factor for this pur-
pose. A homogeneous phantom bottle was scanned with the developed 3D perfusion sequence and with a
slice oversampling factor of 3. This means that the magnetization in 29 slices was excited, and the signal of
3 times as many slices was sampled, as illustrated by figure 3.6. The images of the acquired 87 slices can be
obtained by performing an inverse fast Fourier transform to the raw data, as described in section 2.3, and tak-
ing the sum of squares of each receiver channel. We use this offline reconstruction because the scanner only
reconstructs the FOV, while we are interested in the excitation profile inside as well as outside the FOV. More
information on exporting the raw data from the scanner and converting it to a k-space matrix can be found in
appendix B. Different excitation pulses have been used to investigate which pulse allows for the lowest slice
oversampling.

A region of interest (ROI) of 14 by 13 pixels in the middle of the bottle was selected, as indicated in Figure 3.6b.
The average intensity in this region was computed and plotted as a function of slice index.
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Figure 3.6: a.) Imaging set-up to visualize the slice excitation profile and determine the minimum suitable slice oversampling factor for
the 3D perfusion sequence. For the experiment, a slice oversampling factor of 3 was used. b.) Slice 49 of the phantom bottle with the
ROI indicated in red, reconstructed offline.

3.4. Single-point T1 measurement for quantification
Relation 2.9 was implemented in Matlab as a subtraction of the measured normalized signal intensity and

the equation on the right-hand side. In this way, fzero in Matlab’s [29], for finding the root of a nonlinear
function, could be used to obtain T; estimates.

The TIMES phantom was scanned with the developed 3D perfusion pulse sequence. This phantom has 9
vials with known T; and 7> values that approximate myocardium and blood before and after Gd contrast
enhancement, as shown in figure 3.7 [6]. A square with 4 by 4 pixels will be selected in each vial in scanner
reconstructions of the PD- and T;-weighted scans. For the second stack, the PD-weighted intensities will be
replaced by the average intensity of the considered square region in order to prevent noise enhancement, as
proposed in [7]. The intensity of each of the 16 pixels will be used, taking the scaling of the DICOM images
into account, to compute the T estimates. An average T; value and standard deviation will then be obtained
for each vial.

Post-GBCA blood Native myo Post-GBCA myo

T,/ T 1010749 294/43

1043/56 295/50

1872/231 1499/49
1870/288 1510/55
1260/48 424/42
1279/56 429/50
Short, Short, Short,
Long, Long, Normal,
Medium Medium Long

Figure 3.7: T and T» values in ms of the TIMES phantom at 3T, from [6]. In blue, slow scan reference data is displayed: slow inversion
recovery spin echo for 77 and slow spin echo for T>. T7 values shown in green represent the mean value per vial derived from tests on five
model phantoms using a variant of MOLLI adapted for native 77 mapping. Red values represent the values obtained by the manufacturer
in Australia using a 1.4 T Bruker minispec relaxometer at 22 °C. The relaxation times of each column approximate post-gadolinium based
contrast agent myocardium, native myocardium and post-contrast blood.

In order to assess the accuracy of the single-point 7; measurement technique applied to scans with the de-
veloped 3D perfusion sequence, the obtained estimates will be plotted against reference T values. As a ref-
erence, the Tj values obtained by the manufacturer with a 1.4T minispec relaxometer are taken (red data in
figure 3.7). A linear relation will be fitted to the data.






Results

In this chapter, results of two experiments related to 3D acquisition and an experiment to validate signal in-
tensity conversion for quantification of MBF are presented. All shown scans were performed on a 3T scanner
(Philips Ingenia, Best, the Netherlands).

In order to perform a low-resolution followed by a high-resolution 3D acquisition during diastole, the scan
parameters given in tables 3.2 and 3.1 were selected to minimize the acquisition duration. As explained in
section 3.3.1, additional oversampling in slice direction was required to prevent appearance of fold-over ar-
tifacts. By determining the excitation pulse shape and oversampling factor that allow acquisition of as few
k. samples as possible without resulting in fold-over, the acquisition duration can be further minimized. To
establish the minimum suitable slice oversampling factor, the intensity in a homogeneous phantom was an-
alyzed as a function of slice index. Because only the contrast and no high resolution were required for this
purpose, solely the interleaved training profiles of the second imaging stack (shown in Figure3.3) were used
for reconstruction. In the next section, the results are given.

Figure 4.1: Reconstructions of 29 oversampled slices, 29 slices of the field of view, and 29 oversampled slices. Obtained by applying an
inverse Fourier transform to the interleaved training data of one dynamic of the second imaging stack.
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4.1. Determination of slice oversampling

Figure 4.1 shows the reconstructions of all 87 slices of the experiment. The horizontal axis corresponds to the
y or phase encoding direction, of which only a maximum of 11 samples have been acquired in the center of k-
space. The vertical axis is along the read-out direction, counting 168 acquired samples. Figure 4.2 shows the
average intensity of the ROI as a function of slice index for the spredrex pulse. This is the default excitation
pulse, of which the amplitude modulation shape is displayed in Figure 4.3 (the pulse only modulates the
amplitude of the carrier wave and not the frequency). Plots for different excitation pulses are included in
appendix A, as well as the AM shapes of the pulses. To make the figures comparable, the same scaling of the
y axes was used.

Dashed lines indicate the borders of the FOV and red lines are placed 5 slices in front of this border (slice -19)
and 4 slices after it (slice 19). The intensity values measured in these slices are 42.2 and 39.6 respectively (in
arbitrary units) and these are the first intensities below the local maxima at slices 35 and -35. For all inves-
tigated excitation pulses, index 19 and -19 were the first slices for which the average intensity has dropped
below the value of the local maximum (see figures A.1 to A.6). The region between slices -19 and 19 was there-
fore selected as the region to be sampled. It counts 38 slices and corresponds to an oversampling factor of
1.31. As the choice of excitation pulse among the available pulses proved not to influence the minimum slice
oversampling, the default spredrex pulse remained the excitation pulse.
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Figure 4.2: Average intensity in the ROI as a function of slice index for the spredrex excitation pulse. The borders of the FOV of 29 slices
are marked by the dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the
left side and 4 on the right side.

Figure 4.3: Amplitude modulation shape of the spredrex pulse.
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4.2, In vivo results

The developed 3D myocardial perfusion sequence with 1.31x slice oversampling and the spredrex excitation
pulse was tested in a healthy volunteer (male, 29 years old), without the use of contrast enhancement or satu-
ration preparation. Specifically, without contrast enhancement, magnetization saturation would result in low
signal intensities and low contrast, impeding the assessment of the resolution and ability to extract the signal
of the LV blood pool and myocardium. Moreover, a sufficient signal-to-noise ratio is required for validation
of the reconstruction algorithm.

The resulting scanner reconstructions of the low resolution AIF stack and registered high-resolution second
stack are shown in figures 4.4 and 4.5. The phase (y) and frequency (x) encoding directions are indicated. The
direction with the smallest body dimension in short-axis view is selected for phase encoding. This approach
minimizes phase aliasing artifacts.

In the low-resolution images of Figure 4.4, especially when compared to the high-resolution images for refer-
ence, the heart can be distinguished from other anatomical structures and the left and right ventricle can just
be discerned. However, the myocardium and LV blood pool are not distinguishable in these images. The use
of a contrast agent, causing the right ventricle, left ventricle, and myocardium to brighten consecutively, is
expected to solve this issue. Moreover, the raw data reconstructions obtained with a self-supervised learning
algorithm by collaborators are anticipated to be of higher quality than the in-line scanner reconstructions. At
the time of writing, these reconstructions were still in progress and could not yet be included in this report.
The apical slices of the second stack show no artifacts, for example blurring as a result of respiratory motion.
From slice 19 onwards towards the base, however, an artifact appears, as indicated by a white arrow in Figure
4.5. This artifact is attributed to the high undersampling rate.

Apical

Mid

Basal

Figure 4.4: Cardiac short axis scans from the first scanning stack, showing the acquired 29 slices. The images were acquired using the
procedure and parameters described in section 3.1, except without a saturation prepulse. The images were reconstructed in-line by the
scanner and show the heart from apex to base from top-left to bottom-right.
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Figure 4.5: Cardiac short-axis scans from the myocardial imaging stack, showing the acquired 29 slices. The images were reconstructed
in-line by the scanner and registered pairwise to the first dynamic. The images from top-left to bottom-right show the heart from apex
to base.
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Figure 4.6 demonstrates the effect of image registration. It shows the target image of the first dynamic and
images of the 4 subsequent dynamics, before and after pairwise registration. Also the normalized intensity
differences between target and source images and between target and registered images are shown.

Dyn: 0 (Target) 1 2 3 4

a.) Source

b.) Registered

c.) Target - source

d.) Target - registered

Intensity difference —m——  omp—
-1.0  -0.5 0 0.5 1.0

Figure 4.6: Cardiac short-axis scans of the 14th slice from the myocardial imaging stack before (a.) and after (b.) image registration. The
images were acquired in 5 subsequent R-R intervals, reconstructed in-line by the scanner and registered pairwise to the target image of
the first dynamic by Yi Zhang. The normalized intensity differences between the target and source images (c.) and between the target
and registered images (d.) are included as well.
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4.3. Quantification: single-point T1 estimation

In this section, we present the results of the experiment to validate the single-point 77 measurement ap-
proach, described in sections 2.6.1 and 3.4. Figure 4.7 and 4.8 show PD-weighted and T;-weighted images of
the TIMES phantom scanned with the developed 3D perfusion sequence. The T;-weighted and PD-weighted
scans were acquired separately. Intensity scaling for visualization purposes of the scans has been taken into
account. The left images correspond to the undersampled first stack and the right images to the second
stack. The reduction of k-space profiles in phase direction and increased sampling rate for read-out result in
a strongly anisotropic resolution of the AIF images.

Figure 4.7: PD-weighted scans of the TIMES phantom, reconstructed by the scanner. The images correspond to the fifth slice of the first
and second imaging stack respectively. The scan parameters settings can be found in tables 3.2 and 3.1.

Figure 4.8: T1-weighted scans of the TIMES phantom, reconstructed by the scanner. The images correspond to the fifth slice of the first
and second imaging stack respectively. The scan parameters settings can be found in tables 3.2 and 3.1.
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Figure 4.9: Plot of the relation between the normalized signal intensity and Tj for the scan parameters of stack 1 and 2 listed in tables 3.2
and 3.1.

For the used scan parameters, the theoretical relation between 77 and the normalized signal intensity, given
in equation 2.9, is plotted. A different number of excitation pulses n before acquisition of the center of k-
space accounts for the difference between the curves of stack 1 and 2. The normalized intensity expected in
images of stack 1 drops more quickly than the intensity of the second stack, because there is less time for T;
recovery during acquisition of the AIF stack.

Figure 4.10 shows the average 77 of the 4x4 ROI that was selected in each vial of images 4.7 and 4.8. The
obtained T; estimates are plotted against the reference values obtained by the manufacturer of the phantom
with a 1.4T relaxometer (red data in Figure 3.7). These reference values are shown in grey, along with the line
y = x. The standard deviation among the 16 T) estimates of each vial is shaded. For vials with higher Tj, the
standard deviation is larger, as less magnetization recovery has taken place and the resulting signal is lower.
This can be seen in Figure4.8 by comparing the center vial to any of the corner vials. A linear relationship
has been fitted to the 5 lowest T estimates, for which no underestimation due to limited recovery time is
observed. The obtained slope and intercept for the AIF imaging stack are given by a; = 0.91 +0.004 and
by = 24+2. Estimates of low T} values, within the interval [250, 500], can therefore be estimated with relatively
good precision and accuracy using the described single-point method. The low-T; data of the second imaging
stack is best described by a linear function with slope a, = 0.72 +0.004 and intercept b; = 35+ 2. The recovery
rate would, therefore, be consistently underestimated from the myocardial imaging stack.
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Figure 4.11: Linear least squares approximations to the 5 single-point 77 measurements with lowest 77 value from Figure4.10. The
approximations are of the form y = ax + b and the obtained fit parameters for the first and second imaging stack (shown in blue and
orange respectively) are given by: a; = 0.91+0.004, by =24+ 2, ap = 0.72+0.004, by = 35+ 2. Reference 77 values obtained by the
manufacturer using a relaxometer were used.



Discussion

In this study, we developed a 3D cardiac MR sequence for quantification of myocardial blood flow. Robust-
ness of this sequence to elevated heart rates is important for clinical applicability. Although the targeted
isotropic voxel size was 3 mm, this has been increased to 3.6 mm to ensure tolerance to higher heart rates.
Currently, the developed 3D myocardial perfusion sequence can be applied when the subject’s heart rate
does not exceed 76 bpm. At higher heart rates, the R-R interval is not sufficiently long to acquire both the
arterial input function and myocardial images. Drawing from experience of a cardiologist with regadenoson-
induced stress FPP examinations, tolerance to heart rates up to 80 bpm is feasible. Ideally, the acquisitions
would be further accelerated. Depending on the quality and resolution of reconstructions obtained by the
self-supervised learning algorithm, fewer encoding steps in slice or phase direction can potentially be used.
This could entail either reducing the number of low frequency samples of the training stage, or the highest
frequency of the undersampling stage, but would compromise the image quality.

A reduction in slice encoding steps from 7 to 5 or 3 for the AIF is expected to be possible without a significant
impact on the extraction of the AIE as essentially only one slice in the left ventricle is required. However, it
would reduce the signal strength and ability to estimate high Tj, as the longitudinal magnetization will have
less time to recover, and it may impede the extraction of the coil sensitivities.

The experiment for single-point 77 measurement in phantom shows potential for obtaining accurate T; esti-
mates up to approximately 500 ms from 3D first-pass myocardial perfusion scans. High T; values are under-
estimated, due to limited delay and saturation times (TD = 5.74 ms, TS = 64.9 for the AIF stack, TS = 177.0
for the main imaging stack). In [7], where 2D slices were imaged with a delay time of TD = 75 ms, no un-
derestimation of high T; values was observed. Removal of the second saturation pulse before the myocardial
imaging stack increases the delay time to 7D = 161 ms and results in a saturation time of 7S = 312 ms. The
magnetization of contrast-enhanced blood with T; = 250 ms would then have recovered to 71% of its ini-
tial value. To achieve accurate estimation of T) from the second imaging stack across the entire spectrum
of values encountered in a contrast-enhanced examination, ranging from approximately 250 to 1900 ms, we,
therefore, suggest the use of a single saturation pulse. Solving the underestimation of high 7; values from
the AIF images as well is more difficult, as a delay after saturation would have to be included, increasing the
sequence duration.

The estimates of low T) from the AIF stack are in good agreement with reference values, while the estimates of
the myocardial imaging stack are consistently below reference and would require correction by a factor 1.40,
as obtained from the slope of the linear fit. The underestimation of T; from the second imaging stack is at-
tributed to the fact that solely the recovery of the longitudinal magnetization is modelled. Factors such as the
slice excitation profile and T, dephasing are neglected. Also transfer of magnetization is not accounted for.
This is a process in which energy deposited by off-resonance RF excitation to bound protons is transferred to
protons in free fluid via dipole-dipole interactions [10]. The magnetization of free protons becomes partially
saturated and the signal will be lower than anticipated. In the second imaging stack, which involves a longer
train of excitation pulses compared to the first, these contributions accumulate to a deviation in magnetiza-
tion evolution from the model.

The fact that the PD-weighted and T;-weighted images of this experiment were acquired as separate, con-
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secutive scans is not expected to influence the T; estimates. If it had an influence, the values of both stacks
would be affected, yet the low T estimates of the AIF stack form a good approximation of the reference val-
ues.

For more accurate estimation of 77 from the high-resolution imaging stack, Bloch simulations of the imaging
sequence can be performed, modelling both the longitudinal magnetization evolution and transverse mag-
netization between spoiling events and incorporating the slice excitation profile [26].

The quantification procedure can be further modified for the case when a contrast agent is administered and
T, related signal loss in the LV blood pool is expected to be of concern. Although clipping of the AIF is pre-
vented by a short acquisition duration, decrease of T, will still have a significant influence on the measured
intensity. By means of a phantom experiment with different contrast agent concentrations, Kellman et al.
showed that correction of T led to an approximately 10% higher [Gd] for the AIF [26], using very similar
parameters for AIF measurement (TE = 0.76 ms, TR = 2.45 ms and a7; = 5° compared to TE = 0.73 ms,
TR =1.90 ms and ar; = 4° in this work). This indicates that underestimation of [Gd] is to be expected for the
perfusion sequence developed in this project. T can be estimated by using dual-echo acquisition for the ATF
and fitting the measurements to the exponential decay curve of equation 2.4 [26, 46].

Further steps in the process towards obtaining myocardial blood flow maps include patient scanning with
contrast enhancement and application of a blood-tissue exchange model after the left ventricle and my-
ocardium are segmented and the signals have been converted to tracer concentrations. Ultimately, the goal
in quantitative myocardial perfusion imaging would be to perform all the steps as shown in figure 1.1 inline
on the scanner such that the procedure can be easily included in the clinical workflow. This requires more
research and development, but is not deemed impossible.

Quantification of myocardial blood flow from 3D balanced steady-state free precession (b-SSFP) acquisitions
may be an interesting parallel line of research to pursue. These type of gradient echo sequences provide
higher SNR than spoiled GRE and are therefore mainly used for visual assessment of myocardial perfusion in
the clinic. An already existing procedure that is familiar to clinicians could that way be extended with quan-
titative assessment. A disadvantage of b-SSFP sequences that should be named is sensitivity to By and B;
inhomogeneity, possibly resulting in artifacts [24], especially at low flip angles [26]. When using a 1.5T scan-
ner, the artifacts are significantly reduced. The field inhomogeneity of a 1.5T and a 3T scanner is comparable
in parts per million (in the order of 1), but is lower in an absolute sense for a low-field scanner [18].

Where in this project a cartesian sampling pattern with acceleration is used for 3D CMR, radial or spiral read-
out is also promising for this application as naturally higher sampling rates are provided for low frequencies.
In a recent study by Mendes et al., a 3D radial stack-of-stars readout in combination with 2D AIF acquisition
basal to the 3D readout was successfully used for perfusion quantification. In this study, relation 2.9, adapted
for radial readout, was also applied to estimate T;. A downside of radial sampling compared to cartesian
sampling is the complexity it adds to the reconstruction problem.

For increasing diagnostic confidence of perfusion imaging with cardiac MR, Simultaneous Multislice imag-
ing (SMS) forms a midway between conventional low-coverage 2D perfusion imaging and highly accelerated
3D perfusion imaging. This technique is considered worth further exploring and implementing, as it allows
imaging of multiple slices within the same time compared to standard single-slice acquisition, resulting in
increased coverage without increased acquisition duration. SMS has been applied to spoiled gradient echo
sequences [48, 52] and was recently combined with balanced SSFP sequences for first-pass perfusion imaging
as well [30]. Quantification of myocardial blood flow using simultaneous multislice imaging is not yet widely
studied.



Conclusion

A dual sequence for free-breathing, first-pass myocardial perfusion imaging in 3D has been developed for
quantification of myocardial blood flow. Scan parameters were optimized to reduce the acquisition dura-
tion and thereby mitigate the effects of cardiac motion, prevent the appearance of fold-over artifacts, and
maintain sufficient resolution. Acquisition of proton density-weighted images for normalization of the arte-
rial input function and myocardial signal was incorporated in the scanning sequence. Collaborations were
established for image reconstruction and image registration using deep learning.

A validation study in vivo, without contrast enhancement, was conducted to confirm the adequacy of AIF
acquisition for distinguishing the left ventricular blood pool and to assess the robustness of the sequence
to motion and elevated heart rates. Preliminary image reconstructions by the scanner were promising, but
an artifact was observed towards the base of the heart due to strongly reduced phase encoding. In recon-
structions obtained by means of a deep learning algorithm, such artifacts are expected to be alleviated. The
procedure for obtaining a quantitative myocardial blood flow map was investigated, and a method for single-
point measurement of T; was implemented and tested in a phantom for the developed sequence. Accurate
T estimates were achieved in the low- T} range (250-500 ms), while longer relaxation times were significantly
underestimated. Removal of the second saturation pulse before acquisition of the myocardial signal will in-
crease the highest 7} value that can be accurately estimated from the myocardial images and is suggested as
an improvement to the sequence.
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Slice excitation profiles

In this appendix the measured slice profiles of several of excitation pulses are given, combined with the am-
plitude modulation shapes of the pulses.
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Figure A.1: Average intensity in the ROI as a function of slice index for the optimum excitation 1 pulse. The borders of the FOV of 29 slices
are marked by dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the left
side and 4 on the right side.
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Figure A.2: Average intensity in the ROI as a function of slice index for the optimum excitation 2 pulse. The borders of the FOV of 29 slices
are marked by dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the left

side and 4 on the right side.
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Figure A.3: Average intensity in the ROI as a function of slice index for the xerderps excitation pulse, the time reversed spredrex pulse.
The borders of the FOV of 29 slices are marked by dashed lines and the selected region to be sampled is indicated by red lines. This region
includes 5 extra slices on the left side and 4 on the right side.
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Figure A.4: Average intensity in the ROI as a function of slice index for a block excitation pulse. The borders of the FOV of 29 slices are
marked by dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the left side

and 4 on the right side.
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Figure A.5: Average intensity in the ROI as a function of slice index for the spectex excitation pulse. The borders of the FOV of 29 slices
are marked by dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the left

side and 4 on the right side.
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Figure A.6: Average intensity in the ROI as a function of slice index for the sg 100 100 excitation pulse. The borders of the FOV of 29 slices

are marked by dashed lines and the selected region to be sampled is indicated by red lines. This region includes 5 extra slices on the left
side and 4 on the right side.
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Figure A.7: Amplitude modulation shape of the spredrex, xerderps and sg 100 100 excitation pulses.
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Figure A.8: Amplitude modulation shape of the optimum excitation 1, optimum excitation 2 and spectex excitation pulses.



Working with Philips raw scan data

When exporting raw scan data from a Philips MR scanner, three files containing all the information of the
scan are created. The extensions of the files are .raw, with the raw data, .lab, with the data labels and .sin,
with the values of the scanning parameters. The raw data we read and sort from these files using MRecon, an
object-oriented Matlab library by Gyrotools [19].

After opening the Philips raw data files with MRecon and reading the data, a number of corrections need
to be applied before k-space data is obtained that can be reconstructed with an inverse Fourier transform.
The data may contain magnitude and phase offsets for example. The corrections that are applied before
sorting the data and exporting it as a k-space matrix are a nonlinearity correction, a random phase and a
measurement phase correction, a DC offset correction and a PDA correction. If desired, the oversampling
can also be removed first. Especially the random phase correction is very important, as it subtracts a random
phase that was added to every acquired profile by the receiver to reduce artifacts. Without this correction, the
data is randomly distributed in phase direction. More information on the raw data corrections can be found
in [28].
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Simultaneous multislice imaging

Diagnostic accuracy of first-pass myocardial perfusion imaging with MRI as currently applied in the clinic
is limited by low myocardial coverage. The main technique for increasing myocardial coverage that was in-
vestigated and developed in this project is 3D cardiac MRI. Besides 3D imaging, 2D Simultaneous Multislice
imaging (SMS) enables acquisition of more cardiac slices in each R-R interval. By exciting and acquiring N
separated slices simultaneously with a multiband RF pulse, the acquisition time can be reduced by a factor
N. In this master thesis, an initial attempt to implement SMS has been made, as it is currently only available
for brain imaging with N = 2 in most scanners.

A multiband RF pulse for exciting N slices, each with complex phase ¢, and frequency offset Aw,, can be
written as:

N .
RFyp(1) = A(1)- Y, e'A@nt*Pn, (C.1)

n=1

in which A(#) is the complex RF waveform of a single slice [31].

In order to resolve the images of the different simultaneously excited slices, the slice images will be shifted
with respect to each other along the phase encoding direction. An intuitive method which allows direct re-
construction of the slice images would be to increase the phase FOV by roughly a factor N. This is referred to
as the Phase-Offset MultiPlanar (POMP) method and was proposed in 1991 [17]. When using POMP, however,
the scan time is not reduced, as more phase encoding lines are required for the extended FOV. With the intro-
duction of parallel imaging, this problem could be solved by using coil sensitivity information for unaliasing
the images. This is done in CAIPIRINHA, Controlled Aliasing in Parallel Imaging Results in Higher Accelera-
tion, introduced by Breuer et al. [4].

C.1. Phase cycling for controlled aliasing
To determine the required operation to achieve a shift along the phase encoding direction, the following
property of the Fourier transform is of importance:

x(y—yo) Lo s(kyye ko (C.2)

For cardiac application, we focus on the case N = 3. If a multiband pulse excites 3 slices simultaneously and
one band should be shifted by +FOV,/3 and another by —~FOV, /3 along the y-axis, the following relations
can be used to determine how the RF pulse needs to be adapted:

n n
NAy  FOV,

ky = nAk = (C3)

To shift two of the three bands outwards in image space, the Fourier data of these bands need factors e~27:""/3

and ¢2™1"3 where n € [1, N] indicates the profile number. This additional phase can be transmitted by the
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44 C. Simultaneous multislice imaging

Figure C.1: Overview of phase increments A¢ required to separate the 3 slices by FOV),/3 in the image.

B, -field. By cycling the phase ¢, = nA¢ of two of the RF bands cycle with increments A¢ = %n and A¢ = —%n,
the bands will obtain the desired phase shift. In total, there are three different combinations of RF phases, so
three different multiband pulses are required.

The framework design and initial coding phase for computation of the multiband pulses and cycling were
completed. The validation phase of the implementation was still in progress, so no results of SMS imaging

could be included in this report.
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