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2 INTRODUCTION

The study of transport phenomena involves dynamic processes with trans-
port of mass, momentum, or energy [1]. These dynamic processes are present
everywhere from small scales, such as selective transport of nutrition materials
and oxygen through the cell membrane [2], to large-scale atmospheric circula-
tion and ocean currents [3, 4]. When the length scales of fluid flow are large com-
pared to molecular length scales, e.g., the mean free path between collisions, the
continuum description applies [5–7]. For the transport of momentum, this de-
scription would be the Navier-Stokes equation [7]. The continuum description is
based on the linear response of the system to perturbations, such as a change of
the chemical potential, the temperature, or the velocity [1, 6, 8]. The coefficient
of the linear relation between the response (i.e, the flux, J ) and the perturbation
(i.e., the driving force, f ) is the transport coefficient (γ):

J =−γ∇ f (1.1)

As shown in Fig. 1.1, transport of mass, momentum, and energy in a continuum
medium is caused by the movement of constituent molecules and the interac-
tions between these molecules. The diffusivity, viscosity, and thermal conduc-
tivity are the transport coefficients for mass, momentum, and energy transfer
caused by gradients in the chemical potential, velocity, and temperature, respec-
tively. A generalization form ofEq. (1.1) can represent more complex transport
phenomena where the relation between the driving force and the flux are mul-
tidimensional [9, 10]. A flux of matter due to a temperature gradient (the Soret
effect) and an energy flux due to gradients in composition are two examples that
will not be considered in this thesis [6, 9–12].

Transport properties of fluids are traditionally measured in experiments
[8, 9, 13, 14]. Various measurement techniques are available to obtain diffusion
coefficients [15–18], shear viscosities [19–22], bulk viscosities [23–27], and ther-
mal conductivities [28] of fluids. As shown in Fig. 1.1, the flux of mass, momen-
tum, or heat is measured as a response to the imposed external driving force,
and the linear coefficient is the corresponding transport coefficient (Eq. (1.1)).
To provide a quantitative framework for obtaining transport properties of fluids,
various theories and models have been developed. For instance, the kinetic the-
ory and the quasi-universal scaling law are two important theories for calculating
transport properties of dilute gases [8, 29, 30] and simple fluids [31–33].

Experiments are not always a feasible choice for conditions that are not ac-
cessible easily (e.g., high temperatures and pressures) or for fluids and materi-
als that are toxic or explosive, or not yet synthesized. As measurements may be
time-consuming and expensive [18, 34], performing many experiments to obtain
transport properties at different conditions (e.g., temperatures and pressures) as
well as different compositions may not economically and technically be feasible.
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Figure 1.1: Schematic representation of mass, momentum, and heat transfer due to gradients in
the spatial chemical potential (µ), velocity (V ), and temperature (T ), respectively. The correspond-
ing transport properties are the diffusion coefficient (D̄), viscosity (η), and thermal conductivity
(λ), respectively.

Although accurate predictive models are needed for screening studies and im-
proving design of industrial processes, currently available models and theories
may not be applied for highly nonideal systems (such as ionic systems) as well
as all conditions (e.g., conditions close to the critical point) [8, 14]. These limi-
tations on the use of experiments and models make Molecular Dynamics (MD)
an attractive choice to compute properties of fluids and materials [35, 36]. The
other potential application of MD is to establish a framework for developing new
models for highly nonideal mixtures [37–40].

In MD, equations of motion are integrated over time for a set of molecules
inside a simulation box [35, 36, 41–43]. The trajectories of these molecules are
determined based on interactions and forces between atoms. From these tra-
jectories, different structural, thermodynamic, and transport properties of the
system can be obtained. As shown in Fig. 1.2, MD can be used to obtain trans-
port properties of working fluids in different unit operations. Since its initial de-
velopment in 1950s and 1960s [41, 44], MD has widely been used to study pro-
cesses at a molecular level. In the pharmaceutical industry, drug delivery and
how drug molecules would interact with proteins and cells are two important
subjects of research [45–47]. In the food industry, obtaining properties of bio-
materials (e.g., lipids and carbohydrates) and developing predictive descriptions
for physical mechanisms present in different processes are the focus of research
[48–52]. In the oil and gas industry, thermodynamic and transport properties of
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molecules, from small hydrocarbons to long polymers, are studied for applica-
tions such as catalytic cracking [53–56] and carbon capture and sequestration
[57–60].

Nonetheless, considerable effort is required to extend the industrial appli-
cations of MD and provide accurate predictions. An example of such effort is
the Industrial Fluid Properties Simulation Challenge (IFPSC) [61]. This compe-
tition is organized by Computational Molecular Science and Engineering Forum
(CoMSEF) of different institutes and companies such as the American Institute of
Chemical Engineers (AIChE) and National Institute of Standards and Technology
(NIST) [61]. The aims of this competition are to drive improvements in molec-
ular modeling and provide relevant simulation methodologies for industrial ap-
plications with the focus on verifying and validating simulation results with ex-
periments [61]. This paves the way to progressively incorporate molecular sim-
ulation into solving industrial challenges and using in real-world applications.
Since 2001, the computation of different properties of materials which are used
extensively in chemical industries has been the focus of the IFPSC. Typical exam-
ples are the vapor pressure and heat of vaporization of acetone (2003-2004), the
liquid-liquid equilibrium of dipropylene glycol dimethyl ether and water (2010),
and the water/oil interfacial tension at high temperature and pressure (2016).
The subject of the latest challenge in 2018 was to compute the shear viscosity
of a branched hydrocarbon (2,2,4 trimethylhexane) at high pressures (up to 1000
MPa). This hydrocarbon is a glass-former and at high pressures, the shear viscos-
ity increases significantly [62]. As shown by this challenge, many factors should
be taken into account to obtain accurate predictions by MD [63–65]. This in-
cludes an appropriate methodology for calculating high shear viscosities with
an acceptable statistical uncertainty and a correct description of the interactions
between hydrocarbon molecules. Hence, up to now, there are still challenges that
should be addressed to take full advantage of MD for industrial applications.

1.1. MOLECULAR DYNAMICS FOR COMPUTING TRANSPORT

PROPERTIES
In MD, equations of motion can be integrated provided that the total force ex-
erted on each atom is known. This total force is the sum of interactions between
all atoms in the simulation box. These interactions can be computed from quan-
tum mechanics. Alternatively, these interactions can effectively be computed
from a classical force field. In the latter approach, simple functional forms are
assumed for intramolecular and intermolecular potentials [36]. For instance,
intermolecular potentials can be described by the 12-6 Lennard-Jones and the
Coulomb’s law, and intramolecular potentials can be described by quadratic po-
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Figure 1.2: MD simulations can be used to compute viscosities (η), thermal conductivities (λ), and
diffusivities (D̄) at different temperatures and pressures. These computations can help the design
and optimization of industrial applications.

tentials for bond-stretching and bond-angle bending [35, 36]. Other contribu-
tions can be added to improve the accuracy of the force field. The use of simple
functional forms in a classical force field significantly decreases the computa-
tional requirements of performing MD, compared to the computational require-
ments of using quantum mechanics calculations. Therefore, performing long
simulations (of the order of hundreds of nanoseconds) of complex molecular sys-
tems consisting of thousands of atoms, such as polymers [66], proteins [67, 68],
carbohydrates [69], and ionic liquids [70, 71], are feasible with current comput-
ers, while quantum mechanics calculations are limited to several hundred atoms
within small timescales (on the order of picoseconds) [72]. The accuracy of re-
sults obtained from quantum mechanics depends on the choice of the method
(e.g., Density function theory) used for solving the governing equations and the
specified parameters (such as the basis set). The accuracy of computed proper-
ties from molecular mechanics depends on the classical force field used to de-
scribe intramolecular and intermolecular interactions. Incompatibility of force
field parameters for different molecular systems and different required proper-
ties is the main reason for inaccurate results [69, 73]. To address this issue, force
fields have been developed for specific groups of molecules and applications.
These force fields are parameterized on the basis of quantum mechanics calcu-
lations (e.g. Density Functional Theory [74]) and/or reproduction of specific ex-
perimental data (e.g. vapor-liquid equilibria). As more data are used for param-
eterization of force fields, better estimation of properties can be obtained. Some
of the well-known force fields are: Transferable Potential for Phase Equilibria
(TraPPE) [75–81], Optimized Potential for Liquid Simulations-All Atom (OPLS-
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AA) [82–85], Assisted Model Building with Energy Refinement (AMBER) [86–89],
Chemistry at HARvard Macromolecular Mechanics (CHARMM) [90, 91], Univer-
sal Force Field (UFF) [92]. More information on force field parameterization can
be found in literature [93–97].

At each timestep of an MD simulation, the equations of motions are solved,
and positions and velocities of all atoms as well as forces between atoms are com-
puted. From the resulting trajectories, other properties of the system such as the
temperature and pressure can be computed [36]. By sampling a property (A) over
an observation time of tobs, the time average of the observed property is equal to
[36]:

〈A〉 =
∫ tobs

0 dt · A

tobs
(1.2)

If the simulation is performed for a long time and the phase space is sufficiently
sampled, the computed time average approaches the experimentally observable
macroscopic property.

Two main methods are available for computing transport properties using
MD: equilibrium (EMD) or nonequilibrium (NEMD) simulations. In EMD, a
transport coefficient (γ) is related to the integral of time-correlation function of
a dynamical variable Ȧ [35, 36, 98, 99]:

γ=
∫ ∞

0

〈
Ȧ(t )Ȧ(0)

〉
dt (1.3)

where the angle brackets 〈. . .〉 denote an ensemble average. Eq. (1.3) is called
the Green-Kubo relation [8, 35, 36, 42, 99]. The corresponding variables Ȧ for
the diffusion coefficient, viscosity, and thermal conductivity are the velocities of
molecules, the components of the stress tensor, and the components of the en-
ergy current (heat flux), respectively [36, 99]. An equivalent method for obtaining
transport coefficients from EMD is the Einstein method [36, 98]:

γ= lim
t→∞

〈
(A (t )− A (0))2

〉
2t

(1.4)

where the linear relation between time (t ) and the mean-squared displacement
(MSD) of the dynamical variable (A (t )− A (0))2 yields the corresponding trans-
port coefficient [36]. The linear relation of Eq. (1.4) is valid at timescales where
the slope of MSD as a function of time is unity in a log-log plot [35, 36]. This
criterion is often used to specify the minimum length of the simulation for
obtaining transport properties with the Einstein method. Such a criterion is
missing from the conventional Green-Kubo method, where the tail of the time-
correlation functions very slowly converges towards zero regardless of the simu-
lation length [100, 101]. While this issue has recently been addressed by the time-
decomposition method proposed by Maginn and co-workers [102, 103], from a
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practical point of view the Einstein method has an advantage over the conven-
tional Green-Kubo method. In NEMD, the response of the system to external
flows or driving forces yields the transport properties [36]. This method uses the
definition specified earlier for transport properties, i.e., Eq. (1.1). Because the
sizes in MD are small (on the order of nanometers), the applied driving forces (or
gradients) are significantly larger than the forces which the system experiences
on the macroscopic scale. Properties computed from NEMD may depend on
the applied driving force and extrapolation to a zero force is then required [104].
At large external driving forces, the thermostat for controlling the temperature
of the system may interfere with the motion of molecules and may cause par-
tial phase separation [105]. This artifact forms stream phases of different species
similar to the opposing traffic lanes on a road, leading to unrealistically large dif-
fusion coefficients [18, 105–107]. Therefore, EMD is usually preferred. However,
EMD may not be as effective as NEMD for studying some specific phenomena
with slow response and large background thermal noises, causing large statisti-
cal uncertainties in computed properties [104, 108–110]. Another advantage of
NEMD is the possibility of investigating linear and nonlinear responses of the
system to a range of external driving forces [99, 107]. A representative example
of NEMD is the study of membrane separation systems at the microscopic scale.
This is due to the inefficient sampling of permeation of molecules through chan-
nels with high free energy barriers by using EMD simulations, because molecules
tend to stay for a long time at low free energy sites [35, 53]. Many studies have
used NEMD simulations to investigate water desalination [111–113] and gas sep-
aration systems [114, 115] by using nanoporous materials.

In EMD simulations, the conventional method for calculating the time av-
erages (Eq. (1.2)) for the Green-Kubo (Eq. (1.3)) and Einstein (Eq. (1.4)) relations
uses a fixed sampling frequency [35, 36]. This is not an efficient approach for sys-
tems with a broad range of dynamic timescales [116]. Low-frequency sampling
may result in missing fast-decaying correlation functions, while high-frequency
sampling requires a large amount of computational resources for storing and
postprocessing large data files [117]. The sampling efficiency can be improved
by using methods with adjustable sampling frequency, such as the multiple-tau
correlator [116] and the order-n algorithm [35, 117]. These methods can effi-
ciently capture both slow and fast dynamics while keeping the computational
requirements low [116, 117]. Because not all these methods are available in all
MD software packages, there is a clear need for implementing these advanced
methods.

Typical MD simulations are performed for systems consisting of hundreds
to thousands of molecules. The large computational requirement is the main
limitation on the number of molecules. Still, this number is orders of magni-
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tude smaller than the thermodynamic limit. Although periodic boundary condi-
tions are used in MD simulations to mimic the presence of an infinite number of
molecules, computed properties show dependency on the size of the simulation
box. Some studies have already reported the system-size dependency of self-
diffusivities [118, 119], thermal conductivities [120], activity coefficients [121],
chemical potentials [122], and Kirkwood-Buff coefficients [123–125]. However,
the finite-size effects of mutual diffusion coefficients have not been investigated
despite being used in many MD studies. Hence, it is crucial to investigate the
finite-size effects of transport properties in addition to improving the efficiency
of the simulations.

The aim of this thesis is to address the challenges mentioned above for the
methodology of computing transport properties, and taking into account finite-
size effects. The focus of this thesis is on EMD. However, due to the advantage
of NEMD over EMD for studying membrane separation systems, NEMD will be
used for investigating water desalination applications using nanoporous zeo-
lite nanosheets. For computation of transport properties of bulk fluids using
EMD simulations, a tool is developed for the users of the MD software package
LAMMPS [126]. The state-of-the-art order-n sampling technique is used to ob-
tain transport properties at a minimum computational requirement [35, 117].
This tool can be used by other researchers to compute transport properties in
an efficient and consistent way. This tool enables the study transport proper-
ties of fluids at different conditions and it can be used to develop more complex
predictive models for these properties based on the molecular structure of con-
stituent molecules of a fluid. The developed tool can be used to efficiently inves-
tigate finite-size effects of transport properties and propose a correction for the
finite-size effects of binary mutual diffusion coefficients. The developed correc-
tion eliminates the need to perform simulations for multiple system sizes and ex-
trapolate to the thermodynamic limit. Finally, force field-based MD simulations
cannot provide accurate results by using inaccurate force fields, regardless of the
efficiency of simulation techniques. If an accurate force field is not available for
a system, general or universal force fields can be reparameterized for this spe-
cific application. This adjustment, however, requires a profound understanding
of atomic/molecular interactions to identify relevant parameters which should
be refitted. Experimental data or quantum mechanics calculations can be used
to refit these properties. In this thesis, two examples of refitting intermolecular
and intramolecular force field parameters are investigated for: crown-ethers and
carbohydrate molecules, respectively.

This thesis helps to expand the application of Molecular Dynamics in in-
dustry and the scientific community. The implementation of the OCTP tool,
which computes transport properties during the simulation, provides a consis-
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tent foundation for a consistent computation of transport properties. Postpro-
cessing of large data files is no longer required for obtaining transport properties
of viscous and complex fluids. By improving the efficiency of the computation
methods and studying the finite-size effects of computed properties, one can
predict transport properties at conditions that could not be achieved previously.
Because non-ideality of mixtures and fluids are included in MD, computed trans-
port properties from these simulations can be used to develop predictive models
based on the molecular structure. Recent studies have focused on such investi-
gations for diffusion coefficients [40, 127–130], shear viscosities [39, 62, 131–133],
bulk viscosities [132], and thermal conductivities [132, 134, 135]. These investi-
gations can be extended further by using the results of this thesis. Furthermore,
as indicated in Fig. 1.2, investigating transport properties of working fluids in
industrial processes can provide improvements in efficiency and yield by com-
puting transport properties of novel fluids prior to performing experiments.

1.2. OUTLINE OF THIS THESIS
This thesis is organized in two main parts: (1) methodology and (2) force field
improvement.

The aim of the first part is to form the basis for the methodology to compute
transport properties. In Chapter 2, NEMD simulations are discussed for com-
puting the permeability of fluids through nanoporous materials. In this case,
the permeation of water and salt ions through nanoporous zeolite nanosheets
is studied for water desalination applications. The water permeability and salt
rejection are obtained for a set of zeolite nanosheets, and a relation between
the water permeability and the characteristics of the zeolite nanosheet is estab-
lished. The water permeability depends on the pore size and pore density of
the zeolite as well as the free energy landscape inside pores. These results help
to define a set of guidelines for future theoretical and experiential studies on
water desalination using zeolite nanosheets. In Chapter 3, the computation of
transport properties in EMD simulations are described in detail and the Einstein
relations for various transport properties are defined. The transport properties
considered here are self-diffusivities, Maxwell-Stefan and Fick mutual diffusivi-
ties, shear and bulk viscosities, and thermal conductivities. These relations have
been implemented as a plugin for LAMMPS. To illustrate how this plugin can be
used, transport properties of a binary mixture of water-methanol is studied by
performing a set of EMD simulations. The method explained in this chapter is
used in the rest of this thesis. The finite-size effects of transport properties of a
Lennard-Jones fluid close to the critical point are also investigated in the same
chapter. In Chapter 4, the finite-size effects of the diffusion coefficients are stud-
ied. While the shear viscosity does not show any system-size dependency, an an-
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alytic correction to the finite-size self-diffusivity have been proposed previously
[118]. Here, this correction is examined for a large number of mixtures and its
limitations are investigated. This correction paves the way to study the finite-size
effects of mutual diffusion coefficients. Based on this, an empirical correction is
proposed to correct finite-size effects of binary mutual diffusion coefficients. In
Chapter 5, a new method is proposed to compute the shear viscosity from finite-
size self-diffusivities. As the shear viscosity does not show any system-size de-
pendency, the analytic correction for finite-size self-diffusivities can be used to
obtain the shear viscosity of a fluid from the difference in the self-diffusivities of
two system sizes.

The aim of the second part of this thesis is to improve currently available
force fields for an accurate prediction of transport and thermodynamic proper-
ties of two groups of molecules: (1) crown-ethers and (2) carbohydrates. Crown-
ethers are a class of cyclic molecules with ether groups in their ring structure. As a
potential application for these molecules would be natural gas and syngas treat-
ment, the Transferable Potential for Phase Equilibria (TraPPE) [75, 76, 78, 136] is
an appropriate force field. Currently, the TraPPE force field is only available for
chain-ether molecules such as glymes [78]. The difference in the internal struc-
ture of a chain and a ring molecule results in inaccurate predictions of crown-
ether properties. In Chapter 6, the dihedral angle torsion parameters of the
TraPPE force field are refitted to energy profiles obtained from quantum calcula-
tions. The new force field parameters provide a significant improvement in es-
timated transport and thermodynamic properties of crown-ethers over the orig-
inal TraPPE force field. This improved force field can be used to investigate the
potential of porous liquids (mixtures of crown-ethers and molecules with per-
manent pores in their structure) for gas treatment applications. In Chapter 7, the
OPLS force field is examined for providing accurate estimates of both transport
and thermodynamic properties of aqueous solutions of carbohydrates. Due to
the strong hydrogen bonds between the OH groups in carbohydrates and water
molecules, the OPLS force field cannot provide accurate predictions for water-
carbohydrate interactions at high sugar concentrations. To address this issue, the
Lennard-Jones and electrostatic interactions of the OPLS force field are scaled
to improve the predicted interactions for water-sucrose mixtures. The transfer-
ability of such scaling is verified by examining the modified OPLS force field for
water-glucose mixtures.
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2.1. INTRODUCTION
In the past decades, the need for water desalination has increased significantly
[138] and this need will become more pronounced due to the continuing pop-
ulation growth and economic development [139]. Amongst various methods to
produce fresh water from saline sources, reverse osmosis (RO) is currently the
most prevalent approach with a global market share of approximately 60% [138],
and polyamide-based RO membranes have been widely used [140–142]. The
associated energy consumption and the cost of the process largely depend on
the permeability of the RO membrane [142]. Cohen-Tanugi et al. [143] have re-
cently shown that there will be 44% reduction in the number of pressure ves-
sels and 15% reduction in the energy consumption of the Sea Water Reverse
Osmosis (SWRO) desalination, provided that the permeability of membranes
is improved threefold compared to the current polyamide-based membranes.
The need for more fresh water requires new membranes to increase the flux
of RO membranes while maintaining excellent salt rejection to make this pro-
cess more energy and cost efficient. Recently, many types of novel materials
have been investigated experimentally and/or computationally. These materi-
als have shown great promise as membranes in RO water desalination such as
nanoporous graphene [111, 113, 144–147], graphene oxide [112, 146–148], cova-
lent triazine frameworks (CTFs) [149], MoS2 [150], and graphyne [151–153]. A
common feature of these candidates is the ultrathin-film nature of the material,
highlighting the need for discovering ultrathin-film membranes. Furthermore,
well-defined pore structures in these membranes can effectively block salt ions
passage, leading to outstanding salt rejections.

Recently, considerable attention has been paid to layered zeolites with a
thickness varying from one to several unit cells [154–157]. These systems possess
short diffusion lengths, potentially overcoming diffusion and mass transfer lim-
its. Various types of zeolites have been synthesized in the nanosheet form with
different possible inter-layer linkers [156, 158–161] with an aim at targeting var-
ious catalytic systems such as isomerization and hydrocracking [162–164], and
selective formation of molecules [165–167]. Although zeolite nanosheets have
been also considered for adsorption [168–170] and membrane [171] separation
systems, zeolite nanosheets specifically as RO membranes for water desalination
have been greatly overlooked in the literature. The small thickness of layered
zeolites (i.e., short diffusion distance) along with their excellent chemical and
physical resistance make zeolite nanosheets a promising type of RO membrane
materials in water desalination. It is also anticipated that the hydrophilic na-
ture (i.e. silanol (SiOH) groups on the surface) of zeolite nanosheets can render
these membranes better resistant to biofouling [172]. Moreover, more than 230
distinct zeolite topologies have been identified and included in the International
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Zeolite Associations (IZA) database to date [173], while millions more have been
theoretically predicted [174–177]. Such a large materials space further provides
tremendous opportunities for zeolite membranes in water desalination.

Despite the potential of zeolite nanosheets in water desalination applica-
tions, no experimental investigation of zeolite nanosheets as RO membranes
has been reported. Experimental studies on desalination using zeolites fo-
cused primarily on bulk zeolites [178–188] or thin-film nanocomposites (TFN)
in which zeolite nanoparticles are incorporated in thin film polyamide/polymer
membranes [189–194]. These systems are inherently different from zeolite
nanosheets, and these experimental studies are also limited to very few zeolites.
A similar situation applies to computational studies reported to date in the liter-
ature. The computational investigation of zeolite nanosheets for their desalina-
tion performance remains limited. While some studies attempted to address the
diffusion of water molecules or salt ions in bulk zeolites [195, 196], few were car-
ried out to study zeolites in a form of nanosheet membrane [197–199]. Despite
the vast material space of zeolites, only three zeolites (i.e., MFI, FAU, and LTA)
have been investigated [197].

To push forward the development of zeolite nanosheets for water desalina-
tion applications, it remains of utmost importance to establish a fundamental
structure-performance relationship, as an important basis for the optimal de-
sign of zeolite RO membranes. To achieve this, systematically studying a num-
ber of materials with a wide range of structural characteristics is needed. In this
chapter, state-of-the-art Molecular Dynamics (MD) techniques are used as an
efficient approach to address this missing knowledge.

This chapter is organized as follows. In Section 2.2, the details of simulations
are described. In Section 2.3, the results obtained from MD simulations are pre-
sented and potential zeolite nanosheets are selected for water desalination. The
findings are summarized in Section 2.4.

2.2. SIMULATION DETAILS
Non-equilibrium MD (NEMD) simulations are used to investigate the water per-
meability and salt rejection of zeolite nanosheet membranes. Simulations are
carried out in LAMMPS, an MD simulation package [126], version released on
30 October 2014. A solution of water and salt is pressurized by a piston to push
water molecules through a membrane. The position of water molecules and salt
ions is recorded during the simulation, which is postprocessed to calculate the
water permeability and salt rejection of that zeolite nanosheet. A sample chart of
water permeation through an MFI nanosheet membrane along with three typ-
ical snapshots of the system is shown in Fig. 2.1. This figure shows the evolu-
tion of the number of water molecules in the feed (blue), membrane (green), and
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Figure 2.1: Number of water molecules in the feed (blue), inside the membrane (green), and on
the permeate side (red) as a function of time for a typical simulation. Snapshots of the simulation
at three time steps of t1, t2, and t3 are shown. The vertical black lines indicate the surface of the
membrane according to the position of the furthest silicon atom from the center of the zeolite.

permeate (red) during the simulation. As water permeates through the mem-
brane, the number of water molecules in the membrane reaches a constant and
water molecules accumulate on the permeate side. The water flux through the
membrane is calculated from the slope of water accumulation on the permeate
side. The water flux is computed when at least a single layer of water molecules
is present on the surface of the permeate and the number of permeated water
molecules is less than that of the feed. This corresponds to a time span between
time t1 and t2 in Fig. 2.1. The water permeability (K /L) of a membrane is defined
as the water flux divided by the pressure difference (i.e., the exerted pressure mi-
nus the osmotic pressure) and the cross-sectional area:

K

L
= J

A ·∆P
= J

A · (P −Πosmotic)
(2.1)

where J is the water flux through a membrane. A is the area of the membrane.
P and Πosmotic are the applied transmembrane pressure and the osmotic pres-
sure of the solution, respectively. The salt rejection is defined as the ratio of the
number of passed ion pairs to the initial number on the feed side when half of
the water molecules permeate to the permeate side (corresponding to time t3 in
Fig. 2.1).

The initial configuration of water molecules and salt ions in the simulations is
constructed in several steps. A zeolite slab with a total thickness of approximately
25 Å (within a range of 20 to 30 Å) in the permeation direction is used as the active
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reverse osmosis membrane layer. The surface of this zeolite slab is functionalized
with hydroxyl (OH) groups, i.e., all dangling bonds of silicon atoms are saturated
with hydroxyl groups. The silanol (SiOH) group is one of the most abundant sur-
face functionalizing groups of zeolites. The hydrogen bond of the silanol groups
provides the required interconnection force to stack zeolite nanosheets to con-
struct a controlled multilayer zeolite nanosheet [156, 157]. An electrically neutral
mixture of sodium and chloride ions along with water molecules is added to one
side of the membrane by using the Autoionize plugin in VMD [200]. This saline
solution with a concentration of 1.0 M, almost twice the salt concentration of
seawater, is employed to achieve better statistics of the ability of membranes
to reject salt ions within the short MD time scale (i.e., on the order of 10ns).
A similar concentration has been also adopted by other computational studies
[111, 149, 197]. A piston is placed on the feed side, and a constant force is ap-
plied on the piston to modulate the transmembrane pressure. The applied force
exerts an average constant pressure of 300 MPa on the solution. The high pres-
sure applied on the piston reduces the sensitivity of the driving force to the feed
concentration and the water flux subsequently remains almost constant while
the feed is depleted. Furthermore, applying such a high pressure is required to
achieve more accurate statistics within the short MD timescale.

The force fields used in the simulations are chosen to be fully compatible be-
tween the membrane, water molecules, and salt ions. The potential parameters
for both the inside and the surface of the zeolite nanosheet are adopted from the
work of Emami et al. [201]. This force field has been applied to study zeolites
with a wide range of hydroxyl group densities (the SiOH density on the surface
of a zeolite) and pHs. Water molecules are modeled using the three-site TIP3P
model. The force field for ions is taken from the work of Joung and Cheatham
[202] with parameters compatible to the TIP3P model.

All short-range non-bonded interactions are truncated and shifted to zero
at a cutoff radius of 12.0 Å. For long-range Coulombic interactions, the Particle-
Particle Particle-Mesh (PPPM) method with a relative accuracy of 10−6 is used.
For dissimilar atoms, the Lorentz-Berthelot mixing rules are applied [36]. The
1-4 intramolecular non-bonded interactions between atoms of hydroxyl groups
on the surface of the membrane are included and scaled by 0.5 and 0.833 for
Lennard-Jones and Coulombic interactions, respectively [201]. The force field
parameters used for the simulations are listed in the Supporting Information of
the work of Jamali et al. [137]. For simplicity, the bulk part of the studied zeolite
nanosheet (i.e., non-surface part) is assumed to be rigid. Therefore, the silicon
and oxygen atoms do not move during the simulation, although in experiments
the structure of bulk zeolites may slightly vary while loaded with water molecules
[203]. The effect of structural flexibility on the separation performance of zeolites
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has been found to be negligible [197], and it is therefore anticipated that the out-
come will not be significantly affected by assuming a rigid framework structure.
Furthermore, the atomistic structure of the bulk part of zeolites are taken from
the IZA database [173]. The equations of motion for water molecules, sodium
and chloride ions, and atoms of the hydroxyl groups on the surface of the mem-
brane are integrated using the velocity-Verlet algorithm [36]. The Nosé-Hoover
thermostat is used to regulate the system’s temperature at 298 K in an NVT en-
semble whose effects on the diffusivity of water molecules in zeolites have been
found to be insignificant [196]. The rigid bonds and bond angles of water are
considered by the means of the SHAKE algorithm [36]. Four independent sim-
ulations with uncorrelated initial configurations have been carried out for each
studied zeolite.

2.3. RESULTS AND DISCUSSION
A set of NEMD simulations for a total number of 27 zeolite structures were car-
ried out to investigate saline water permeation through zeolite nanosheets. Out
of this number of zeolites, 15 zeolites have one-dimensional channels, 8 ze-
olites have multi-dimensional channels, and 4 have cage-containing channels
that connects cages to each other. All these zeolites, presented in Table 2.1, are
adopted from the IZA database [173]. For simplification, only structures with an
orthorhombic unit cell are considered. Such unit cells can be used in a rectan-
gular simulation box with periodic boundaries. The pore-limited diameter (PLD
or df) of these zeolites, which represents the diameter of the largest sphere that
can transverse the channel, varies between 4.0 and 7.5 Å. It should be noted that
a water molecule has a kinetic diameter of approximately 2.8 Å; water molecules
are therefore less likely to permeate through channels with PLDs smaller than or
close to this value [204]. Generally speaking, the transport properties of a zeolite
membrane can be a function of various geometrical parameters, some of which
are presented in Fig. 2.2 for a unit cell of a schematic zeolite. The PLD, how-
ever, is predicted to be of utmost importance for the diffusion properties such
as the water permeation rate [205]. All results of the simulations including the
permeabilities and salt rejections are reported in the Supporting Information of
the work of Jamali et al. [137].

2.3.1. WATER PERMEABILITY

In Fig. 2.3, the water flux per cross-sectional area is shown as a function of the
PLD. A connection between water flux and the PLD is found but it is rather scat-
tered. As the density of channels per unit area varies from one zeolite to another,
it is more sensible to take the number of channels per unit area into account. As
expected, the water permeability per channel shows a more pronounced corre-
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Table 2.1: The geometric characteristics of investigated zeolites. The characteristics are obtained
from the IZA database [173]. df and Di are the PLD and the largest included sphere diameters, re-
spectively. dmin and dmax are the minimum and maximum diameter of the channel, respectively.
The width (thickness) of the zeolites are multiples of the unit cell in the direction of permeation
(channel direction). These characteristics of zeolites are schematically illustrated in Fig. 2.2.

name
channel

dimension
channel
direction

pore
density

Di df dmin dmax width

[-] [-] [-] [#/nm2] [Å] [Å] [Å] [Å] [Å]
JRY 1-D [0 1 0] 1.42 4.59 4.40 4.1 5.9 24.5
AEL 1-D [1 0 0] 0.80 5.64 4.63 4.0 6.5 24.9
EUO 1-D [1 0 0] 0.43 7.00 4.99 4.1 5.4 27.8
PSI 1-D [1 0 0] 0.46 5.79 4.85 5.0 5.6 24.8

TON 1-D [0 0 1] 0.79 5.71 5.11 4.6 5.7 26.3
MTT 1-D [1 0 0] 0.80 6.19 5.07 4.5 5.2 26.3
MFS 1-D [1 0 0] 0.73 6.81 5.37 5.1 5.4 22.6
GON 1-D [0 0 1] 0.58 6.32 5.45 5.4 6.8 26.3
MRE 1-D [1 0 0] 0.68 6.36 5.59 5.6 5.6 24.8
SSY 1-D [0 0 1] 0.63 7.10 5.75 5.0 7.6 26.3
VET 1-D [0 0 1] 0.59 6.39 5.98 5.9 5.9 24.7
EZT 1-D [1 0 0] 0.73 6.57 6.13 6.5 7.4 20.5
SAF 1-D [0 0 1] 0.52 6.66 6.19 5.6 8.5 25.0
OSI 1-D [0 0 1] 0.58 6.66 6.28 5.2 6.0 26.3
ATS 1-D [0 0 1] 0.70 7.30 6.82 6.5 7.5 26.3
FER 2-D [0 0 1] 0.74 6.31 4.69 4.2 5.4 22.6
MFI 3-D [1 0 0] 0.77 6.36 4.70 5.1 5.5 20.1
MFI 3-D [0 1 0] 0.76 6.36 4.46 5.3 5.6 19.7
NES 2-D [1 0 0] 0.63 7.04 5.07 4.8 5.7 26.1
NES 2-D [0 1 0] 0.67 7.04 5.07 4.8 5.7 27.8
MEL 3-D [1 0 0] 0.73 7.72 5.19 5.3 5.4 20.3
SFG 2-D [0 0 1] 0.62 6.96 5.38 5.2 5.7 26.1
IWR 3-D [0 0 1] 0.71 7.48 5.91 5.8 6.8 25.4
BEC 3-D [0 0 1] 0.61 6.95 6.09 6.3 7.5 26.0
BEC 3-D [1 0 0] 0.60 6.95 6.09 6.0 6.9 25.5
SAO 3-D [0 0 1] 0.55 8.64 6.79 7.0 7.0 21.9
KFI 3-D (cage) [0 0 1] 1.16 10.67 4.04 3.9 3.9 18.6
LTA 3-D (cage) [0 0 1] 0.70 11.05 4.21 4.1 4.1 23.8

OBW 3-D (cage) [0 0 1] 0.47 9.26 5.18 5.0 5.0 27.8
FAU 3-D (cage) [0 0 1] 0.34 11.24 7.35 7.4 7.4 24.4
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Figure 2.2: (a) Schematic representation of a 1-dimensional zeolite unit cell with a pore density
of 2 channels per unit cell in the xy plane. df and Di are the PLD and the largest included sphere
diameters, respectively. dmin and dmax are the minimum and maximum diameter of the channel,
respectively. (b) MFI, a zeolite with multi-dimensional channels, has a interconnected network of
straight and zig-zag channels in the y and x directions that are shown in yellow. Similar structural
characteristics can be defined for other zeolites.

lation with the PLD. Overall, it can be seen that the water permeability generally
increases with an increase in the PLD. As shown in Fig. 2.3, the water permeabil-
ity of one layer of zeolite nanosheet can be as high as 40 [lit/day/cm2/MPa]. For
comparison, a layer of nanoporous graphene functionalized with hydrogen or
hydroxyl groups have water permeabilities up to 60 and 140 [lit/day/cm2/MPa]
[111], respectively. Two-dimensional covalent triazine frameworks (CTF) show
also high water permeability up to 65 [lit/day/cm2/MPa] depending on the pore
area of the CTF structure [149]. Zeolite nanosheets have similar water permeabil-
ities compared to other novel ultrathin-film membranes, which again demon-
strates the importance of this type of membranes. In practice, several layers
of these two-dimensional sheets are superimposed, resulting in multi-layered
structures, or one layer of several unit cells are used [157]. A multi-layered struc-
ture can potentially lead to improved structural strength and better ability to re-
ject salt but, at the same time, reduce the water flux [113]. If the water perme-
ability decreases reciprocally with the thickness of the effective membrane [197],
a currently available zeolite nanosheet of 100-nm thickness may have a perme-
ability as high as 1.3 [lit/day/cm2/MPa], which is still a significant improvement
compared to the conventional systems with water permeabilities, ranging from
0.03 to 0.2 [lit/day/cm2/MPa] [142]. This means that a substantial reduction in
the number of pressure vessels and energy consumption can be achieved [143].
Nonetheless, to advance membranes using zeolite nanosheets, developing thin-
ner stacked membranes should be an important subject of future studies.
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Figure 2.3: Water permeability (K /L) of studied zeolites (a) per area and (b) per channel as a func-
tion of the PLD. The permeability per pore has units of number of water molecules permeated
per ns, per pore, per pressure difference. The lines serve as guides to the eye and represent linear
regression fits to the data.

Although a relation between the water permeability and the PLD has been
established (Fig. 2.3), a simple descriptor is still unable to fully explain water
permeation in the membranes (i.e., notable variation in permeabilities at a fixed
PLD). To better understand this variation, the free energy landscape of water in
zeolites was computed, which is a critically determining factor to describe the
transport of water molecules. The average density of water at each cross section
of the membrane, computed from the configurations stored during the simula-
tions, can be used to obtain the free energy landscape of water inside a zeolite
nanosheet. The relative probability/frequency of sampling oxygen atoms of wa-
ter at a cross section perpendicular to the flow provides the information required
for obtaining the free energy landscape [43, 206]:

A =−kB T · ln

(
P

(
q
)

Pref

)
(2.2)

where A is the free energy, kB and T are the Boltzmann constant and tempera-
ture, respectively. P

(
q
)

is the probability of observing an oxygen atom of water
at a specific cross section, q . The reference position is where the minimum en-
ergy occurs. The free energy landscape of several zeolites with one-dimensional
channels which have permeabilities different than the average permeability of
a PLD is shown in Fig. 2.4. The zeolites which have higher water permeabili-
ties than the average are AEL, PSI, and SAF with pore-limited diameters of 4.63
Å, 4.85 Å, and 6.19 Å, respectively. The zeolites with lower water permeabilities
are JRY, TON, and EZT with PLDs of 4.40 Å, 5.11 Å, and 6.13 Å. For the zeolites
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Figure 2.4: Free energy (A) profiles of zeolites with one-dimensional channels. The profiles in the
upper panel have large permeabilities while those in the lower panel have smaller permeabilities
than the average at a given PLD. The vertical lines indicate the surfaces of the membranes using
the position of the furthest silicon atom from the center. The minimum free energy is shifted to
zero.

with the PLDs between 4.40 Å and 5.11 Å, AEL has the highest water permeabil-
ity followed by PSI, TON, and JRY. Moreover, SAF has a water permeability per
channel twice that of EZT despite the fact that both of these zeolites have similar
PLDs. Overall as shown in Fig. 2.4, these membranes possess a large free energy
barrier for water permeation on their surfaces, filled with silanol (SiOH) groups.
Interestingly, this suggests that such a barrier is not evidently correlated to the
difference in water permeabilities and the density of hydroxyl groups may not
have a pronounced influence on the water permeability. Instead, the transport
barrier inside the membrane appears to control the diffusion of water molecules.
Membranes with higher permeabilities are those structures with the lowest free
energy barrier inside the channel (AEL and PSI vs. JRY and TON) along with
a smaller number of barriers or jumps (EZT vs. SAF). For zeolites with multi-
dimensional channels, a similar behavior can be observed as well, but the free
energy landscape is more complex than zeolites with 1-dimensional channels
due to the interconnected channels in different directions (Fig. 2.2).

It is worth mentioning that FAU (with a PLD of 7.35 Å) has the smallest free
energy barrier (1.5 kB T ) on its surface and inside, which makes its large perme-
ability per channel possible (see Fig. 2.3). However, since the pore density per
area of FAU is half of the density of ATS, whose PLD is comparable to FAU’s PLD
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but possesses a higher transport free energy barrier, the permeability per area of
these two zeolites are the same. Likewise, it was shown that AEL and PSI have a
high water permeability per channel due to their favorable free energy landscape,
but AEL has a two times more water permeability per area than PSI because of its
larger pore density (0.80 vs. 0.46 pore/nm2). Hence, these results clearly suggest
that the density of channels plays an important role in quantitatively determin-
ing water flux in zeolites.

2.3.2. SALT REJECTION

To enable effective desalination, membranes have to be nearly semi-permeable
(i.e., blocking salt ions from passage). Sodium and chloride ions have first hy-
drated shell radii of 2.356 Å and 3.187 Å [207], respectively. These radii can be
reproduced by the force field of salt ions and the TIP3P water molecule model
[202], and they have been calculated to be 2.38 Å and 3.13 Å, respectively. Zeo-
lites with PLDs larger than 6.4 Å (twice 3.187 Å) may not be appealing candidates
for water desalination due to the possible permeation of both sodium and chlo-
ride. To quantify the salt rejection of a membrane, a criterion for quantifying the
salt rejection of a membrane can be used. The criterion for this study is the num-
ber of passed ion pairs from the beginning of a simulation until the number of
water molecules on both sides of the membrane is equal. This corresponds to
the time when the lines for the number of water molecules in the feed and the
permeate sides cross each other (Fig. 2.1). In Fig. 2.5, the salt rejection is shown
as a function of the PLD of the zeolites. Zeolites with PLDs below 5.5 Å (between
the first hydrated shell diameters of sodium and chloride) show a salt rejection
very close to 100%. At this point, it should be pointed out that higher applied
pressures normally lead to a relatively lower salt rejection. As pointed out pre-
viously, a high pressure of 300 MPa is applied herein to obtain better statistics
within the time scale of an MD simulation. As a result, under practical condi-
tions, salt rejection might be higher [111]. As a comparison, Cohen-Tanugi and
Grossman [111] showed that a layer of nanoporous graphene can effectively hin-
der salt ions when the nanoporous graphene has a pore size of 5.5 Å (i.e., PLD =
5.5 Å). This value is similar to the value of maximum PLD obtained here. Simi-
larly, comparing the result to other classes of materials, it was found that CTFs
with an effective radius of approximately 3 Å exhibit salt rejections of 96% and
100% depending on the chemistry of the pores [149]. Accordingly, to effectively
reject salt ions, a PLD ranging from 5.5 Å to 6.0 Å seemingly generally defines
the limits on how large the PLD needs to be. Nonetheless, other factors (such as
topologies and pore chemistries) could also affect the salt rejection.
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Figure 2.5: Salt rejection of the studied zeolite nanosheets as a function of the PLD.

In addition to the PLD criterion, the cross-sectional area of a zeolite
channel—calculated from the area of an ellipse with major and minor radii equal
to dmax and dmin (Fig. 2.2)—can be another factor to identify zeolites with high
salt rejections. The area of the first hydrated shell of sodium and chloride are ap-
proximately 18 and 31 Å2, respectively. It is anticipated that channels with cross-
sectional areas less than 18 Å2 can potentially block ions, resulting in a nearly
100% rejection rate. In contrast, zeolites with channel cross-sectional areas in
the vicinity of 31 Å2 or above may have a low salt rejection. From the MD sim-
ulations, it was found that all zeolites with a salt rejection less than 99% have
a channel cross-sectional area larger than or equal to 30 Å2. However, not all
zeolites whose channel cross-sectional area is larger than 30 Å2 show low salt re-
jection, so other factors and the energy barrier inside the channel against the ion
transport play a role.

It is interesting to compare two specific zeolites: SSY and SAF. These zeolites
have PLDs of 5.75 and 6.19 Å, respectively. Their one-dimensional channels have
minimum widths of 5.0 and 5.6 Å, as well as maximum widths of 7.6 and 8.5 Å,
corresponding to channel cross-sectional areas of 30 and 37 Å2, respectively. SAF
has a 25% higher water permeability than SSY due to its larger channel area and
PLD. However, SAF is found to have a higher salt rejection (99%) than SSY (97%).
This may seem less intuitive but this observation may be attributed to the ef-
fect of cages. The largest included sphere diameters (Di) of SSY and SAF (i.e.,
the maximum diameter of a sphere that can be fitted in the pores of a zeolite;
see Fig. 2.2) are 7.10 Å and 6.66 Å, respectively. Although both membranes have
PLDs larger than the first hydrated shell diameter of sodium and smaller than
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that of chloride, SAF has a similar included diameter compared to the hydrated
shell of chloride. When a chloride ion and its hydrated shell permeate through
SAF, the hydrated ions could fit tightly to the cage due to the strong interactions
with the cage surface and therefore increase the overall transport barrier. Hence,
chloride ions are anticipated to experience more resistance to permeation in SAF
than SSY. This insight can be important to the design of novel zeolite nanosheet
membranes, suggesting that the inclusion of cages with a right size may be ex-
ploited to manipulate membranes’ salt rejection without sacrificing their water
permeability.

Several zeolites that have been already synthesized in two-dimensional
nanosheet forms are summarized in the review by Roth et al. [156]. Accord-
ing to the established structure-performance relationship, four of these two-
dimensional zeolites appeal to be promising for water desalination: OKO, MWW,
MFI, and FER. It is predicted that OKO has the highest water permeation among
these zeolites due to the large PLDs of the two channels of OKO (5.1 Å and 5.9 Å)
and their corresponding high pore densities (0.60 and 0.67 pore/nm2). However,
the salt rejection of OKO in the direction with a PLD of 5.9 Å might be slightly less
ideal due to the rather large PLD together with a cross-sectional area of 31 Å2 and
an included diameter of 6.7 Å. These values are at the limit identified earlier for
efficient salt rejection. Future investigations are needed to determine precisely
the transport properties of this particular channel. Notwithstanding, the other
direction possessing a PLD of 5.1 Å can provide a high water permeability while
the smaller channel cross-sectional area (22.5 Å2) can prevent the permeation of
salt ions. It is important to note that the results obtained here are for hydropho-
bic zeolites without defects inside the membrane. Hydrophobic zeolites typically
show a large infiltration pressure in the bulk structure [208]. The existence of de-
fects or non-framework cations increases the hydrophilicity of a zeolite, which
can increase the solubility of water while also potentially deteriorating diffusion
properties [209]. Investigating zeolites with defects or non-framework cations is
an important subject of future studies.

2.4. CONCLUSIONS
In this chapter, non-equilibrium Molecular Dynamics simulations were used to
calculate the water permeability and salt rejection of 27 zeolites. The results
clearly show that zeolite nanosheets possess promising separation performance,
making them potential membrane candidates in water desalination. Further-
more, the results obtained herein have provided a set of guidelines for the design
of novel reverse osmosis zeolite nanosheet membranes. Specifically, three im-
portant selection criteria and design principles for choosing appropriate zeolite
nanosheets for water desalination were identified. First, a recommended zeolite
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may have a large but smaller than 5.5 Å PLD. Channels with a larger PLD may
still be promising for effective separations but other effects of the channel struc-
ture on salt rejection should be taken into account (e.g., the cross-sectional area
and the shape of channels). Second, a larger channel density on the surface of
zeolites is beneficial for the water permeation. Third, the salt rejection may be
enhanced when the included cages have a comparable size to the first hydrated
shell diameter of chloride (i.e., 6.5 Å). With this finding, one could potentially ma-
nipulate structures by designing channels with cages at a proper size to improve
salt rejections without compromising water permeability.



3
COMPUTATION OF TRANSPORT

PROPERTIES IN EQUILIBRIUM

MOLECULAR DYNAMICS

SIMULATIONS

Dself
D- mutual
ηbulk
ηshear
λ

OCTP

LAMMPS

This chapter is based on the paper: S.H. Jamali, L. Wolff, T.M. Becker, M. de Groen, M. Ramdin,
R. Hartkamp, A. Bardow, T.J.H. Vlugt, and O.A. Moultos, OCTP: A Tool for On-the-fly Calculation of
Transport Properties of Fluids with the Order-n Algorithm in LAMMPS, Journal of Chemical Infor-
mation and Modeling, 59, 1290-1294 (2019) [210].

25



3

26 COMPUTATION OF TRANSPORT PROPERTIES IN EMD SIMULATIONS

3.1. INTRODUCTION
Transport properties of liquids play an important role in many environmental
and industrial applications [1, 14, 211]. The exponential increase in compu-
tational power in the past few decades, along with the development of robust
open-source packages, such as LAMMPS [126], GROMACS [212], and NAMD
[213], allows for the efficient use of Molecular Dynamics (MD) as a part of the
design and optimization of various industrial processes. Typical examples are
gas treatment [59, 214], carbon capture and sequestration [58, 60, 215, 216] and
desalination using nanoporous membranes [112, 137]. Since there is a continu-
ous demand for the prediction of transport coefficients, computational tools that
are both accurate and easy-to-use are urgently needed [40, 127].

LAMMPS [126] is an open-source MD code distributed under the terms of
the GNU Public License. It is one of the most widely-used MD packages because
it features high degree of parallelization and size scalability as well as a mod-
ular structure, which promotes the development of new functionalities [217].
LAMMPS is equipped with generic functionalities to compute transport coeffi-
cients based only on the Green-Kubo method [217]. Despite the advantage over
the Green-Kubo method, the Einstein approach combined with the order-n al-
gorithm has not been implemented in this MD package.

To address this issue, a new plugin for LAMMPS has been developed for On-
the-fly Calculation of Transport Properties (OCTP) of fluids using the Einstein re-
lations combined with the order-n algorithm as presented in the work of Dubbel-
dam et al. [117]. The plugin can be used to compute the self and Maxwell-Stefan
(MS) diffusivity (based on the Onsager coefficients), the shear and bulk viscos-
ity, and the thermal conductivity. The OCTP plugin has the following features:
(1) Once invoked it computes all transport properties on-the-fly in a single sim-
ulation, so there is no need to store large trajectory files; (2) it uses the order-n
algorithm for the efficient sampling of MSD; (3) it has small cpu and storage re-
quirements; (4) it is easy to setup and use because it follows the native format of
LAMMPS input files; and (5) all the data required for the calculation of MSDs are
automatically written in restart files, so that long simulations can be performed
in consecutive runs. The OCTP source code along with an extensive documen-
tation of its implementation and usage is available as open-source and can be
accessed from https://github.com/omoultosEthTuDelft/OCTP [218].

This chapter is organized as follows. In Section 3.2, the computation of trans-
port properties from the time correlation functions based on the Einstein ap-
proach is described. In Section 3.3, the implementation of the OCTP plugin is
briefly described. Two case studies are provided in section Section 3.4, followed
by the conclusion in Section 3.5.

https://github.com/omoultosEthTuDelft/OCTP
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3.2. THEORETICAL BACKGROUND
According to the Einstein relations and as explained in Chapter 1, a transport co-
efficient of a fluid (γ) can be obtained from the coefficient of the linear relation
between the mean-squared displacement (MSD) of the time integral of the cor-
responding dynamical variable (Ȧ) and correlation time (t ) [36]. In this section,
these relations for the diffusion coefficients, viscosities, and thermal conductiv-
ity are discussed. In addition, the order-n algorithm for an efficient sampling of
dynamical variables of the system is explained.

3.2.1. DIFFUSIVITY

Three types of diffusion coefficients are discussed here [219]: (1) The self-
diffusion coefficient (Dself), which is the diffusivity of a tagged particle in a
medium due to its Brownian motion; (2) the Fick diffusivity (DFick), which is the
coefficient of the linear relation between the mass flux and the concentration
gradient in the system; and (3) the Maxwell-Stefan (MS) diffusivity (D̄MS), which
describes mass transport due to the gradient in chemical potential of a species
in a mixture. Dself involves the motion of individual molecules, while DFick and
D̄MS are due to the collective motion of all molecules in the system. Hence, for
DFick and D̄MS, the term “collective” or “mutual” diffusion is used. Although the
MS diffusivity provides a more general description of transport diffusion in mul-
ticomponent mixtures [219], the Fick diffusivity is widely used in industry due
to its simplicity. For homogeneous mixtures, the Fick and MS diffusion coeffi-
cients are related by the so-called thermodynamic factor (Γ), which is related to
the nonideality of the system [220–222]. An extensive analysis and comparison
of Fick and MS diffusion coefficients can be found in literature [9, 219, 223].

SELF-DIFFUSIVITY

The self-diffusion coefficient of species i (Di ,self) in an isotropic three-
dimensional system can be defined as the mean-squared displacement of all
molecules of species i [36, 107, 224–227]:

Di ,self = lim
t→∞

1

2t

1

3Ni

〈
Ni∑
j=1

(∫ t

0
v j ,i

(
t ′

)
dt ′

)〉

= lim
t→∞

1

2t

1

3Ni

〈
Ni∑
j=1

(
r j ,i (t )− r j ,i (0)

)2

〉
(3.1)

where t is the correlation time, Ni is the number of molecules of species i . v j ,i

and r j ,i are the velocity and position of j -th molecule of species i , respectively.
The factor of 3 is for averaging over x, y , and z dimensions [35]. Note that the
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OCTP plugin is also able to compute the diffusivities for the three different direc-
tions individually. This is required for non-isotropic fluids, e.g. liquid crystals or
diffusion in nanoporous materials.

MAXWELL-STEFAN DIFFUSIVITY

The Maxwell-Stefan (MS) diffusion coefficients (D̄MS) of a binary or multicom-
ponent mixture describe the motion of the constituent molecules due to the gra-
dient in chemical potentials of constituent species [9, 107, 222]. MS diffusivities
in a three-dimensional system can be obtained from the Onsager coefficients
(Λi j ), computed from the crosscorrelation of the displacement of the molecules
of species i and j [107, 224, 226–228]:

Λi j = lim
t→∞

1

2t

1

3N

〈(
Ni∑

k=1

(
r k,i (t )− r k,i (0)

)) ·( N j∑
l=1

(
r l , j (t )− r l , j (0)

))〉
(3.2)

where Ni and N j are the number of molecules of species i and j , respectively and
N is the total number of molecules in the mixture. r l , j is the position of the l-th
molecule of species j . The Onsager coefficients (Λi j ) in Eq. (3.2) are defined in a
reference frame in which the velocity of the center of mass is zero [224]. Hence,
the Onsager coefficients of a binary mixture are correlated by means of the molar
masses of the two constituent species (M1 and M2) [224]:

Λ12 =−
(

M1

M2

)
Λ11 =−

(
M2

M1

)
Λ22 (3.3)

The relations for computing MS diffusion coefficients from Onsager coeffi-
cients for binary, ternary, and quaternary mixtures are listed in the articles by
Krishna and van Baten [224], and Liu et al. [107, 225, 228, 229]. For a binary
mixture with mole fractions of x1 and x2, a single MS diffusion coefficient can be
defined (D̄12,MS = D̄21,MS = D̄MS) [224]:

D̄MS = x2

x1
Λ11 + x1

x2
Λ22 −2Λ12 (3.4)

Using the constraint of Eq. (3.3), Eq. (3.4) can be rewritten as separate func-
tions of the Onsager coefficients:

D̄MS =−
[

(M2 +x1 (M1 −M2))2

x1x2M1M2

]
Λ12

=+
[

(M2 +x1 (M1 −M2))2

x1x2M 2
2

]
Λ11

=+
[

(M2 +x1 (M1 −M2))2

x1x2M 2
1

]
Λ22 (3.5)
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FICK DIFFUSIVITY

The Fick diffusion coefficient (DFick) describes the diffusion of molecules in a
multicomponent mixture as a result of the gradient in the concentration of con-
stituent species [107, 230]. DFick and D̄MS are related via the so-called thermo-
dynamic factor (Γ). For a binary mixture, the following algebraic relation holds
[9]:

DFick = ΓD̄MS (3.6)

For a multicomponent mixture, the matrix Γ is defined as [9, 107, 221, 222]:

Γi j = δi j + ∂ lnγi

∂ ln x j

∣∣∣∣
T,p,Σ

(3.7)

in which γi is the activity coefficient of species i and δi j is the Kronecker delta.
The symbol Σ indicates that the partial differentiation of lnγi with respect to
mole fraction x j is carried out at constant mole fraction of all other components
except the n-th one, so that

∑n
i=1 xi = 1 during the differentiation [221]. Analytic

expressions for Γi j for various activity coefficient models are derived by Taylor
and Kooijman [221]. There are also different methods for computing the ther-
modynamic factors such as using equations of state [219, 224], the permuted
Widom test particle insertion method [231, 232], and Kirkwood-Buff integrals
[107, 123–125, 233, 234]. The last method has the advantage that the required
parameters are directly accessible from MD simulations. In this method, the
thermodynamic factors for binary systems are obtained from Kirkwood-Buff co-
efficients (Gi j ). For isotropic fluids, the finite-size Kirkwood-Buff integral (GV

i j )
equals [107, 123, 124]:

GV
i j =

1

V

∫
V

∫
V

(
gi j (r )−1

)
dr1dr2

= 4π
∫ 2R

0

[
gi j (r )−1

](
1− 3r

4R
+ r 3

16R3

)
r 2dr (3.8)

where gi j (r ) is the radial distribution function, r = |r1 − r2| and the integration
is over a finite spherical subvolume V with radius R. As GV

i j scales linearly with
1/R, the Kirkwood-Buff coefficient in the thermodynamic limit can be obtained
by extrapolating the linear regime to 1/R → 0 [124, 235]. For more details on
obtaining Kirkwood-Buff coefficients from simulation, the reader is referred to
the work of Krüger and Vlugt [124], and Dawass et al. [125]. Kirkwood-Buff co-
efficients can be used to obtained thermodynamic properties of a mixture. For
a binary mixture, partial molar volumes V̄i can be obtained from the following
relations [234]:

V̄1 = 1+ c2 (G22 −G12)

η
(3.9)
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V̄2 = 1+ c1 (G11 −G12)

η
(3.10)

where ci indicates the number density of species i , and the auxiliary quantity η
is:

η= c1 + c2 + c1c2Ω12 (3.11)

For a binary system the thermodynamic factor follows from [107, 226, 233, 236]:

Γ= 1− c1c2Ω12

η
(3.12)

where the auxiliary quantityΩi j is defined as:

Ωi j =Gi i +G j j −2Gi j (3.13)

Similar expressions can be defined for partial molar volumes and thermo-
dynamic factor matrix of a ternary mixture. The partial molar volumes can be
defined as [234, 237]:

V̄1 = 1

η

[
1+ c2 (G22 −G12)+ c3 (G33 −G13)+

c2c3
(
G12G23 +G13G23 +G22G33 −G13G22 −G12G33 −G2

23

)]
(3.14)

V̄2 = 1

η

[
1+ c1 (G11 −G12)+ c3 (G33 −G23)+

c1c3
(
G12G13 +G13G23 +G11G33 −G11G23 −G12G33 −G2

13

)]
(3.15)

V̄3 = 1

η

[
1+ c2 (G22 −G23)+ c1 (G11 −G13)+

c1c2
(
G12G13 +G12G23 +G11G22 −G11G23 −G13G22 −G2

12

)]
(3.16)

where η equals:

η=c1 + c2 + c3 + c1c2Ω12 + c2c3Ω23 + c1c3Ω13−
c1c2c3

4

[
Ω2

12 +Ω2
23 +Ω2

13 −2Ω13Ω23 −2Ω12Ω13 −2Ω12Ω23
]

(3.17)
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For a ternary mixture, the four components of the thermodynamic factor ma-
trix can be defined [107, 236]:

Γ11 =−1

η

[ − c2c3G22 − c2 +2c2c3G23 − c2c3G33 − c3+

c1 (c2G12 − c2G22 −1+ c2G23 − c2G13)
]

(3.18)

Γ12 =−c1

η

[
c2G12 + c3G12 − c2G13 − c3G13−

c2G22 + c2G23 − c3G23 + c3G33
]

(3.19)

Γ21 =+c2

η

[
c1G11 − c1G12 − c3G12 − c1G13+

c3G13 + c1G23 + c3G23 − c3G33
]

(3.20)

Γ22 =+1

η

[
c1c3G11 + c1 −2c1c3G13 + c1c3G33 + c3+

c2 (c1G11 − c1G12 − c1G13 +1+ c1G23)
]

(3.21)

It is important to note that one needs to correct for finite-size effects of the
radial distribution function. This correction is performed using the procedure
outlined by Ganguly and van der Vegt [238, 239]. Accordingly, the corrected RDF
(g corrected

i j ) can be obtained from the computed RDF in a finite-size simulation
box (gi j ) with a volume of V [238]:

g corrected
i j (r ) = gi j (r )

N j

(
1− (4/3 )πr 3

V

)
N j

(
1− (4/3 )πr 3

V

)
−∆Ni j (r )−δi j

(3.22)

where δi j is the Kronecker delta. ∆Ni j is the excess number of particles of type j
in a sphere surrounding a particle type i with a radius of r [235, 238]:

∆Ni j (r ) =
∫ r

0
dr ′4πr ′2 N j

V

(
gi j

(
r ′)−1

)
(3.23)

It was recently shown that one can compute the RDFs from forces between
atoms [240], rather than counting the distances between the atoms [36]. One
can use the mean force between molecules to arrive at much smoother RDFs. A
possible starting point for this is the thermodynamic identity [240, 241]:

g (r ) =β
∫ r

0
dr ′g (r ′)F (r ′) (3.24)

in whichβ= (kB T )−1 and F (r ) is the radial component of the average mean force
between two molecules separated by distance r :

F (r ) = 1

2

〈
(~Fi −~F j ) · ~ri j∣∣~ri j

∣∣
〉

(3.25)
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Figure 3.1: Computed (a) RDFs and (b) Kirkwood-Buff integrals (Eq. (3.8)) for a WCA fluid at a
reduced temperature of 2.0 and reduced density of 0.5. Blue and red lines correspond to RDFs
computed from the conventional counting method (gc (r )) and the new method of using forces on
atoms (g f (r )), respectively. In the inset of subfigure (a), the RDFs gc (r ) and g f (r ) are compared
for r between 4 and 6 to show the smooth profile of g f (r ).

Here, ~Fi is the net force on molecule i , and ~ri j is the vector that connects
molecules i and j . One can write

g f (r ) =
∫ r

0
dr ′gc (r ′)F (r ′) (3.26)

where g f (r ) is the resulting redial distribution function, and gc (r ) is the radial
distribution from counting distances. Of course, for long simulations g f (r ) and
gc (r ) are identical. g f (r ) is much smoother than gc (r ) as it is obtained by inte-
grating gc (r ): integrals are usually much smoother than the integrand as fluc-
tuations in the integrand are integrated out. As a technical note, for computing
Kirkwood-Buff integrals (Eq. (3.8)) from RDFs, one can replace the integration by
a summation over particle pairs. For any function F (r ) that only depends on the
intermolecular distance r , one can write:∫ R

0
dr r 2g (r )F (r ) = V

2πN 2

∑
i< j

F (r )H(R − r ) (3.27)

in which H(r ) is the step function. An example of this equation is the computa-
tion of the pair energy with R being the cutoff radius and F (r ) the intermolecular
potential [35, 36].
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In Fig. 3.1a, gc (r ) and g f (r ) are compared for a pure WCA fluid, consisting
of 2000 particles. WCA is a Lennard-Jones (LJ) potential (σ = 1 and ε = 1) with a
cutoff radius of 21/6σ. Clearly, both RDFs are identical within the numerical ac-
curacy, but the method of summation over pair potentials provide a smoother
RDF with smaller noise compared to the conventional method. In Fig. 3.1b,
Kirkwood-Buff integrals obtained from these two methods (Eq. (3.8)) are com-
pared. It can be seen that despite a smoother radial distribution function g f (r ),
the same Kirkwood-Buff integrals are obtained.

3.2.2. VISCOSITY

SHEAR VISCOSITY

The shear viscosity (η) is the resistance of a fluid to flow [14]. η can be computed
from the time integral over the autocorrelation function of the off-diagonal com-
ponents of the pressure tensor (Pαβ,α6=β) [36, 98, 104, 242]:

ηαβ = lim
t→∞

1

2t

V

kB T

〈(∫ t

0
Pαβ

(
t ′

)
dt ′

)2
〉

(3.28)

where V is the volume of the system. The components of the pressure tensor are
composed of an ideal and a virial term. The first part is due to the total kinetic
energy of particles and the second is constructed from intra- and intermolecular
interactions [36, 243, 244]. In isotropic systems (rotational invariance), the shear
viscosities computed from any of the three off-diagonal components of the pres-
sure tensor (Px y ,Pxz , and Py z ) are equal. In isotropic systems, the shear viscosity
can also be computed from all components of the traceless pressure tensor (P os

αβ
)

[104, 242]:

η= lim
t→∞

1

10 ·2t

V

kBT

〈∑
αβ

(∫ t

0
P os
αβ

(
t ′

)
dt ′

)2
〉

(3.29)

where [104]:

P os
αβ =

Pαβ+Pβα
2

−δαβ
(

1

3

∑
k

Pkk

)
(3.30)

in which δαβ is the Kronecker delta. The last term, i.e. one-third of the invari-
ant trace of the pressure tensor [245], equals the instantaneous kinetic pressure
of the system (p). The contribution of the diagonal components of the pressure
tensor to the shear viscosity in Eq. (3.29) is 4/3. Therefore, the contribution of all
9 components of the traceless pressure tensor results in the factor 10 in the de-
nominator of Eq. (3.29). Eq. (3.30) uses twice the number of samples as Eq. (3.28).
Thus, better statistics can be obtained for the same computational requirement.
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BULK VISCOSITY

Bulk viscosity is a mysterious quantity—a transport coefficient, a property of the
continuum description of a flow—that points to the molecular world [27]. It is
related to the equilibration of the energy of intramolecular degrees of freedom
(rotations, vibrations) with translational energy [23, 24]. For CO2, the bulk vis-
cosity can be a thousand times larger than the shear viscosity [246]. The reason
for such large bulk viscosity values lies in the fact that many molecular collisions
are needed to equilibrate the vibrational energy. Clearly, the value of the bulk
viscosity depends on how fast energy transfer occurs, and hence the value of the
bulk viscosity is frequency dependent [27]. In MD simulations, the frequency de-
pendent bulk viscosity can be computed from the van Hove correlation function
[99]. At zero frequency, the bulk viscosity can be computed from the fluctuations
in the kinetic pressure (δp) [36]:

δp (t ) = p (t )−〈
p

〉
(3.31)

where p is the instantaneous pressure and
〈

p
〉

is the ensemble-averaged pres-
sure. Accordingly, the Einstein relation for the bulk viscosity is [36, 247]:

ηb = lim
t→∞

1

2t

V

kBT

〈(∫ t

0
δp

(
t ′

)
dt ′

)2
〉

= lim
t→∞

1

2t

V

kBT

〈(∫ t

0

(
p

(
t ′

)−〈
p

〉)
dt ′

)2
〉

= lim
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3.2.3. THERMAL CONDUCTIVITY

The thermal conductivity (λ) describes the rate of heat conduction as a result
of the temperature gradient in the system [14]. λ can be computed from the
components of the energy current/heat flux (Jα) [36]:

λT = lim
t→∞

1

2t

V

kBT 2

〈(∫ t

0
Jα

(
t ′

)
dt ′

)2
〉

(3.33)

For a system with two-body interactions, the total heat flux is computed from
[248, 249]:

J = J kinetic + J potential =
1

2

Nt∑
k=1

v k

[
mv 2

k +
Nt∑

j=1, j 6=k

(
φ j k + r j k · f j k

)]
(3.34)
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where Nt is the total number of atoms in the system. v k is the velocity vector
of atom k. φ j k , r j k , and f j k are the interaction potential, distance, and force
between the two atoms j and k. It is important to note here that Eq. (3.34) is
valid for two-body interaction potentials, which has also been implemented in
LAMMPS. This is an important limitation of LAMMPS for computing the thermal
conductivity. For a detailed discussion on thermal conductivity computation of
systems with N -body interactions, the reader is referred to the work of Kinaci et
al. [249]. Another limitation of LAMMPS is the incompatibility of heat flux cal-
culation with rigid molecules. Based on observation of different MD simulations
performed for these systems, intramolecular interactions are not correctly incor-
porated for the calculation of the heat flux, which results in wrong computation
of the thermal conductivity.

3.2.4. ORDER-n ALGORITHM

The order-n algorithm can be used to efficiently sample correlation functions
for the computation of transport properties [35, 250]. In the conventional sam-
pling method [35, 117], time-correlation functions or MSDs are sampled at a fix
frequency. For long simulations, a large memory capacity as well as a high com-
putational demand may be needed to capture both fast and slow decaying pro-
cesses. The order-n algorithm can significantly lower the memory requirements
and the computational time by introducing multiple-origin sampling. The main
idea is based on sampling time-correlation functions or MSDs at different sam-
pling frequencies. Therefore, several blocks for each sampling frequency with
individual buffers are created. For every simulation timestep it is examined if a
buffer has to be updated. The oldest element within the buffer is used as the ori-
gin to compute the time-correlation function or MSD. The computed quantity
is added to an array which will be used to obtain the ensemble-averaged MSD.
Afterwards, the oldest element of the buffer is discarded and all other elements
are shifted one step to create a space for the newest system property. This pro-
cedure is repeated until the end of the simulation and for all blocks. In Fig. 3.2, a
schematic representation of the order-n algorithm is presented for 4 buffers of 5
elements with corresponding sampling frequencies of 1, 5, 25 and 125 timesteps.
In this figure, the minimum sampling rate is equal to the timestep of the sim-
ulation, however, lower sampling frequencies can be used. More details of the
original order-n algorithm and the improved algorithm which is used in this im-
plementation can be found in the work of Dubbeldam et al. [117].
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5 Δt 1 Δt2 Δt3 Δt4 Δt
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Block 0
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Block 3 625 Δt 125 Δt250 Δt375 Δt500 Δt

...

110Δttime0

if t mod 50 = 0

if t mod 51 = 0

if t mod 52 = 0

if t mod 53 = 0

Figure 3.2: Sampling scheme of the order-n algorithm [117]. Several blocks (4 blocks shown here)
are used to sample system properties at different timescales. Thus, both fast and slow decaying
processes can be sampled [117]. Each block consists of several block (buffer) elements to store the
sampled MSD (5 block elements here). The minimum sampling frequency should be a multiple
of the timestep. Every timestep, it is examined if the system properties for each block should be
sampled. In this example, at timestep 110, system properties are sampled only for the zero-th and
first blocks. The next sampling for both the second and third blocks occurs at timestep 125. With
the current configuration, MSD for timescales between 1 (fast) and 625 (slow) timesteps can be
sampled. For larger timescales, more blocks are required. The computed samples through the
whole simulation are then used to compute the ensemble-averaged square displacement, from
which the corresponding transport property is calculated.

3.3. CODE STRUCTURE
The OCTP plugin consists of child-classes of the “compute” and “fix” parent-
classes. Information on the source code structure of LAMMPS along with in-
structions for modifications and extensions can be found in the online manual
[217]. Consistent with the structure of LAMMPS input commands [217], optional
arguments can be specified to adjust the parameters of the plugin. Such argu-
ments include the choice of transport properties to be calculated, details of the
order-n algorithm (e.g. the number of blocks), and the names and the format of
the output files. A detailed description of all available options is presented in the
documentation of the OCTP plugin [218].

When OCTP is invoked, the dynamical variables of the system are sampled
using the relevant “compute” commands and stored in memory according to
the order-n algorithm. For the computation of self- and MS diffusion coeffi-
cients, the positions (i.e., already-integrated velocities) of atoms are sampled.
For the bulk and shear viscosities, and thermal conductivity, the components
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of the pressure tensor and heat flux are sampled, respectively. These quanti-
ties for viscosities and thermal conductivity are then integrated according to the
Simpson’s rule [251] in the OCTP plugin and the results are stored in memory. It
is important to note that the dynamical variables for the viscosity and thermal
conductivity should be sampled rather frequently, in the range of 1-10 timesteps.
Less frequent sampling would yield unreliable transport coefficients, as the accu-
racy of numerical integration depends on the time intervals at which a property
is sampled.

Although there is a generic command for computing RDFs in LAMMPS, it
does not provide RDFs beyond the cutoff radius and finite-size effects are not
considered. To address these issues, a new “compute” command is implemented
in the OCTP plugin to compute RDFs. The finite-size effects of RDFs are calcu-
lated according to the work of van der Vegt and co-workers [238, 239]. RDFs are
also computed beyond the cutoff radius and up to

p
2/2 of the box length. In the

study by Theodorou and Suter [252], it is shown that the calculation of RDFs can
be extended up to

p
3/2 of the box length. For a cubic simulation box, the volume

of the truncated sphere with a radius of r in a cubic box with a side length of a
can be obtained from the following relations [253]:

Vtruncated (r ) =


4π
3 r 3 0 < r ≤ a

2

− π
12

(
3−36r 2 +32r 3

) a
2 < r ≤

p
2a
2

−π
4 +3πr 2 +

p
4r 2 −2+ f1 (r )+ f2 (r )

p
2a
2 < r ≤

p
3a
2

(3.35)

where f1 (r ) = (
1−12r 2

)
arctan

p
4r 2 −2, and f2 (r ) = 16

3 r 3 arctan
2r (4r 2−3)p

4r 2−2(4r 2+1)
[253]. Close to the upper limit of

p
3/2 of the box length, the computed RDFs

are prone to high statistical uncertainties [252, 253]. The van der Vegt correction
[238, 239] combined with the large-distance sampling of RDFs (i.e. beyond the
cutoff radius) facilitates the computation of thermodynamic factors using the
approach of Krüger and co-workers [123, 124].

For each transport property, the OCTP plugin generates output files con-
taining the correlation time and the corresponding MSD (〈(A (t )− A (0))2〉). At
timescales where the MSD becomes a linear function, the transport property
(i.e., the coefficient of proportionality) is obtained by linear regression. The com-
mands used in the LAMMPS input file as well as the output files generated by
the OCTP plugin are explained in detail in the online documentation [218]. For
more information on the calculation of transport properties using the Einstein
relations, the reader is referred to the relevant textbooks [35, 36, 42], the review
article by Zwanzig [98], and to other relevant articles on computing diffusivities
[107, 250, 254–256], viscosities [242, 247, 257–259], and thermal conductivities
[249].
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3.4. CASE STUDIES
To illustrate the application of the OCTP plugin, two case studies are investigated
here: (1) A binary mixture of water methanol at ambient conditions, and (2) the
finite-size effects of transport properties of a Lennard-Jones (LJ) fluid close to the
critical point.

3.4.1. BINARY MIXTURE OF WATER AND METHANOL

MD simulations were performed to compute self- and MS diffusion coefficient,
shear viscosity, and thermal conductivity of an equimolar mixture of water-
methanol (xmethanol = 0.5) at 298 K and 1 atm. The SPC/E water model [260] and
the TraPPE-UA force field [77] for methanol are used. Non-bonded interactions
are truncated at a cutoff radius of 10 Å. Analytic tail corrections are included for
the calculation of energy and pressure. The Lorentz-Berthelot mixing rules are
used for the interactions of unlike atoms [36]. Long-range electrostatic interac-
tions are considered using the particle-particle particle-mesh (PPPM) method
with a relative precision of 10−6 [36, 217]. The length of each simulation is 1 ns.
Dynamical variables are sampled every 1000, 5, and 5 timesteps, for diffusion
coefficients, viscosities, and thermal conductivity, respectively.

In Fig. 3.3, MSDs for the self-diffusion coefficients, Onsager coefficients,
shear viscosity, and thermal conductivity are shown in log-log plots. Prior to an-
alyzing the data, two points should be discussed. First, at long correlation times,
less samples of system properties can be collected. This insufficient number of
samples causes large statistical uncertainties in computed MSDs. In Fig. 3.3b,
the effect of large statistical uncertainties can be vividly seen in the irregular
and scattered plots of Onsager coefficients at correlation times above 20 ps.
Thus, MSDs computed at large correlation times with a small number of sam-
ples should be discarded. Second, as shown in Fig. 3.2, the order-n algorithm
uses several blocks to sample system properties at different rates. The last ele-
ment of each block has the same correlation time as the first element of the next
block. As frequencies of sampling for two consecutive blocks are different, the
computed MSDs for the same correlation time may slightly differ. At large corre-
lation times where the number of samples is small, this difference is large enough
to be observed as a jump at a time corresponding to the transition from a block to
another. In Fig. 3.3c, such a jump can be seen at 100 ps. As the number of sam-
ples increases, this difference between the MSDs of the same correlation time
from two consecutive blocks decreases. Considering these two points, linear re-
gression should be performed at the smallest correlation time for which MSD is
a linear function of time (i.e., a slope of unity in the log-log plot) [109]. For all
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Figure 3.3: Computed MSD as a function of the correlation time for (a) self-diffusivities of water
(blue) and methanol (red), (b) Onsager coefficients of water-water (blue), water-methanol (green),
and methanol-methanol (red), (c) shear viscosity, and (d) thermal conductivity. The mixture con-
sists of equal mole fractions of water and methanol at 298 K and 1 bar. Transport coefficients can
be obtained by performing linear regression at timescales at which the slope of MSD in these log-
log plots is equal to 1 (dashed lines) [117].

MSDs, a slope of unity is observed beyond 50 ps. Therefore, transport properties
are computed by performing a linear regression at correlation times between 50
ps and 100 ps.

To validate that the new plugin is implemented correctly, the transport prop-
erties of the water-methanol mixture computed from the OCTP plugin are com-
pared with the results from the conventional Green-Kubo method. As computed
with OCTP, the self-diffusivity of water and methanol is 1.50× 10−9 m2s−1 and
1.48 × 10−9 m2s−1, respectively, the MS mutual diffusivity is 2.2 × 10−9 m2s−1,
the shear viscosity is 0.83 cP, and the thermal conductivity is 0.39 Wm−1K−1.
Based on the Green-Kubo method, the self-diffusivity of water and methanol is
1.61×10−9 m2s−1 and 1.48×10−9 m2s−1, respectively, the MS mutual diffusivity
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Figure 3.4: Computational requirements and size scalability of the OCTP plugin for simulations
to compute diffusion coefficients (blue circles), viscosities (red squares), and thermal conductiv-
ity (green diamonds) for different system sizes of an equimolar mixture of water-methanol. The
black line indicates computational requirements for simulations without invoking OCTP. The total
number of molecules ranges from 250 to 8000 molecules. T = 298 K and P = 1 atm. All simulations
were performed in parallel on a 32-core processor.

is 2.1×10−9 m2s−1, the shear viscosity is 0.85 cP, and the thermal conductivity is
0.38 Wm−1K−1. The agreement between the two methods is very good (within
approximately 5%).

To demonstrate the computational efficiency and size scalability for the cal-
culation of each transport property with the new OCTP plugin, MD simulations
were performed for 6 system sizes (i.e., 250, 500, 1000, 2000, 4000, and 8000
molecules) on a 32-core processing unit (Intel® Xeon® Processor E5-2697A v4
@ 2.60 GHz). The results are presented in Fig. 3.4 for a water-methanol mixture
(xmethanol = 0.5). Diffusion and viscosity calculations consume less than 2% of
the total computational resources, while thermal conductivity calculation con-
sumes approximately 45%. The increased computational requirement for the
calculation of thermal conductivity is justified from the intensive calculation
of the per-atom properties needed, regardless of the sampling scheme imple-
mented. As mentioned earlier, in the OCTP plugin transport coefficient calcula-
tions can be switched on or off individually. Therefore the user can optimize the
simulations by switching on only the properties needed. Based on these results,
one can conclude that the new plugin is highly efficient for on-the-fly calcula-
tions of transport coefficients.
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Figure 3.5: (a) Self-diffusivities, (b) shear viscosities, (c) bulk viscosities, and (d) thermal conduc-
tivities of a LJ fluid close to the critical point (Tc = 0.937 and ρc = 0.320 [261]) as a function of
the simulation box length (L). Blue circles and red squares are the computed finite-size transport
properties at reduced temperatures of 1.00 and 1.10, respectively. The reduced density is 0.325.
The dashed lines indicate extrapolation to the thermodynamic limit, and the solid lines show the
values of the transport properties at the thermodynamic limit. Error bars correspond to 95% con-
fidence intervals. Properties are reported in reduced units [36].

3.4.2. FINITE-SIZE EFFECTS OF TRANSPORT PROPERTIES CLOSE TO THE

CRITICAL POINT

It is important to note that transport properties computed from MD simulations
may depend on the system size and this system size dependency should be cor-
rected to obtain the values in the thermodynamic limit [118, 120, 262, 263]. Es-
pecially close to the critical point, transport properties can show considerable
finite-size effects [264]. The OCTP plugin is used to investigate the finite-size
effects of the self-diffusion coefficient, shear viscosity, bulk viscosity, and ther-
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mal conductivity of a LJ fluid close to its critical point. In these simulations, the
shifted-force 12-6 LJ potential with a cutoff radius (rc ) of 2.5σ is used to ensure
that both potential and force are continuous at the cutoff [36]:

ULJ,shifted-force
(
ri j

)={
ULJ

(
ri j

)−ULJ (rc )− (
ri j − rc

)(dULJ

dri j

)
ri j=rc

r ≤ rc

0 r > rc

(3.36)

where ri j is the distance between two particles i and j , σ and ε are the LJ size
and energy parameters. All properties are reported in reduced units where σ= 1,
ε = 1, mass = 1 [36]. For this LJ potential, the critical temperature (Tc ) is 0.937
and the critical density (ρc ) is 0.320 [261])

To study the finite-size effects of this LJ fluid, a density of 0.325 and two tem-
peratures of 1.0 and 1.1 are considered. MD simulations were performed in NVE
ensembles, corresponding to the specified temperatures and density. Four sys-
tem sizes are considered: 500, 1000, 2000, and 4000 LJ particles. At least 5 in-
dependent simulations were performed for each system size to compute 95%
confidence intervals.

In Fig. 3.5, the finite-size transport properties are shown : (a) self-diffusivity,
(b) shear viscosity, (c) bulk viscosity, and (d) thermal conductivity. Except for the
shear viscosity, all transport properties show a strong system-size dependency.
Bulk viscosity shows the maximum finite-size effect, for which the value in the
thermodynamic limit is almost three times the value computed from a system
of 500 LJ particles at a temperature of 1.0. By increasing the temperature from
1.0 to 1.1, which corresponds to a state point further from the critical point, the
finite-size effects of the bulk viscosity and thermal conductivity decrease con-
siderably. This decrease can be observed for the shear viscosity, although this
quantity shows small finite-size effects. However, the finite-size effects of the
self-diffusivity do not decrease by increasing the temperature. For both simula-
tions with T = 1.0 and T = 1.1, the density is the same, and the finite-size effects
observed are almost comparable. This shows that other factors may play a role in
defining finite-size effects of diffusion coefficients. This subject will be discussed
in detail in Chapters 4 and 5.

3.5. CONCLUSIONS
A new plugin implemented in LAMMPS, called OCTP, is presented for on-the-fly
computations of the self-diffusivity, Onsager coefficients (to compute the mu-
tual diffusion coefficients), bulk and shear viscosities, and thermal conductivity
of pure fluids and mixtures in equilibrium Molecular Dynamics [218]. This is
the first implementation in LAMMPS that uses the Einstein relations combined



3.5. CONCLUSIONS

3

43

with the order-n algorithm for the efficient sampling of dynamic variables. The
OCTP plugin yields all transport coefficients in a single simulation, has low cpu
and storage requirements, and is easy to use since it follows the native LAMMPS
input file format. In addition, this plugin features a tool for calculating the radial
distribution function of the fluid beyond the cutoff radius, while taking into ac-
count system size effects. This precise RDF calculation can be used to calculate
the thermodynamic factor, Γ, and thus the Fick mutual diffusivity. The trans-
port properties for an equimolar mixture of water-methanol were computed at
298 K and 1 bar. Furthermore, the finite-size effects of transport properties of a
Lennard-Jones fluid close to the critical points was studied. It was found that the
computational requirements of this plugin are low and can be used for efficient
on-the-fly calculations of transport properties. This plugin will be used in all the
other chapters to compute transport coefficients.
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4.1. INTRODUCTION
An important advantages of MD is the possibility of investigating transport
phenomena in complex systems such as transport properties of nonideal flu-
ids and permeation of gases/liquids in nanoporous membranes [196, 265–269].
Due to the intrinsic inclusion of the nonideal behavior of mixtures, MD sim-
ulations have the potential to foster the deep understanding of diffusion phe-
nomena [270–272] and verify empirical correlations for predicting diffusivities
[128, 225, 229, 273, 274]. It is important to note that even with modern comput-
ers, the number of molecules considered in a typical MD simulation is orders of
magnitude lower than the thermodynamic limit. Thus, it is important to take
into account finite-size effects when calculating diffusion coefficients. Simula-
tions of thermodynamic and transport properties for systems close to critical
points [264, 275, 276] and phase transitions [277–279] have clearly shown that
corrections for the finite size effects should be applied. In the previous chap-
ter, finite-size effects of transport properties of a Lennard-Jones (LJ) fluid close
to the critical point were studied. For state points far from the critical point, the
finite-size effects of the shear viscosity, bulk viscosity, and thermal conductivity
is much smaller compared to state points close to the critical point. However,
other factors rather than being close to the critical point affect the system-size
dependency of the self-diffusivity.

It has been shown that self-diffusion coefficients computed from MD simu-
lations for a liquid scale linearly with N−1/3, where N is the number of molecules
in the simulation box [119]. Yeh and Hummer [118] performed a detailed inves-
tigation of system-size dependency of self-diffusivities for LJ particles and water
molecules. These authors found that the finite-size effects originate from hy-
drodynamics and derived a correction term (here denoted by “YH correction”).
By adding this term to the computed self-diffusivity by MD simulation, the self-
diffusivity in the thermodynamic limit can be accurately determined. Nonethe-
less, no study has focused on the finite-size effects of Maxwell-Stefan (MS) or
Fick mutual diffusivities as well as non-infinitely diluted mixtures. In this chap-
ter, the system-size dependency of mutual diffusion coefficients is investigated
for binary mixtures. It will be shown that depending on the nonideality of the
mixture, there can be significant differences between the simulated (finite size)
and real (thermodynamic limit) MS diffusion coefficients.

This chapter is organized in five sections. In Section 4.2, theoretical aspects
of self and MS diffusion are briefly discussed. In Section 4.3, details of the MD
simulations and the studied mixtures are explained. A detailed analysis of the
results of the MD simulations and the proposed correction term to finite-size
mutual diffusivities is provided in Section 4.4. Finally, the conclusions of this
study are summarized in Section 4.5.
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4.2. THEORY
In the previous chapter (Section 3.2), the Einstein relations for computing self,
MS, and Fick diffusivity were provided. These equations are used in MD sim-
ulations to compute diffusion coefficients that depend on the size of the simu-
lation box. In this section, the available finite-size correction term for the self-
diffusivity and the Darken equations are described. These two will help develop
a finite-size correction term for mutual diffusion coefficients (i.e., MS and Fick
diffusivion coefficients).

4.2.1. FINITE-SIZE EFFECTS OF SELF-DIFFUSIVITIES

Self-diffusion coefficients computed from MD simulations depend strongly on
the number of molecules, N , in the simulation box. More specifically, it was
shown that self-diffusivity scales linearly with 1/N 1/3, which is equivalent to 1/L
[119]. Yeh and Hummer [118] studied the size dependence of computed self-
diffusion coefficients and derived an analytic correction term to compensate for
the observed system-size effects. The correction term was developed based on
the hydrodynamic theory for a spherical particle in a Stokes flow with imposed
periodic boundary conditions. These authors showed that the difference be-
tween the self-diffusivity in an infinite (non-periodic) and a finite (periodic) sys-
tem is due to the difference in hydrodynamic self-interactions [118, 119, 280]. For
the rest of this thesis, the correction term is referred to as the “YH correction”. Ac-
cordingly, the self-diffusion coefficient of species i in the thermodynamic limit
(D∞

i ,self) can be estimated from the finite-size self-diffusion coefficient obtained

from MD simulations (DMD
i ,self) by adding the YH correction (DYH) [118]:

D∞
i ,self = DMD

i ,self +DYH (
T,η,L

)= DMD
i ,self +

ξkBT

6πηL
(4.1)

where kB is the Boltzmann constant, L is the side length of the simulation box,
and η is the shear viscosity of the system at temperature T . ξ is a dimensionless
constant equal to 2.837297 for cubic simulation boxes with periodic boundary
conditions [118]. Similar to YH correction, equations have been derived for sim-
ulations in non-cubic boxes [281–283] and for confined fluids [284]. It is impor-
tant to note that the YH correction does not explicitly depend on the intermolec-
ular interactions, or the size and shape of molecules in a fluid as shown by several
studies for systems of non-spherical molecules [214, 262, 285]. This means that
all species of a multicomponent mixture experience identical finite-size effects,
which can be corrected by the YH correction.
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4.2.2. MAXWELL-STEFAN DIFFUSIVITIES AND THE DARKEN EQUATION

The Onsager coefficient of species i (Λi i , Eq. (3.2)) can be split into an autocor-
relation term, which is the self-diffusivity of species i (Di ,self), and a crosscorre-
lation term (Ci i ) [228, 270]:

Λi i = lim
t→∞

1

6N t

〈(
Ni∑

k=1

(
r k,i (t )− r k,i (0)

)2

)〉
+

lim
t→∞

1

6N t

〈(
Ni∑

k=1

(
r k,i (t )− r k,i (0)

)) ·( Ni∑
l=1,l 6=k

(
r l ,i (t )− r l ,i (0)

))〉
=xi Di ,self +Ci i (4.2)

The Onsager coefficient of two different species (Λi j , where i 6= j ) is a dis-
placement crosscorrelation of the constituent two species (Ci j |):

Λi j ,i 6= j =Ci j (4.3)

Eqs. (3.4) and (3.5) are valid for both ideal and nonideal diffusing binary
mixtures. For ideal diffusing binary mixtures, the crosscorrelation between the
particles of the two species is rather small compared to the self-diffusivities.
This means that in Eqs. (3.4), (4.2) and (4.3): (x2/x1)C11 + (x1/x2)C22 − 2C12 ¿
x1D1,self + x2D2,self. Thus, the MS diffusivity (Eq. (3.4)) can be simplified to the
Darken equation (D̄Darken) [228, 229, 270]:

D̄Darken = x2D1,self +x1D2,self (4.4)

This equation indicates that the MS diffusivity of an ideal diffusing binary
mixture with small crosscorrelations can be obtained from the self-diffusion co-
efficients of its constituent molecules in that mixture. A similar equation, called
the predictive Darken-LBV, can defined for multicomponent mixtures [107, 229].
The definition of the Darken equation will help define a framework to develop
a finite-size correction for MS diffusivities based on the YH correction, which is
only applicable to self-diffusivities.

4.3. SIMULATION DETAILS
All simulations were performed in cubic simulation boxes. Periodic bound-
ary conditions were imposed in all directions. All MD simulations were con-
ducted with LAMMPS [126] (version 16 Feb. 2016). The initial configurations
and LAMMPS input files were constructed with PACKMOL [286] and VMD [200].
All raw data of the simulations mentioned below are listed in the Supporting In-
formation of the work of Jamali et al. [263].
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Table 4.1: Specifications of the studied LJ systems. LJ particle type 1 has σ1 =σ= 1.0, ε1 = ε= 1.0,
and mass = m1 = 1.0 in reduced units [36]. ki j is an adjustable parameter to the Lorentz-Berthelot
mixing rules (Eq. (4.5)), controlling the nonideality of the mixtures.

Parameters Values
Total number of particles 500, 1000, 2000, 4000
Independent simulations 10, 10, 5, 5

x1 0.1, 0.3, 0.5, 0.7, 0.9
ε2/ε1 1.0, 0.8, 0.6, 0.5
σ2/σ1 1.0, 1.2, 1.4, 1.6

m2/m1 (σ2/σ1)3

ki j 0.05, 0.0, -0.3, -0.6

To study the finite-size effects of MS diffusion coefficients in binary mixtures
two sets of MD simulations were carried out. The first set consists of binary LJ
systems. All parameters and properties of these simulations are reported in di-
mensionless units with the ε and σ parameters of the first LJ species as the base
units: σ1 = σ = 1, ε1 = ε = 1, and mass = m1 = m = 1. The characteristics of the
second species (ε2, σ2, and m2 =σ3

2), mole fractions (x), and adjustable parame-
ters (ki j ; see below) of all studied LJ systems are listed in Table 4.1. The applied
temperature T and pressure p in the simulations are 0.65 and 0.05, respectively.
The number density of the studied systems is between 0.14 and 0.89. A time step
of 0.001 is used for the integration of equations of motion. Displacement and
stress correlation functions are computed for a total length of 200 million time
steps. In total, 320 distinct LJ systems with four system sizes (500, 1000, 2000,
and 4000 particles) are simulated. To create a sound dataset, systems in which
phase separation occurs or a considerable deviation of the pressure or tempera-
ture from the specified conditions is observed are excluded from the data analy-
sis. These systems correspond to a small fraction of the total dataset. The second
set of MD simulations includes 9 binary mixtures consisting of molecular sys-
tems. An overview of these mixtures—consisting of methanol as the first compo-
nent, and water, ethanol, acetone, methylamine, or carbon tetrachloride as the
second component—is listed in Table 4.2. For each mixture, four system sizes
(250, 500, 1000, and 2000 molecules) are considered. The temperature and pres-
sure are specified to be 298 K and 1.0 atm. The total length of each simulation is
200 ns with an integration time step of 1 fs.

For LJ systems, LJ interactions are truncated and shifted to zero at a cutoff
radius of 4σ [36]. For the interactions between dissimilar LJ particles (i and j ),
the Lorentz-Berthelot mixing rules with a modification factor (ki j ), controlling
the nonideality of mixtures, are applied to the LJ parameters [36]:
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Table 4.2: Specifications of all studied binary molecular systems. The first component for all mix-
tures is methanol. The mole fraction of the second component is specified in parentheses.

Parameters Values
Total number of molecules 250, 500, 1000, 2000
Independent simulations 10, 10, 10, 10

Second component
(mole fraction)

Water (0.1, 0.3, 0.5, 0.7, 0.9)
Ethanol (0.5)
Acetone (0.5)

Methylamine (0.5)
Carbon tetrachloride (0.1)

εi j =
(
1−ki j

)√
εi i ·ε j j (4.5)

σi j =
σi i +σ j j

2
(4.6)

For the molecular systems, the SPC/E model [260] and the model proposed
by Tummala et al. [287] are used for water and carbon tetrachloride molecules,
respectively. The force field parameters for methanol [77], ethanol [77], ace-
tone [78], methylamine [75, 79] are obtained from the Transferable Potential for
Phase Equilibria (TraPPE) force field [75]. The LJ interactions are truncated at
12.0 Å and analytic tail corrections for energy and pressure are included [36].
The Lorentz-Berthelot mixing rules for dissimilar interaction sites are applied
[36]. Long-range electrostatic interactions are taken into account by means of
the particle-particle particle-mesh (PPPM) method with a relative precision of
10−6 [36].

To obtain the average properties and their 95% confidence intervals of each
data point, at least five independent simulations were carried out. For better
sampling of displacement and stress correlation functions, the order-n algo-
rithm [35, 117] was used by employing the OCTP plugin for LAMMPS [210]. As ex-
plained in the Section 3.2, the thermodynamic factors were calculated from the
RDFs of the constituent species using finite-size Kirkwood-Buff integrals [123].
The RDFs were computed from MD simulations of large systems in the canoni-
cal ensemble. These systems contain 25000 LJ particles (first set of simulations)
and 13500 molecules (second set of simulations). The total length of simulations
for computing the Kirkwood-Buff integrals is 10 million time steps for the LJ sys-
tems, and 10 ns for the molecular mixtures.
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Figure 4.1: Self-diffusion coefficients of (a) species 1 and (b) species 2 of a binary LJ mixture (x1 =
0.9) as a function of the simulation box length (L). Blue circles are the computed self-diffusion
coefficients in finite systems and red squares are the corrected values using the YH correction term
(Eq. (4.1)). The dashed lines indicate extrapolation to the thermodynamic limit and the solid lines
show the extrapolated self-diffusivities. The second component has ε2 = 0.5ε1 and σ2 = 1.2σ1,
and the adjustable parameter (ki j ) to the Lorentz-Berthelot mixing rules is 0. The error bars are
smaller than the symbols.

4.4. RESULTS AND DISCUSSIONS
Previous studies on the system-size dependencies of self-diffusion coefficients
are limited to pure fluids and infinitely diluted mixtures. Fig. 4.1 shows an ex-
ample of the self-diffusivities of the two components of a binary LJ system as
a function of the length of the simulation box (L). As in pure fluids, the com-
puted self-diffusion coefficients vary linearly with the inverse of the simulation
box length. The linear regression at 1/L = 0 yields the self-diffusivity for an infi-
nite system size (D∞

i ,self), which is shown in the same figure as a horizontal line.

The finite-size self-diffusivities corrected with DYH (Eq. (4.1)) are plotted as red
squares. As expected, the corrected self-diffusivities collapse on the horizontal
line, indicating the validity of YH correction.

In Fig. 4.2, the differences between the infinite and finite-size self-
diffusivities (D∞

i ,self −DMD
i ,self) are plotted as a function of the YH correction (DYH),

for all entries in the dataset examined. For the majority of the cases, the YH cor-
rection term is able to predict the finite-size discrepancies very accurately. How-
ever, while the correction is almost perfect for molecular mixtures, a systematic
overprediction of self-diffusivities can be observed for LJ systems. This over-
prediction becomes more pronounced as the difference between the size and
the interaction energies of the species in the system increases. Out of the 250
LJ systems considered, 13 correspond to systems containing particles with large
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Figure 4.2: Finite-size corrections required for self-diffusion coefficients as a function of the YH
correction (DYH, Eq. (4.1)) for (a) LJ and (b) molecular mixtures computed with: 500 LJ parti-
cles/250 molecules (blue circles), 1000 LJ particles/500 molecules (red squares), 2000 LJ parti-
cles/1000 molecules (green diamonds), and 4000 LJ particles/2000 molecules (purple pentagons).
Closed and open symbols represent the corrections to the self-diffusivity of species 1 and species
2, respectively. The dashed lines indicate perfect agreement.

dissimilarities in size (σ2/σ1 equal to 1.6 and 1.4) and interaction energy (ε2/ε1

equal to 0.5 and 0.6). The limitations of the YH correction will extensively be
discussed in Chapter 5.

For a correct prediction of the finite-size effects of self-diffusion coefficients
from the YH correction, it is important to investigate the system-size dependency
of the shear viscosity. Previous studies by Yeh and Hummer [118] and Moultos et
al. [262] revealed that the shear viscosity does not depend on the system size.
The current extensive dataset of LJ and molecular systems makes it possible to
thoroughly examine their conclusion. Fig. 4.3 shows a comparison of the shear
viscosities for two different system sizes of all LJ (500 and 4000 LJ particles) and
molecular systems (250 and 2000 molecules). In all cases, the shear viscosity
computed from the smallest system size equals the shear viscosity obtained from
the largest system size. This confirms the conclusion of the previous studies [118,
262] that shear viscosities computed in equilibrium MD simulations do not show
any system-size dependency, except for conditions close to the critical point (see
the second case study in Section 3.4).

Fig. 4.4 illustrates the finite-size effects of the Darken equation (D̄Darken,
Eq. (4.4)) and MS diffusivities (D̄MS, Eq. (3.4)) for the same binary LJ mixture
of Fig. 4.1. In Fig. 4.4a, using the YH correction, DYH, for the finite-size effects
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dashed line indicates the equality of shear viscosities of the two system sizes.

 0.025

 0.030

 0.035

 0.040

 0.045

 0.050

 0.00  0.03  0.06  0.09  0.12  0.15

(a)

D_
D

a
rk

e
n
 /

 [
σ
 ε

1
/2

 m
-1

/2
]

L-1 / [σ-1]

 0.025

 0.030

 0.035

 0.040

 0.045

 0.050

 0.00  0.03  0.06  0.09  0.12  0.15

(b)

D_
M

S
 /

 [
σ
 ε

1
/2

 m
-1

/2
]

L-1 / [σ-1]

Figure 4.4: (a) Binary Darken and (b) MS diffusivities for a binary LJ mixture (x1 = 0.9) as a function
of the simulation box length (L). Blue circles and squares are the computed Darken (Eq. (4.4)) and
MS (Eq. (3.4)) diffusivities, respectively. Darken diffusivities corrected by the YH relation (Eq. (4.1))
is shown with red circles. Red and green squares are the corrected MS diffusivities according to the
YH (Eq. (4.1)) and the MSYH (Eq. (4.9))) respectively. The dashed lines show extrapolation to the
thermodynamic limit and the solid lines show the extrapolated values. The second component
has ε2 = 0.5× ε1 and σ2 = 1.2×σ1, and the adjustment parameter (ki j ) to the Lorentz-Berthelot
mixing rules is 0. The error bars are smaller than the symbols.
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of the self-diffusivities of species 1 and 2 (see Eq. (4.4)) accurately accounts for
the finite-size effects of the Darken equation, D̄Darken. In Fig. 4.4b, the same YH
correction is used for the finite-size effects of MS diffusion coefficients, D̄MS (red
squares). The red squares are systematically lower than the extrapolated MS dif-
fusivity to the thermodynamic limit. This indicates that DYH cannot always cor-
rect the finite effects of D̄MS, especially for nonideal mixtures where the Darken
equation and MS diffusivity are not equal. To further investigate this, the finite-
size effect of the MS diffusivity can be obtained from Eqs. (3.5) and (4.2) as fol-
lows:

D̄∞
MS − D̄MD

MS =
[

(M2 +x1 (M1 −M2))2

x1x2

]
1

M 2
2

(
Λ∞

11 −ΛMD
11

)
= α′

M 2
2

[(
x1D∞

1,self +C∞
11

)
−

(
x1DMD

1,self +C MD
11

)]
= α′

M 2
2

[
x1

(
D∞

1,self −DMD
1,self

)
+ (

C∞
11 −C MD

11

)]
= α′

M 2
2

[
x1DYH + (

C∞
11 −C MD

11

)]
= α′′

M 2
1

[
x2DYH + (

C∞
22 −C MD

22

)]
(4.7)

whereα′ andα′′ are constants (unknown at this point). D̄∞
MS and D̄MD

MS are the MS
diffusivities in the thermodynamic limit and finite-size systems, respectively. C∞

i i
and C MD

i i are the infinite and finite-size displacement crosscorrelation functions
of species i .

As shown in Fig. 4.4, in nonideal mixtures, the total displacement crosscorre-
lation function of all particles has a considerable contribution to the finite-size
effect. At this point, one can hypothesizes that a modified YH correction term
can be applied directly to the MS diffusion coefficients. Thus, the crosscorrela-
tion terms of Eq. (4.7), C∞

i i −C MD
i i , can be a function or simply a modification

factor of the YH correction. Since the crosscorrelation terms are directly related
to the nonideality of a mixture, it is expected that this modification factor should
be a function of the thermodynamic factor (Γ) [272]:

D̄∞
MS − D̄MD

MS = α′

M 2
1

[
x2DYH + (

C∞
22 −C MD

22

)]
= α′

M 2
1

[
x2DYH +α′′DYH]

=α(Γ)×DYH (4.8)
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Figure 4.5: Modification factor to the YH correction (α) as a function of the thermodynamic factor
(Γ) for nonideal mixtures according to Eq. (4.8). Blue circles and red squares show the modifica-
tion factors for the LJ and molecular systems, respectively. The thermodynamic factor for ideal
mixtures equals 1. The dashed line indicates perfect agreement.

where α(Γ) is the modification factor to the YH correction, accounting for the
finite-size effects of the MS diffusion coefficient. In the example shown in
Fig. 4.4, the thermodynamic factor of the mixture, Γ, is 0.35 and the modifica-
tion factor required to scale the YH correction from the red squares to the green
squares is roughly 3, which is approximately equal to 1/Γ. To examine if 1/Γ is a
suitable modification of the YH correction for correcting the finite-size effect of
MS diffusion coefficients a phenomenological approach is followed: In Fig. 4.5,
1/Γ is compared to the required modification factor to DYH for all LJ (blue circles)
and molecular (green diamonds) systems. The agreement observed suggests that
1/Γ is a suitable modification factor to the YH correction for MS diffusion coeffi-
cients. Hence, Eq. (4.8) can be rewritten as:

D̄∞
MS − D̄MD

MS =αDYH ≈
(

1

Γ

)
DYH (4.9)
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In the rest of the thesis, the last term (DYH/Γ) is called the “Maxwell-Stefan
Yeh and Hummer” (MSYH) correction (D̄MSYH = DYH/Γ). The results shown in
Fig. 4.5 suggest that by describing the correction for MS as a function of only Γ
seems to be sufficient, however the possibility that other (still unknown) factors
contribute to the correction cannot be ruled out.

By combining Eqs. (3.6) and (4.9), the finite-size correction to the Fick diffu-
sion coefficient for a binary mixture can be calculated from:

D∞
Fick −DMD

Fick = ΓD̄∞
MS −ΓD̄MD

MS = Γ(
D̄∞

MS − D̄MD
MS

)= Γ(
1

Γ
DYH

)
= DYH (4.10)

where D∞
Fick and DMD

Fick are Fick diffusivities in infinite and finite-size systems,
respectively. Interestingly, the same YH correction that is applied to self-
diffusivities can mitigate the finite-size effects of Fick diffusion coefficients, re-
gardless of the ideality or nonideality of the mixture.

In Fig. 4.6, the correction for the finite-size effects of MS diffusion coeffi-
cients (D̄∞

MS−D̄MD
MS ) are compared to the predicted MSYH correction (D̄MSYH) for

the studied LJ (Fig. 4.6a) and molecular systems (Fig. 4.6b). As expected from
Fig. 4.5, a rather good agreement can be seen for both sets. These results sug-
gest that D̄MSYH works equally good for simple systems such as LJ systems and
for non-spherical molecular systems with long-range electrostatic interactions.
As proposed by Moultos et al. [262], a minimum number of 250 molecules is
used for all molecular systems. For a smaller number of molecules, the shape
and anisotropic structure of constituent molecules may play a role and affect the
accuracy of the YH correction. Since no outlier is observed for the molecular
systems in Fig. 4.6b, the same criterion for the minimum number of molecules
seems to be applicable to the MSYH correction.

While the proposed MSYH correction (see Fig. 4.6) seems to perform fairly
accurate, two important points should be noted:

1. The MSYH correction overpredicts the finite-size effects of MS diffusivi-
ties for LJ systems. This is consistent with the earlier observations for self-
diffusivities (Fig. 4.2a). The MSYH correction is based on the YH correction
(Eq. (4.9)), so any overprediction of DYH affects D̄MSYH. To show the cause
of this overprediction, the same comparison as in Fig. 4.6, between the
required corrections, is considered. However, instead of the analytic YH
correction, the differences between the computed infinite and finite-size
Darken diffusivities are used (see Fig. 4.7). For molecular mixtures, no dif-
ference is noticed. This is expected since the YH correction performs well
according to Fig. 4.2b. Note that the overprediction observed in Fig. 4.2a
and Fig. 4.6a are not present in Fig. 4.7a and the data points are symmet-
rically distributed on both sides of the diagonal line. This indicates that
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Figure 4.6: Correction needed for the MS diffusion coefficients versus the the MSYH correc-
tion term (D̄MSYH, Eq. (4.9)) for (a) LJ and (b) molecular systems computed with: 500 LJ par-
ticles/250 molecules (blue circles), 1000 LJ particles/500 molecules (red squares), 2000 LJ parti-
cles/1000 molecules (green diamonds), and 4000 LJ particles/2000 molecules (purple pentagons).
The dashed lines show perfect agreement.

the less accurate predictions by the YH correction resulted in the overpre-
dictions shown in Fig. 4.6, and that the proposed modification of Eq. (4.9)
does not introduce any systematic deviations.

2. The data points shown in Figs. 4.5 to 4.7 for MS diffusivities are more scat-
tered compared to those of self-diffusion coefficients illustrated in Fig. 4.2.
The cause can be the large statistical uncertainties of thermodynamic fac-
tors and finite-size MS diffusivities as well as the extrapolation of MS diffu-
sion coefficients (D̄MS) to the thermodynamic limit. These influences are
expected to contribute to the scattered data in Figs. 4.5 and 4.6.

As the MSYH correction is related to the YH correction via the thermody-
namic factor, three possible scenarios for studying the significance of the MSYH
correction can be conceived: (1) In case of Γ = 1, the behavior of the mixture is
ideal. The YH correction can directly be applied to self, MS, and Fick diffusivities.
(2) For 0 < Γ< 1, the constituent species of the mixture tend to self-associate and
the cross-interactions are less pronounced. Since Γ is smaller than 1, the modi-
fication factor makes the MSYH correction larger than the YH correction. (3) For
associating mixtures with thermodynamic factors larger than 1, the correction
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Figure 4.7: Correction needed for the MS diffusion coefficients versus the extrapolated Darken
equation with the modification factor included (Γ−1(D̄∞

Darken − D̄MD
Darken)) for (a) LJ and (b) molec-

ular systems computed with: 500 LJ particles/250 molecules (blue circles), 1000 LJ particles/500
molecules (red squares), 2000 LJ particles/1000 molecules (green diamonds), and 4000 LJ parti-
cles/2000 molecules (purple pentagons). The dashed lines show perfect agreement.

decreases to smaller values than the YH correction. For mixtures with very large
thermodynamic factors, the finite-size correction becomes negligible and over-
laps with the statistical uncertainty of the computed MS diffusion coefficient.

To show the importance of the MSYH correction for systems with 0 < Γ< 1, a
mixture of methanol-carbon tetrachloride (xmethanol = 0.90) is considered. This
mixture has a small thermodynamic factor approximately equal to 0.18. Accord-
ingly, the modification factor to the YH correction for MS diffusivities would be
approximately 6 (≈ 1/0.18). To investigate the magnitude of the finite-size effect,
in Fig. 4.8 the Darken and MS diffusion coefficients of this mixture are shown
for four system sizes. As expected, both the YH and MSYH corrections can ac-
curately predict the finite-size diffusivities. Whereas the finite-size effect for the
self-diffusivites is at most 20% of the uncorrected value, the finite-size effect for
MS diffusivites can be as large as 60% of the computed values in the current MD
simulations. The contribution of the finite-size effect becomes even more pro-
nounced for Γ → 0, i.e., close to demixing. Therefore, considering the MSYH
correction is particularly important for such systems.

The finite-size effects of MS diffusivities are not limited to binary systems.
A similar system-size dependency can be observed in ternary and multicompo-
nent mixtures. In Fig. 4.9, finite-size MS diffusivities are plotted for the three MS
diffusivities of a ternary mixture as a function of the size of the simulation box.
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Figure 4.8: (a) Binary Darken and (b) MS diffusivities for a mixture of methanol-carbon tetrachlo-
ride (xmethanol = 0.9) as a function of the simulation box (L). Blue circles and squares are the
computed Darken (Eq. (4.4)) and MS (Eq. (3.4)) diffusivities, respectively. Red circles and green
squares are the corrected diffusivities according to the YH (Eq. (4.1)) and MSYH (Eq. (4.9))) correc-
tions, respectively. Dashed lines show extrapolation to the thermodynamic limit and solid lines
are the extrapolated values.
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Figure 4.9: Finite-size MS diffusivities for a ternary LJ system (x1 = 0.4, x2 = 0.3, x3 = 0.3) as a
function of the simulation box (L) at a temperature of 0.65 and a pressure of 0.05. Subfigures 1-2,
1-3, and 2-3 indicate D̄12, D̄13, and D̄23, respectively. Dashed lines show extrapolation to the
thermodynamic limit. The LJ interaction parameters of species 1, 2, and 3 are ε1 = ε= 1.0, ε2 = 0.8,
and ε3 = 0.6, respectively. All species have the same size (σ1 =σ2 =σ3 =σ= 1.0) and mass (m1 =
m2 = m3 = 1.0). Adjustable parameters to the Lorentz-Berthelot mixing rules (Eq. (4.5)) between
species 1 and 2 (k12), 1 and 3 (k13), and 2 and 3 (k23) are 0.05, 0.05, and 0.05, respectively. The
elements of the thermodynamic factor matrix are: Γ11 = 0.559, Γ12 = −0.093, Γ21 = 0.062, and
Γ22 = 0.847. Finite-size MS diffusivities are computed from 100 independent simulations. Error
bars are smaller than the symbols.
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Figure 4.10: Finite-size Fick diffusivities (a) 1-1, (b) 1-2, (c) 2-1, and (d) 2-2 for a ternary LJ system
(x1 = 0.4, x2 = 0.3, x3 = 0.3) as a function of the simulation box (L) at the same conditions as
in Fig. 4.9. Blue and Red circles indicate finite-size Fick diffusivies and corrected values by the
YH correction, respectively. Dashed lines show extrapolation to the thermodynamic limit. The LJ
interaction parameters of species 1, 2, and 3 are ε1 = ε= 1.0, ε2 = 0.8, and ε3 = 0.6, respectively. All
species have the same size (σ1 = σ2 = σ3 = σ = 1.0) and mass (m1 = m2 = m3 = 1.0). Adjustable
parameters to the Lorentz-Berthelot mixing rules (Eq. (4.5)) between species 1 and 2 (k12), 1 and
3 (k13), and 2 and 3 (k23) are 0.05, 0.05, and 0.05, respectively. Error bars are smaller than the
symbols.
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The mole fractions of the components of this system are: x1 = 0.4, x2 = 0.3, and
x3 = 0.3. All species have the same size (σ1 = σ2 = σ3 = σ = 1.0) and mass (m1

= m2 = m3 = 1.0). To create an asymmetric mixture, the LJ interaction parame-
ters of species 1, 2, and 3 are ε1 = ε= 1.0, ε2 = 0.8, and ε3 = 0.6, respectively. The
adjustable parameter to the Lorentz-Berthelot mixing rules (ki j ) are: k12 = 0.05,
k13 = 0.05, and k23 = 0.05. In Fig. 4.9, MS diffusion coefficients are shown for
four system sizes (500, 1000, 2000, and 4000 molecules) and the extrapolated val-
ues to the thermodynamic limit. It can be seen that each MS diffusivity, D̄ i j ,
requires a different value of finite-size correction. It was shown in Eq. (4.10) that
finite-size effect of Fick diffusivities for binary mixtures can be corrected by ap-
plying the YH correction. In Fig. 4.10, the Fick diffusion coefficients obtained
from MS diffusivities and thermodynamic factors are shown. The elements of
the thermodynamic factor matrix are: Γ11 = 0.559, Γ12 =−0.093, Γ21 = 0.062, and
Γ22 = 0.847. From Fig. 4.10, it can be seen that the YH correction can correctly be
used to correct finite-size effects of the diagonal elements of the Fick diffusion
matrix. However, finite-size effects of the off-diagonal elements are very small
and the YH correction should not be applied. From this figure, it may be con-
cluded that off-diagonal elements of the Fick diffusion matrix do not show any
system-size dependency while the finite-size effects of the diagonal elements can
be corrected by using the YH correction. This is, however, an observation only for
a single system. Further investigation is needed to confirm this observation and
to provide guidelines for finite-size corrections to mutual diffusion coefficients
of multicomponent mixtures.

4.5. CONCLUSIONS
Molecular Dynamics is a powerful tool to predict binary diffusion coefficients of
nonideal mixtures. Even with modern computers, the number of molecules used
in a typical simulation is orders of magnitude lower than the thermodynamic
limit; therefore, it is important to take into account finite-size effects when calcu-
lating diffusion coefficients. Yeh and Hummer have developed a correction term
(DYH) to compensate for the finite-size effects of self-diffusion coefficients of
pure fluids. This correction is a function of only the shear viscosity and the length
of the simulation box. In this work, the applicability of this correction to a wide
range of nonideal binary mixtures was verified. Based on the work of Yeh and
Hummer, the Maxwell-Stefan YH correction, D̄MSYH, was presented for finite-
size effects of computed Maxwell-Stefan diffusion coefficients, D̄MSYH = DYH/Γ,
in which Γ is the thermodynamic factor. This correction is verified for a large
set of Lennard-Jones systems as well as several molecular mixtures, and excel-
lent predictions are obtained. For mixtures with a thermodynamic factor close
to zero (i.e., close to demixing), this correction may become even larger than
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the computed finite-size Maxwell-Stefan diffusion coefficient. This highlights
the importance of the finite-size corrections. In future work, a similar correc-
tion may be derived for multicomponent mixtures, in which the formulation of
Maxwell-Stefan diffusivities seems to be much more complex than those for bi-
nary mixtures.
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η = f ( D1 , D2 ) D1 D2 

This chapter is based on the papers: S.H. Jamali, R. Hartkamp, C. Bardas, J. Soëhl, T.J.H. Vlugt, and
O.A. Moultos, Shear Viscosity Computed from the Finite-Size Effects of Self-Diffusivity in Equilib-
rium Molecular Dynamics, Journal of Chemical Theory and Computation, 14, 5959-5968 (2018)
[259].
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5.1. INTRODUCTION
In equilibrium Molecular Dynamics (EMD), the shear viscosity is computed from
time correlations of the components of the stress tensor (see Eq. (3.28)) [36].
Since the stress tensor is defined for the entire simulation box, the shear viscosity
is a property of the system as a whole. This means that an increase in the system
size does not improve the statistical uncertainty of the computed shear viscos-
ity [30]. Due to the slow relaxation of highly viscous fluids such as ionic liquids
[288, 289] and deep eutectic solvents [290], and due to the large fluctuations in
the components of the stress tensor [108] , very long MD simulations are required
to sufficiently sample the stress tensor components.

Unlike the shear viscosity, the self-diffusivity is a single-molecule property
and can be calculated from the mean squared displacement (MSD) of all individ-
ual molecules of the same species [35, 36, 107, 254]. The statistical uncertainties
of self-diffusivities decrease as the number of molecules in the system increases
[30, 250, 291]. The simulation length needed to obtain a linear relation between
the MSD and time is much smaller than the length of an MD simulation required
for computing the shear viscosity. Therefore, accurate self-diffusivities can be
computed from short MD simulations with a large number of molecules. In the
same short simulation, such a high accuracy cannot be achieved for the shear
viscosity due to the smaller number of samples for the stress tensor components
[30].

As shown in Chapter 4, in the case of transport properties, self-diffusion co-
efficients computed from MD simulations depend strongly on the system size
while the shear viscosity does not show any system-size dependency [118, 262,
263]. Since there is an analytic relation to correct this finite-size effect (Eq. (4.1)),
this relation can be used to compute the shear viscosity of a system if computed
self-diffusivities for several system sizes are available. In the studies by Spång-
berg et al. [292], Kühne et al. [293], and others [281, 294, 295], the shear vis-
cosities and self-diffusivities of water in the thermodynamic limit were calcu-
lated from Eq. (4.1). In these studies, several systems sizes were used to compute
finite-size self-diffusivities, which were then fitted with a linear regression. How-
ever, the computation of shear viscosities from finite-size self-diffusivities has
not been considered previously for multicomponent mixtures or highly viscous
liquids. In this chapter, weighted least-squares linear regression analysis is used
to develop a well-structured methodology for computing shear viscosities from
finite-size effects of self-diffusivities. To allocate the available computational re-
sources efficiently, a set of guidelines for choosing simulation parameters, such
as the optimum number of system sizes and their size differences is provided.
The application of the proposed method is verified for pure water, a large num-
ber of binary and ternary LJ systems, and the ionic liquid [Bmim][Tf2N].
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This chapter is organized in five sections. The proposed method is described
in Section 5.2. In Section 5.3, details of MD simulations are briefly explained.
The results of the MD simulations for pure water, binary and ternary LJ systems,
and [Bmim][Tf2N] are discussed in Section 5.2, along with a set of guidelines
for the efficient use of the proposed method. The conclusions are provided in
Section 5.5.

5.2. METHOD
To develop a systematic method to compute shear viscosities from the finite-size
effects of self-diffusivities, the finite-size correction developed Eq. (4.1) can be
rewritten in a linear form y = ax +b:

DMD
self =

(
1

η

)(
−ξkBT

6πL

)
+D∞

self (5.1)

where −ξkBT /6πL and DMD
self are the independent and dependent variables, re-

spectively. The intercept of this line with the vertical axis (L → ∞) is the self-
diffusivity in the thermodynamic limit, D∞

self. The inverse of the slope is the shear
viscosity of the fluid, η.

To compute the shear viscosity, this method uses self-diffusivities of at least
two system sizes. For each system size, the average self-diffusivity and its vari-
ance can be estimated from the mean (D̄) and sample variance (S2) of the self-
diffusivities computed from several independent simulations:

D̄ = 1

Nsim, j

Nsim, j∑
k=1

Dk (5.2)

S2 = 1

Nsim, j −1

Nsim, j∑
k=1

(
Dk − D̄

)2
(5.3)

where Nsim, j is the number of independent simulations for the j th system size
and Dk indicates the self-diffusivity computed from the kth independent sim-
ulation for system size j . The parameters of interest (1/η and DMD

self ) are then
fitted to Eq. (5.1) with a weighted least-squares linear regression [251]. The lin-
ear regression analysis requires the standard errors (S.E .) of the average self-
diffusivities for all system sizes. The inverse of squared standard errors are used
as the weighting factors for each data point. Since no prior knowledge of these
standard errors is available, the standard error of the self-diffusivity of each sys-
tem size can be estimated from the sample variance:

S.E . =
√

S2/Nsim, j (5.4)
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According to the work of Pranami and Lamm [250], multiple independent simu-
lations are required to correctly compute the sample variance of the mean self-
diffusivity. For a single MD simulation, the computed MSD depends on the initial
configuration regardless of the simulation length. Weighted least-squares linear
regression analysis yields both the averages and the variances of the parameters
in Eq. (5.1). The self-diffusivity in the thermodynamic limit is a direct outcome
of this analysis. The average shear viscosity is equal to the inverse of the aver-
age slope of the fitted line, ā. If this slope has a statistical uncertainty of δa,
the statistical uncertainty of the shear viscosity, δη, can be calculated from error
propagation:

δη= δa

ā2 (5.5)

In Chapter 4, it is shown that that finite-size corrections to self-diffusivities
of different species in a mixture are identical and equal to the YH correction
(Eq. (4.1)) [263]. This conclusion is based on a detailed study of 250 binary LJ
systems with a wide range of LJ energy (ε), size (σ), and mass (m) ratios. The
results suggest that the shear viscosity of a mixture can be predicted from the
finite-size effects of the self-diffusivity of each species regardless of the mass
or size ratios. To maximize the statistical information of a single simulation, a
new quantity is introduced: the average self-diffusivity (Davg). This quantity is
the arithmetic mean of the self-diffusion coefficients of all species, weighted by
their corresponding mole fractions. By using the definition of the MSD in multi-
component mixtures (Eq. (3.1)) [224, 226, 227], it can be shown that the average
self-diffusivity, Davg, is constructed from the self-diffusion of all molecules in the
mixture:

Davg =
n∑

i=1
xi Di ,self

=
n∑

i=1
xi

[
lim

t→∞
1

6t

1

xi N

〈
Ni∑
j=1

(
r j ,i (t )− r j ,i (0)

)2

〉]

=
n∑

i=1

[
lim

t→∞
1

6t

1

N

〈
Ni∑
j=1

(
r j ,i (t )− r j ,i (0)

)2

〉]

= lim
t→∞

1

6t

1

N

〈
n∑

i=1

Ni∑
j=1

(
r j ,i (t )− r j ,i (0)

)2

〉
(5.6)

where n and N are the total number of species and molecules in the mixture,
respectively. xi is the mole fraction of species i . Since the self-diffusivities of all
species experience an identical finite-size effect [263], the same YH correction
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(Eq. (4.1)) can be applied to Davg:

D∞
avg =

n∑
j=1

x j D∞
j ,self

=
n∑

j=1
x j

(
DMD

j ,self +DYH
)

= DMD
avg +DYH (5.7)

By combining Eqs. (5.1) and (5.7), the shear viscosity of a mixture can be ob-
tained from Davg, similar to the approach used for pure liquids. Hereafter, the
proposed method will be called the D-based method, and ηD-based denotes the
corresponding computed shear viscosity.

The D-based method can be used to compute shear viscosities of highly vis-
cous systems such as ionic liquids and deep eutectic solvents. The shear viscos-
ity of these systems can be as large as several hundred cP at room temperature
[70, 290, 296, 297]. The length of MD simulations for computing self-diffusivities
depends directly on how fast the constituent ions diffuse in the bulk liquid. In
MD simulations, Fickian diffusion is observed at timescales in which a linear re-
lation between the MSD and time (i.e., a slope of 1 on a log-log plot) is established
[117]. However, this criterion does not ensure Gaussian diffusion, which corre-
sponds to a Gaussian distribution for the displacement probability of ions [298].
Ionic liquids and deep eutectic solvents consist of highly associated pairs of ions
and temporarily form cages [71]. While cage effects can also be present in sim-
ple fluids [42], it plays an important role in determining the minimum length of
an MD simulation for ionic systems [71, 299]. As discussed in detail in the work
of Casalegno et al. [71], for short timescales, each ion fluctuates around a cer-
tain position in the cage. Due to dynamical heterogeneity [71, 298, 300], a non-
Gaussian distribution is observed for the diffusion probability of ions trapped
in the cage. For longer timescales, ions jump from a cage to another. The dis-
placement probability forms a Gaussian distribution corresponding to Gaussian
diffusion [71]. According to Casalegno et al. [71], for room-temperature ionic
liquids, a rough estimate of the timescale corresponding to Gaussian diffusion
can be made based on a minimum average displacement of 1.5 nm for all con-
stituent ions. This criterion ensures that the simulation time is sufficiently long
for all ions to break the local ion cages and diffuse in the bulk liquid [299, 301].
This criterion can be used for room-temperature ionic liquids for performing
long enough MD simulations to compute finite-size self-diffusivities with the D-
based method.
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Table 5.1: Specifications of 26 ternary LJ systems at a temperature of 0.65 and a pressure of 0.05.
The LJ interaction parameters of species 1, 2, and 3 are ε1 = ε= 1.0, ε2 = 0.8, and ε3 = 0.6, respec-
tively. All species have equal sizes (σ1 = σ2 = σ3 = σ = 1.0) and masses (m1 = m2 = m3 = 1.0).
All values are reported in reduced units [36]. xi indicates the mole fraction of species i , where
x1 = 0.4, x2 = 0.3, and x3 = 0.3.

Parameters Values
k12 0.05, -0.3, -0.6
k13 0.05, -0.3, -0.6
k23 0.05, 0.0, -0.3, -0.6

5.3. SIMULATION DETAILS
To validate the D-based method, three different systems are considered: binary
and ternary LJ systems, pure water, and the ionic liquid [Bmim][Tf2N]. All MD
simulations are carried out with LAMMPS (version 16 Feb. 2016) [126]. The
order-n algorithm [117] is employed for an efficient sampling of time correla-
tions for the calculation of self-diffusivities and shear viscosities by using the
OCTP plugin, presented in Chapter 3, for LAMMPS [210]. All raw data of the sim-
ulations are reported in the Supporting Information of the work of Jamali et al.
[259].

MD simulations of 250 binary and 26 ternary LJ systems were carried out.
Simulation details of the 250 binary LJ systems are available in Section 4.3. For
the interaction between dissimilar LJ particles (i and j ), the Lorentz-Berthelot
mixing rules with a modification factor (ki j ) is used (see Eq. (4.5)). The simula-
tion parameters of ternary systems are provided in Table 5.1. All parameters are
reported in reduced units, where σ1 = σ = 1, ε1 = ε = 1, and m1 = m = 1 (mass)
are the basis units [36]. All LJ interactions are truncated and shifted at a cutoff
radius of 4σ. Simulations for two system sizes (500 and 4000 LJ particles) were
performed at a reduced temperature of 0.65 and a reduced pressure of 0.05. The
number densities of the ternary systems are in the range of 0.78 - 0.88. An inte-
gral timestep of 0.001 is used and the simulation length of the ternary systems is
100 million timesteps.

For the molecular systems, the initial configurations were made in PACKMOL
[286] and the LAMMPS input files were created with VMD [200]. The three-site
SPC/E model is used for water [260]. The force field parameters of [Bmim][Tf2N]
are obtained from the work of Zhang et al. [102]. The LJ interactions for water and
the ionic liquid are truncated at 9 and 12 Å, respectively, with analytic tail cor-
rections considered for energy and pressure [36]. The particle-particle particle-
mesh (PPPM) method with a relative precision of 10−6 is used for the long-range
electrostatic interactions [36]. The Verlet algorithm is used to integrate Newton’s
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equations of motion with a timestep of 1 fs. MD simulations for water performed
at 298 K and 1 atm. MD simulations of [Bmim][Tf2N] were performed at three
temperatures of 300 K, 400 K, and 500 K and a pressure of 1 atm. The simu-
lation times used for computing shear viscosities of water and [Bmim][Tf2N] are
50 and 200 ns, respectively. Self-diffusivities of water and [Bmim][Tf2N] are com-
puted from independent simulations of 0.5 ns and 20 ns, respectively. Due to the
slow relaxation of [Bmim][Tf2N] at 300 K, MD simulations of 50 ns and 450 ns are
needed to obtain the self-diffusivities and shear viscosity at this low temperature,
respectively. The choice of these simulation lengths is made so that a minimum
average displacement of 1.5 nm is obtained for all systems (as discussed thor-
oughly in Section 5.2).

5.4. RESULTS AND DISCUSSIONS

5.4.1. PURE WATER

A set of simulations consisting of seven system sizes 250, 500, 1000, 2000, 4000,
8000, and 16000 water molecules was carried out. The average self-diffusivities
were obtained from 100 independent simulations of 0.5 ns for each system size.
In Fig. 5.1a, the average self-diffusivities of water are shown as a function of the
system size. These finite-size self-diffusivities lie on the fitted line to Eq. (5.1):

Dwater,self =
(−2.818N−1/3 +2.870

)
/
[
10−9m2s−1] (5.8)

where N equals the number of water molecules in the simulation box. From
the intercept with the vertical axis, the self-diffusivity of the SPC/E water model
in the thermodynamic limit at 298 K and 1 atm is estimated to be 2.870±0.004
10−9m2s−1 and the shear viscosity 0.708±0.014 cP. The shear viscosity of water
computed from the Einstein relation (Eq. (3.28)) is 0.694± 0.010 cP. These two
values are in excellent agreement, considering the wide range of shear viscosities
reported in the literature for the SPC/E water model at the same conditions: 0.68
[294], 0.71 [292], 0.729 [302, 303], and 0.82 [304] cP. This agreement confirms the
applicability of the D-based method for pure water.

The extensive data set of finite-size water self-diffusivities provides a suit-
able estimation of the variances (S2) and the standard deviations (S) of self-
diffusivities as a function of the system size. These standard deviations will be
used in the next section for optimizing the D-based method. Fig. 5.1b shows the
estimated standard deviations as a function of the number of molecules (N−1/3).
Since no prior knowledge of the functional form is available, an initial guess for
the functional form would be a power-law function (aN b) with two fitting pa-
rameters:

Swater =
(
2.53N−0.31)/

[
10−10m2s−1] (5.9)
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Figure 5.1: Computed (a) average finite-size self-diffusion coefficients of the SPC/E water model
and (b) their estimated standard deviations at 298 K and 1 atm. Seven system sizes are considered:
N = 250, 500, 1000, 2000, 4000, 8000, and 16000 water molecules. 100 independent simulations of
0.5 ns were performed for each system size to obtain the averages and standard deviations. The
blue dashed lines in figure (a) is fitted with the weighted least-squares linear regression (Eq. (5.8))
to the YH equation (Eq. (5.1)). The red and blue dashed lines in subfigure (b) are fits to a power-law
(Eq. (5.9)) and a linear function (Eq. (5.10)), respectively.

The exponent -0.31 and the linear arrangement of the data points in Fig. 5.1b
suggest that the standard deviation can also be a linear function in N−1/3, which
decreases the number of fitting parameters to one (aN−1/3) :

Swater =
(
2.95N−1/3)/

[
10−10m2s−1] (5.10)

Both Eq. (5.10) and Eq. (5.8) will be used as a model for the normal distribu-
tion of finite-size self-diffusivities of water as a function of system size in the next
part.

5.4.2. OPTIMIZATION

In this part, a set of optimum simulation parameters for which the computed
shear viscosities have a minimum statistical uncertainty is proposed. The follow-
ing parameters are considered: the number of system sizes, the size difference
between systems, and the allocation of computational resources to each system
size. The size difference between system i and system j is normalized by the size
of the smallest system (system 1):

(
N j −Ni

)
/N1. According to the work of Moul-

tos et al. [262], the smallest system should contain at least 250 molecules. This
criterion ensures that the YH correction (Eq. (4.1)) provides an accurate predic-
tion for the finite-size effects of self-diffusivities. As a constraint on the optimiza-
tion problem, the total computational resources are fixed. The computational re-
sources scale linearly with the number of independent simulations (Nsim,i ) and
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polynomially with the number of molecules (Ni ) in the simulation box, depend-
ing on computer hardware, the employed computational methods, and the scal-
ability of MD simulations [36]. Thus, the ratio, α, between the computational
resources allocated to system i and system j is:

α= computational resources of system j

computational resources of system i
= Nsim j

Nsim,i

(
N j

Ni

)γ
(5.11)

where γ indicates the scalability of MD simulations. Two values of γ are consid-
ered here for the scalability of MD simulations: γ= 1 and 2. For γ= 1, computa-
tional requirements grow linearly with the system size. For γ = 2, the growth in
computational requirements is quadratic and thus faster than the linear growth.
Current state-of-the-art MD packages [126, 305, 306] have a good computational
scalability, γ, close to 1.

The simulation results presented for the SPC/E water model can be used as
a basis for finding the optimum combination of the simulation parameters for
the D-based method. Eqs. (5.1) and (5.10) are used to model the average and
standard deviation of finite-size self-diffusivity of water as a function of system
size. This model enables us to predict the self-diffusivity of water for a hypothet-
ical MD simulation with a specified number of molecules. This can be achieved
by generating a random number from a normal distribution with a mean self-
diffusivity and a standard deviation determined by Eqs. (5.8) and (5.10). For a
set of simulations with a number of system sizes and independent simulations
per system size, a set of finite-size self-diffusivities is constructed and the corre-
sponding shear viscosity is calculated from the D-based method. Since this shear
viscosity depends on the set of finite-size self-diffusivities, the procedure should
be repeated for many times and all shear viscosities are recorded in a histogram.
For a specific set of simulation parameters, the data stored in the histogram yield
an estimate for the variance (S2) and standard deviation (S) of the shear viscosity.
The aim of this optimization procedure is to find the simulation parameters that
minimize the standard deviation (S) of the shear viscosity.

The first scenario considered here is the optimization for two system sizes.
The simulation parameters studied are: (1) the normalized size difference
((N2 −N1)/N1), and (2) the ratio between the computational resources allocated
to system 1 and 2 (α). The objective function is the estimated standard deviation
of shear viscosities normalized by Smin, the global minimum estimated standard
deviation of the shear viscosity for a specified value of γ and all values of α and
(N2 −N1)/N1. In Fig. 5.2, the normalized estimated standard deviations (S/Smin)
are shown for several values ofα, ranging from 0.2 to 5.0, and the two values of γ.
As can be seen in Fig. 5.2, a range ofα between 1 and 2 yields the smallest value of
S/Smin. This means that the number of independent simulations for each system
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Figure 5.2: Normalized estimated standard deviation (S/Smin) of the shear viscosity as a func-
tion of the normalized size difference between two systems ((N2 −N1)/N1). The total amount
of computational resources is fixed. Different colors indicate various ratios (α) of the computa-
tional resources allocated to large and small system sizes (Eq. (5.11)): 0.2 (black), 0.5 (magenta),
1.0 (green), 2.0 (red), and 5.0 (blue). Two types of scalability for MD simulations are considered:
(a) high scalability (γ= 1) and (b) low scalability (γ= 2).

size should be distributed in such a way that 50%-70% of the computational re-
sources is allocated to the large system. Furthermore, it can be observed that the
large system should be at least 4 times the small system. Depending on the scala-
bility of MD simulations, the optimum normalized size difference ((N2 −N1)/N1)
ranges from 3 (γ= 2) to 40 (γ= 1).

A similar investigation can be carried out for three system sizes. Here,α is set
to 1, indicating that the computational resources are equally distributed between
the three system sizes. In Fig. 5.3, normalized estimated standard deviations
(S/Smin) are shown as a function of the normalized size difference between the
small and medium systems ((N2 −N1)/N1), and the medium and large systems
((N3 −N2)/N1). Fig. 5.3a (γ= 1) shows that a minimum cost function (S/Smin) is
achieved for (N2 −N1)/N1 > 10. This suggests that while the choice of the size
difference between the small and medium systems is important, the size differ-
ence between the medium and large systems does not play a significant role.
For very small values of the normalized size difference between the medium and
large systems ((N3 −N2)/N1 → 0), it can be deduced that the optimization prob-
lem reduces to a problem of two system sizes, which has already been discussed.
In Fig. 5.3b, this is also observed for γ = 2. The optimum condition is achieved
at (N2 −N1)/N1 = 3, which is in agreement with what is shown in Fig. 5.2b for
two system sizes. This suggests that the optimum condition observed for three
system sizes can also be achieved with two systems.
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Figure 5.3: Normalized estimated standard deviations (S/Smin) of the shear viscosities as a func-
tion of the normalized size difference between small and medium systems ((N2 −N1)/N1), and
between medium and large system sizes ((N3 −N2)/N1). A fixed amount of computational re-
sources is equally distributed between the three system sizes. Two types of scalability for the MD
simulations are considered: (a) high scalability (γ= 1) and (b) low scalability (γ= 2).

Based on the optimization results, the use of either two or three system sizes
yields optimum shear viscosities. In the case of a limited amount of computa-
tional resources, adding more system sizes leads to a smaller number of inde-
pendent simulations per system size. As a consequence, the limited number of
independent simulations leads to poor sampling that may not yield an accurate
average and standard deviation for self-diffusivities. This adversely affects the
accuracy of average finite-size self-diffusivities and consequently the computed
shear viscosity. Hence, the use of more than two system sizes is not justified.
The choice of the optimum conditions may vary depending on the MD software
[126, 305, 306] as well as the algorithms used in the software (e.g., handling of
long-range electrostatic interactions, details of the neighbor lists [36]). These
specifications determine the optimum size of the system and number of inde-
pendent simulations according to the results shown in Fig. 5.2, and consequently
affect the computational requirements of the D-based method.

5.4.3. LENNARD-JONES SYSTEMS

To examine the accuracy of the D-based method for multicomponent fluid mix-
tures, the shear viscosities of 250 binary and 26 ternary LJ systems were com-
puted. The comparison between the D-based shear viscosities and those com-
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Figure 5.4: Comparison between the shear viscosities of (a) 250 binary and (b) 26 ternary LJ sys-
tems computed from the Einstein relation (ηEMD, Eq. (3.28)) and the D-based method (ηD-based,
Eq. (5.1)) at a reduced temperature of 0.65 and a reduced pressure of 0.05. The D-based shear
viscosities are computed from the self-diffusion coefficients of species 1 (blue circles), species 2
(green squares), and species 3 (purple diamonds; only for ternary systems) as well as the average
self-diffusivity (Eq. (5.6), red crosses). Error bars are omitted for clarity.

puted from the Einstein relation (ηEMD, Eq. (3.28)) are shown in Fig. 5.4. By
varying the characteristics of the studied LJ systems as mentioned in Tables 4.1
and 5.1, a wide range of shear viscosities is covered. While all data points show
a good agreement between the two methods, the smallest deviation from the di-
agonal dashed lines is on average observed for the quantity Davg, for both binary
and ternary systems. This is expected since Davg is constructed from the self-
diffusivities of all species present in the mixture. Therefore, for multicomponent
mixtures, Davg should be used for calculating the shear viscosity rather than the
self-diffusivity of only a single species.

In Fig. 5.4, the maximum deviation from the diagonal line, which represent
perfect agreement between the D-based method and the Einstein relation, are
observed for binary LJ systems with very low densities (inset of Fig. 5.4a). As dis-
cussed in Chapter 4, these outliers have very dissimilar size (σ2/σ1 of 1.4 or 1.6)
and interaction (ε2/ε1 of 0.5 or 0.6) parameters. According to the work of Heyes et
al. [307] for a hard-sphere fluid, the exponent −1/3 in N−1/3 (i.e., L−1) in Eq. (4.1)
is valid only for a range of packing fractions. Since the validity of the YH correc-
tion have been shown for many real molecular liquids [118, 119, 262, 263], it is
expected that the range of packing fractions for which the YH correction holds
correspond to a liquid phase. From Fig. 5.5, a similar observation to the work of
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Heyes et al. [307] can be made for LJ systems. In this figure, the normalized differ-
ence between the shear viscosities computed from the D-based method (using
Davg) and the Einstein relation is shown as a function of (a) the shear viscos-
ity and (b) the density for all binary and ternary LJ systems. For LJ systems at
high densities, a good agreement between the two methods is observed. For the
systems with low densities/viscosities, shown also in the inset of Fig. 5.4, sub-
stantial deviations (up to 30%) between the D-based method and the Einstein
relation are observed. Fig. 5.5 shows that as the density of a system decreases
and thus hydrodynamic interactions become weaker, the scaling proposed by
Yeh-Hummer does not hold anymore. At low densities, the finite-size effects of
self-diffusivities do not scale as N−1/3, and the exponent varies according to the
packing fraction of the fluid (e.g., see the work of Heyes et al. [307].).

5.4.4. [BMIM][TF2N]
As a representative test case, shear viscosities of the ionic liquid [Bmim][Tf2N]
are calculated from the D-based method and the Einstein relation (Eq. (3.28)) at
a pressure of 1 atm and three temperatures: 300 K, 400 K, and 500 K. MD simu-
lations of 20 ns were performed for computing self-diffusivities of [Bmim][Tf2N]
at 400 K and 500 K. To fulfill the minimum average displacement criterion of 1.5
nm (explained in Section 2), the MD simulations at 300 K were carried out for 50
ns. According to the set of guidelines proposed for the D-based method, 40 and
8 independent MD simulations were performed for two systems of 150 and 1200
pairs of ions, respectively. In Fig. 5.6, the computed self-diffusivities for both
[Bmim] and [Tf2N] ions as well as Davg are shown. It can be seen that the finite-
size self-diffusivities of [Bmim] and [Tf2N] greatly differ from each other, but the
finite-size effects remain equal for both ions and Davg. Therefore, shear viscosi-
ties computed from the slopes of the lines connecting finite-size self-diffusivities
are equal within the error bars. Fig. 5.6 shows that the use of Davg for the D-based
method is not limited to molecular mixtures and that this quantity can be used
for ionic systems as well.

Fig. 5.7 shows the computed shear viscosities of the ionic liquid as a function
of temperature. The lines are the fits to the Vogel equation [14]:

ln
(
η/[cP]

)= A+ B

T +C
(5.12)

where A, B , and C are the coefficients of this equation. For all temperatures, a
good agreement is observed between the D-based method, the Einstein relation
(Eq. (3.28)), and the estimates of shear viscosities from the work of Zhang et al.
[102]. This agreement confirms the applicability of the D-based method to com-
plex and highly viscous mixtures of non-spherical molecules/ions. To compute
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Figure 5.7: The shear viscosity of [Bmim][Tf2N] as a function of temperature at 1 atm, computed
from the D-based method (blue circles, Eq. (5.1)) and the Einstein relation (red squares, Eq. (3.28)).
The lines are fits to the Vogel equation [14] (Eq. (5.12)) for the D-based method (blue dashed,
Eq. (5.1)), Einstein relation (red dashed), and Green-Kubo relation (green solid; data extracted from
the work of Zhang et al. [102]).

the shear viscosity of any ionic liquid or deep eutectic solvents, the set of guide-
lines for the D-based method along with the criterion on the minimum average
displacement can be used to specify an optimum set of MD simulations.

5.5. CONCLUSIONS
A systematic methodology, called the D-based method, is proposed for accu-
rately computing the shear viscosity of a liquid from the finite-size effects of self-
diffusivities. The computational requirements of this method and the statistical
uncertainty of the computed viscosity are comparable to the conventional meth-
ods, e.g., the Einstein relation. By performing weighted least-squares linear re-
gression analysis, the shear viscosity can be computed from the slope of a line fit-
ted to computed finite-size self-diffusivities. To obtain accurate shear viscosities
at a minimum computational requirement, a set of guidelines for this method
was proposed. The optimum number of system sizes is two, and depending on
the available computational resources and the scalability of the MD simulations,
the large system size should be 4 to 40 times the small system size. The number of
independent simulations per system size should be assigned in such a way that
50% to 70% of the computational resources is allocated to the MD simulations
of the large system. For multicomponent mixtures, the D-based method per-
forms best when the average self-diffusivity of all species (Davg) is used instead
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of using the self-diffusivity of a single species. The D-based method was verified
for pure water, a large number of binary and ternary Lennard-Jones systems, and
an ionic liquid ([Bmim][Tf2N]). The results of the D-based method were in good
agreement with those obtained from the Green-Kubo and Einstein relations for
all molecular systems. These results suggest that the D-based method can be a
potential method for computing shear viscosities of highly viscous liquids and
multicomponent mixtures.
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6.1. INTRODUCTION
Saccharides define a class of carbohydrates considered vital for a wide range of
biological- and industrial processes [69, 309]. Examples include the role of (poly-
)saccharides or glyco-proteins in cryo- and lyo-preservation of biomaterials and
foods [310–315], the regulation of the osmotic pressure in living cells [316], the
interplay between saccharides and proteins in the cell membrane [317, 318], and
the use as a feedstock for the production of biofuels and renewable chemicals in
biotechnology [309]. Either in biology or in industrial applications, saccharides
predominantly occur in aqueous solutions. To obtain a better understanding of
the underlying mechanisms defining the biological function of a saccharide, or
to obtain a better description of the thermophysical properties of saccharide so-
lutions (as needed in technological applications), a molecular-level description
of the interactions between sugars, water, and water-sugar is required. Classi-
cal molecular simulations provide a valuable tool for this; however, it is essential
that the used force fields reproduce relevant volumetric, structural, and dynamic
properties of the system of interest. For aqueous solutions of saccharides, this
has proven a difficult task.

As several studies [50, 51, 319–322] have shown, a common problem when
applying carbohydrate force fields such as CHARMM [90, 91, 323, 324], GLY-
CAM06 [325], GROMOS [73, 326], OPLS-AA [82, 83, 327], and MARTINI [328] to
saccharide solutions is the overestimation of the sugar-sugar interactions, lead-
ing to strong sugar aggregation at elevated sugar concentrations. As a result,
both thermodynamic properties (densities, activity coefficients, thermodynamic
factors, second virial coefficients, etc.) and transport properties (shear viscosi-
ties, diffusion coefficients, etc.) of concentrated solutions are generally not well
reproduced [50, 319–322]. Recent work showed that rescaling the sugar-sugar
non-bonded interactions to lower values improves the description [89, 320, 321].
Basically, two strategies have been proposed. In the first approach (e.g., the
work of Sauter and Grafmüller [50] and Lay et al. [321]), only the dispersion
interactions—more precisely, the energy parameters for some of the Lennard-
Jones (LJ) interactions between sugars—are modified. In the second approach
(e.g., Batista et al. [320]), only the partial atomic charges of the sugars are scaled.
The first approach improves the description of thermodynamic properties, such
as the osmotic pressure and second virial coefficient [50, 321]. However, trans-
port properties appear to be less affected by solely modifying the dispersion in-
teractions (see the Supporting Information of the work of Lay et al. [321] for re-
sults on the viscosity of glucose solutions). Results obtained using the second
approach indicate that rescaling partial atomic charges leads to considerable im-
provements in the description of transport properties, and suggest that thermo-
dynamic properties (e.g., density) are also better described. The results of Batista
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Figure 6.1: Schematic (left) and atomistic (right) representations of Sucrose. The atomistic repre-
sentation was created using iRASPA [329].

et al. [320] are not conclusive, however, as mixture properties known to be more
sensitive to changes in the partial charges (e.g., thermodynamic factors and os-
motic coefficients) were not taken into account. Also, the only transport property
studied was the viscosity, and diffusion coefficients were not considered.

In this chapter, a more complete analysis is presented on how the properties
of aqueous carbohydrate solutions change when the LJ or electrostatic interac-
tions are scaled, with the aim at elucidating whether scaling either dispersion
interactions or partial electrostatic charges is sufficient to reproduce both, ther-
modynamic, and transport properties of concentrated aqueous saccharide so-
lutions. The force fields of Batista et al. [320] (OPLS with scaled LJ interactions)
and Lay et al. [321] (GLYCAM06 with scaled partial charges) are analyzed in more
detail. The focus will be on the disaccharide sucrose (Fig. 6.1) as a relevant test
case, as this molecule has many applications, ranging from biology to food sci-
ence [310, 311, 313, 314]. The transferability of the refined OPLS force field is
analyzed for D-glucose as a prototypical example of monosaccharides.

The results show that only scaling partial charges is insufficient to reproduce
both thermodynamic and transport properties of concentrated aqueous saccha-
ride solutions. Scaling only the dispersion interactions leads to significantly bet-
ter agreement, with qualitative improvements in transport properties, as well as
thermodynamic properties. Although scaling the LJ interactions improves the
force field, obtaining quantitative agreement between experiments and com-
puted properties of saccharide solutions may require a global optimization pro-
cedure of the force field, with different scaling factors for LJ interactions of dif-
ferent atom pairs. Since the choice of atom pairs is rather arbitrary, and an op-
timization of many force field parameters is difficult, here a different approach,
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in which all LJ energy parameters and all partial atomic charges of the sugars
are scaled simultaneously [89], can be proposed. This procedure only requires
optimization of two parameters; one scaling factor for LJ interactions, and one
scaling factor for partial atomic charges. For the optimization of sucrose non-
bonded interaction parameters, the OPLS force field [82, 83] is used as a basis.

This chapter is organized as follows. In Section 6.2, the details of simulations
are provided. In Section 6.3, a set of optimum scaling factors for non-bonded
interaction parameters of the OPLS force field is obtained and the accuracy of
the refined force field is investigated. The findings and main conclusions are
summarized in the last section.

6.2. SIMULATION DETAILS
Force field-based equilibrium MD simulations were carried out to compute ther-
modynamic properties (i.e., liquid densities and thermodynamic factors) and
transport properties (i.e., shear viscosities, self-, and Fick diffusion coefficients)
of water-sucrose mixtures at 298 K and 1 atm. These thermodynamic proper-
ties are liquid densities and thermodynamic factors (Eq. (3.7)). The considered
transport properties are self-diffusivities (Eq. (3.1)), Fick (mutual) diffusion co-
efficients (Eq. (3.6)), and shear viscosities (Eq. (3.28)). All finite-size effects in
diffusion coefficients are corrected according to the details described in Chap-
ter 4.

The software package LAMMPS [126] (version of 16 February 2016) was used
to perform MD simulations. The OCTP plugin, presented in Chapter 3, was used
to efficiently compute transport properties [210]. The molecular configurations
of aqueous sucrose solutions were made in PACKMOL [286]. Five system sizes
are considered with sucrose mass fractions (wsucrose) of 20%, 30%, 40%, 50%, and
60%. These systems contained 6, 9, 12, 16, and 20 sucrose molecules combined
with 456, 399, 342, 304, and 253 water molecules, respectively. These systems
yield homogeneous liquid solutions, as sucrose crystallizes in mixtures with a
mass fraction above 67% at 298 K [330]. The input files for these configurations
are produced using VMD [200]. The same procedure was followed to construct
LAMMPS input files for four aqueous glucose solutions. To create mixtures with
glucose mass fractions (wglucose) of 20%, 30%, 40%, and 50%, the systems con-
tained 12, 18, 24, and 30 glucose molecules combined with 480, 420, 360, and
300 water molecules, respectively. At 298 K, α-D-glucose monohydrate forms in
aqueous glucose solutions with mass fractions above 51% [331].

Two groups of force fields are considered for sucrose: GLYCAM06 [325] and
OPLS-AA [82, 83]. The three-site SPC/Fw water model is used [332]. Non-bonded
LJ interactions are truncated at a cutoff radius of 9 Å, and analytic tail corrections
are included for the computation of energies and pressures [36]. The standard
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mixing rules of the OPLS force field are applied for non-bonded LJ interactions
between different atoms in different molecules, or atoms of the same molecule
separated by at least 3 bonds [82]. The Lorentz-Berthelot mixing rules are con-
sidered for the GLYCAM06 force field [36]. The 1-4 non-bonded intramolecular
interactions are scaled by a factor of 0.5 for the OPLS force field [82] and a fac-
tor of 0 for the GLYCAM06 force field [325]. Long-range electrostatic interactions
are taken into account using the PPPM method with a relative precision of 10−6

[36]. The velocity-Verlet algorithm with a timestep of 1 fs is used to integrate the
equations of motion [36].

Liquid densities are computed from an NPT ensemble, in which the temper-
ature and pressure of the system are fixed by using the Nosé-Hoover thermo-
stat and barostat [36]. All transport properties and thermodynamic factors are
computed in an NVT ensemble, where the temperature is controlled by using
the Nosé-Hoover thermostat [36]. The lengths of each simulation for computing
transport and thermodynamic properties are 200 ns and (at least) 10 ns, respec-
tively. To assert the the statistical uncertainties, 5 independent simulations were
performed for each condition.

6.3. RESULTS AND DISCUSSIONS
In this section, several procedures for optimizing force fields of carbohydrate so-
lutions are initially analyzed. The quality of a procedure is measured by the ac-
curacy with which thermodynamic factors and shear viscosities are estimated.
Once the optimal procedure is established, a refined OPLS force field for aque-
ous solutions of sucrose is developed and verified. The transferability of the re-
fined force field to aqueous solutions of other carbohydrates is examined by con-
sidering glucose. The refined OPLS force field parameters for both sucrose and
glucose are reported in the Supporting Information of the work of Jamali et al.
[308]. A sample script for performing a simulation for the aqueous solution of
each carbohydrate in LAMMPS is also provided.

6.3.1. ANALYSIS OF DIFFERENT OPTIMIZATION PROCEDURES

Batista et al. [320] studied the effects of non-bonded electrostatic interactions in
the GROMOS 56ACARBO and OPLS force fields for aqueous solutions of D-glucose.
Their study concluded that the properties of diluted solutions can be predicted
accurately based on the 56ACARBO force field. At high glucose mass fractions
(wglucose > 0.60), the overestimated self-association of glucose molecules was
shown to result in overestimation of shear viscosities by up to 650% [320]. To
decrease the solute-solute interactions, all partial atomic charges of the glu-
cose molecule were scaled by a factor 0.8. The estimation of shear viscosities of
concentrated water-glucose mixtures was thereby improved significantly, with a
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Figure 6.2: Computed (a) shear viscosities and (b) thermodynamic factors for water-sucrose mix-
tures as a function of the mass fraction of sucrose. The properties are computed based on the OPLS
force field [82] (blue circles) and the OPLS force field with scaled partial atomic charges [320] (red
squares), combined with the SPC/Fw water model [332]. Lines represent (a) experimental shear
viscosities (solid [333], dashed [334]) and (b) thermodynamic factors (solid [335], dashed [336]).
Error bars indicate 95% confidence intervals. No error bars are reported for the thermodynamic
factors.

maximum deviation from experiments of 27% [320]. Besides an analysis on the
density of the solution, these authors did not consider thermodynamic proper-
ties such as osmotic coefficients or thermodynamic factors to verify the perfor-
mance of the optimized force field.

Inspired by the promising results of Batista et al. [320], a modified OPLS force
field for which the partial atomic charges of sucrose are scaled by a factor 0.8 is
studied. Similar to the work of Batista et al. [320], the LJ interactions parame-
ters remain unchanged. In Fig. 6.2, thermodynamic factors and shear viscosities
computed based on the original OPLS force field and the OPLS force field with
scaled partial atomic charges are compared to experimental data at 298 K and 1
atm. In agreement with the results of Batista et al. [320], the overestimation of
shear viscosities is decreased by scaling the electrostatic interactions. This is es-
pecially the case for mixtures of high concentrations of sucrose, where sucrose-
sucrose interactions mainly determine the properties of the mixture. Thermo-
dynamic factors are less accurately reproduced. The results show qualitatively
incorrect changes as compared to the original OPLS force field, with larger devi-
ations of thermodynamic factors from experiments. Estimated thermodynamic
factors are closer to zero, meaning the self-association of sucrose has increased–
not decreased. This suggests that merely scaling the partial atomic charges is
insufficient to reproduce both thermodynamic and transport properties of car-
bohydrate solutions.
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Another approach to optimizing a force field is to modify the LJ parameters of
solute molecules. As a good rule of thumb, the size (σ) and energy (ε) parameters
can be modified to improve the predictions of volumetric (e.g., liquid densities)
and thermal (e.g., heat of vaporization) properties, respectively [69, 73, 327, 337].
In recent modifications of the MARTINI, CHARMM, and GLYCAM06 force fields
for carbohydrate solutions [321, 322], only the energy parameters were changed.
An example is the work of Lay et al. [321], in which the CHARMM and GLYCAM06
force fields were modified by altering some of the LJ energy parameters (εi j )
defining the solute-solute interactions in aqueous solutions of glucose. Based
on introducing modifications to carbon-carbon and carbon-oxygen interactions,
accurate predictions of osmotic coefficients were obtained. However, shear vis-
cosities were underestimated by about 60% [321].

The modified GLYCAM06 force field of Lay et al. is analyzed in more detail
in Fig. 6.3. In this figure, computed thermodynamic factors and shear viscosi-
ties of water-sucrose mixtures are compared to results obtained based on the
original GLYCAM06 force field. The modified energy parameters considerably
improve the description of both properties, for a wide range of sucrose concen-
trations. Shear viscosities are especially well reproduced, showing a good agree-
ment with experiments. The improved results for viscosity, as compared to those
reported by Lay et al. [321], may be due to the use of the SPC/Fw water model
instead of TIP3P. The TIP3P water model is known to provide poor estimates for
the transport properties of water [291, 303, 338]. On the other hand, the SPC/Fw
water model is one of the most accurate three-site models for estimating trans-
port properties of water at ambient conditions [291, 332, 339]. The choice of a
three-site water model is mainly due to the smaller computational requirements
compared to more complex models such as four-site (e.g., TIP4P/2005 [340]),
five-site (e.g., TIP5P-E [341]), and polarizable (e.g., HBP [342]) water models. An
extensive comparison of the performance of different water models can be found
in literature [291, 303, 337, 343]. Although thermodynamic factors are not as well
described as shear viscosities, the observed increase in the thermodynamic fac-
tor is at least qualitatively correct. These results suggest that modifying the LJ en-
ergy parameters of solute molecules could be a sufficient procedure to develop a
force field that accurately reproduces both thermodynamic and transport prop-
erties of carbohydrate solutions.

While the approach of Lay et al. seems effective, this approach may require
the modification of the LJ energy parameters of many different atom pairs, each
with its own scaling factor. The choice of atoms whose ε is changed requires a
profound understanding of the interactions between the atoms of the carbohy-
drate, which is not always known a priori. This, combined with the fact that the
optimization of many force field parameters usually proceeds by trial and error
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Figure 6.3: Computed (a) shear viscosities and (b) thermodynamic factors for water-sucrose mix-
tures as a function of the mass fraction of sucrose at 298 K and 1 atm. The properties are computed
based on the GLYCAM06 force field [325] (blue circles) and a modified GLYCAM force field as pro-
posed by Lay et al. [321] (red squares), in which some of the LJ sugar-sugar interactions are mod-
ified. The SPC/Fw water model was used [332]. Lines represent (a) experimental shear viscosities
(solid [333], dashed [334]) and (b) thermodynamic factors (solid [335], dashed [336]). Error bars
indicate 95% confidence intervals. No error bars are reported for the thermodynamic factors.

(and is thus computationally expensive), leads us to suggest a different approach.
Based on the results shown in Figs. 6.2 and 6.3, scaling the partial atomic charges
and LJ energy parameters of all atoms of the carbohydrate can be proposed to
address the issue with the carbohydrate force fields. This can simultaneously
improve the description of thermodynamic and transport properties, without re-
quiring different scaling factors for different atom pairs. The non-bonded inter-
action parameters should be scaled in such a way that experimental data for at
least one thermodynamic property (e.g., thermodynamic factors) and one trans-
port property (e.g., shear viscosities) can be reproduced by the force field. The
advantage of this approach over the method of Lay et al. [321] is a considerable
reduction in the number of modification parameters to two: a single scaling fac-
tor for all LJ energy parameters of the carbohydrate, and a single scaling factor
for all partial atomic charges of the carbohydrate.

6.3.2. REFINED OPLS FORCE FIELD

The optimization procedure proposed in the previous section is here applied to
the OPLS force field, for aqueous solutions of sucrose. As in the previous sec-
tion, thermodynamic factors and shear viscosities are considered as target prop-
erties. The following scaled LJ energy parameters (first number) and scaled par-
tial atomic charges (second number) are considered:
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• 1.0 and 1.0 (corresponding to the original OPLS force field)

• 1.0 and 0.8 (corresponding to the work of Batista et al. [320])

• 0.8 and 1.0

• 0.8 and 0.8

In Fig. 6.4, computed thermodynamic factors and shear viscosities are compared
to experimental data. In agreement with what is shown in Fig. 6.2, scaling all
partial atomic charges by a factor less than 1 decreases both the thermodynamic
factors and shear viscosities. Scaling all LJ interactions by a factor less than 1
decreases the shear viscosities while increasing the thermodynamic factors. Ad-
justing LJ energy parameters can thus correct for a strong decrease in thermo-
dynamic factors caused by scaling down partial atomic charges (as in Fig. 6.2).
Of these four combinations, the best combination is for the scaling factors of
0.8 and 1.0 for the LJ energy parameters and partial atomic charges, respectively.
By interpolating between the computed thermodynamic factors and shear vis-
cosities, corresponding to the four combinations of scaling factors, the optimum
combination is a scaling factor of 0.8 for the LJ energy parameters and 0.95 for
the partial atomic charges. Hereafter, the OPLS force field with this combination
of scaling factors will be referred to as the refined OPLS force field. The parame-
ters of this refined OPLS force field can be found in the Supporting Information
of the work of Jamali et al. [308].

To verify that the refined OPLS force field outperforms the original OPLS
force field, several thermodynamic and transport properties of the water-sucrose
mixtures are computed at 298 K and 1 atm. In Fig. 6.5, computed (a) liquid den-
sities, (b) thermodynamic factors, (c) shear viscosities, (d) self-diffusivities of su-
crose and (e) water, and (f) Fick diffusion coefficients are compared to exper-
imental data for a wide range of concentrations. As compared to the original
OPLS force field, thermodynamic properties (i.e., liquid densities and thermody-
namic factors) computed using the refined OPLS force field show a considerably
better agreement with experiments. In Fig. 6.5a, excellent agreement between
computed liquid densities and experimental data is observed. Since the size
(σ) parameters of the LJ potentials are unaltered, the differences between liquid
densities computed using the original and refined OPLS force fields are small.
These differences reach the maximum value of 1%, at a sucrose mass fraction
of 60%. Since the original OPLS force field overestimates solute-solute interac-
tions at high concentrations of sucrose, the sucrose molecules tend to aggregate
and form more packed liquid structures. This increases the density of the liquid,
leading to overestimation of computed densities. Due to this overestimation of
solute-solute interactions by the original OPLS force field, the thermodynamic
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Figure 6.4: Computed (a) shear viscosities and (b) thermodynamic factors for water-sucrose mix-
tures as a function of the mass fraction of sucrose. All LJ energy (ε) parameters and partial atomic
charges (q) of the OPLS force field [82] are scaled by respectively: 0.8 and 0.8 (green diamonds), 0.8
and 1.0 (purple pentagons), 1.0 and 0.8 (red squares), and 1.0 and 1.0 (blue circles). The SPC/Fw
water model was used [332]. Lines represent (a) experimental shear viscosities (solid [333], dashed
[334]) and (b) thermodynamic factors (solid [335], dashed [336]). Error bars indicate 95% confi-
dence intervals. No error bars are reported for thermodynamic factors.

factors are underestimated (see Fig. 6.5b). The good agreement between com-
puted thermodynamic factors and experimental data confirms an accurate de-
scription of the solute-solute and solute-water interactions by the refined OPLS
force field.

As shown in Fig. 6.5c-f, transport properties computed using the refined
OPLS force field are in excellent agreement with experimental data. At low su-
crose concentrations, both the original and refined OPLS force fields yield similar
values for the transport properties. Deviations become significant as the concen-
tration of sucrose increases. In agreement with the work of Batista et al. [320], the
shear viscosities (Fig. 6.5c) computed based on the original OPLS force field are
overestimated by up to 300% at a sucrose mass fraction of 0.6. For the refined
OPLS force field, this deviation reaches a maximum of 30%. Fig. 6.5d shows that
the refined force field provides better estimates for the self-diffusion coefficients
of sucrose at high sucrose mass fractions. This is due to less self-association,
leading to higher mobility of sucrose molecules. In Fig. 6.5e, no significant dif-
ferences between self-diffusion coefficients of water computed using the origi-
nal and refined OPLS force fields are observed. Both force fields were combined
with the SPC/Fw water model, which mainly determines the self-diffusivity of
water. As the concentration of sucrose increases, the sucrose-water interactions
gradually become more important in determining the properties of the medium
in which water molecules diffuse. This leads to the small differences observed
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Figure 6.5: Computed (a) densities, (b) thermodynamic factors, (c) shear viscosities, (d) self-
diffusivities of sucrose, (e) self-diffusivities of water, and (f) Fick (mutual) diffusion coefficients
for water-sucrose mixtures as a function of the mass fraction of sucrose. Temperature and pres-
sure are 298 K and 1 atm, respectively. The results of the original OPLS force field [82] are shown
by blue circles. The results of refined OPLS force field (scaled LJ energy parameters and partial
atomic charges of all atoms of sucrose by factors of 0.8 and 0.95, respectively) are shown by red
squares. Lines represent experimental data for (a) densities (solid [344], dashed [345]) (b) ther-
modynamic factors (solid [335], dashed [336]) (c) shear viscosities (solid [333], dashed [334]), (d)
self-diffusivities of sucrose (solid [334], dashed [346]), (e) self-diffusivities of water (solid [334]),
and (f) Fick diffusion coefficients (solid [347], dashed [348]). Error bars indicate 95% confidence
intervals.



6

90 OPTIMIZING INTERMOLECULAR INTERACTIONS OF CARBOHYDRATES

between computed self-diffusivities at high sucrose mass fractions. In Fig. 6.5f,
Fick diffusion coefficients are compared with experiments. Similar to what is ob-
served for the shear viscosity, Fick diffusivities computed using the refined OPLS
force field are significantly closer to experimental values than those computed
based on the original OPLS force field.

To verify whether the optimum scaling factors for LJ energy parameters (0.8)
and partial atomic charges (0.95) are transferable to other carbohydrates, MD
simulations were performed for aqueous solutions of the monosaccharide D-
glucose at 298 K and 1 atm. Since mixtures of glucose with mass fractions above
51% produce α-D-glucose monohydrate, the following mass fractions of water-
glucose mixtures are considered: 20%, 30%, 40%, and 50%. D-glucose forms two
anomers in an aqueous solution [2]. Simulation input files are constructed for
a ratio 1:2 of α-D-glucose to β-D-glucose [321, 327, 349, 350]. Lay et al. [321]
observed that the exact value of this ratio does not affect the outcome of MD
simulations.

In Fig. 6.6, computed thermodynamic and transport properties of water-
glucose mixtures are compared with experiments. The order of the subfigures
is the same as in Fig. 6.5. The results shown in Fig. 6.6a and b clearly show that,
compared to the original OPLS force field, the refined OPLS force field leads to
a significantly better description of thermodynamic properties. Computed ther-
modynamic factors are larger than 1 and close to experimental values; the un-
physical self-association of glucose molecules at elevated concentrations is thus
resolved by using the refined OPLS force field. Fig. 6.6c-f show the transport
properties for glucose-water mixtures (i.e., the shear viscosity, self-diffusivity of
sucrose and water, and Fick diffusion coefficient). A good agreement between
experimental data and computed transport properties is observed. At low mass
fractions of glucose (wglucose ≤ 0.4), the original OPLS force field shows slightly
better agreement with experimental data. However, it is important to note that,
for these diluted solutions, the difference between the results obtained based
on these two force fields is at most 40% (for self-diffusivity of glucose at a mass
fraction of 40%). This is mainly due to the low concentration of glucose, which
decreases the effect of the carbohydrate force field on mixture properties. As the
mass fraction of glucose rises above 40%, the refined OPLS force field provides
better estimates for transport properties. At these concentrations, the results
computed based on the original OPLS force field deviate significantly from ex-
periments [320].

By increasing the temperature of the water-glucose mixture, the solubility of
glucose in water increases, and mixtures with higher mass fractions of glucose
can be realized. For these concentrated solutions, the refined OPLS force field is
expected to lead to significant improvements over the original OPLS force field.
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Figure 6.6: Computed (a) densities, (b) thermodynamic factors, (c) shear viscosities, and (d) self-
diffusivities of glucose, (e) self-diffusivities of water, and (f) Fick (mutual) diffusion coefficients for
water-glucose mixtures as a function of the mass fraction of glucose. Temperature and pressure
are 298 K and 1 atm, respectively. The results of the original OPLS force field [82] are shown by blue
circles. The results of the refined OPLS force field (scaled LJ energy parameters and partial atomic
charges of all atoms of glucose by factors of 0.8 and 0.95, respectively) are shown by red squares.
Solid lines represent represent experimental data for (a) densities (solid [351], dashed [352]), (b)
thermodynamic factors (solid [353], dashed [354]), (c) shear viscosities (solid [355], dahsed [351]),
(d) self-diffusivities of glucose (solid [352]), (e) self-diffusivities of water (solid [352], dashed [356]),
and (f) Fick diffusion coefficients (solid [357], dahsed [358]). Error bars indicate 95% confidence
intervals.
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To verify this, the shear viscosity of an aqueous solution of glucose with a mass
fraction of 60% was computed at 313.15 K and 1 atm. The shear viscosity com-
puted based on the original and refined OPLS force fields is 32±4 cP and 15.0±1.5
cP, respectively. Compared to an experimental value of 13.08 cP for this mixture
[355], the original OPLS force field leads to a considerable overestimation of the
shear viscosity (of about 150%). The refined OPLS force field significantly im-
proves the description at such a high glucose mass fraction.

6.4. CONCLUSIONS
For aqueous solutions of carbohydrates, most force fields predict self-
aggregation of solute molecules due to the overestimation of solute-solute inter-
actions. This overestimation results in large deviations of computed properties
from experimental data, especially for concentrated solutions, which are rele-
vant to food and biotechnological industries. To decrease the tendency of solute
molecules to self aggregate, scaling the Lennard-Jones energy parameters (ε) and
partial atomic charges (q) of the OPLS force field was proposed. In this way, ac-
curate estimates were obtained for thermodynamic and transport properties of
aqueous solutions of sucrose with mass fractions in the range 20%-60%. For this
optimization, the three-site SPC/Fw water model was used. No modification in
the bonded and non-bonded interaction parameters of the water model were
applied. The optimum scaling factors for the Lennard-Jones energy parameters
and partial atomic charges were obtained by reproducing experimental thermo-
dynamic factors and shear viscosities of aqueous sucrose solutions. These fac-
tors are 0.8 and 0.95, respectively. For both the original and refined OPLS force
fields, MD simulations were performed to calculate thermodynamic properties
(i.e., liquid densities and thermodynamic factors) and transport properties (i.e.,
shear viscosities, self-diffusivities of water and sucrose, and Fick diffusion co-
efficients). Excellent agreement is observed between the properties computed
based on the refined OPLS force field and experiments, for a wide range of su-
crose concentrations. The transferability of the optimum scaling factors was
verified by performing MD simulations of aqueous solutions of D-glucose. The
computed thermodynamic and transport properties agree well with available ex-
perimental data, especially at high concentrations of glucose. This suggests that
the scaling factors are transferable to other carbohydrates. By using the refined
OPLS force field, accurate estimates for thermodynamic and transport properties
can be obtained. While the proposed method for optimizing the non-bonded in-
teractions of a force field was verified for the OPLS force field, this method may
also be used for other force fields combined with other water models.
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7.1. INTRODUCTION
Crown-ethers are macrocyclic polyethers discovered by Pedersen in the late
1960s [359]. Due to their strong ability to complex with cations and to solvate
salts in aprotic solvents, crown-ethers have been used in phase-transfer cataly-
sis, sensors, solvent extraction, analytical chemistry, biochemistry, and electro-
chemistry [359–364]. Recently, crown-ethers have been used to synthesize the
first generation of porous liquids (PLs), which are liquids with permanent pores,
a unique property not exhibited by conventional solvents [365–369]. Porous liq-
uids can be created by mixing organic cage molecules with bulky solvents such
as crown-ethers, which cannot enter the pores of the cage molecules, thereby
the porosity of the cages in the mixture is maintained [365]. The pores can ac-
commodate small guest molecules, which renders PLs interesting candidates for
gas separation and storage [365, 370–374]. The performance of PLs in gas sepa-
ration is strongly dependent on the transport and thermodynamic properties of
the crown-ether solvent. In the past, some molecular simulation studies inves-
tigated the specific application of cation complexation with crown-ethers in (or-
ganic) solvents [375–383]. However, the feasibility of using crown-ethers as gas
absorption solvents has not been experimentally or computationally explored so
far.

In this chapter, molecular simulation is used to investigate the potential of
crown-ethers for gas separation purposes. A schematic representation of the
studied crown-ether molecules is shown in Fig. 7.1. The ligand cavity radii of
12-crown-4, 15-crown-5, and 18-crown-6 are 0.6 Å, 0.85 Å, and 1.3 Å, respectively
[362]. Hence, crown-ethers can complex cations of similar size selectively, e.g.,
12-crown-4 has a high affinity for Li+, which has an ionic radius of 0.74 Å [362].
The affinity of crown-ethers is interesting to be studied for separating (neutral)
gas molecules. To design a separation process, data on transport properties and
gas solubilities are required. Molecular Dynamics (MD) simulations are used to
compute densities, viscosities, and self-diffusion coefficients of 12-crown-4, 15-
crown-5, and 18-crown-6 ethers, while Monte Carlo (MC) simulations are used
to compute the solubility of CO2, CH4, and N2 in 12-crown-4 and 15-crown-5.

Computed properties in molecular simulations are strongly dependent on
the used force field. As mentioned earlier, many studies have studied the com-
plexation of crown-ethers using MD simulations. Most of these studies [375, 377–
379, 381–385] employed the AMBER [86] force field or its derivatives. Here,
the Transferable Potentials for Phase Equilibria (TraPPE) force field is used [75].
Contrary to the all-atom AMBER force field, the united-atom TraPPE force field
lumps hydrogen atoms in with the bonded carbon atoms. This means that the
AMBER force field are computationally expensive for considering more interac-
tion sites. Moreover, the parameters of the TraPPE force field are transferable
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Figure 7.1: Schematic (top) and united-atom (bottom) representation of 12-crown-4, 15-crown-5,
and 18-crown-6. CH2 groups and oxygen atoms are illustrated in gray and red, respectively. The
atomistic representation was created using iRASPA [329].

to other hydrocarbons and these parameters are compatible with natural gas or
syngas components such as CO2 [136] and H2S [386]. The transferability of force
field parameters as well as compatibility with the force field of molecules present
in the gas treatment processes are the main merits of choosing this force field.
However, the TraPPE force field was developed for linear ether molecules [78]
and may not be extended to cyclic ether molecules such as 12-crown-4. Although
12-crown-4 forms a liquid at ambient temperatures, MD simulations based on
the TraPPE force field predict a crystalline structure with all molecules fluctuat-
ing around their equilibrium positions. This can be seen in the snapshot and
mean-squared displacement (MSD) plot of these molecules shown in Fig. 7.2.
Therefore, the force field parameters for cyclic ether molecules are required to
be adjusted here by using the Density Functional Theory (DFT) prior to be used
in molecular simulation. All computed properties are compared with limited ex-
perimental data and overall a good agreement is found.

This chapter is organized as follows. In Section 7.2, a refined TraPPE force
field is developed for cyclic ether molecules based on DFT quantum calculations.
In Section 7.3, the details of MD and MC simulations are provided. The results
of these simulations for computing thermodynamic and transport properties are
discussed in Section 7.4. The findings and main conclusions are summarized in
Section 7.5.
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Figure 7.2: The crystalline structure of 12-crown-4 (left) and its mean-square displacement (right)
at 363 K and 1 atm obtained from an MD simulation using original TraPPE force field. CH2 groups
and oxygen atoms are illustrated in cyan and red, respectively.

7.2. FORCE FIELD DEVELOPMENT
The united-atom (UA) TraPPE force field [78] for ethers seems to be a good
starting point for the force field-based molecular simulations of crown-ethers.
The force field parameters of ether groups were originally developed for linear
molecules [78]. These parameters may not be transferable to cyclic molecules.
This issue was also addressed by Keasler et al. [81] who fitted the TraPPE
force field parameters of five or six-membered cyclic molecules. A similar ap-
proach can be adopted to define new force field parameters for crown-ethers,
or generally for any ether group in cyclic molecules. The bond stretching and
bond-angle bending potentials are considered to be identical to the TraPPE-UA
force field as they do not vary significantly even for small five or six-membered
cyclic molecules [81]. The non-bonded potential parameters of cyclic and linear
molecules may slightly vary due to the different polarization of atoms in these
two types of molecules. However, it is expected that this effect should become
less significant as the diameter of the ring increases and the atoms in the ring are
further located from each other [81]. Therefore, the original Lennard-Jones pa-
rameters and partial atomic charges provided by the TraPPE-UA force field will
remain identical [78]. The only force field component requiring adjustment is
the intramolecular torsional potential, specified by the alteration of the dihedral
angle. A similar approach to the work of Keasler et al. [81] is used to obtain
the force field parameters of the torsional potential. By scanning a wide range
of variation for the torsion types present in a single molecule, the energy profile
computed from the DFT calculations is fitted to a functional form for each tor-
sion type. The TraPPE functional form of torsional potential for a dihedral angle
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φ consists of a cosine series with four force constants (c0, c1, c2, and c3) [78]:

Utorsion
(
φ

)= c0 + c1
[
1+cos

(
φ

)]+ c2
[
1−cos

(
2φ

)]+ c3
[
1+cos

(
3φ

)]
(7.1)

The torsional potential is fitted so that the total force field-based energy, in-
cluding the bonded and non-bonded interactions, reproduces the DFT energy.
Initially, the most stable conformer of a molecule is identified according to DFT
calculations. This configuration has the minimum energy level out of all possible
conformations of that molecule or, in other words, the highest Boltzmann prob-
ability. Constraining one of the dihedral angles in the molecule to a constant
value and then relaxing the structure leads to a new shape and a new energy
level based on DFT calculations. By modifying the dihedral angle for a range of
values, different energy levels of the molecule can be scanned. The energy dif-
ferences from the ground-state energy level are then computed from the DFT
(∆UDFT) and molecular mechanics (∆Uff). DFT calculations are carried out at
the B3LYP/6-31G∗ level in Spartan’14 [387]. The term ∆Uff consists of all bonded
and non-bonded energies that have been specified by the TraPPE force field ex-
cept for the torsional potential. In this process, the relative energy of Nconf dis-
tinct configurations of the molecule is scanned. The force constants specified
in Eq. (7.1) are then obtained by minimizing the absolute difference between
the DFT and molecular mechanics energies (∆∆Ui ) using the following objective
function (O.F.):

O.F. = 1

Nconf

Nconf∑
i=1

|∆∆Ui | (7.2)

Crown-ethers have two torsion types: CH2-CH2-O-CH2 and O-CH2-CH2-O
(represented here as C-C-O-C and O-C-C-O), each of which requires four tor-
sional potential parameters according to Eq. (7.1). Due to the ring structure of
crown-ethers, modifying a dihedral angle also alters other degrees of freedom
of the molecule, namely bond stretching, bond-angle bending, and dihedral-
angle torsion. Therefore, all force field parameters should be fitted simultane-
ously. In total, 63 and 104 different configurations of 12-crown-4 and 18-crown-6
molecules are considered for this force field parameterization, respectively. The
objective function (Eq. (7.2)) is minimized via the interior point method (the
fmincon function) implemented in the MATLAB Optimization Toolbox [388]. For
this dataset, the final value of the objective function is 110 K/kB (0.92 kJ/mol).
The fitted force constants are provided in Table 7.1 and the shape of the two tor-
sion types over different dihedral angles is illustrated in Fig. 7.2.

The need for refitting force field parameters of the original TraPPE (linear
ether TraPPE) force field became apparent when the TraPPE force field for lin-
ear ethers (linear ether TraPPE force field) could not reproduce the liquid form



7

98 OPTIMIZING INTRAMOLECULAR INTERACTIONS OF CROWN-ETHERS

Table 7.1: Dihedral parameters of the linear ether TraPPE force field and the refitted torsional po-
tentials (see Eq. (7.1) for the functional form). All force constants (ci ) are in ci /kB / K.

Dihedral Force field c0 c1 c2 c3

C-C-O-C
TraPPE [78] 0.00 725.35 -163.75 558.20

Refined TraPPE 136.4 1523.2 -613.4 473.0

O-C-C-O
TraPPE [78] 503.24 0.00 -251.62 1006.47

Refined TraPPE 0.0 163.0 -964.7 1106.1
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Figure 7.3: Newly fitted torsional potentials (solid red lines) to Table 7.1 for (a) C-C-O-C and (b) O-
C-C-O dihedral angles, compared to the torsional potentials of the linear ether TraPPE force field
(dashed blue lines) [78].

of 12-crown-4 at room or elevated temperatures (see Fig. 7.2). In order to repa-
rameterize the torsional potentials of the force field, a set of configurations of 12-
crown-4 was considered. Despite the better performance of this fitted torsional
potential for 12-crown-4, the computed transport properties of 18-crown-6 devi-
ated significantly by one order of magnitude from the experiments (not reported
here). The reason can be found in the difference between the shape of 12-crown-
4 and 18-crown-6 molecules (Fig. 7.1). 12-crown-4 is a small cyclic molecule,
so it has only gauche orientations for its O-C-C-O dihedral angles. The gauche
orientation is visible in its prevalent conformer (with a Boltzmann probability
of 90% at 298 K) whose dihedral angles are equal to either -72◦ or +72◦ at the
B3LYP/6-31G* DFT level. As the size of crown increases, the cyclic molecule can
have at least one trans O-C-C-O dihedral angle, which is not present in smaller
crowns. Therefore, the force constants fitted to the 12-crown-4 energy profile
does not contain any information on the energy of the O-C-C-O dihedral angles
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in the vicinity of φ = π, which is present in the main conformer of 18-crown-6.
The final force constants (Table 7.1) are obtained by fitting to the energy profiles
of both 12-crown-4 and 18-crown-6.

To examine how accurately the new (refined TraPPE) force field can repro-
duce the torsional potential of DFT calculations, the torsional energies of the
first ten conformers of the three crown-ethers were compared between the DFT
and molecular mechanics. The cumulative Boltzmann probability of these ten
conformers at 298 K for each molecule is at least 95%, encompassing a large
portion of the possible crown-ether configurations. Initially, these conformers
were relaxed using DFT calculations at the B3LYP/6-31G∗ level. The torsional
energy of each dihedral angle (Udihedral,DFT) is computed from Eq. (7.1) with the
newly fitted parameters in Table 7.1. Each configuration was then relaxed us-
ing molecular mechanics based on the new force field. Similarly, the torsional
energies of the relaxed configuration are also calculated from Eq. (7.1). Fig. 7.3
shows the comparison of these thirty conformers and their corresponding 150
O-C-C-O and 300 C-C-O-C torsional energy data points. Most of the dihedral an-
gles and consequently their energy levels show small deviations. About 93% of
the 450 dihedral angles shows a maximum deviation in the torsional energy of
250 K/kB (0.5 kcal/mol) from DFT calculations. It is worth mentioning that the
current force field parameters were obtained by varying the dihedral angles of
only one conformer of 12-crown-4 and one conformer of 18-crown-6. However,
the fitted parameters may in general be used for all crown-ethers. In the next
stage, the accuracy of the force field parameters has to be verified by computing
thermodynamic/transport properties of crown-ethers and compare them with
experimental data.

7.3. SIMULATION DETAILS
Force field-based Molecular Dynamics (MD) and Monte Carlo (MC) simulations
are two powerful methods to study the thermodynamic and transport proper-
ties of materials. RASPA [389, 390] and LAMMPS [126] are used for the MC and
MD simulations, respectively. The force field parameters of crown-ethers [78],
CH4 [75], CO2 [136, 391], and N2 [136] define the intramolecular and intermolec-
ular interaction potentials. The Lennard-Jones (LJ) potentials are truncated at
12 Å and analytic tail corrections are applied for the computation of energy and
pressure. The Lorentz-Berthelot combining rules are applied for dissimilar inter-
action sites [36]. The long-range electrostatic interactions are included by means
of the Ewald summation with a relative precision of 10−5 [35].

Equilibrium MD (EMD) simulations were carried to calculate the transport
properties of crown-ethers with the help of the OCTP plugin [210] for LAMMPS
[126]. Initial configurations were made in PACKMOL [286] and VMD [200] was
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Figure 7.4: Comparison between torsional potentials computed for (a) C-C-O-C and (b) O-C-C-O
dihedral angles of the first 10 conformers of 12-crown-4 (blue circles), 15-crown-5 (red squares),
and 18-crown-6 (green diamonds), optimized using the DFT calculations and the newly fitted tor-
sional potential.

used to create simulation input files for LAMMPS. The number of 12-crown-4,
15-crown-5, and 18-crown-6 molecules in a simulation box is 100, 80, and 80,
respectively. The equations of motion are integrated by the velocity-Verlet algo-
rithm with a timestep size of 1 fs [35]. The time correlations are sampled in the
NVE ensemble with a total simulation length of 400 ns. The finite-size effects of
self-diffusion coefficients are considered via the analytic correction proposed by
Yeh and Hummer (Eq. (4.1)) [118].

Thermodynamic properties such as solubilities of gases in solvents are cal-
culated using MC simulations. Computing the solubility of gases in non-volatile
solvents requires an open ensemble in which a reservoir comes into contact with
the simulation box containing the solvent. This is the osmotic ensemble in which
the absorption isotherms of the gases in the low-volatile crown-ethers are com-
puted [392]. In this ensemble, the temperature, pressure, the number of solvent
molecules in the liquid, and the fugacity of the solute are kept fixed [392, 393].
The solubility of natural gas, synthesis gas, or acidic gas components in commer-
cial solvents as well as ionic liquids have been studied in the literature [394–398].
The results of these studies were verified on the basis of the available experimen-
tal data. Good agreement between the experiments and simulations indicates
the capability of MC simulations in predicting gas solubility data.
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Four types of MC trial moves are used: translations, rotations, inser-
tions/deletions of gas molecules, and volume changes. The probability of se-
lecting the first two trial moves is 40% and the insertions/deletions trial move is
20%. The volume change trial move is chosen randomly every 1000 trial moves.
Crown-ethers are cyclic molecules; it is therefore not possible in RASPA to use
Configurational-Bias Monte Carlo (CBMC) trial moves to generate different con-
figurations of the molecule. This means that all crown-ether molecules are con-
sidered to be rigid in MC simulations. The rigid configuration is obtained from
the conformer with the highest Boltzmann probability based on the conducted
DFT calculations. While this approach may work for small molecules, the im-
portance of using flexible molecules becomes more pronounced as the size of
the molecule increases. Therefore, the solubility of gases in 12-crown-4 and 15-
crown-5 ethers are exclusively studied here. Each MC simulation consists of half
a million equilibration MC cycles, followed by one million production MC cy-
cles. It is one MC cycle that is equal to the number of particles in the system.
The gas solubility at a given temperature and pressure is computed from 4 and 8
independent simulations of 12-crown-4 and 15-crown-5, respectively.

7.4. RESULTS AND DISCUSSIONS
The refined TraPPE force field is applied to calculate the thermodynamic and
transport properties of three crown-ethers, that are 12-crown-4, 15-crown-5, and
18-crown-6. In this section, the properties of the pure crown-ethers as well as
the vapor-liquid equilibrium (VLE) results of three natural gas components in
12-crown-4 and 15-crown-5 are reported.

7.4.1. PROPERTIES OF PURE CROWN-ETHERS

Fig. 7.5 shows the densities of the crown-ethers, computed for both the linear
ether TraPPE and the refined TraPPE force fields and a comparison with the ex-
perimental densities. The refined TraPPE force field (closed symbols) provides
an accurate estimate of the densities with less than 1% deviation from the ex-
periments, for a wide range of temperatures. In comparison, the linear ether
TraPPE force field estimates the experimental densities of 15-crown-5 and 18-
crown-6 with deviations of 3%. Furthermore, the linear ether TraPPE force field
substantially overpredicts the density of 12-crown-4 (approximately 1200 kg/m3)
as a crystalline structure with no Brownian motion of the 12-crown-4 molecules
is observed. This explains that such a high density corresponds to a solid state
rather than a liquid state at room/elevated temperatures. This considerable
discrepancy between the simulations and the experiments was the main ratio-
nale behind the development of the refined TraPPE force field for cyclic ether
molecules.
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Figure 7.5: Relative error in calculated densities of 12-crown-4 (blue), 15-crown-5 (red), and 18-
crown-6 (green) at different temperatures based on the linear ether TraPPE (open symbols) and
the refined TraPPE (closed symbols) force fields.

In Fig. 7.6, computed self-diffusivities and shear viscosities of the crown-
ethers at several temperatures are compared with experiments. As explained
earlier, the original TraPPE force field for linear ether molecules predicts a solid
state for 12-crown-4 at room or elevated temperatures. The agreement between
the experiments and the simulation results for 15-crown-5 and 18-crown-6 is
also rather weak. However, the results of the refined TraPPE force field corre-
spond closely to the experiments. The maximum deviations in the viscosity of
12-crown-4 and 15-crown-5 are 10% and 20%, respectively. A maximum devia-
tion of 57% in the viscosity of 18-crown-6 is observed at 333 K, and the deviation
decreases to 15% as the temperature increases to 363 K. Evidently, the computed
transport properties of 18-crown-6 are more sensitive to temperature than the
experiments while the simulation results of 12-crown-4 and 15-crown-5 show a
similar sensitivity to temperature as the experiments.

It is interesting to compare the viscosity of the crown-ethers with their linear
counterparts, namely polyethylene glycol dimethyl ethers (PEGDME). PEGDMEs
consist of ether groups like crown-ethers, except that they are linear molecules
without any ring in their structure. PEGDMEs are used in industry as solvents for
carbon capture and acid gas removal processes under the trade name of Selexol
[399]. The viscosity of PEGDME is 3.18 cP at 333 K [400]. At the same temper-
ature, the viscosities of 12-crown-4, 15-crown-5, and 18-crown-6 are 3.47, 6.40,
and 8.94 cP, respectively [401]. At the same conditions, PEGDME has a compara-
ble viscosity with 12-crown-4 and a lower viscosity than the other crown-ethers.
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Figure 7.6: (a) Self-diffusivity and (b) shear viscosity (right) of the 12-crown-4, 15-crown-5, and
18-crown-6 as functions of temperature based on the linear ether TraPPE (blue circles) and the
refined TraPPE (red squares) force fields. Dashed lines represent experimental data. The linear
ether TraPPE force field predicts a solid system for 12-crown-4 for the shown temperatures.

7.4.2. SOLUBILITY OF NATURAL GAS COMPONENTS

The refined TraPPE force field developed in this chapter shows high accuracy
in predicting the density and transport properties of pure crown-ethers. As this
force field is based on the TraPPE force field and the only alteration is the param-
eters of the torsional potentials, it can be deduced that torsional potentials are
important to correctly reproduce the structure and dynamics of the crown-ether
molecules in the liquid phase.

MC simulations in the osmotic ensemble are employed to study the solubility
of the main natural gas components, that are CH4, CO2, and N2, in the crown-
ethers. 100 molecules of 12-crown-4 or 80 molecules of 15-crown-5 were inserted
initially in the simulation box, which is held in contact with the gas reservoir. As
explained earlier, crown-ethers are considered non-volatile, and the number of
crown-ether molecules remains constant. MC simulations were carried out for
these three gases in 12-crown-4 and 15-crown-5 at four temperatures. Fig. 7.7
shows the absorption isotherms of the three gases at 333 K. It can be seen that
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Figure 7.7: Solubility of CO2 (blue circles/lines), CH4 (red squares/lines), and N2 (green dia-
monds/lines) in (a) 12-crown-4 and (b) 15-crown-5 at 333 K. Lines are a guide to the eyes.

CO2 has the highest solubility for both 12-crown-4 and 15-crown-5 followed by
CH4 and N2. Due to the large solubility difference, the separation of CO2 from
CH4 and N2 using crown-ethers is feasible.

The resultant solubility data are used to compute the Henry coefficients of
the gases in the crown-ethers. The Henry coefficient for the absorption of a gas
in a dilute mixture is defined as [402]:

H12 = lim
x→0

fgas

x
(7.3)

where fgas and x are the fugacity of the gas and the molefraction of the solute in
the mixture, respectively. The computed Henry coefficients at different temper-
atures are provided in Table 7.2 and compared with the available experimental
data. The agreement between the experiments and simulation results suggests
that the rigid structure of the crown-ethers may have small influence on the solu-
bility results. In addition, the Henry coefficients of the gases in the crown-ethers
are compared to those of the linear PEGDMEs in Table 7.2. Both the linear and
cyclic molecules have similar Henry coefficients, so a similar CO2 removal per-
formance as PEGDMEs is expected from the crown-ethers.

The ideal selectivity of two gases, for instance CO2 and CH4, in a solvent can
be defined as the ratio of their Henry coefficients [402]:

SCO2/CH4 =
HCH4

HCO2

(7.4)
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Table 7.2: Henry coefficients of CO2, CH4, and N2 in 12-crown-4, 15-crown-5, and PEGDME at
different temperatures (T ), computed from MC simulations. All Henry coefficients are in bar.

T / [K] CO2 CH4 N2

12-crown-4

303 35.9 (33.6 [403]) 390 1250 (1430 [403])
313 43.2 400 1240
333 58.9 410 1160
353 76.8 420 1090

15-crown-5

308 45.9 (42.0 [403]) 550 1620 (1240 [403])
313 51.4 550 1690
333 72.6 590 1670
353 94.0 590 1770

PEGDME 313
(43 [404],
47 [405],
56.1 [406])

(387 [407]) (1680 [406])

Based on the data of Table 7.2, the ideal CO2/CH4 selectivity in 12-crown-4 (303
K), 15-crown-5 (308 K), and PEGDME (313 K) are 11.0, 13.2, and 8.2, respec-
tively. The comparable CO2/CH4 selectivity of crown-ethers to PEGDMEs (Se-
lexol) along with their low viscosity show the potential of crown-ethers for CO2

separation from natural gas.
The Gibbs free energy (∆absG), enthalpy (∆absH), and entropy (∆absS) of ab-

sorption can be calculated from the Henry coefficients of the gases as functions
of temperature [402]:

∆absG = RT [ln(H12/bar)] (7.5)

∆absH =−RT 2
[
∂ ln(H12/bar)

∂T

]
(7.6)

∆absS =−RT

[
∂ ln(H12/bar)

∂T

]
−R ln(H12/bar) (7.7)

These equations can be analytically solved provided that a functional form for
H12 is available as a function of temperature. A simple two-parameter equation
can be used to specify the temperature dependency of Henry coefficients [402]:

ln(H12/[bar]) = a0 + a1

T
(7.8)

Fig. 7.8 shows the computed Henry coefficients and the fitted lines to
Eq. (7.8). The Henry coefficients of low soluble gases (CH4 and N2) do not
strongly depend on the temperature. This weak correlation results in a gradual
slope of the lines for CH4 and N2, leading to low enthalpies of absorption, as re-
ported in Table 7.3. The observed solubility trend (CO2 > CH4 > H2) is consistent
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Table 7.3: Thermodynamic parameters fitted to the Henry coefficients of CO2, CH4, and N2 in 12-
crown-4 and 15-crown-5, using Eq. (7.8). The Gibbs free energy (∆absG), enthalpy (∆absH), and
entropy (∆absS) of absorptions are calculated from Eqs. (7.5) to (7.7).

a0 a1 ∆absG ∆absH ∆absS
[-] [K] [kJ/mol] [kJ/mol] [J/mol·K]

12-crown-4
(303 K)

CO2 8.94 -1623 9.0 -13.5 -74.4
CH4 6.47 -153 15.0 -1.3 -53.8
N2 6.14 305 18.0 2.5 -51.0

15-crown-5
(308 K)

CO2 9.48 -1736 9.4 -14.4 -78.8
CH4 6.68 -198 15.9 -1.6 -57.8
N2 7.93 -164 18.6 -1.4 -66.0
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Figure 7.8: Henry coefficients of CO2 (red squares/lines), CH4 (blue circles/lines), and N2
(green diamonds/lines) in 12-crown-4 (closed symbols/solid lines) and 15-crown-5 (open sym-
bols/dashed lines) at different temperatures. The lines are fitted to Eq. (7.8) and the fitted param-
eters are listed in Table 7.3.

with the enthalpy of absorption of the gases in 12-crown-4 and 15-crown-5. For
all the gases, the MC simulations predict a higher solubility in 12-crown-4 than
in 15-crown-5. This is remarkable since the solubility of gases generally increases
with increasing molecular weight of solvents. Since the enthalpy of absorption of
the gases in 12-crown-4 and 15-crown-5 are similar, the difference in the solubili-
ties can be caused by an entropic effect, which is consistent with the∆absS values
reported in Table 7.3. Therefore, it seems that the boat-like shape of 12-crown-4
(see Fig. 7.1) may be more favorable to accommodate gas molecules compared
to the more flat-shaped 15-crown-5 molecules.
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7.5. CONCLUSIONS
Crown-ethers, or cyclic molecules consisting of ether groups, have recently been
proposed for gas separation processes as a proper solvent for porous liquids.
This chapter investigated the thermodynamic and transport properties of several
crown-ethers, which are 12-crown-4, 15-crown-5, and 18-crown-6, using force
field-based molecular simulations. Since the TraPPE force field developed for
linear ether molecules cannot be employed for cyclic molecules, a new set of
torsional potential parameters were computed for crown-ethers from DFT cal-
culations. The transferability of the developed force field should be compara-
ble to the TraPPE force field, which means that the developed force field can be
combined with other types of crown-ethers as well as other biomolecules de-
fined by the TraPPE force field. MD simulations were carried out to compute the
density, viscosity, and self-diffusion coefficient of the pure crown-ethers. Monte
Carlo simulations were used to study the solubility of natural gas components,
that are CH4, N2, and CO2, in the crown-ethers. The computed thermodynamic
and transport properties correspond closely to the experiments, suggesting the
accuracy of the new force field, which is also transferable to other cyclic-ether
molecules. Furthermore, the comparable transport properties and the CO2/CH4

selectivity of the studied crown-ethers, especially 12-crown-4, with polyethylene
glycol dimethyl ethers indicate the potential of the crown-ether in gas treatment
processes.
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Force field-based Molecular Dynamics (MD) is a powerful tool to investigate
dynamic processes and properties of fluids at a molecular level. This includes
thermodynamic, transport, and structural properties of fluids and solids at dif-
ferent conditions. A classical force field is often used to describe interactions be-
tween different atoms and molecules. Therefore, the accuracy of the predictions
by MD simulations strongly depends on both the force fields and the algorithms
used to sample properties.

This thesis is structured into two main parts. In the first part, chapters 2
to 5, the computation of transport properties of fluids is studied using equilib-
rium (EMD) and non-equilibrium (NEMD) Molecular Dynamics. It is shown
that both EMD and NEMD simulations provide important insight into the trans-
port properties of fluids and the underlying processes affecting these properties.
NEMD is used to study fluid permeation through a nanoporous medium. Zeo-
lite nanosheet membranes are studied for water desalination applications. Sim-
ilar to other 2-D hydrophobic nanoporous materials such as carbon nanotubes,
the results show a high water permeability and a high salt rejection in zeolite
nanosheets. It was observed that the performance of a zeolite nanosheet for wa-
ter desalination directly correlates with its structural (e.g., pore-limited diame-
ter) and energetic (i.e., free energy barrier) characteristics. These results facili-
tate future studies, including experimental studies, to investigate the potential
of zeolite nanosheets for water desalination applications.

EMD simulations are generally used for the computation of transport prop-
erties of bulk fluids. As a part of this research, a new plugin, called OCTP, has
been developed for LAMMPS, an MD software package, under the terms of the
GNU General Public License v2.0. This plugin can be used in EMD simulations
to obtain transport properties of a fluid, i.e., self-diffusivities, Maxwell-Stefan
diffusion coefficients, shear viscosities, bulk viscosities, and thermal conduc-
tivities. This plugin is used to investigate finite-size effects of diffusion coeffi-
cients of liquids, as well as other transport properties close to the critical point.
Knowledge on finite-size effects of computed properties is an important subject
in the field of MD. Despite the exponential growth of computational power in the
past decades, the typical size of simulation boxes is still limited to nanometers.
This scale is much smaller than the thermodynamic limit. It was observed that
all transport properties show finite-size effects close to the critical point. The
correction proposed by Yeh and Hummer (Journal of Physical Chemistry B 108,
15873-15879 (2004)) for self-diffusion coefficients of liquids can accurately cor-
rect the finite-size effects. This correction holds for all pure and multicomponent
liquids regardless of the difference in the size of constituent molecules. Based on
this, a correction is developed for finite-size effects of Maxwell-Stefan mutual
diffusion coefficients of binary liquid mixtures. For multicomponent mixtures,



CONCLUSIONS 111

a system-size dependence has been observed. However, an analytic correction
could not (yet) be obtained due to the complexity of the governing equations.
This could be the focus of the future investigation. A general analytic correction
for multicomponent mixtures would eliminate the need to perform MD simula-
tions for several system sizes and extrapolate mutual diffusion coefficients to the
thermodynamic limit.

In the second part of this thesis, chapters 6 and 7, the focus is on the improve-
ment of force fields parameters. The accuracy of a force field determines the ac-
curacy of computed thermodynamic, structural, and transport properties from
molecular simulation. For two systems of carbohydrate (mono- and disaccha-
rides) and cyclic ether (crown-ether) molecules, the parameters of classical force
fields are adjusted to provide accurate thermodynamic and transport properties.
While different intermolecular and intramolecular potential parameters can be
adjusted, an understanding of the limitation of the used force field helps to de-
termine which interaction parameters should be modified. For systems of carbo-
hydrates, strong intermolecular attraction between carbohydrate molecules re-
sults in aggregation of these molecules and consequently more viscous aqueous
solutions. Scaling the energy parameters of Lennard-Jones interactions and elec-
trostatic interactions consistently improves the performance of the force field.
For crown-ethers, the original TraPPE force field was developed for linear ether
molecules, so the intramolecular potential parameters, especially torsional po-
tentials, are not be transferable to cyclic ether molecules. Refitting the torsional
potential parameters to interactions obtained from quantum mechanics signifi-
cantly improves the accuracy of the force field for computing transport and ther-
modynamic (solubility) properties. These two case studies show how to analyze
shortcomings of a force field and help adjust the parameters of other force fields
as well in a similar way.
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SUMMARY

Knowledge on transport properties of fluids is of great interest for process
and product design development in the chemical, food, pharmaceutical, and
biotechnological industry. In the past few decades, molecular simulation has
become a powerful tool to calculate these properties. In this context, Molec-
ular Dynamics (MD) is important for the calculation of transport properties of
complex systems, where currently available models are not valid, or at extreme
conditions at which performing an experiment is dangerous or not feasible. MD
simulations provide detailed information about the dynamics of the system at
the molecular level. In this thesis, the aim is to investigate the computation of
transport properties using force field-based MD simulations. To this end, this
thesis consists of two parts. In the first part (chapters 2-5), the methodologies
to compute transport properties from equilibrium Molecular Dynamics (EMD)
and non-equilibrium Molecular Dynamics (NEMD) simulations are discussed
and applied to investigate finite-size effects of transport properties. In the sec-
ond part (chapters 6 and 7), force field improvement is the focus of study as the
used force fields determine the accuracy of computed properties from MD sim-
ulations.

The focus of this thesis is on the computation of transport properties in EMD
simulations. However, NEMD methods are extensively used in molecular sim-
ulation studies due to their advantages in some specific cases. An important
example of these cases is the study of diffusion of fluids through a nanoporous
material, e.g., reverse osmosis desalination. Reverse osmosis constitutes a large
portion of currently operating commercial water desalination systems. Using
membranes with large water fluxes while maintaining high salt rejection is of
central importance for decreasing the associated energy consumption and costs.
The ultrathin-film nature of zeolite nanosheets and their versatile pore struc-
tures provide great opportunities for desalination. In chapter 2, NEMD simu-
lations were carried out to systematically study zeolites as reverse osmosis mem-
branes and establish fundamental structure-performance relationships. It was
observed that zeolite nanosheets can achieve a high salt rejection rate close to
100%, while allowing nearly two orders of magnitude higher water permeability
than currently available membranes. The effects of the pore density, inclusion of
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cages, and the free energy barrier on the water permeability and salt rejection are
unraveled, leading to important insight into the rational design of novel zeolite
membranes.

To study transport properties from EMD simulations, having a tool to effi-
ciently and consistently sample properties of the system is necessary. In chapter
3, a new plugin for LAMMPS is presented for On-the-fly Computation of Trans-
port Properties (OCTP). This plugin computes the self- and Maxwell-Stefan (MS)
diffusivities, bulk and shear viscosities, and thermal conductivities of pure flu-
ids and mixtures in a single simulation. OCTP is the first implementation in
LAMMPS that uses the Einstein relations combined with the order-n algorithm
for the efficient sampling of dynamic variables. In this chapter, the calculation
of transport properties from EMD simulations is described in detail. To demon-
strate the efficiency of the new plugin, the transport properties of an equimolar
mixture of water-methanol were computed at 298 K and 1 bar. Finite-size effects
of transport properties of a Lennard-Jones (LJ) fluid close to the critical point are
studied. These results indicate that the bulk viscosity shows large finite-size ef-
fects while shear viscosity has the smallest system-size dependency. In the next
chapters, the developed plugin, OCTP, is used to obtain transport properties of
fluids.

In chapter 4, EMD simulations were performed for the prediction of finite-
size effects of Maxwell-Stefan diffusion coefficients of molecular mixtures and a
wide variety of binary LJ systems. Computed self- and MS diffusivities are found
to increase with the number of molecules. A correction is proposed for the ex-
trapolation of Maxwell-Stefan diffusion coefficients to the thermodynamic limit,
based on the study by Yeh and Hummer (Journal of Physical Chemistry B 108,
15873-15879 (2004)). The proposed correction is a function of the viscosity of
the system, the size of the simulation box, and the so-called thermodynamic fac-
tor, which is a measure for the nonideality of the mixture. Verification is carried
out for more than 200 distinct binary LJ systems, as well as 9 binary systems of
methanol, water, ethanol, acetone, methylamine, and carbon tetrachloride. Sig-
nificant deviations between finite-size Maxwell-Stefan diffusivities and the cor-
responding diffusivities in the thermodynamic limit are found for mixtures close
to demixing. In these cases, the finite-size correction can be even larger than the
computed (finite-size) Maxwell-Stefan diffusivity. These results show that con-
sidering these finite-size effects is crucial and that the suggested correction al-
lows for reliable computations of mutual diffusion coefficients without system-
size dependency. In the rest of this thesis, this correction is used to compute
system-size independent mutual diffusivities.
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In chapter 5, a method is proposed for calculating the shear viscosity of a liq-
uid from finite-size effects of self-diffusion coefficients in EMD simulations. This
method uses the difference in the self-diffusivities, computed from at least two
system sizes, and an analytic equation to calculate the shear viscosity. To en-
able the efficient use of this method, a set of guidelines is developed. The most
efficient number of system sizes is two and the large system should be at least
four times the small system. The number of independent simulations for each
system size should be assigned in such a way that ca. 50%-70% of the total avail-
able computational resources is allocated to the largest system. The method was
verified for 250 binary and 26 ternary Lennard-Jones systems, pure water, and
the ionic liquid [Bmim][Tf2N]. The computed shear viscosities are in excellent
agreement with viscosities obtained from EMD simulations for all systems not
too close to the critical point. The results indicate that the proposed method is
suitable for multicomponent mixtures and highly viscous liquids. This may en-
able the systematic screening of the viscosities of ionic liquids and deep eutectic
solvents.

Force field improvement is the focus of the second part of this thesis. The
main reason for such improvement is that current classical force fields often can-
not provide accurate estimates for all properties of interest of a fluid. As an exam-
ple, aqueous solutions of carbohydrates have an extensive food and pharmaceu-
tical applications, which makes these systems an interesting subject for molecu-
lar simulation studies. However, the force fields show poor performance, mainly
for concentrated solutions, where solute-solute interactions are overestimated.
In chapter 6, a method is proposed to refine force fields of these systems, such
that solute-solute interactions are more accurately described. The OPLS force
field combined with the SPC/Fw water model is used as a basis. The non-bonded
interaction parameters of sucrose, a disaccharide, are scaled. The scaling factors
are chosen in such a way that experimental thermodynamic and transport prop-
erties of aqueous solutions of sucrose are accurately reproduced. In this way, ex-
cellent agreement could be obtained between experiments and computed liquid
densities, thermodynamic factors, shear viscosities, self-diffusion coefficients,
and Fick (mutual) diffusion coefficients. The transferability of the optimum scal-
ing factors to other carbohydrates is verified by computing thermodynamic and
transport properties of aqueous solutions of D-glucose, which is a monosaccha-
ride. The good agreement between computed properties and experiments sug-
gests that the scaled interaction parameters are transferable to other carbohy-
drates, especially for concentrated solutions.

Crown-ethers have recently been used to assemble porous liquids (PLs),
which are liquids with permanent porosity formed by mixing bulky solvent
molecules (e.g., 15-crown-5 ether) with solvent-inaccessible organic cages. PLs
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and crown-ethers belong to a novel class of fluids, which can potentially be used
for gas separation and storage, but their performance for this purpose needs to
be assessed in detail. In chapter 7, molecular simulations are used to study the
gas separation performance of crown-ethers. The TraPPE force field has been de-
veloped for linear ether molecules, but this force field may not be used for cyclic
ether molecules. To accurately describe intermolecular interactions of cyclic
crown-ether molecules, a new set of torsional potentials is refitted to torsional
energies obtained from quantum mechanics computations. EMD simulations
were used to compute densities, shear viscosities, and self-diffusion coefficients
of 12-crown-4, 15-crown-5, and 18-crown-6 ethers. Monte Carlo (MC) simula-
tions were used to compute the solubility of the gases CO2, CH4, and N2 in 12-
crown-4, and 15-crown-5 ether. The computed properties are compared with
available experimental data of crown-ethers and their linear counterparts, i.e.,
polyethylene glycol dimethyl ethers. The good agreement between experimen-
tal and simulation results suggests that modifying the torsional potentials can
correctly refine the force field without any need to change the other inter- and
intramolecular potentials parameters.
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Kennis van transportcoëfficiënten van gassen en vloeistoffen is van groot be-
lang voor de ontwikkeling van processen en producten in de chemische,
voedingsmiddelen-, farmaceutische en biotechnologische industrie. In de afge-
lopen decennia hebben moleculaire simulaties zich ontwikkeld tot een belang-
rijk hulpmiddel om deze transportcoëfficiënten te berekenen. Moleculaire Dy-
namica (MD) is belangrijk voor de berekening van transporteigenschappen van
complexe systemen waarvoor bestaande modellen niet geschikt zijn, of onder
extreme omstandigheden waarbij het uitvoeren van experimenten gevaarlijk of
onmogelijk is. MD simulaties verschaffen gedetailleerde informatie over de dy-
namica van een systeem op de moleculaire schaal. Het doel van dit proefschrift
is om methoden waarmee transporteigenschappen berekend kunnen worden te
onderzoeken met behulp van op interactiemodellen (force field-based) MD si-
mulaties. Dit proefschrift bestaat uit twee delen. In het eerste deel (hoofdstuk-
ken 2-5) worden de methodologieën om transporteigenschappen te berekenen
met behulp van Evenwichts Moleculaire Dynamica (EMD) en Niet-Evenwichts
Moleculaire Dynamica (NEMD) simulaties besproken en toegepast om finite-
size effecten van transporteigenschappen te onderzoeken. In het tweede deel
(hoofdstukken 6 en 7) ligt de nadruk op de verbetering van force fields, aange-
zien force fields de nauwkeurigheid van de berekende eigenschappen van een
MD simulatie bepalen.

De nadruk van dit proefschrift ligt op de berekening van de transporteigen-
schappen in EMD simulaties. NEMD methoden worden echter vaak gebruikt in
moleculaire simulatiestudies vanwege hun voordelen in specifieke gevallen. Een
belangrijk voorbeeld hiervan is de diffusie van kleine moleculen door een nanop-
oreus materiaal, zoals in het geval van ontzilting door middel van reverse osmo-
sis. Een groot deel van de huidige commerciële waterontziltingssystemen is ge-
baseerd op reverse osmosis. Het gebruik van membranen met grote waterfluxen
met behoud van een hoge salt-rejection is van cruciaal belang voor het vermin-
deren van het energieverbruik en de kosten. Het feit dat zeoliet-nanosheets ul-
tradun zijn en gevarieerde poriestructuren kunnen hebben, biedt veel mogelijk-
heden voor gebruik in ontzilting. In hoofdstuk 2 worden testen we, aan de hand
van NEMD simulaties, systematisch de fundamentele relaties tussen de struc-
tuur en prestaties van zeolieten als reverse osmosis membranen. Zeoliet nanos-
heets kunnen een hoge salt-rejection van bijna 100% bereiken, en kunnen tevens
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een waterdoorlaatbaarheid bereiken van bijna twee ordegroottes hoger dan de
huidige beschikbare membranen. De effecten van de poriedichtheid, de aanwe-
zigheid van open ruimten en de vrije energiebarrière van membranen op de wa-
terpermeabiliteit en salt-rejection worden ontrafeld, wat leidt tot een belangrijk
inzicht in het rationele ontwerp van nieuwe zeolietmembranen.

Het bestuderen van transporteigenschappen met behulp van MD vereist een
manier om de eigenschappen van het systeem efficiënt en eenduidig te samplen.
In hoofdstuk 3 wordt een nieuwe plugin voor LAMMPS gepresenteerd voor On-
the-fly Computation of Transport Properties (OCTP). Deze plugin berekent door
middel van één enkele simulatie de zelf- en Maxwell-Stefan (MS) diffusiecoëffici-
ënten, bulk- en afschuifviscositeiten en de thermische geleidbaarheid van pure
substanties en mengsels. OCTP is de eerste implementatie in LAMMPS die ge-
bruik maakt van de Einstein-relaties in combinatie met het order-n-algoritme
voor het efficiënt samplen van dynamische variabelen. In dit hoofdstuk wordt
de berekening van de transporteigenschappen met behulp van EMD simulaties
in detail beschreven. De efficiëntie van de nieuwe plugin wordt gedemonstreerd
door de transporteigenschappen van een equimolair water-methanol mengsel
bij 298 K en 1 bar te berekenen. Finite-size effecten van de transporteigenschap-
pen van een Lennard-Jones (LJ) vloeistof dicht bij het kritische punt worden
bestudeerd. De resultaten van deze studie laten zien dat een eindige grootte
van het simulatiesysteem een grote invloed heeft op de bulkviscositeit, terwijl er
slechts een kleine invloed is op de afschuifviscositeit. In de volgende hoofdstuk-
ken wordt de ontwikkelde OCTP plugin gebruikt om de transporteigenschappen
van vloeistoffen te berekenen.

In hoofdstuk 4 worden EMD simulaties uitgevoerd voor het voorspellen
van finite-size effecten van Maxwell-Stefan diffusiecoëfficiënten van moleculaire
mengsels en van een grote verscheidenheid aan binaire LJ systemen. De bere-
kende zelf- en MS-diffusiecoëfficiënten blijken toe te nemen met de systeem-
grootte. Een correctie wordt voorgesteld voor de extrapolatie van Maxwell-Stefan
diffusiecoëfficiënten naar de thermodynamische limiet. Deze correctie is geba-
seerd op de studie van Yeh en Hummer (The Journal of Physical Chemistry B
108, 15873-15879 (2004)). De voorgestelde correctie is een functie van de visco-
siteit van het systeem, de grootte van het systeem in de simulatie, en de zoge-
naamde thermodynamische factor, welke een maat is voor de niet-idealiteit van
het mengsel. Deze correctie wordt getest voor meer dan 200 verschillende bi-
naire LJ-systemen, alsmede 9 binaire systemen van methanol, water, ethanol,
aceton, methylamine en tetrachloorkoolstof. Significante afwijkingen tussen
Maxwell-Stefan diffusiecoëfficiënten voor systemen met een eindige grootte en
de corresponderende diffusiecoëfficiënten in de thermodynamische limiet wor-
den gevonden voor mengsels die nog net geen fasescheiding ondergaan. In deze
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gevallen kan de finite-size correctie zelfs groter zijn dan de berekende Maxwell-
Stefan diffusiviteit. Deze resultaten tonen aan dat het meenemen van finite-
size effecten van cruciaal belang is en dat de voorgestelde correctie betrouwbare
berekeningen van de Maxwell-Stefan diffusiecoëfficiënt mogelijk maakt zonder
systeem-grootte afhankelijkheid. In de rest van dit proefschrift wordt deze cor-
rectie gebruikt om diffusiecoëfficiënten in de thermodynamische limiet te bere-
kenen.

In hoofdstuk 5 wordt een methode voorgesteld om de afschuifviscositeit van
een vloeistof te berekenen met behulp van EMD simulaties. Deze methode
maakt gebruik van het verschil in de zelf-diffusiecoëfficiënten, berekend voor ten
minste twee systeemgroottes, en een analytische vergelijking om de afschuifvis-
cositeit te berekenen. Richtlijnen worden ontwikkeld om een efficiënt gebruik
van deze methode mogelijk te maken. Het meest efficiënte aantal systeemgroot-
tes is twee en het grootste systeem moet minstens vier keer zo groot zijn als het
kleinste systeem. Het aantal onafhankelijke simulaties voor elke systeemgrootte
moet zodanig worden toegewezen dat ca. 50%-70% van de totale beschikbare
rekenkracht aan het grootste systeem wordt besteed. De methode is geverifieerd
voor 250 binaire en 26 ternaire Lennard-Jones systemen, water en de ionische
vloeistof [Bmim][Tf2N]. Voor alle systemen komt de berekende afschuifviscosi-
teit uitstekend overeen met de viscositeit verkregen uit EMD simulaties, mits het
systeem ver genoeg verwijderd is van het kritisch punt. Uit de resultaten blijkt
dat de voorgestelde methode geschikt is voor mengsels van meerdere compo-
nenten en voor zeer viskeuze vloeistoffen. Dit kan een systematische screening
van de viscositeit van ionische vloeistoffen en diep eutectische oplosmiddelen
mogelijk maken.

Het tweede deel van dit proefschrift staat in het teken van het verbeteren van
force fields. De belangrijkste reden voor een dergelijke verbetering is dat de hui-
dige klassieke force fields vaak geen nauwkeurige schatting van relevante vloei-
stofeigenschappen opleveren. Een typisch voorbeeld hiervan zijn waterige op-
lossingen van koolhydraten. Deze oplossingen hebben diverse voedings- en far-
maceutische toepassingen, hetgeen deze systemen een interessant onderwerp
maakt voor moleculaire simulaties. De force fields presteren echter slecht. Met
name in geconcentreerde oplossingen worden de interacties tussen koolhydra-
ten overschat. In hoofdstuk 6 wordt een methode voorgesteld om de force fields
van deze systemen te verbeteren zodat de interacties tussen koolhydraten nauw-
keuriger beschreven kunnen worden. Het OPLS force field in combinatie met
het SPC/Fw watermodel wordt gebruikt als basis. De niet-covalente interactie-
parameters van sucrose, een disacharide, worden geschaald. De schaalfactoren
worden zo gekozen dat de experimentele thermodynamische en transporteigen-
schappen van waterige oplossingen van sucrose nauwkeurig worden gereprodu-
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ceerd. Op deze manier kan een uitstekende overeenkomst worden bereikt tus-
sen experimenten en berekende vloeistofdichtheden, thermodynamische fac-
toren, afschuifviscositeiten, zelf-diffusiecoëfficiënten, en Fick diffusiecoëfficiën-
ten. De overdraagbaarheid van de optimale schaalfactoren naar andere koolhy-
draten wordt geverifieerd aan de hand van thermodynamische en transportei-
genschappen van waterige oplossingen van D-glucose (een monosacharide). De
goede overeenkomst tussen berekende eigenschappen en experimenten sugge-
reert dat de geschaalde interactieparameters ook toegepast kunnen worden op
andere koolhydraten, vooral ook voor geconcentreerde oplossingen.

Kroonethers zijn recentelijk gebruikt voor het creëren van poreuze vloeistof-
fen (PV’s). Dit zijn vloeistoffen met een permanente porositeit die gevormd wor-
den door het mengen van oplosmiddelen bestaande uit grote moleculen (bijv.
15-kroon-5 ether) met organische openingen die niet toegankelijk zijn voor het
oplosmiddel. PV’s en kroonethers behoren tot een nieuwe klasse van vloeistof-
fen die potentieel gebruikt kunnen worden voor gasscheidingen en -opslag. Hun
geschiktheid voor dit doel moet dient verder onderzocht te worden. In hoofd-
stuk 7 worden moleculaire simulaties gebruikt om de geschiktheid van kroone-
thers om verschillende gassen te scheiden te bestuderen. Het TraPPE force field
is ontwikkeld voor lineaire ethermoleculen, maar dit force field is niet geschikt
voor cyclische ethermoleculen. Om de intermoleculaire interacties van cyclische
kroonether moleculen nauwkeurig te beschrijven zijn torsie-energiën verkregen
uit kwantummechanische berekeningen gebruikt om een nieuwe set van torsie-
potentialen te fitten. EMD simulaties zijn vervolgens gebruikt om dichtheden af-
schuifviscositeiten, en zelfdiffusiecoëfficiënten van 12-kroon- 4, 15-kroon-5, en
18-kroon-6 ethers te berekenen en Monte Carlo simulaties zijn gebruikt om de
oplosbaarheid van de gassen CO2, CH4 en N2 in 12-kroon-4 en 15 kroon-5 ether
te berekenen. De berekende eigenschappen worden vergeleken met beschikbare
experimentele gegevens van kroonethers en hun lineaire tegenhangers, d.w.z.
polyethyleenglycoldimethylethers. De goede overeenstemming tussen experi-
mentele en simulatieresultaten suggereert dat het mogelijk is om het force field
te verbeteren door de torsiepotentialen te wijzigen, zonder de parameters van de
andere inter- en intramoleculaire potentialen te veranderen.
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