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ABSTRACT
The forecasting of multi-variate time processes through graph-based
techniques has recently been addressed under the graph signal pro-
cessing framework. However, problems in the representation and
the processing arise when each time series carries a vector of quan-
tities rather than a scalar one. To tackle this issue, we devise a
new framework and propose new methodologies based on the graph
vector autoregressive model. More explicitly, we leverage product
graphs to model the high-dimensional graph data and develop multi-
dimensional graph-based vector autoregressive models to forecast
future trends with a number of parameters that is independent of the
number of time series and a linear computational complexity. Nu-
merical results demonstrating the prediction of moving point clouds
corroborate our findings.

Index Terms— Forecasting, graph signal processing, product
graphs, time series, vector autoregressive model.

1. INTRODUCTION
Forecasting time processes is crucial in biology, finance, and posi-
tion estimation, where historical information is exploited to predict
future trends and subsequently take optimal decisions [1] [2] [3].
When the process is multi-dimensional, forecasting methods should
also account for the structure hidden in the data to improve accuracy.
The canonical tool to exploit these relations is the vector autoregres-
sive (VAR) recursion [4]. Conventional VAR models are neverthe-
less overparameterized; hence, requiring a large amount of training
data. One way to reduce the number of parameters in VAR models is
to express the process relations through a graph [5] [6]. In that case,
the VAR model parameter matrices are substituted with graph filters
leading to a number of trainable parameters that is independent of
the process dimension as well as to a lower implementation com-
plexity. As such, the so-called graph VAR model in [6] has led to a
superior prediction accuracy compared to the classical VAR model.

The graph VAR models each time series as a scalar signal evolv-
ing over the nodes of a graph. However, it does not account for
situations where multiple time series are related to a single node.
In a position estimation problem, where each node is a point in the
3D space, we have three-dimensional processes evolving over each
node. A similar problem is also encountered when predicting related
quantities in weather monitoring sensor networks, e.g., temperature,
humidity, air quality, and chemical concentrations. While the graph
VAR model from [6] can be adopted here to predict the evolution
of each time series separately, it will not account for the additional
hidden relations in the multi-dimensional process at each node.

To account for this additional information and improve the pre-
diction accuracy, we devise a product graph VAR model that at one

This work was supported in parts by the KAUST-MIT-TUD consortium
grant OSR-2015-Sensors-2700.

hand captures the inter-relations between the processes of different
nodes, while on the other hand captures the intra-relations in the
multi-dimensional process at a single node. Product graphs enjoy a
wide popularity in modeling structured information in large struc-
tured data sets [7]. They have been used to aid sampling strategies
for graph data [8] [9] [10], build graph wavelets on circulant graphs
[11], represent a graph process as a time-invariant graph signal on
a larger graph [12] [13], and to build graph neural networks [17].
In this work, we use product graphs to aid forecasting of multi-
dimensional processes on graphs. One of the components in the
product graph will model the inter-relations between nodes, while
the other will capture the intra-relations between features of a node.
We subsequently build on the concept of product graph filters [19]
to put forth a general parametric VAR model that can forecast multi-
dimensional processes with a number of parameters that is indepen-
dent of the graph and feature dimensions. The latter is also extended
to a novel approach that parameterizes also the type of product graph
and allows learning an ad-hoc structure for forecasting purposes.
Numerical results for position prediction of a 3D point cloud cor-
roborate the proposed method and its potential to improve accuracy
compared with the single-feature graph models [6].

The rest of this paper proceeds as follows. Section 2 lays down
some preliminary material and the graph VAR model of [6]. Sec-
tion 3 contains the proposed product graph VAR model. Section 4
contains the numerical results, while Section 5 concludes the paper.

2. GRAPH VAR MODEL

Consider an N−dimensional time series xt ∈ RN , in which each
entry xt(i) is a time-varying signal for a quantity of interest; xt(i)
can be a temperature recording by a sensor i at time t, while xt col-
lects the recordings of N such sensors. We can model the temporal
evolution of xt through the vector autoregressive model:

xt = −
P∑
p=1

Apxt−p + εt, (1)

which expresses the current value xt as the linear combination of P
past realizations xt−1, . . . ,xt−P . The N ×N matrices Ap contain
the N2 parameters of this model and express the influence of the
different entries of xt−p into xt; vector εt ∈ RN collects the model
error also labeled as the innovation term [4]. Estimating the PN2

parameters in (1) is challenging, especially when N is large. As
such, parametric models for Ap are necessary and popular choices
include factor models [14] [15] or low-rank data representations [4].

When the relations between the different time series xt(i) in xt
can be captured by a network, we can exploit this structure to reduce
the PN2 parameters of (1) in an efficient way that does not hurt
prediction accuracy. To be more precise, let graph G = (V, E ,S)
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model the network, where V = {1, . . . , N} is the set of nodes (or
vertices), E ⊆ V×V is the set of edges, and S is an N×N matrix to
represent this graph structure. We refer to the matrix S as the graph
shift operator matrix [16] —e.g., the weighted adjacency matrix W
(directed graphs) or the graph Laplacian L (undirected graphs)—
with non-zero entries [S]ij only if (i, j) ∈ E or i = j. For a fixed t,
xt is a graph signal in which entry xt(i) resides on node i [16].

We can process instantly the graph signal xt over the graph by
using so-called graph filters [18]; by setting xt as the filter input, we
get the filtered signal:

yt =

K∑
k=0

hkS
kxt := H(S)xt, (2)

where the polynomial matrix H(S) =
∑K
k=0 hkS

k is the graph fil-
ter with scalar coefficients h0, . . . , hK . The expression in (2) builds
the instantaneous output entry yt(i) of yt at node i as a linear com-
bination of K + 1 terms: the first term is the signal value xt(i) of
node i; the other K terms are contributions of signal values xt(j)
from K-hop neighbors of node i. Since S respects the sparsity of
the graph, the operation Sxt aggregates at node i the signal values
of its one-hop neighbors with a complexity O(|E|), where |E| is the
number of edges. Likewise, SKxt = S(SK−1xt) aggregates at
node i the signal values of its K-hop neighbors with a complexity
O(K|E|), which is also the complexity of the operation in (2).

The graph filtering operation in (2) represents a powerful way
to instantly process xt by accounting for the underlying structure.
Graph filters have been used in [6] to substitute the P matrices Ap

in (1) with P different graph filters for modeling xt as:

xt = −
P∑
p=1

Hp(S)xt−p + εt = −
P∑
p=1

K∑
k=0

hkpS
kxt−p + εt. (3)

In other words, each of the past realizations xt−1, . . . ,xt−P is
treated as a different graph signal, which is further processed with
a different graph filter Hp(S). As such, the process value xt(i) at
node i depends now on the process values with a temporal window
of P and a graph window of K, i.e., xt(i) depends on the past P
values of the nodes that are within K hops from node i. The graph
VAR (G-VAR) model in (3) inherits from the graph filters a number
of parameters that is P (K + 1) and an implementation complexity
of O(PK|E|). Both these quantities are orders smaller, and inde-
pendent on the graph process dimensions, than the respective PN2

and O(PN2) of the classical VAR in (1); hence, requiring less
training data to estimate the model parameters.

Despite the above benefits, the G-VAR model cannot handle
cases where on each node we have a vector of feature values rather
than a scalar xt(i). Treating each feature separately and predict-
ing its evolution with (3) is certainly an option but it will not ac-
count for the dependencies between features. To account efficiently
for these dependencies and improve the prediction accuracy, we in-
troduce next the notion of multi-dimensional graph processes and
leverage product graphs to develop generalized G-VAR models for
forecasting the temporal evolution of such processes.

3. PRODUCT GRAPH VAR MODEL
When on top of each node we have a vector of F feature values
rather than a scalar, we talk about a multi-dimensional graph sig-
nal. We store the feature values of node i ∈ V in the F × 1
vector xt(i) and refer to it as the node signal for node i. The
overall F-dimensional graph signal at time t is the NF × 1 vec-
tor xt = [x>t (1), . . . ,x

>
t (N)]>, i.e., the vector that concatenates

all node signals1. Likewise, we can also consider the f th feature
of all nodes {x(f)

t (i)}i∈V and store them in the N × 1 vector
x
(f)
t = [x

(f)
t (1), . . . , x

(f)
t (N)]>, which we refer to as the feature

signal. With the terminology of Section 2, each feature signal is
a graph signal and the F -dimensional graph signal is a collection
of F (one-dimensional) graph signals. Fig. 1a illustrates a three-
dimensional graph signal.

Our goal now is to forecast the temporal evolution of the
F−dimensional graph process xt. We want to develop a graph
VAR model as in (3) to forecast now the evolution of an NF × 1
vector xt. A naive way doing this is to ignore the underlying graph
structure G and build an alternative graph (using topology identi-
fication based on a certain metric [20]) of NF nodes and use the
G-VAR model (3) to forecast the process. This strategy has two
main disadvantages: first, it destroys the known underlying structure
present between nodes (e.g., friendships in a social network) and
builds a feature-based similarity graph; second, it leads to a shift op-
erator of larger dimensions without any further structure, hence with
a larger storage and computational complexity. To tackle both these
issues, we use the concept of product graphs to propose a product
graph VAR model for forecasting F -dimensional graph processes.

3.1. Product Graph Representation
We assume that the features of each node signal xt(i) ∈ RF have
a hidden relation which we represent with a feature graph GF =
(VF , EF ,SF ), where each vertex in VF = {1, . . . , F} is one fea-
ture, EF ⊆ VF × VF is the edge set connecting different features,
and SF is the F × F graph shift operator matrix of GF . Observe
that all nodes have the same feature graph GF . A simple way to
build GF is through a feature similarity metric, e.g., Pearson correla-
tion or Gaussian weighting kernels [20]. In other words, we consider
each feature graph GF now residing on the nodes V of the underly-
ing graph G. Fig. 1b illustrates possible feature graphs between the
features of each node.

While the graph GF influences the intra-connections between
the features of a node i, the graph G influences the inter-connections
between different nodes i, j ∈ V . In particular, if nodes i and
j share an edge in G, this edge should be reflected in the inter-
connections between the features of the vectors xt(i) and xt(j)
and, vice-versa, if i and j are not connected in G, there should not
be inter-connectivities between the features of the vectors xt(i)
and xt(j). We can formally capture both the intra- and inter-
connectivities between features with product graphs. The product
graph of the underlying graph G and the feature graph GF is a new
graph:

G� = G � GF = (V�, E�,S�) , (4)

with node set V� of cardinality |V�| = NF , and where the edge
set E� ⊆ V� × V� and the NF × NF graph shift operator S� are
dictated by the type of product graph. Popular product graphs are
the Kronecker, Cartesian, and strong product [7]. For the Cartesian
product, for instance, the graph shift operator is S� = S⊗IF+IN⊗
SF with IF (IN ) the F × F (N ×N ) identity matrix. The edge set
cardinality for this graph is |E�| = F |E|+N |EF |. Fig. 1c illustrates
the Cartesian product graph for the three-dimensional graph signal
example.

The F -dimensional graph signal xt on G is now a (one-
dimensional) graph signal on G�. Therefore, we can develop a

1Note that the F -dimensional graph signal is denoted with the same sym-
bol xt, as the one-dimensional graph signal in Section 2. We chose this
slight abuse of notation to construct a generalized G-VAR model that follows
a similar recursion as in (3).
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(a) Three-dimensional graph signal. (b) Feature graph over each node. (c) Multi-dimensional graph signal on product
graph.

Fig. 1: Multi-dimensional graph signal represented through a product graph. (a) A three-dimensional graph signal. Each color represents a
different feature. We can see the three-dimensional graph signal in two ways: (i) each node has a node signal of dimension three composed
by the three different colors; (ii) the collection of each feature (e.g., blue) for all nodes forms a feature signal of dimension five (i.e., the
number of nodes). (b) A feature graph formed between the features of each node. Each colored circle (red-green-blue) is now a node in the
feature graph and the edges connecting them are the edges of the feature graph. (c) Cartesian product graph illustration of the results in (b).
The feature graph in (b) influences the intra-connectivities between the features of each node (shown in black); the underlying graph in (a)
influences the inter-connectivities between the features of different nodes (shown by the respective feature color to ease visualisation).

G-VAR model as in (3) w.r.t. the product graph shift operator S�.
We will refer to the latter as a product graph VAR model, while
we will also develop a more generalized version that goes beyond
the direct application of (3) to a product graph. The benefits of this
product graph strategy are that the storage complexity of S� is that
of storing S and SF separately and the computational complexity is
of the combined sparsity orders of S and SF ; both in general lower
than building a graph for the NF × 1 signal xt.

Product Graph VAR. As discussed above, we thus model the
temporal evolution of the F -dimensional graph process xt ∈ RNF
with the product graph VAR (PG-VAR) model:

xt = −
P∑
p=1

K∑
k=0

hkpS
k
�xt−p + εt. (5)

Model (5) expresses, through S�, the influence that the past F -
dimensional graph process realizations xt−1, . . . ,xt−P have on
each node signal at time t, i.e., xt(i) for i ∈ V . The order K implies
now that the f th feature x(f)

t (i) in xt(i) depends on all other feature
realizations x

(g)
t−p(j) for g = 1, . . . , F , j ∈ V , and p = 1, . . . , P ,

within a K-hop neighborhood in the product graph G�. As such
the PG-VAR model forecasts future values of xt by accounting on
the intra- and inter-connectivities between the different node fea-
tures. Besides storage and computational benefits, model (5) has
also a number of parameters P (K + 1) that is independent on F
and N ; hence, requiring little training data to estimate them. For
G� being the Cartesian graph, the implementation complexity of
(5) is O

(
PK(F |E| + N |EF |)

)
which is comparable with the cost

O(PKF |E|) of F independent G-VAR models (3), since N and
|E| (as well as F and |EF |) are often of the same order. But the
PG-VAR model captures now additional intra-relations; hence, has
the potential to improve the prediction accuracy.

Generalized Product Graph VAR. The performance of the PG-
VAR heavily depends on the considered type of product graph. How-
ever, it is not clear which is the most suited product graph for a task
at hand. Here, we by-pass this issue by jointly estimating the model
parameters and the type of product graph. For an underlying graph
G = (V, E ,S) and a feature graph GF = (VF , EF ,SF ), any product
graph can be expressed as:

S� =

1∑
i=0

1∑
j=0

sij
(
Si ⊗ SjF

)
, (6)

where “⊗” denotes the Kronecker product and sij ∈ {0, 1}. A graph
filter H(S�) of order K over the product graph G� has thus the form:

H(S�) =

K∑
k=0

hkS
k
� =

K∑
k=0

hk

(
1∑

i,j=0

sij
(
Si ⊗ SjF

))k
, (7)

where we see that the coefficients sij that define the type of product
graph play a role in the filtering behavior. The filter in (7) can be
seen as a special case of the more general product graph filter:

H(S�) =

K∑
k=0

L∑
l=0

hkl
(
Sk ⊗ SlF

)
, (8)

which is now defined by the general parameters hkl. The novel as-
pect of the general filter in (8) is in the way the shift operators S
and SF are combined within the filter. We can therefore use (8) to
extend (5) towards a general PG-VAR model for the F -dimensional
graph process xt as:

xt = −
P∑
p=1

K∑
k=0

L∑
l=0

hlkp
(
Sk ⊗ SlF

)
xt−p + εt. (9)

At a slight increase in the number of parameters to estimate, i.e.,
PKL, compared with model (5), the GP2-VAR model parameter-
izes now also the type of product graph. As such it exploits ad-
hoc the intra- and inter-connectivities in the historical data of the
F -dimensional process xt.

3.2. Parameter estimation
One of the main benefits of models (5) and (9) is that their respective
parameters can be readily estimated following the procedure for the
G-VAR developed in [6]. Let Hp(S�) for p = 1, . . . , P be a collec-
tion of P graph filters that can represent either the forms (5) or (9).
Given the historical data {x1,x2, . . . ,xt−1} of the F -dimensional
graph process, the optimal predictor for xt is given by the condi-
tional expectation:

x̃t = E [xt| {x1, . . . ,xt−1}] = −
P∑
p=1

Hp(S�)xt−p, (10)
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Fig. 2: Test rNMSE for the one-step ahead prediction of the two algorithms considering the entire multi-dimensional graph process versus
the percentage of in-sample data. (c) One-step-ahead estimated position of the walking dog for a test sample. The red points correspond to
the ground-truth position, while the black crosses and the green circles correspond to the PG-VAR and G-VAR predictions, respectively.

since the innovation term εt has a zero mean. The mean square error
MSE

(
Hp(S�)

)
= E

[
‖xt − x̃t‖22

]
for the optimal predictor (10) is:

MSE
(
Hp(S�)

)
= tr

(
R0 +

P∑
p=1

Hp(S�)pRp +

P∑
p=1

RpH
>
p (S�)

+

P∑
p1=1

P∑
p2=1

Hp1(S�)Rp2−p1H
>
p2(S�)

)
,

(11)

where Rp is the autocorrelation matrix of process xt at temporal lag
p, i.e., Rp = E

[
xtx
>
t−p
]
. We then find the parameters for model

(10) as those that minimize the MSE. For the PG-VAR model, this
implies solving the optimization problem:

minimize
{hkp}

MSE
(
Hp(S�)

)
subject to Hp(S�) =

K∑
k=0

hkpS�,
(12)

where the MSE expression is given in (11). Likewise, for the general
PG-VAR model, the framework is similar, with the only difference in
the filter expression Hp(S�) and in the optimization variables hklp.

4. NUMERICAL RESULTS
We consider the task of predicting the position of a walking dog
mesh [21]. The mesh has N = 251 spatial points over T = 59
time instants. For each spatial point, we have the three (x, y, z) co-
ordinates that change over time. We treated each point as the nodes
of a ten nearest neighbor (10NN) graph built from the coordinates
in the first time instant. The node coordinates represent the F = 3
features and our goal is to predict the one-step value. As in [6], we
pre-processed the data to render them with zero mean and unitary
maximum value. We compared the PG-VAR model in (5) with the
G-VAR model in (3), where for this dataset the latter has yielded
a superior performance compared to the standard VAR in (1) and
other graph-based techniques [6]. We did not analyze the generaliz
PG-VAR in (9) since the number of time instants is relatively low
for the increased number of parameters; we will analyze this model
on bigger data sets and present these observations in the extended
version of this work.

Experimental setup. We considered the Cartesian product
graph to model the relations between the underlying 10NN graph G
and a fully connected feature graph GF of F = 3 nodes. The result-
ing product graph G� has 753 nodes connecting different (x, y, z)

coordinates. We followed [6] and split the data across the temporal
dimension into in-sample and out-of-sample data. We analyzed dif-
ferent percentages of this split ranging from 50% to 90% in-sample
data. The in-sample data were used to estimate the model parameters
and the out-of-sample data to test the performance. The in-sample
data have been further divided into 70% training and 30% valida-
tion sets. We found the filter coefficients by fitting the model with
different parameters P and K in the training set and assessing their
performance in the validation set [22]. Then, we refitted the model
with the best performing tuple (P,K) into the whole in-sample set.
We evaluated the performance of the different algorithms with the
root normalized MSE (rNMSE) defined as:

rNMSE =

√∑τ
t=1 ‖x̃t − xt‖22∑τ

t=1 ‖xt‖
2
2

, (13)

where x̃t is the predicted value at time t and xt is the true one. For
the G-VAR model in (3), we predicted each coordinate separately
and report the average prediction error over all coordinates.

Results. Fig. 2a shows the rNMSE of the two methods for dif-
ferent percentages of in-sample data when considering the prediction
of an entire multi-dimensional graph signal in the test set. Despite
the considered scenario has a low number of training data and does
not show high correlation between the different features, our method
yields at least a comparable accuracy w.r.t. (3). However, when more
training samples are available, the PG-VAR yields an improved per-
formance. In addition, Fig. 2b depicts the true mesh position and the
two estimates at a random (test) time instant, where we can observe
how the proposed model matches well the real dog position.

5. CONCLUSION
We proposed a product graph-based model to forecast future values
of multi-dimensional graph processes, i.e., processes which at each
node have multiple time-varying features. The proposed approach
builds first a feature graph between the different node features and
exploits then the underlying structure between nodes to link the dif-
ferent features on the different nodes with product graphs. Subse-
quently, we incorporated into the VAR models the product graph
structure to forecast the multi-dimensional process with a number of
parameters that is independent of the dimensions of the graphs and
therefore has a low implementation complexity. Further, we also
devised a general forecasting with product graphs, which learns di-
rectly from the data also the adequate type of product graph for the
task at hand. As future works, we will corroborate our methods also
on larger data sets, execute numerical tests on the general PG-VAR
model and work on its possible extension(s).
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