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Abstract

Aviation has a significant impact on the global atmosphere. Next to particle and gas emissions, the increase of
cloud cover might increasingly contribute to aviation induced climate change. Water contained in the exhaust
of jet engines locally raises the relative humidity levels sufficiently for contrail formation to occur. These
contrails can persist and evolve into anthropogenic clouding, often indiscernible from natural clouding, in case
the ambient atmosphere is saturated. With the projected continued growth of air traffic, increasing propulsive
efficiencies and possible introduction of fuels with higher hydrogen to carbon ratios, the importance of contrail
mitigation is likely to increase. In this study, contrail mitigation by means of flexible free flight was studied,
as this is likely the most efficient (short term) mitigation strategy. Contrail avoidance strategies by means of
flexible free flight have been in use with airforces around the globe for some decades. For commercial aviation
however, the implementation of any such strategies, requires a thorough assessment of cost-effectiveness.

The purpose of this study is to get a better understanding of the wider context of the problem, next to this
a viable proposal is made for a short term contrail mitigation strategy. In this research, the formation of
contrails and the costs and benefits associated with contrail mitigation is studied. A tool has been developed
so that time and fuel burn optimal trajectories can be determined, while mitigating the formation of persistent
contrail formation. Flexible free flight in four dimensions forms the basic means by which the optimisation
tool can help evading regions prone to persistent contrail formation. The tool has been designed to rely on up-
to-date meteorologic Numerical Weather Predictions (NWP), made available by meteorologic institutes. Test
cases have been performed under realistic atmospheric conditions, using the Temperature, Pressure, Specific
Humidity and Wind vector output from Numerical Weather Predictions, generated by the Canadian National
Meteorologic Institute. With the, there from obtained results, an indication for the technical feasibility of this
contrail mitigation strategy for commercial aviation has been created.

This study has shown it is technically feasible for commercial aviation to evade contrail regions, thereby
greatly reducing the effective anthropogenic cloud cover. The obtained results, clearly indicate persistent
contrail formation can be avoided, at the cost of increased fuel consumption. The contrail reductions are more
than sufficient to offset the additional CO2 emission, induced by the increases in fuel burn, leading to large
scale reductions in the flights effective Radiative Forcing. The case dependency of contrail mitigation costs are
susceptible to ambient atmospheric conditions. Indicating the great potential of using up-to-date atmospheric
data over parametrized and more generic models often used in climate studies.

The implementation of realistic, high resolution atmospheric data, significantly impacts the optimal tra-
jectory in a number of ways. Deviations indicate that the realistic non-uniform temperature distribution can
significantly affect the path constraints and hence the optimal trajectory. The inclusion of realistic wind data
enhances the accurate representation of commercial aviation. For contrail mitigation, trajectory adjustments
in the vertical plane are seemingly preferred over adjustments in the horizontal plane. This is due to the large
horizontal extent and limited vertical thickness of contrail regions. A number of characteristic contrail evading
manoeuvres are seen in the vertical flight trajectory.

The sensitivity case analysed herein indicates, 90% of the induced contrails can be mitigated against an
increased fuel consumption of less than 1.5%. The marginal costs of contrail mitigation are shown to be
non-uniform. The more contrails are avoided, the higher the fuel burn penalty becomes. It might therefore
be more cost effective for commercial aviation to implement a partial ‘contrail-reduction’ plan rather than a
‘zero-tolerance on contrail’ strategy.

The great merit of implementing flexible free flight contrail mitigation in commercial aviation has been
shown. This study presents an academic methodology potentially forming the basis for a commercial tool,
to be used for scheduling of environmental optimal trajectories throughout the aviation sector. This would
enable airliners to optimise their fleet movements while accounting for both economic and ecological impact
factors.
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Introduction

In this section first the background and rationale for this research problem is set out, after which the research
question and objectives will be introduced. This section will conclude with an outline of the report structure.

1.1 Background and Rationale

Aviation is known to have a significant contribution with regards to anthropogenic air pollution and cli-
mate forcing. The impact is caused by emissions, aerosols and from the changes in cloudiness in the upper
troposphere[12]. Within the ATO group extensive research has led to the development of a multi-phase/multi-
criteria trajectory optimisation framework supporting the synthesis of green mission profiles, establishing
optimised aircraft routing with respect to noise and emissions[61]. The purpose of this project is to evaluate
the cost and benefits associated to 4D flight trajectory optimisation with the intention of mitigating contrail
formation. Condensation trails, or contrails, occur behind aircraft flying in sufficiently cold air, they appear
due to ice crystallisation of the condensation of water vapour, emitted from the exhaust. Contrails evaporate
if the ambient air is dry, but they persist and can even evolve into cirrus clouds, in case the ambient air has
a sufficiently high humidity level. Evolution of contrails into cirrus clouding occurs due to the deposition
of ambient water vapour onto the already present ice particles, whereby the size of the ice particles grows.
This evolutionary phase is an important, but poorly understood phenomenon[48].

Contrails have been studied since 1919 [46], the foundation for current day contrail research was however
established in 1953, in the theories as described by Schmidt and Appleman [8]. With stealth being an
important characteristic for any combat aircraft[63], the United States military forces have been interested
in contrails ever since aircraft capable of flying at high altitudes have entered their inventory. Contrails
form an irrefutable proof of the presence of aircraft and thereby impair the survivability of an aircraft. The
presence of contrails enhances visual contact, by showing the number and spacing of the engines it can reveal
aircraft type[6]. The importance of contrail research to aviation in this project is however more so related
to its apparent climate impact. According to NASA[37]:“Even small changes in the abundance or location
of clouds could change the climate more than the anticipated changes caused by greenhouse gases...” In fact,
contrail cirrus is responsible for the largest single radiative forcing component associated with aviation[12].
The biggest properties for contrail induced climate change are due to changes in regional and global cloud
cover, optical properties, radiative forcing and possible effects on the atmospheric composition and the hy-
drological cycle[48, 27]. Aircraft induced line shaped contrail cirrus may evolve into cirrus clouds, which
are more extensive in scale and are no longer distinguishable from naturally occurring cirrus[27]. Radiation
forcing related to this overarching contrail induced cirrus clouding is about nine to ten times larger than
that from the initial line-shaped contrails alone[12, 35]. Especially in regions with a high air-traffic density,
the increase of cloud cover in situation favouring contrail formation is significant[48].

Research has indicated the propulsive efficiency to have a large effect on the threshold conditions at which
contrail will form. Higher efficiencies will result in contrail formation at higher ambient temperatures and
over a wider range of flight altitudes[47]. In the likely case the historic trend of improving propulsive effi-
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ciencies for aero engines will continue [30], contrail formation in the future will start under less restrictive
conditions and with it the importance of contrail mitigation will increase[27]. This, in combination with
other factors such as, alterations in atmospheric temperature and humidity, the possible increased usage of
aircraft fuels with higher hydrogen content and the obvious effects of increases in absolute air traffic[27], are
bound to affect the importance of contrail mitigation. The irrefutable effect of contrails are yet to be deter-
mined, this will however not be the main focus of this study. This study will accept the current academic
stance on the impact of contrails, as presented by the IPCC[27], and will focus on finding a viable strategy,
by means of which the impact of contrails, can be mitigated.

Previous literature investigating contrail mitigation has indicated the great potential by means of alterations
to the flight trajectory. Mannstein et al.[21] for instance indicates that “a substantial fraction of contrails
and contrail induced cirrus can be avoided by relatively small changes in flight level”[21].

Several studies have already been performed into the implementation of flexible free flight for contrail
mitigation. Noppel[39], has in his dissertation for instance used a generally parametrized optimisation rou-
tine to investigate the large scale affects of contrail mitigation strategies being implemented by general and
commercial aviation. In his dissertation, Noppel applies his tool to a year long data record of transat-
lantic flights between New York and London to investigate the large scale effects of his contrail mitigation
strategy[39]. The results are meant to give an indication of the large scale effects of contrail mitigation being
generally implemented. The results are not truly accurate and his research is not applicable to optimisation
of individual flights.

In Sridhar et al.[38], a trajectory contrail mitigation study was performed in the presence of wind,
optimising for minimum fuel consumption. The optimal aircraft heading is calculated in a 2-dimensional
plane and the study does not represent truly flexible free flight[38].

In Kaiser[33] a short-haul flight profile optimisation was presented maximising specific range while min-
imizing contrail production. In this study changes to the en-route flight altitude were allowed even though
a flight altitude ceiling was implemented.

All of these studies indicate large amounts of contrail can be prevented at the cost of a few percentage
points additional flight time and fuel burn. In section 3.4, a more elaborate representation of the key differ-
ences between these studies and the study presented herein will be discussed.

The focus of this study will be the modelling of contrail formation and its implementation in an optimisation
framework. Conducting an optimising of individual flights by means of altering the four dimensional flight
trajectory, thereby opting for both horizontal and vertical manoeuvring, in order to evade areas prone to
contrail formation.

1.2 Research Question, Aims and Objectives

In this section the outline of the problem will be presented. What is the main question and objective of this
research study and what are the goals?

Research Question:
Is it possible to develop an appropriate tool which can be used to optimise aircraft trajectories, weighing
the mitigation of contrail formation versus economic and environmental factors, using realistic atmospheric
data, within the dynamic optimisation framework presented in [14].

Research Objective:
The objective of this research is to develop a methodology optimising the socio-economic costs of an aircraft
trajectory while mitigating the effects of contrail formation and to implement it in an existing dynamic
optimisation framework.
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The main goals:

1. Develop and validate a methodology to optimise a flight trajectory with regards to the formation of
contrails and other relevant socio-economic parameters such as fuel cost and flight time.

2. Implement the methodology in the existing dynamic optimisation framework GPOPS[14] and verify
its correct implementation.

3. Perform relevant case studies optimising flight trajectories whereby contrail formation is mitigated.

4. Gain a thorough understanding of the cost and benefits involved with various types of flight trajectory
alterations in order to mitigate contrail formation.

5. Assess whether it is both economically and technically feasible to mitigate contrail formation by alter-
ations in the flight trajectory.

The sub goals:

• Evaluate existing theories on the physics of contrail formation and select the most suitable theory with
respect to feasibility, accuracy, availability of input data and processing time.

• Develop a contrail formation model from the selected theory.

• Implement and integrate the contrail model in the trajectory optimisation framework.

• Verify the contrail optimisation with known contrail data or existing prediction tools.

• Analyse and implement the trade-off criteria by which the optimisation will weigh contrail formation
against other socio-economic and environmental factors.

• Evaluate the optimisation model with predetermined experimental benchmark cases.

1.3 Report Structure

In chapter 2 the theory behind contrail formation, persistence and evolution, as well as the methodology
used to model contrails will be discussed. In chapter 3 the rationale for contrail mitigation and the current
understanding of how contrails affect us will be presented. Chapter 4 elaborates upon a number of mod-
ules within the optimisation structure and how they have been integrated within the GPOPS optimisation
framework. An overview of the optimisation structure, the GPOPS optimisation framework, the aircraft
model and the path constraints, the contrail model, the atmospheric module, the cost functional and the
parameter tradeoff will all be discussed. Next to the function of the modules the way in which they have
been implemented and integrated into the framework will also be presented. In chapter 5 the correct im-
plementation and integration of the various modules will be verified. Chapter 6 gives a clear picture of the
set up of the experimentation and test cases, and will give some additional information on the meteorologic
input data used. In chapter 7 the results for the various test cases will be presented. Some Time and Fuel
burn dependent test cases will be presented, with and without wind affecting the model. The results of
several Cost Index flight optimisations will be combined into a sensitivity study, in which the interaction
between costs and contrail mitigation will be analysed. In chapter 8 the results will be discussed and briefly
compared to the results as presented in scientific literature. Finally, both the conclusions of this study as
well as the recommendations for future research will be presented in section 9.
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Contrails

In this chapter the theory and characteristics of contrail formation will be discussed. The terminology will
be explained as well as the conditions under which contrails can form. Methods to map the evolution of
contrails throughout their life cycle will be explained.

2.1 An Introduction to Contrails

This section is meant to briefly introduce the reader with definitions and key concepts of contrails. This has
been done in order to visualise the concepts and can benefit the reader throughout the rest of this thesis.

Condensation trails, or contrails, sometimes occur behind aircraft. Whether these contrails occur and how
long they remain visible in the air depends on both ambient atmospheric conditions and engine related
combustion characteristics[6, 48]. When discussing contrails two terms may be used to distinguish between
contrails, images of these two distinct types of contrail can be seen in figure 2.1.

• Threshold or Non-Persistent contrails: short lived contrails, occurring when the ambient air is dry
and not sufficiently cold. Threshold contrails evaporate quickly and are not considered to be environ-
mentally harming[39]. In this case contrails disappear after seconds to minutes, which can range to
distances of one to several kilometres behind the aircraft[46].

• Persistent contrails: occur in case the ambient humidity is above its saturation levels over ice surfaces
i.e, the relative humidity over ice has to be larger than 100% (RHI ≥ 100%). In these ice-supersaturated
air masses, the ice particles within the contrails grow by deposition of water vapour molecules from
the ambient air. Contrails may last as long as the surrounding air remains at least ice-saturated[46].
Contrary to threshold contrails, persistent contrails do affect the environment.

Figure 2.1: Comparison of different types of Contrail. The photo’s are obtained from[34]
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Some other contrail related definitions, used in this thesis are:

• Line-shaped contrail: Persistent contrail, not yet evolved enough, to have lost its distinctive line shape.

• Spreading & Evolving contrail: Persistent contrail, spreading out under the influence of wind and
shear effects. In ice-supersaturated conditions the ice crystals will form a catalyst for additional ice
crystallisation. May be anywhere in the transition between a Line-shaped contrail and Contrail-cirrus
clouding.

• (Natural) cirrus clouding: Naturally occurring type of high altitude clouding.

• Contrail-cirrus clouding: Anthropogenic cirrus clouding originating from a spreading and evolving
contrail, no longer discernible from naturally occurring cirrus clouding.

• Secondary-cirrus clouding: Cirrus clouding, anthropogenically formed due to locally increased soot
and aerosol concentrations, emitted by aircraft. These additional nuclei are catalysts from which ice
crystallisation and so clouding can spread.

In short, contrails can persist for varying periods of time. They can spread and evolve into cirrus clouding,
and at the same time coexist with natural occurring cirrus. With aircraft flying at different altitudes, this
interaction can occur at a multitude of different altitude layers. The combination of all of this can lead
to panoramas, as visualised in figure 2.2, in which newly created line-shaped contrails, evolving contrails,
contrail-cirrus and natural-cirrus can all be seen at the same time.

Figure 2.2: Cirrus clouded sky over Rotterdam, natural clouding can no longer be discerned from evolved anthro-
pogenic contrail-cirrus[41].

2.2 Contrail Model

In this section the theory behind contrail formation will be discussed. The theory will be illustrated with
the use of the applied contrail model, established by Schumann.

2.2.1 Thermodynamics of Contrail Formation (developed by Schumann)

Contrail formation is dependent on ambient pressure (P), ambient humidity (RH), ambient temperature
(T), the combustion properties of hydrogen containing fuels with air and the ratio of water vapour to heat
discharged by the aircraft’s engines[6, 48].
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In 1996 Schumann[48] did a re-examination of the contrail formation theory as developed by Schmidt
and Appleman[8], who until then were seen as the most significant authorities in the field of contrails. In his
work, Schumann included the partial conversion of combustion heat into kinetic energy of the air movements
in the wake of aircraft, causing higher critical temperatures required for the formation of contrails. In this
section Schumanns[48] version, of this so called Schmidt-Appleman criterion, will be discussed.

A geometrical visualisation of the thermodynamic process of contrail formation can be seen in figure 2.3. The
saturation pressure lines indicate whether liquid or frozen water will evaporate or not. In case conditions fall
below the water saturation pressure, air will not be saturated and liquid water will evaporate, if conditions
falls above the water saturation pressure line, the air will have become saturated.

The blue line represents the critical mixing line. It runs from the engine exhaust conditions (A) and
runs tangential to the water saturation pressure line (green line). Temperature conditions of air leaving the
engine exhaust normally far exceed ambient conditions and point (A) therefore falls outside the scope of the
graph. The slope of this critical mixing line is equated to parameter G. Point TLM (red marker) represents
the critical temperature for ambient conditions with a relative humidity of 100%, in case the temperature
falls below this point contrails can occur. Point TLM is located at the intersection of the critical mixing line
and the water saturation pressure line.

Point Tamb (red marker) represents the ambient atmospheric conditions and has a certain RH. To eval-
uate whether contrails occur under ambient conditions, the critical temperature needs to be derived for
RHamb. Point TLC has the same relative humidity as the ambient atmosphere and is therefore located at
the intersection of the critical mixing line and the relative humidity pressure line at ambient conditions (not
shown). Contrails will occur in case the ambient temperature Tamb falls below the critical temperature TLC .

The actual mixing line for ambient condition Tamb runs directly from the exhaust conditions (A) (thin
dashed blue line). This mixing line can be seen to cross the water saturation pressure line, indicating that
at some point moisture will turn from its gaseous state into liquid water and ice, hence contrails will form.

Figure 2.3: Geometrical analysis of contrail formation, water pressure v.s. temperature.

The threshold temperature (TLC), from which contrail formation occurs, depends on the ratio G (PaK−1)

6



and the relative humidity level of the ambient air (RH). The ratio G describes changes in water vapour
pressure and temperature during mixing and can be determined using equation 2.1.

G =
EIH2O · cpp
εQ(1 − η)

(2.1)

In equation 2.1, cp (J(kgK)−1) represents the specific heat at constant pressure and ε the ratio of molecular
masses of water and air and p the ambient pressure (Pa). The combustion related parameters in equation
2.1, represent the additional amount of heat and moisture added to the exhaust air due to combustion.
These are: the emission index of water vapour EIH2O (gr/kg), the propulsion efficiency related to the jet
engine and aircraft configuration η and the specific combustion heat Q (MJkg−1) 1. The combustion related
parameters indicate the effects of specific fuels and aircraft characteristics on contrail formation[46].

The local slope of the saturation curve with respect to water can be equated to this ratio G, and by doing
so the parameter G can be used to determine the gradient of the critical mixing line. In case the slope of a
mixing line is higher than that of the critical mixing line, contrails will occur, in the case the slope is lower,
contrails will not form. An attempt to geometrically visualise this distinction, has been made in figure 2.3.

dpLsat(TLM )

dT
= G (2.2)

In equation 2.2, pLsat is the saturation pressure with respect to liquid water and TLM is defined as the
critical temperature for a relative humidity of 100%. The critical temperature TLM (K) is derived by
Newton iteration, for which equation 2.3 provides a good first approximation. The temperature T0 = 273.15
represents absolute zero Kelvin and transforms the output to the Kelvin scale.

TLM = T0 − 46.46 + 9.43ln(G− 0.053) + 0.720[ln(G− 0.053)]2 (2.3)

The critical temperature under varying relative humidity conditions with respect to water can be obtained
through equation 2.4. The parameter eLM (TLM ) stands for the water pressure for the to-be-derived tem-
perature TLM . The estimation of the relative humidity with respect to water and ice will be described in
the next section in equation 2.7.

TLC =
TLM − [eLM (TLM ) −RH · eLM (TLM )]

G
(2.4)

Despite of Schuman’s adaptations to the original methodology this criterion is called the Schmidt-
Applemann criterion and can see equation 2.5.

Tamb ≤ TLC (2.5)

In short, this theory predicts the critical temperature TLC from which contrails can form. Contrails can
form in the cases were the ambient atmospheric temperature is colder than the critical temperature.

The probability for contrail formation increases for mixing conditions with higher values of G, resulting from
alterations in the engine exhaust conditions such as, engines with higher propulsive efficiencies (η)[39] or
fuels with a higher hydrogen to carbon ratio[49]. Higher values for G give the critical mixing line a steeper
slope and make it more likely the mixing line will cross the water vapour pressure saturation line. This could
be visualised in the geometrical analysis, by a steeper critical mixing line, running from a new engine exhaust

1The following constants were used for the contrail analysis:
cp = 1004J(kgK)−1

ε = 0.622
EIH2O = 1223gr/kg, for typical fuels with 13.8% hydrogen fraction
η = 0.35 taken as constant
Q = 43.2MJkg−1, typical for Kerosene
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conditions (A’, not shown) which would enter the graph frame at a higher saturation vapour pressure. These
steeper critical mixing lines will therefore allow for higher critical temperatures and hence contrail formation
will occur under less stringent conditions.

For kerosene fuelled aircraft, G typically falls within the range (0.6−4PaK−1). Larger values of G occur
for fuels with larger water mass contents (EIH2O)[49], making contrail formation specifically interesting in
the case more aircraft start to fly on hydrogen fuels, or other fuels with lower carbon content.

Anticipating the phasing out of older engines, the propulsive efficiency was fixed at 0.35 throughout this
study, this is in line with current engines in use. Disconnecting the assessment of the propulsive efficiency
from the engine model, made it possible to pre-process the contrail data. Removing the contrail analysis
from the simulation and optimisation loop decreased the computation power required.

Besides Schuman’s model, Schrader[45] has also presented a method to predict contrail formation. This
method is similar to Schumann’s approach, but it differs in the way the critical slope is derived, which is
the point of the critical mixing line tangent to the water saturation vapour pressure curve. For this research
it was decided to use the method as specified by Schumann[46], which has seen widespread application
throughout the scientific community.

2.2.2 Relative Humidity and Contrail Persistence

The equations in the previous section describe the initial formation, but do not indicate the contrail’s
persistency. Contrails evaporate quickly in the case the ambient air is dry, however they persist and evolve
into extended cirrus clouds and grow in the case the ambient air is sufficiently humid, allowing the particles
size to grow by deposition of water vapour on the contrail ice particles[48]. For contrails to persist and grow
for longer times (up to hours), a supersaturated atmosphere is required with respect to ice (ISSR). An ice
supersaturated atmosphere is one were the ice saturated pressure has been reached and surpassed, indicating
ice particles will not sublimate once formed. Persistent contrails will transform into threshold contrails, and
start to decay, in case the atmospheric ice saturation falls below RHI=100%. Figure 2.4 shows a water phase
diagram, similar to the one as seen in the previous section. The critical mixing line (blue) defines the critical
formation temperatures at which contrails can occur and is tangent to the water-saturation pressure line
(green). The formation of persistent contrails occur, if the conditions of the ambient atmosphere falls within
the “persistent” area (orange), as in this case the mixing line would cross the water saturation pressure
line. Persistent contrails therefore occur when ambient conditions fall above the ice and below the water
saturation pressure line.

A threshold contrail will occur if the ambient atmosphere will fall within the “non-persistent” area (cyan)
as seen in figure 2.4. This is the case when ambient conditions fall below the ice saturation pressure line
and temperatures are still below the critical temperature, for which non-persistent or threshold contrails will
occur. When threshold contrails occur, ice particles formed during the mixing of the exhaust and ambient
air will sublimate until the contrail has dissolved[39]. As mentioned, this study will focus on the persistent
type contrail formation.

In order to analyse the persistence of contrail formation the following procedure is used. The saturation
pressure over liquid water pLsat is derived for local conditions using equation 2.6, expressed in (Pa) with the
ambient temperature Tamb in (K) [54].

pLsat = 100 · e−6096.9385/Tamb+16.635794−0.02711193·Tamb+1.673952·10−5·T 2
amb+2.433502·ln(Tamb) (2.6)

The relative humidity over liquid water RH can be approximated by equation 2.7. The parameter sRHw
represents the specific humidity with respect to water (kg · kg−1)[17]. Finally, in order to check the contrail
for persistence, the relative humidity with respect to ice RHI needs to be derived. The RH and ambient
temperature Tamb (Co) measurements can be used to compute RHI this can be achieved using equation 2.8.
The numerator on the right hand side of the equation 2.8 is the saturation vapour pressure over water, the
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Figure 2.4: Critical contrail formation temperatures [39], indicating the saturation pressure lines (water=green, ice
is dashed red) and critical mixing line (blue).

denominator is the saturation pressure over ice[7, 17].

RH = 100 · sRHw · p/((EIH2O + (1 − EIH2O) · sRHw) · pLsat(Tamb)) (2.7)

RHI = RH · 6.0612e18.102·Tamb/(249.52+Tamb)

6.1162e22.577·Tamb/(273.78+Tamb)
(2.8)

With the RHI known, the atmospheric conditions can be analysed for contrail persistent formation. In case
the before mentioned Schmidt-Appleman criterion, presented in equation 2.5, is satisfied, contrails will occur.
The persistency of the contrail is analysed using the criterion specified in equation 2.9.

RHI ≤ 100% (2.9)

2.3 The Characteristics of Contrail Formation

In this section a brief introduction into ice crystallisation and ice super saturated regions will be made. After
which the impact of these on contrail formation will be discussed.

2.3.1 Ice Crystallisation and Ice Super Saturated Regions

In recent years it has become clear that cloud free air in the upper troposphere is often in a thermodynamic
state of supersaturation with respect to ice. These are the regions were persistent contrail formation can
occur and they have been termed “ice supersaturated regions” (ISSR’s)[52].

A study by Jensen et al.[23] makes use of measurements to correlate environmental conditions with
contrail formation and persistence and validate the current theories. The results are consistent with the
theory assuming that liquid saturation must be reached in the plume for contrail formation. Contrails may
persist for as long as the ambient air in which the contrail forms remains ice saturated, also in a weakly
saturated air. Whenever contrails occur at temperatures over -44 degrees Celsius, they will be forming in
(substantially) supersaturated air with respect to ice and should be able to persist and grow. In case the
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ambient air is not saturated with respect to ice, contrails dissipate rapidly at the moment aircraft vortices
become unstable and break up.

Humidity data was gathered from instruments installed on commercial airliners as part of the MOZAIC
research study[52] in the period of 1995 to 1997. The results indicate a mean ice supersaturation of around
15% and 2% in the troposphere and stratospheric measurements, respectively. Ice supersaturated regions
are 3 to 4 K colder and contain more than 50% more vapour than other regions in the upper troposphere.
MOZAIC measurements have indicated that modern airliners are flying through ice supersaturated air about
15% of the flight time. Though these measurements are mainly obtained between Europe and North America,
the exponential relation of the humidity distribution will most likely be valid globally[52].

According to Gierens et al.[52], spontaneous ice crystallisation, the natural form of cirrus cloud formation,
requires a supersaturation with respect to ice of on average 30%. Which is close to conditions necessary for the
homogeneous freezing of droplets, for which a supersaturation of 45% to 65% is required[50]. The formation of
heterogeneous nucleation, the ice crystallisation around an existing nucleus(e.g. emitted particles), requires a
RHI of 110% or more[58]. A summary of these numbers can be seen in table 2.1. Anthropogenic perturbations
in the composition of the atmosphere, caused by for instance aviation, can lower the RHI levels from which ice
crystallisation occurs. For the particles with longer life spans, this effect plays a major role in the appearance
of secondary-cirrus, where cirrus clouding otherwise would not have formed, in regions with high air traffic
densities[39]. Next to this aircraft engines emit vast amounts of water into the air. This temporarily raises
the RHI, a steep relative humidity peak occurs seconds after the air has been emitted, enough to initiate ice
crystallisation, this will be shown in the next section in figure 2.5. Once the wake vortex collapses and ice
crystals spread out, they form catalysts for further crystallisation[29]. This thereby explains the frequent
occurrence of cloudless regions were aircraft generate persistent contrails when they fly through it.

The vertical structure of the ambient relative humidity layers in the atmosphere could be very impor-
tant for contrail persistence. Several measured cases indicated contrails forming in narrow vertical or small
patches of high humidity. In case contrails form over a level of very dry air, ice will sublimate as soon as
the crystals grow large enough to begin sedimentation[23, 48]. The study indicates several cases in which
large areas of ice supersaturated regions existed in ambient air, with either diffuse or no cirrus present. The
lack of cirrus in these regions indicates a lack of nuclei present around which ice crystallisation can start.
These areas and upper tropospheric clouds are prone to contrail formation and may be very sensitive to the
introduction of heterogeneous nuclei[52, 23].

Table 2.1: Relative humidity requirements for initial Ice crystallisation

Ice crystalisation condition RHI [%]

Homogeneous nucleation ≥ 145 or 165% [50]
Natural nucleation (Cirrus) ≥ 130% [52]
Heterogeneous nucleation (Contrails) ≥ 110% [58]

2.3.2 Contrail Formation

The parameters, which determine whether or not the wake of an aircraft becomes saturated and contrails
form, fall into two classes. Three of the parameters: Pressure (P); Temperature (T) and Relative Humidity
(RH), are environmental parameters. The other one is an aircraft related parameter namely, the combustion
properties of hydrogen containing fuels with air, and the ratio of water vapour to heat injected[6, 48].

The Schmidt-Appleman criterion as implemented by Schumann and presented in section 2.2, forecasts
contrail formation thermodynamically. Contrail formation is caused by the increase in relative humidity
(RH) from the engine exhaust with the cool ambient air. This mixing of heat and water vapour, from the
hot and moist air leaving the engines, in combination with the non-linear increase in saturation humidity
and temperature, results in contrails. In the case the ambient atmosphere is cold enough, humidity may
reach liquid saturation in the exhaust plume trailing the aircraft. If this is the case liquid water droplets
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Figure 2.5: Evolution of plume temperature (solid),relative humidity over water (RH, dashed) and ice (RHI, dot
dashed) as a function of plume age for ambient atmospheric temperatures of (a) 223 K, near the contrail threshold
temperature, (b) 218 K, close to the mean temperature at mid-latitude upper tropospheric flight levels, and (c) 213
K, a temperature found commonly at high latitude flight routes. The arrows on the plume age axis indicate the start
of ice formation in contrails[29].

will form, due to condensation of water vapour on soot and volatile particles in the exhaust plume, and ice
crystallisation will occur[48].

In Figure 2.5 the evolution of the plume temperature and relative humidity over liquid (RH) and ice
(RHI), as a function of time, is shown for 3 varying ambient atmospheric temperatures. It projects the
before mentioned processes of contrail formation in the exhaust plume. A small arrow on the vertical axis,
marks the initiation of ice crystallisation. The start of ice crystallisation coincides with the peaking of RHI,
occurring when the plume age is between t = 10−1 and 100s. The high levels of RH can only be seen in this
short initial phase, when the air has shortly before left the engine and is cooling down rapidly. After this
short period during which the emitted air is mixed, the RHI levels settle down to more stable levels. In the
threshold case (a), RH only slightly overshoots water saturation when ice particles start to form. In colder
conditions, the plume cools faster due to colder ambient air being mixed with the exhausts, resulting in a
steeper rise of the RH and RHI curves, with higher maxima and an earlier start of contrail formation[29].

In figure 2.6, the altitude prone to contrail formation is depicted. In this figure the international standard
atmospheric temperature(ISA) is set out against the altitude (line). Next to this, the lines with varying RH’s
can be seen (dashed). These RH lines depict their respective critical temperature from which contrail forma-
tion can occur in the jet exhaust trail. As the atmospheric humidity, with respect to liquid, must always be
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between 0 and 100 percent, the graph can be divided into three sections. In the case the ambient temperature
line falls below or left of the 0 percent line, contrails should always form, regardless of air humidity levels.
In the case the ambient temperature fall to the right of the 100 percent line, contrails should never form. In
the case the point falls between the 0 and the 100 percent lines, contrail formation can occur depending on
the local relative humidity[6, 48].

Figure 2.6: Relative humidity required for Jet aircraft contrail formation as a function of standard (pressure) altitude
vs temperature of the environment. η = 0.3, EIH2O = 1.223 and Q = 43.2MJkg−1 [48].

2.4 Atmospheric Data

In order to start actual testing on trajectory optimisation and to analyse the regions prone to contrail
formation, inputs regarding the local atmospheric temperature, pressure and humidity are required. For
such an optimisation scheme to be tested, meteorological data used as input has to be available for varying
altitudes. Next to this, a high geographic resolution with a large coverage is desired to accommodate the
trajectory optimisation over the entire cruise phase. This requires a sufficiently large grid, where the relevant
atmospheric conditions are known, and where the grid cells are spread out equally over the covered area.
Whereas the optimisation routine itself optimises in a four dimensional space, the atmospheric data serving
as input for the routine consists of data in a three-dimensional space. Time dependent alterations to the
atmospheric data have not been taken into account, due to computation power constraints.

In climate models, where the same or similar parameters are considered, parametrizations or generic atmo-
spheric models are often used[64]. Climate models, however, focus on effects over a long period, whereas
the purpose of this research is to assess the atmospheric influences on individual flights, thereby focussing
on a smaller time period. A way to identify parametrization deficiencies is to analyse climate models in
a short-range (less then 5 days) weather-forecast framework[64], which will result in significant deviations
between the two models. The research performed herein focusses on the optimisation of individual flights, in
doing so a parametrized atmospheric model will not suffice, as it would result in parametrized final solutions
rather then individual solutions attuned to the local atmospheric conditions. To illustrate the deficiency for
short-range forecasting, resulting from the highly variable nature of the atmosphere, consider figure 2.7. It
represents the relative humidity at varying pressure altitudes as measured over a period of 6 days, using data
obtained from radiosondes launched with a 3h interval (ARM) and the numerical weather prediction (ERA-
40), as produced by the European Centre for Medium-Range Weather Forecasts (ECMWF). Radiosondes are
small rockets or weather balloons, outfitted with instruments which will measure a multitude of atmospheric
parameters on location. The advantage of this data is that it is highly accurate. The disadvantage, however,
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is that it is only available on a limited number of locations. Numerical Weather Predictions (NWP) are used
to translate the data (e.g. obtained by radiosondes and observation satellites), into a coherent picture of
the global atmosphere. These figures indicate the large degree of variance to which the atmospheric relative
humidity is subjected throughout the day, thereby indicating why “live atmospheric measurements” are pre-
ferred for the purpose of this contrail mitigation study.

Figure 2.7: Plots of the vertical atmospheric relative humidity profile (%) for the period 19-25 June 1997, as obtained
from (a) ARM observations, (b) ECMWF ERA-40 reanalysis[64].

The Canadian Meteorological Institute has made data available on its website[40]. This data covers the most
recent Numerical Weather Predictions (NWP), published daily at 12:00 and 24:00. The data consists of a
current atmospheric analysis as well as hourly forecasts. The database can be accessed free of charge and
is available to the general public. The advantage of the database, as provided, is its large coverage (global,
no black spots), its high geospatial resolution and the fact that it is available for a multitude of pressure
altitudes. All data is present at a 0.24x0.24 degree resolution (roughly 25x25 km) and at the following
pressure levels: 50, 100, 150, 175, 200, 225, 250, 275, 300, 350, 400, 450, 500, 550 and 600 mb. Most of the
data used for this research corresponds to the atmospheric data as observed of 12 february 2014 at 12:00
UTC. From this data a 750x1500x15 matrix is obtained, spanning the global atmosphere for each variable
over the before mentioned pressure altitudes. Time dependent evolution of the atmospheric data has not
been considered, in order to minimize memory usage. Taking the time dependent evolution of atmosphere
into account could compromise overall optimisation performance and extend run times. Neither has the
vertical wind vector been included in the atmospheric data, serving as input for the optimisation routine. It
is discarded, because the data is only available at four altitude levels, whereas the other data is available for
a multitude of altitudes. Next to this it was expected that inclusion of the vertical wind vector would not
significantly enhance the optimisation routines accuracy.

As advised by the meteorologic service: “Specific humidity (SPFH) is the model’s native moisture vari-
able. It should be used in all NWP applications. Dew point depression is a diagnostic parameter and is not
meant for use in high-precision applications[40].”

The following variables have been used as input for this research:

• Temperature [K]

• Geopotential Altitude [m]

• U wind Component [m/s]

• V wind Component [m/s]

• Specific Humidity [kg/kg]
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Input data verification
The methodology described in this study requires atmospheric input. A solution is as good as its input, so let
us therefore consider the accuracy of the atmospheric data. No information could be obtained on the accu-
racy of the observed atmospheric parameters. However, in order to get an impression, let us briefly consider
the accuracy of the results of the numerical weather predictions set against radiosonde observations. Figure
2.8 shows the progression of the root mean square errors of the CMC GDPS model, the model used by the
Canadian Weather Service for atmospheric predictions. In this case the figure shows the root mean square
error of the temperature at an altitude of 850 hPa (generally representative for the free atmosphere above
the Earth’s turbulent boundary layers). The errors increase nearly linearly with forecast time, behaviour
representative for most model forecast parameters[40]. From this it seems reasonable to assume that the
atmospheric input can serve as a realistic representation of en-route atmospheric conditions.

Figure 2.8: Progression of the Root Mean Square Errors of the CMC GDPS models temperature predictions at
850hPa, from 24 to 240 hours lead-time predictions, mean taken over the year 2010 and verified against the North
American radiosonde observation network[40].

2.4.1 Ice Super Saturated Regions in NWP

In Numerical Weather Predictions data, the reported relative humidity will be the grid-mean. With the
large resolution of the meteorological data, namely 0.25x0.25 degrees in longitude and latitude or roughly at
about 25x25km in size, local humidity levels can deviate from this mean. Even when the grid mean is not
100% in all likelihood pockets of ice-supersaturated air will be present within the grid. To accommodate for
the discrepancy between predicted and actual local conditions, the modelled critical RHI is often selected
to be somewhat below saturation[17, 16]. In order to best satisfy the persistent contrail occurrence at all
attitudes the critical RHI, as used during this research, is set at 80%, as discussed by Xu and Krueger[65].

2.4.2 Processing the Atmospheric Data

The atmospheric data is processed prior to the optimisation in order to decrease the computation power
required. In figure 2.9, a schematic representation of this process is presented.

The blue box represents the original meteorologic data loaded into the function. The desired scope is used
to specify the region for which the contrail and atmospheric data is prepared. Next to this the combustion
parameters are loaded, depending on the aircraft configuration and type of fuel used.

In the first process box the critical temperature is assessed as described by the contrail methodology in
section 2.2.1. Next to this the relative humidity with respect to ice is derived in order to be able to assess
the persistence criterion, as presented in section 2.2.2. As the TLC and the RHI are known, the Schmidt-
Appleman criterion is applied, as presented in equation 2.5. In case the criterion is satisfied, the contrail
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parameter will be set equal to the local RHI. If the criterion is not satisfied, the Contrail parameter will be
set equal to zero. The persistency criterion will not be applied in the preprocessing of the atmospheric data,
it will, however, be applied during the optimisation itself, the reason for this will be explained later.

The contrail parameter in combination with the atmospheric parameters are know stored in the Processed
Atmospheric Data matrix. This is a MATLAB based matrix enabling easy access during the optimisation.

Figure 2.9: Schematic representation of the processing of the atmospheric data.

2.5 The Evolution of Contrails

2.5.1 Contrail Dynamics

Concerning the development of contrails, the process can be separated into 2 phases: the initial phase up
to the weakening of the wake vortex, having made it lose its grip on the contrail; after which mesoscale
atmospheric parameters affect the evolution of the contrail; this phase is the mesoscale phase[48].

The initial phase, during which the formation of contrails occur. In this phase contrail formation is
affected by exhaust gases, ambient temperature, humidity and by the jet and vortex dynamics present in the
wake of an aircraft. The structure of contrails depends on the air flow trailing an aircraft, varying due to the
size, weight, velocity, number and position of engines and further geometrical characteristics of the aircraft.
The early wake dynamics and jet turbulence can strongly influence the properties of the persistent contrails
later on. The thermodynamic processes responsible for contrails cause the formation to start on the outer
boundaries of the hot exhaust jet mixing with the ambient air. Due to the adiabatic compression caused by
the downward motion of the vortex, the total ice crystal number can be reduced significantly. Even though
fuel consumption may vary significantly for small and large transport aircraft (up to a factor of five), the
persistent contrails produced may still be equally sized[59, 60, 32, 20].

The mesoscale phase, during this phase of a contrails ‘life’, the contrail evolution depends on the ambient
humidity, wind shear, turbulence and stratification and possibly radiative cooling. This later phase is yet
to be studied extensively, up to this moment only a few exploratory studies have been directed at this later
stage of persistent contrail dynamics[48].
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2.5.2 Modelling the Evolution of Persistent Contrails

The DLR has developed the so called “Contrail Cirrus Prediction Tool” (CoCiP), a model in which next to
the initial contrail formation phase also the latter evolutionary phase is simulated, predicting the contrail
cirrus for air traffic based on weather forecasts[3, 49]. For the research presented herein, the scope lays at
the cost-benefit analysis of the optimised persistent contrail mitigated trajectories, the decision has thereby
been made to discard the evolution of persistent contrails for the time being. The CoCiP tool may for future
reference, however, give a good indication of how the evolutionary phase could be implemented in the tool
presented herein.

The model is developed in order to forecast contrail cirrus cover and to analyse its climate impact. In order
to be able to use CoCiP for aircraft optimisation regarding contrail mitigation, the model has been developed
to compute contrail properties for both individual flights and combined regional air traffic, without com-
promising on the computation times. In order to satisfy this latter requirement, models with parametrized
physics are required, providing proper results throughout the contrail life-cycle. In figures 2.10 and 2.11 an
outline of the CoCiP framework is given as well as a list of the modules used.

The model assumes contrails form when the Schmidt-Appleman and the ambient air humidity criteria
are satisfied. In order to analyse the contrails life cycle, the model makes use of a Lagrangian Gaussian
plume model, with bulk contrail ice properties. The initial plume properties are aircraft dependent. The
evolution of a contrail is computed considering wind, temperature, humidity, and ice water content from
numerical weather prediction (NWP) output. The plume trajectory is set to follow the horizontal and
vertical wind to which it is subjected. The contrail plume spreading resulting from shear and turbulence is
simulated. Ice water content is included assuming the conditions inside the contrail are equal to the ambient
ice supersaturation. Next to this, the processes causing the loss of some ice particle are simulated as,
turbulent mixing, aggregation and sedimentation. The most critical input parameter is the NWP humidity
field. The developer states that CoCiP can be used in order to forecast and minimize the climate impact
of contrails, as can be seen in the DLR-project “Climate-compatible Air Transport System” (CATS)[3].
Radiative cloud forcing is estimated from the contrail properties using the radiative fluxes without contrails
from NWP output.

Figure 2.10: A general outline of the Co-
CiP framework [49].

Figure 2.11: A list of the modules in se-
quence of call [49].
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Rationale for Contrail Mitigation

Looking at the skies, quite often aircraft can be seen flying over with large white condensation lines trailing
them. Even from a great distance separate trails are often discernible directly behind the aircraft, each of
them originating from one of the engines. It will not take long for the lines to get caught into the wing
vortices increasing their diameters. Sometimes these condensation trails disappear, but quite often they
remain, filling the sky with artificial line-shaped clouds.

If conditions permit some of these line-shaped contrails might even evolve into or induce artificial cirrus
clouding indiscernible from their naturally occurring counterparts[48, 35]. To illustrate the effect of aviation
on this phenomenon, two photo’s are shown side by side in figure 3.1. These pictures are taken on the same
location on days with similar atmospheric conditions. The photo on the left shows a clear sky after the
grounding of air traffic in 2010 and the photo on the right shows a contrail filled sky resulting from regular
air traffic.

Figure 3.1: The sky over Würzburg, Germany, after the grounding of air traffic, due to the eruption of the Eyjafjal-
lajökull (left, 18 April 2010) and on a day with regular air traffic (right, 29 April 2010) [62].

To get a good impression of the extent and scale of the problem, please consider figure 3.2, showing aviation
induced clouding in varying stages of transition, over the Channel region in North West Europe. In this
section first the impact of this additional clouding will be discussed after which the changes in impact and
probability of contrail formation will be discussed.

3.1 Impact of Contrails

Aircraft are known to emit pollutants directly into the upper troposphere and lower stratosphere, thereby
affecting the atmospheric composition[27]. These emissions, including CO2 and equivalent emissions, alter
the concentration of atmospheric greenhouse gases; trigger formation of contrails; and quite possibly increase
so called secondary-cirrus clouding, all of which results in climate change[27].
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Figure 3.2: Line shaped and evolving contrails in combination with natural clouding over the Channel, Europe [2].

The sun is the single biggest contributor of energy reaching the Earth’s atmosphere, but a large part of
the energy reaching Earth is reflected outwards into space. In an energy neutral environment, the amount
of incoming energy matches the amount of reflected energy, whereby the temperature will remain stable.
External factors, such as CO2, NOx, soot and also additional clouding, will disturb this balance and result
in climate change[27]. The time periods over which the impact of these emissions become noticeable varies
per particle. The well known Global Warming Potential for instance is measured in degrees Kelvin change
over an extended time period[27]. Some parameters, such as additional contrail, however have an impact
within a far shorter timespan.

Global Warming Potential (GWP) is an index that seeks to define the overall climate impact of specific
actions. In this index, the impact is related to that of emissions of an equivalent mass of CO2. Radiative
forcing is integrated over a time horizon to account for the duration of the perturbation (IPCC standard
horizons have been 20, 100 and 500 years). The time horizon therefore accounts for both the cumulative
climate impact as well as the decay of the perturbation. The GWP metric can be a convenient measure for
policy-makers to compare relative climate impact of different emissions, but its basic definition can make
its application questionable, in particular with regards to aircraft emissions. Impacts such as from contrails
can not be directly related to emissions of a particular greenhouse gas. Indirect RF from O3 produced by
NOx emissions is not linearly proportional to the amount of NOx emitted, but is instead dependant on
the location and season. In essence the radiative impact of gases and aerosols with a short lifespan will
depend on the location and even the time of their emissions. Finally, the GWP does not account for an
evolving atmosphere, in which the RF from an emission is larger today than in the future. In short, the
GWP index is meant to compare emissions of long-lived gases for the present atmosphere; it does not suffice
in the determination of the climate impacts of aviation[27].

Instead radiative forcing (RF), assessed for a changing atmosphere, is a better index to estimate the
anthropogenic climate change impact from gases and aerosols with varying lifespans. Radiative forcing
measures the additional amount of energy added to the Earth-atmosphere system [Wm−2]. RF is, however,
an instantaneous measure, as it considers the climate forcing at a particular point in time. Positive values
of radiative forcing imply a net warming, while negative values imply cooling[27].
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Figure 3.3: Best estimates for aviation induced radiative forcing in 1992 (a) and 2050 (b). The best estimates are
accompanied by high-low 67% probability intervals (whiskers). For the cirrus clouds no best estimate is shown, the
dashed line indicates a range of possible estimates. Please do consider the change in scale of the radiative forcing
axis for the 2 diagrams respectively[27].

In figure 3.3(a)1, the best estimations for aviation induced radiative forcing are presented for the year
1992[27]. The biggest contributors to aviation induced RF are CO2, O3 and contrails, whereas CH4 and
Sulfate most likely have a negative effect. High altitude emissions of NOx act as a catalyst for the production
of both O3 and CH4. Large uncertainties still exist concerning the exact magnitude to which each element
contributes, as indicated by the 67% probability interval (whiskers). For “cirrus clouds”, meaning the indirect
effects of aviation on “natural” clouds (e.g. secondary cirrus), no best estimate can be given at all, due to
the low academic understanding of this phenomenon (Note the classification stating its impacts are “very
poorly” understood). In figure 3.3(b) the same respective diagram is shown for the year 2050. Note however
the difference in scale of the y-axis (factor five). From this diagram, it is clear that the impact of contrails
is expected to increase in both relative and absolute terms.

This report will focus on Contrails, but for a fair comparison the corresponding effects of contrail miti-
gation will be compared with the effects of CO2 emissions using the RF benchmark scale as a reference.

As explained before (section 2), the very presence of contrails in ice supersaturated regions can act as a
catalyst and induce the spread of cirrus-clouding, thereby multiplying the total effects of the initial line-
shaped contrails. Radiation forcing related to this overarching contrail induced cirrus clouding is about nine
to ten times larger than that from the initial line-shaped contrails alone[12, 35]. Especially in regions with a
high air-traffic density, the increase of cloud cover in situation favouring contrail formation is significant[48].

These characteristics are most likely satisfied at moderate latitude regions in winter or early spring in
the months of February and March[9]. Figure 3.4 (a-d) shows the Northern Hemisphere as seen from an
orthogonal projection, with the North Pole (90deg lat) positioned in the centre of the picture. In it the areas
prone to Persistent Contrail Production (PCP) are displayed for 4 altitudes favoured for long haul flights.
The data supports the research which has indicated contrails typically form at pressures below 300hPa[29],
higher limiting pressures at alleviated latitudes and lower near the equator. The meteorology data has been
selected arbitrarily and dates to July 7th, 2014. Next to this four great circle lines are drawn (dotted white)
connecting Amsterdam [AMS], Peking [PEK], Tokio [HND] and Washington [KIAD] (pink triangles). As
can be seen from the figures, flights flying along these routes are likely to produce persistent contrails. If
we take these locations as representative for the three main economic regions, air traffic along these routes
would account for up to 20% of total air traffic (as represented by RPK)[19]. Large scale contrail occurrence

1Note : CO2 = carbondioxide,O3 = ozone, CH4 = methane,H2O = watervapour,NOx = nitrogenoxides
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is therefore expected to have a significant effect on the local environment.

Dependent Radiative Forcing
Contrail radiative forcing is dependent on the time of day due to daily variations in solar radiation on specific
locations on the globe. During the night, when solar radiation is absent, outgoing long wave radiation is
hindered by contrails. Due to this the overall radiative forcing is increased during the night[39]. Night time
flights during the winter are responsible for most of the contrail radiative forcing[36]. However, persistent
contrails occurring during the day can spread under the influence of wind and evolve into cirrus clouding
lasting during the night when they as well cause a stronger radiative forcing[35].

Positive Feedback effects on the Climate System
Increasing the local temperature at ground level in the before mentioned moderate latitude regions could have
an additional aggravating affect, as the release of carbon and methane from thawing permafrost constitutes
an additional positive feedback in the heating of the global climate[56]. Positive feedback implies that an
initial change will result in another initial change in the same direction, thereby amplifying the effect.

This is one example in which global and local warming has a positive feedback on the climate system
thereby aggravating its effects. Amongst other things, climate change is already causing permafrost warming
and thawing in high-latitude and high-elevation regions as well as the retreat of glacier and reduction of ice
volume, the disappearance of thermokarst lakes, the reduction in Arctic sea ice cover, the increase in lake
water temperatures and prolonged ice-free seasons. Most of which can cause a similar positive feedbacks[13].

3.2 Changing Parameters affecting future Contrail Probability

In the previous section the impact of contrails has been discussed. However, with the changes in the global
atmosphere becoming apparent the factors contributing to the effects are likely to change over time. In table
3.1 a number of parameters likely to impact the effective contrail occurrence are shown. The sign of change
indicates in which direction the parameter is most likely to change in the future, increasing (+) or decreasing
(-). Global Contrail & Induced-Cirrus Coverage indicates the change in occurrence in case of a change in the
considered parameter. In the next column of the table, the corresponding effect on global radiative forcing
can be seen[27].

Looking at the table two sets of parameters can be seen, the first five parameters are related to environmental
changes, whereas the remaining parameters are related to general trends in aviation. The effective impact the
environmental parameters have on contrail occurrence and RF is not uniform. Most of the aviation induced
alterations however, seem to positively affect contrail formation. The number of aircraft is likely to increase
and even though the overall efficiency of propulsion is bound to increase it will not offset the total amount of
fuel consumption. In fact increases in overall propulsive efficiency will positively contribute to the occurrence
of contrails in itself. In figure 3.5 the historic trend of propulsive efficiency can be seen. Correspondingly
the solid circles also denote the critical altitude at which contrails form in ice-supersaturated regions under
ISA-conditions. The current trends in propulsive technology is bound to increase the occurrence of contrails
under varying conditions and thereby increase its respective RF effects. The effects of the last three, fuel
related, parameters are still uncertain. Lowering the emissions of soot and fuel sulphur content could poten-
tially decrease contrail occurrence. Whereas the increase of hydrogen content will in turn increase contrail
occurrence, with yet undetermined effects on RF.

The air traffic along the routes connecting the regions, as represented by the routes in figures 3.4(a-d) (e.g.
North America, Europe and East-Asia), will steadily account for about 20% of total air traffic (expressed in
% total RPK), whereas in absolute numbers the total traffic connecting these regions will increase ranging
from 140% to 180% by 2030[19]. From this figure it becomes clear that the likelihood of these long-haul
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(a) Pressure altitude 300hPa (±9200m) (b) Pressure altitude 275hPa (±9700m)

(c) Pressure altitude 250hPa (±10400m) (d) Pressure altitude 225hPa (±11000m)

Figure 3.4: Persistent Contrail Areas in an orthogonal projection of the northern Hemisphere as seen from the North
Pole. In combination with the great circle route connecting: AMS-PEK, AMS-KIAD, KIAD-HND, HND-AMS.
Produced using Meteorologic data from 07 July 2014 at 00:00UTC.
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flights flying through areas prone to contrail production is rather large.

The effects of changing conditions on radiative forcing per emission type can be seen in table 3.2 as published
by the IPCC[28]. In conclusion let us state that aviation induced RF is bound to increase the coming decades,
with contrails most likely being responsible for an increasing share in the net surplus.

Table 3.1: Parameters affecting future changes in aviation induced cloudiness. The symbols represent the parameters
sign of change and impact. Question marks indicate uncertainties. The symbol x indicates a lack of a known or
important impact. (Reference Table 3-10[27])

Parameter Sign of Global Contrail & Global Contrail
Change Induced-Cirrus Coverage Radiative Forcing

Upper troposphere temperature +? - -
Lower stratosphere temperature - x x
Humidity of lower stratosphere + x x
Humidity of upper troposphere +? + +
Tropopause altitude + + +
Number of aircraft + + +
Global aviation fuel consumption + + +
Overall efficiency of propulsion + + +
Cruise altitude at mid-latitudes + - -
Cruise altitude in the tropics + + +
Traffic in tropical regions + + +
Soot emissions -? -? -?
Fuel sulfur content -? -? -?
Fuels with higher hydrogen content +? + ?

Figure 3.5: Trend in overall propulsive efficiency η (solid circles) from 1960 to 2010, computed from aircraft specific
fuel consumption (SFC) data (open circles). The solid circles also denote the critical altitude z (right axis) above
which contrails form (for 100% relative humidity under ISA atmosphere conditions) [27].
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Table 3.2: Total aviation induced radiative forcing for the years 1990, 2000, 2015, 2025 and 2050 as projected
by the IPCC, (Table 6-2)[28].

Radiative Forcing [W/m2] 1990 2000 2015 2025 2050

O3 0.024 0.029 0.04 0.046 0.06
Contrails 0.021 0.034 0.06 0.071 0.1
CO2 0.016 0.025 0.038 0.048 0.074
Soot(BC) aerosol 0.003 0.004 0.006 0.007 0.009
H2O 0.002 0.002 0.003 0.003 0.004
Sulfate aerosol -0.003 -0.004 -0.006 -0.007 -0.009
CH4 -0.015 -0.018 -0.027 -0.032 -0.045
Indirect clouds n.a. n.a. n.a. n.a. n.a.
Total 0.048 0.071 0.114 0.137 0.193

% Contrails 44% 48% 53% 52% 52%
% CO2 33% 35% 33% 35% 38%

3.3 Military Rationale for Contrail Avoidance

With stealth being an important characteristic for any combat aircraft[63], the United States mil-
itary forces have been interested in contrails ever since aircraft capable of flying at high altitudes
have entered their inventory. As contrails form an irrefutable proof of the (recent) presence of
aircraft it impairs the survivability of an aircraft, for both combat as well as non-combat aircraft.
Contrails thereby can be seen as a form of military intelligence in a number of ways, they generally
aid the defender and hinder the attacker[51]. During an aerial invasion, contrails are therefore of
vital importance.

The incorporation of stealth technology has helped modern aircraft to significantly reduce their
radar cross section. Next to this, aircraft can penetrate airspace through black spots in the enemies
radar system or use electronic countermeasures. However, all these efforts are rendered in vain when
aircraft are trailed by contrails, revealing their position and direction of flight[6]. The presence
of contrails enhances visual contact thereby assisting in the interception by means of vectoring
defending forces to their target. An example of which can be seen in the case as illustrated in figure
3.6, in which two Soviet MiG-29 aircraft are intercepted by two USAF F-15 aircraft over Alaska,
USA. Next to this contrails can help defenders with the identification of aircraft by showing the
number and spacing of the engines[6]. Contrails spreading out into cirrus clouding can hinder the
rendezvous of aircraft and air-to-air refuelling operations. Contrails can furthermore reveal tactics
by clearly marking the ingress and egress routes.

Accurate contrail forecasts and according route optimisation can assist mission planners and
reduce the risks for pilots, enhancing the overall mission effectiveness[51].

Figure 3.6: Two Soviet MiG-29 aircraft en route to an air show in British Columbia, Canada, are intercepted
by two USAF F-15 aircraft of the 21st Tactical Fighter Wing[10].
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3.4 Previous Contrail Mitigation literature

3.4.1 The theory of Contrail Mitigation by means of Flexible free flight

Regions with ice supersaturation have occurred with a horizontal reach of the order 150 km and a vertical
extend of normally only about 500m[31]. In Mannstein et al.[21], operational radiosonde data is used to
assess the effect of a change in-flight altitude on contrail formation. It indicates that “a substantial fraction
of contrails and contrail induced cirrus can be avoided by relatively small changes in flight level, due to the
shallowness of ice-super-saturation layers”[21]. As can be seen in figure 3.7, the probability of remaining
in a super saturated region alters significantly when the flight altitude is changed. It opts for flexible free
flight as a solution, in the case ice-super-saturation is signalled and if a positive radiative forcing during the
lifetime of the contrail is to be expected. “In this case a flight level change of less than 2000ft up or down
is generally sufficient to avoid 50% of contrails. An even more efficient strategy to avoid contrails would be
possible, based on a precise prediction of position and extent of Ice Super Saturated Regions (ISSRs).” It
continues stating a change of only 1000ft would be sufficient to reach 50% contrail reduction if the nearest
“dry” layer is known[21]. Mannstein et al. hereby indicates exactly the main purpose of our current study,
to analyse how the flight trajectory can best be optimised in order to mitigate contrail formation. This
technique is already applied by military aviation in order to suppress their visibility[51, 6].

Figure 3.7: The probability of remaining in super saturated air after an altitude change from FL290 [21].

3.4.2 Flexible free flight Contrail Mitigation in literature

In this section previous contrail mitigation studies will be presented such as, Noppel 2007[39], Sridhar
2011[38] and Kaiser 2012[33]. The comparisons and differences between these studies, and with the study
performed herein will be discussed.

In Sridhar et al.[38], a trajectory contrail mitigation study was performed in the presence of wind,
optimising for minimum fuel consumption. The optimal trajectories are established by means of solving a
non-linear optimal control problem with path constraints. Persistent contrail formation is modelled through
the presence of ice-supersaturation, in this paper no mention is being made of the Schmidt-Appleman
criterion and whether it has being satisfied in these regions. The optimal aircraft heading is calculated in a 2-
dimensional plane. Soft penalties are imposed to model for the regions prone to persistent contrail formation.
The imposed penalties are derived from a radial penalty function, which is related to the distance between
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the aircraft and the centre of regions where persistent contrails can potentially form. The cost coefficient
of the penalties is adjustable. The aircraft fuel consumption model consists of a Specific Fuel Consumption
(SFC) over altitude parametrization, multiplied with the elapsed time and thrust. The optimal trajectories
are computed by repeatedly solving the horizontal plane problem. The tradeoff between persistent contrails
formation and additional fuel consumption is investigated, with and without this altitude optimisation.

In order to assess the contrail avoidance optimisation routine, the air traffic connecting 12 city-pairs in
the United States, dating back to May 24, 2007, was selected. The additional travel times required for com-
pletely avoiding persistent contrail formation at various flight altitudes ranged from approximately 0% to
4.3%. In case the altitude is optimised, fuel burn, required for contrail avoidance, can be reduced drastically.
The average results with and without altitude optimisation can be seen in figure 3.8. It concludes that when
altitude is optimised a two percent increase in total fuel consumption can lead to a reduction in contrail-time
of more than 83%, after which the gains level out. In its conclusion, Sridhar et al.[38] relate mitigation of
contrail-time to its required fuel burn penalties; no attempt has been made to translate these costs into RF
or climate temperature impact.

Figure 3.8: Tradeoff curves between fuel consumption and contrail avoidance, with (green) and without (blue) altitude
optimisation[38].

In Kaiser[33], a flight profile optimisation was presented maximising specific range while minimizing contrail
production. In this study changes to the en-route flight altitude were allowed even though a flight altitude
ceiling was implemented. For his optimisation Kaiser makes use of the so called Enhanced Trajectory Pre-
diction Model (ETPM). The ETPM provides a discrete solution of the trajectory differential equation using
a final element method (FEM) and the so called Enhanced Jet Performance Model (EJPM), continuously
providing all necessary (environmental) parameters at each grid intersection using analytic equations and
algorithms. The FEM analysis in the ETPM maked use of dynamic grid sizing in order to get more infor-
mation on important areas of the trajectory (e.g. turns and climb/descent segments). The meteorologic
data used by Kaiser consists of radiosonde data from five locations, located more or less along the ground
track. In short the ETPM application will obtain “an ecological optimised 4D en-route flight path between
Amsterdam and Salzburg [AMS-LOWS], under consideration of minimum CO2 emissions, contrail build up
and lifelike wind and atmospheric conditions.”

For the short continental flight [AMS-LOWS], a contrail formation was avoided at the expense of an
increased fuel burn of 2.5%, in the case of fixing the en-route altitude and 1.5%, in case en-route altitude
optimisation is applied. From this Kaiser[33] estimates a reduction in RF of 92.4% and 92.5%, respectively.
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In his dissertation, Noppel[39] investigates the feasibility of contrail and cirrus cloud avoidance technology
in general. In his study, Noppel explores the potential and feasibility of adjustment of air traffic, engine
and aircraft technology, fuels and potential contrail avoidance devices. In its conclusion Noppel[39] warns:
“The numbers are first estimates and not the results of accurate assessments, having the purpose to support
the identification of priorities for further research activities.” Furthermore continuing: “Changing aircraft
cruise altitude during flight (free flight) exhibits an effective and viable method for contrail avoidance. It
is accompanied by a fuel burn penalty of below 1% and can be applied to current aircraft technology[39].”
Our study is interested in finding a feasible free flight contrail mitigation strategy and will therefore only
discuss the most relevant conclusions related to its free flight contrail mitigation depending on ambient
conditions[39]. In this case, this means a case in which aircraft cruise altitude is altered during the flight,
depending on ambient conditions.

For the optimisation a commercially available simplex optimisation algorithm was used. Initially the
flight path is parametrised, dividing it into equally long sections. Starting from the great circle route, the
horizontal and vertical offset from way points are specified, yielding a realistic flight path. Weather data,
containing the records for the year 2005, including temperature and humidity in a 6 hour interval and on
a global grid, was used in order to assess a contrail probability. Wind effects have not been taken into
consideration during this study. The grid is evaluated for persistent contrails and a parametrized monthly
averaged contrail probability is derived for each grid cell. The ESDU aircraft performance program predicts
the aircraft performance. In the case the appropriate aerodynamic and engine data are available, it can
predict point and path performance, take-off and landing performance and mission performance. The ESDU
derives the fuel flow rates for each waypoint, after which time integration yields the overall block fuel
consumption.

A year long record of transatlantic flights between London and New York was used to analyse possible
contrail reduction per month. The results of this study can be seen in figure 3.9. A mean of 78% contrail-
length reduction was achieved against an 0.8% increase in fuel burn.

Independent from this, Noppel also investigated the effect of a contrail mitigation strategy on the (aviation)
induced temperature change. It is concluded that contrail avoidance forms a strategy, with a short term
effect decelerating the global temperature increase. For this research a fuel burn penalty of 10% was chosen.
Despite the rather large fuel burn penalty, the difference in aviation induced CO2 emissions between the
contrail mitigation and no-mitigation strategy has an insignificant impact on global temperature[39].

Figure 3.9: The annual variation in contrail formation along the flight path with and without contrail avoidance and
the relative increase in fuel burn[39].
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Optimisation for Contrail Mitigation

In section 2 and 3 the benefits of free flight contrail mitigation have been presented. In this section the
trajectory optimisation framework, in which this will be realised, will be discussed. This section will elaborate
on the required architecture, most relevant to the contrail optimisation problem.

4.1 Optimisation Structure

The tool presented here is used for the optimisation of individual flights. The flights assessed in this research
are departing from Amsterdam and have Washington as destination. For one short-haul flight case the
destination was altered from Washington to Belfast. The objective parameters considered by the optimisation
routine are:

• Fuel Cost: total fuel weight consumed in flight (N).

• Flight Time: total time in flight(s).

• Contrail-Time: cumulative flight time during which persistent contrails are produced (s).

What sets this research apart from previously conducted research is the fact that the optimisation scheme
presented here opts for the inclusion of realistic high resolution atmospheric data throughout the flight,
namely: Temperature, Pressure, Contrail persistence and the Wind vector field. At the same time the
optimisation routine is allowed to refine the optimal trajectory in four dimensions.

During optimisation, ideally all objective parameters would be minimised. Some parameters will how-
ever, adversely affect other objective parameters, a trade-off therefore needs to be made in order to come
to an optimal solution. The MATLAB based GPOPS framework will be used in order to solve this multi-
objective optimisation problem. According to the authors, GPOPS has specifically been designed to serve
as an optimisation framework widely applicable to a multitude of problem types. Its suitability for contrail
mitigation optimisation problems results from its successful previous use in research on noise abatement
during terminal arrivals[61]. This framework will be discussed briefly in the next section.

Figure 4.1 gives a schematic outline of the optimisation structure, implemented within the GPOPS optimi-
sation framework, represented by the light blue dashed box. In this schematic, the grey boxes represent the
input required to run the routine, the blue boxes represent processes within the optimisation routine and
the green boxes represent the final optimal solution.

In a green box on the left side, the problem statement can be seen; this is where the optimisation prob-
lem is defined. In order to find an optimal solution, first the problem needs to be clearly defined: the state,
control and constraint bounds needs to be specified, as well as an initial guess for the solution. The specific
requirements of the problem statement required by GPOPS will be discussed in section 4.2.

In the DAE function, the Differential-Algebraic Equations affecting the aircraft model are defined. In this
function state and control variables as well as their derivatives are determined. For additional data required
to derive the alterations to the aircraft model several functions are called upon, namely: the Live Atmosphere,
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Figure 4.1: A schematic representation of the optimisation program.

the Performance model and the Path Constraints function. In section 4.3 the details of this function will be
discussed.

The Live Atmospheric function is called upon by a number of functions. After receiving the coordinates
and pressure altitude of the aircraft’s location it is able to provide a multitude of local atmospheric properties
for that location. To do so the Live Atmospheric function draws upon the atmospheric data file, loaded during
the initiation of the tool. The atmospheric data file can consist of meteorologic information for a specific date
and time, but it can also contain the International Standard Atmosphere. The live atmospheric function is
discussed in more detail in section 4.5.

The Performance Model function determines the drag, thrust and the fuel flow of the aircraft. In order to
derive these parameters the function requires the control variables, the aircraft weight, velocity and altitude
as well as the local atmospheric conditions. Next to this, a number of aircraft specific data are required
consisting of: the weight & dimensions, the Aerodynamic coefficients and engine data, next to this it also
provides the velocity limits to the path constraints. The performance model used in this study is based on
the B747-400 aircraft.

In the Path Constraints function, the minimum and maximum velocity limits are calculated depending
on the atmospheric conditions. In section 4.4 a more detailed description of this function is given.

In the Cost function, the objective functions are specified. The objective functions are the equations in
which the problems optimisation parameters are specified. A more detailed description concerning the cost
function can be found in section 4.6.

Intlab, an acronym for INTerval LABoratory, is a commercial available MATLAB based toolbox[44]. In
this routine Intlab is used to determine the gradient of the objective function.
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The problem is solved using a gradient-based non-linear programming optimisation method. Only after the
solution has converged completely, satisfying all constraints and conditions, can the solution be assumed to
be both feasible and optimal. The optimal solution consist of a detailed account of the state and control
variables for each time step, in the diagram it is represented by the green boxes on the right.

4.2 GPOPS

GPOPS is the generic-trajectory optimisation framework within which the contrail model is implemented.
GPOPS stands for: Gauss Pseudospectral OPtimal control Software. It is a pseudo spectral software used
for solving multiple-phase optimal control problems. It makes use of the technique of collocation for the
trajectory optimisation, relying on gradient-based algorithms[14]. The Gauss pseudospectral method, dis-
cretizes a continuous optimal control problem into a finite-dimensional non-linear problem. In order to find
the objective function gradients, required for the non-linear optimisation as proposed in this research, the
MATLAB based INTLAB Gradient toolbox will be used[44].

Solving optimal control problems, such as aircraft trajectory optimisation, requires the approximation of
three types of mathematical objects: the control systems differential equations, the state-control constraints,
and the cost function integration[18]. The method solving this problem should ideally fulfil all three approx-
imation tasks equally efficiently. This requirement is what makes a pseudospectral method suitable, as it is
efficient in the approximation of all three mathematical objects.

The optimisation routine enables the use of multiple phase problem solving. Phases can be used to prescribe
different stages within the flight (e.g. a turn, continuous descent or level flying). Several MATLAB functions
are conceived in order to accurately specify the optimal control problem and should be defined for each
phase. These functions consist of[14]:

1 The cost functional, which needs to be minimized.

2 The right-hand side of the differential equations and path constraints.

3 Boundary conditions (e.g. events).

4 Linkage constraints (how will the phases be connected to each other).

Problem statement
The optimisation routine GPOPS is capable of solving user defined optimal control problems, but in order
to do so the problem statement needs to be defined. The problem statement gives a detailed definition of
the set up of the problem. It serves as input for the optimisation routine defining the bounds, the upper and
lower limits, for each variable and component[14]. The problem statement consists of the following:

(a) Initial and final time of the phase

(b) The state conditions in time (e.g. at the beginning, during and at the end of the phase)

(c) The control conditions in time

(d) Static parameters

(e) Path constraints

(f) Boundary conditions

(g) Phase duration (e.g. total time length of phase)

(h) Linkage constraints (e.g. conditions concerning the phase connections)
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The problem is solved using the direct trajectory optimisation technique of collocation with non-linear
programming (NLP). In this method, the trajectory dynamics are discretized in order to transform the
optimal control problem into an NLP problem. The trajectory is divided into a specified number of time
intervals, connected by node points. The system differential equations are discretized and transformed using
implicit integration[22].

4.3 Aircraft Model and Reference System

The aircraft model used, consists of a point-mass model with a variable mass[15], modelled in the World
Geodetic System of 1984 (WGS84). The WGS84 system is used in geodesy and navigation and defines a
reference frame for the earth. The Earth surface is represented by an ellipsoid, rotated around the Earth’s
spin axis. This system is the reference system upon which all geospatial intelligence is based[5].

When assessing aircraft performance, modelling of the fast aircraft dynamic behaviour is discarded, as it will
have a low impact on overall performance prediction and will disadvantageously effect processing times[15].

A state vector describes where, in the coordinate system, an object is located, how it is positioned and
how it is moving. The state vector x of the problem described here consists of 6 state variables defined in
equation 4.1. The variables φ and λ in equation 4.1, represent the aircraft Latitude and Longitude positions
in the WGS84 coordinate system. The variables z and V represent the altitude (m) and true airspeed of the
aircraft (m/s), respectively. The state variable ψ is the heading in radians, represented by the true compass
heading and W represents the aircraft weight (N).

x =


φ
λ
z
V
ψ
W

 (4.1)

A control vector is used to alter the state vector and manipulate the objects trajectory. The control vector
u consists of 3 controls, as seen in equation 4.2, in which: Γ is the normalized throttle setting, γ is the flight
path angle of the aircraft (radians) and µ represents the aircraft’s bank angle (radians), with a right turn
positive.

u =

 Γ
γ
µ

 (4.2)

Time derivatives are used to express how changes in the control vector affect the state vector. The time
derivatives of the states are defined as[15]:

φ̇ =
V cosγ · sinψ + VwV

Re + z
(4.3)

λ̇ =
V cosγ · cosψ + VwU

(Re + z)cosφ
(4.4)

ż = V sinγ (4.5)

The variables VwV and VwU in equation 4.3 and 4.4, represent the North and East wind vectors (m/s),
(attained from the “Live Atmosphere” function) and Re = 6, 378, 137 the radius of earth in (m)[53]. The
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time derivative for V is attained using Newton’s second law of motion along the axis of the speed vector,
with FThrust, D and W representing the Thrust, Drag and Weight of the aircraft respectively, all expressed
in N [15].

V̇ = g0[
FThrust −D

W
− sinγ] (4.6)

The expression for the time derivative of ψ is derived from the force equilibrium of a horizontal steady turn,
resulting in:

ψ̇ =
g0
V
tan(ψ) (4.7)

Ẇ = −ṁfg0 (4.8)

The weight change caused by the fuel burn ṁf is calculated separately in a fuel consumption model, based
on the actual engine characteristics[55].

4.4 Path Constraints

The path constraints to which the solutions have to comply, as well as the velocity constraints and the
method by which they are derived will be discussed in this section.

Velocity Constraints
The path constraints regarding the minimum and maximum velocity are calculated using the atmospheric
derivatives from the Live Atmosphere function as input. In equation 4.9, the maximum velocity is derived
from the Mach number. Equation 4.11 shows the conversion used to derive the True Air Speed (TAS) from
the Calibrated Air Speeds (CAS)[55]. The operating limits are defined by the maximum Mach number
(Mmo), the maximum operating velocity (V mo) and the minimum speed, or stall (V min).1 The latter two
are specified in terms of calibrated airspeed and will be transformed into TAS using equation 4.11. The
variable vsnd represents the local speed of sound. The resulting velocity boundaries in the (V,h) space for a
B-747 flying through ISA atmosphere can be seen in figure 4.2.

The crossover altitude is the altitude at which the maximum operating velocity (red) and maximum
Mach number (green) constraints return the same TAS limit. The velocity limit obtained at this altitude
represents, by definition, the maximum TAS allowed for an aircraft. The crossover altitude has been verified
at about 8350 [m], using the Hochwarth crossover calculator[25].

V mach = Mmo · vsnd (4.9)

vsnd =
√
c.γ ·Rgas · T (4.10)

VTAS =

√
2 · γ

γ − 1

p

ρ
((1 +

p0
p

((1 +
γ − 1

2γ

ρ0
p0
V 2
CAS)

γ
γ−1 − 1))

γ−1
γ − 1) (4.11)

1The operating limits for the B-747 are: Mmo = 0.9, V mo = 365(knts) and V min = 192(knts) (Flapsupminimum). The
Service Ceiling is 13.716km[57].
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Figure 4.2: The velocity boundaries for a B-747 flying through ISA atmospheric conditions (Maximum Mach number
Mmo = 0.9, the maximum operating speed, V mo = 365 and the minimum stall speed V min = 192(knts)).

Ground speed conversion
In order to get a better understanding of the results and the way in which the wind affects them, the ground
speed Vground is calculated using equations 4.15, requiring the True Air Speed, Heading and the wind vectors
attained from the Live Atmosphere function. Again VwV and VwU represent the North and East wind vectors
in (m/s), from which the absolute wind velocity V wabs and the angular direction angw are established. The
drift angle angdrift is calculated and from this the ground speed Vground in (m/s) is calculated as specified
by H. Hirabayashi and Y. Fukuda[24], with the addition of the cos(γ) term, taking into consideration the
effect the flight path angle γ has on the ground speed. A small proportion of the velocity is used to climb in
case of a non level flight.

V wabs =
√
V 2
wU + V 2

wV (4.12)

angw = atan(
VwV /V wabs

VwU/V wabs
) (4.13)

angdrift = asin(
V wabs

VTAS
sin(angw − ψ)) (4.14)

Vground = VTAS · cos(angdrift) · cos(γ) + V wabs · cos(angw − ψ) (4.15)

Other Path Constraints
Next to these velocity related path constraints, minima and maxima have been applied to the TAS accelera-
tion and the rate of climb as well. An overview of the path constraints and limiting aircraft parameters can
be seen in table A.2 in Appendix A.
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4.5 Live Atmosphere

The “Live Atmosphere” function is created to find a multitude of local atmospheric properties. It allows
for the meteorological data to be interpreted and allows for optimal trajectories to be found under realistic
atmospheric and contrail conditions. Its key objectives are to allow for data interpretation, to accommodate
a transition between nodes and intervals that is as smooth as possible and to do so requiring a minimum of
computational power and time. This last objective should not be underestimated, as the function is used for
each data point and for every iteration, it can easily be called upon 100.000 times during an optimisation run.

Figure 4.3 gives a schematic representation of the function. The position coordinates are matched to the
coordinates known from the atmospheric datafile, where after the Pressure, Temperature, “Contrail” and U
and V-wind vectors, the closest lower and upper grid points are retrieved. Next, a tri-linear interpolation
over the latitude, longitude and the altitude is performed. With the atmospheric parameters known for a
specific location, the other atmospheric derivatives are calculated. For each location the following parameters
are estimated:

• T (Temperature)

• p (Pressure)

• V vwind (Wind vector North positive)

• V uwind (Wind vector East positive)

• dTdz (Temperature derivative over altitude)

• θ (Temperature over mean sea level Temperature)

• dθdz (θ derivative over altitude)

• dpdz (Pressure derivative over altitude)

• δ (Pressure over mean sea level Pressure)

• ρ (Density)

• dρdz (Density derivative over altitude)

• vsnd (Speed of sound)

• vsnddz (Speed of sound derivative over altitude)

• zgeo (Geopotential altitude)

• PCP (Persistent Contrail Probability, see section 4.5.1)

The variable PCP (Persistent Contrail Probability) is analysed within the Live Atmosphere function and
is used to assess the time change of the contrail-time variable, tContrail. According to figure 4.3, the PCP
variable is derived from the contrail factor, using the ‘Switch function’, this process will be explained here-
after, in section 4.5.1.

As mentioned the objectives of the Live Atmospheric function are to allow data interpretation and to ac-
commodate a smooth transition between grid points, while utilizing a minimum of computational power
and time. With the computational power and time aspect already discussed, let us focus on the other two
objectives. The transition between grid points needs to be continuous and as smooth as possible, because of
the differentiability requirement imposed by the gradient-based optimisation of the GPOPS routine. The at-
mospheric data however, might not be directly differentiable everywhere, considering the implementation of
the discontinuous supersaturation requirement for persistent contrail formation (RHI ≥ 100%), as discussed
in section 2.5. Differentiation might as well be hampered by the non-gradual definition of the temperature
change over altitude around an ISA-defined tropopause. In order to interpret the atmospheric data, the
function must however not conflict with other routines. In the case of implementing interpolation functions
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requiring derivatives, such as cubic or spline interpolation, it is likely to conflict with the Intlab operating
routines. This, in combination with the computational specific performance requirements, have lead to the
decision to select a tri-linear interpolation for the function.

The atmospheric data is available for a specific range of pressure altitudes resulting in a non-constant
resolution over altitude, as can be seen in figure 4.4.

Due to linear interpolation over the altitude, persistent contrail areas are sometimes virtually “extended”
in the vertical direction. With a vertical resolution of the data of about 1km, a “simulated” completely
contrail-free trajectory will have to be separated from a contrail region by a 0.5km vertical distance. As a
result, contrail-time might accrue when in reality the aircraft is flying outside contrail prone areas and as a
result might cause contrail evading manoeuvres to be magnified in these cases. This effect will be reduced,
but not completely eradicated, through the implementation of the Switch function presented in section 4.5.1.
The same effect also works in the reverse direction, when the aircraft is flying near, but still outside of,
the upper and lower contrail area bounds, a reduced contrail cost will be incurred due to the vertical linear
interpolation with the nearest data point outside the contrail area (for an example, see figure 7.9(b&d) in
results section 7.2.1). One might argue that these effects may cancel each other out. Next to this contrails
originating on the boundaries are, due to sedimentation of ice crystals, less likely to persist and evolve into
cirrus, relative to contrails originating in the middle of a contrail prone region[23, 48]. Neither of these
hypotheses were explored in this research project.

Figure 4.3: Schematic representation of the Live Atmospheric function.

4.5.1 Switch Function, implementation of the Contrail model

The general overview of the Live Atmosphere function as well as the parameters it derives has been explained.
In this section the calculation of the PCP from the contrail parameter will be discussed.

The methodology used to evaluate the meteorological data for contrail prone areas has been discussed
in section 2.2. As discussed in section 2.5, the possibility of persistent contrail occurrence is related to the
relative humidity with respect to ice. The RHI requirement, presented in equation 2.9, effectively filters the
data in contrail prone regions, to sift out the regions where RHI are below saturation levels. In this study
persistent contrails are modelled to occur when the grid cell mean RHI has an 80% saturation level[65].

Due to the implementation of this condition, the magnitude of the contrail data can show discontinuities
in, and on the border of, the regions where this condition applies. The data therefore has to be manipulated
before it can be implemented in a gradient based optimisation environment. In order to achieve a more
smooth integration, a continuous switch function is applied. This has been performed in order to create a
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Figure 4.4: Vertical data resolution of the atmospheric input available for altitude.

smooth and differentiable contrail dataset, which can be processed more easily in the optimisation environ-
ment.

The switch function, that has been created in this study to smoothly switch between two different magni-
tudes values, is an arctangent function. Figure 4.5 gives an example of the discontinuous RHI data, after the
application of the 80% humidity criterion (in green) and the corresponding response from the switch function
(in blue). In summary, the green graph depicts the ideal implementation of the filter and the blue graph
shows the continuous response after implementation of the switch function filter, required for the gradient
based optimisation.
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Figure 4.5: Contrail switch function of equation 4.17.

The general form of this arctangent based switch function can be seen in equation 4.16. In this function y
represents the switch criterion, the discontinuously responding variable. The parameter A is a correction
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factor to define the minimum and maximum magnitudes of the switch function output. The parameter
B regulates the initial function value and x defines the range required for the function to switch from its
minimum to its maximum magnitude[22]. In this switch function a rather low value of 10 has been chosen
for x. A low value for x gives a shallow gradient and thus opts for easier convergence given the possible
non-differential nature of the data present. As discussed in section 2.5, the possibility of persistent contrail
occurrence is related to the relative humidity with respect to ice and with ytarget = 0.8, i.e. persistent
contrails are modelled to occur when the grid cell mean RHI has an 80% saturation level[65]. Note that
the parameter Contrail basically consists of the RHI levels for the location where the Schmidt-Appleman
criterion applies.

With these settings, the optimisation environment was able to handle the discontinuities in the contrail
data. Next to this, with the value for ytarget = 0.8 and x = 10, the resulting output nicely resembles the
continuous character of the atmosphere as can be seen in figure 4.6. Equation 4.17, shows the function with
all the before mentioned parameters applied. This is the function deriving the PCP parameter within the
Live Atmosphere function. The effect, resulting from the implementation of this switch function can be seen
in figure 4.5. In the bottom picture the original/unfiltered meteorologic contrail data can be seen and on
top, the same data can be seen after the application of the switch function.

sw(y) = A · arctan(
x

ytarget
y − x) +B (4.16)

PCP =
1

2 · arctan(10)
· arctan(

10

0.8
· Contrail − 10) + 0.5 (4.17)

Figure 4.6: Original contrail data, bottom figure (RHI, in areas where the Schmidt-Appleman criterion applies) and
the data after application of the switch function in the upper picture. The areas with a relative humidity below the
80% limit are filtered out by the switch function, equation 4.17. Altitude=31.000ft, x = 10, ytarget = 0.8, B = 0.5.
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4.5.2 Contrail-time, PCP and the Contrail parameter

Throughout this research several contrail related parameters have been used. In order to prevent miscon-
ceptions the difference and interconnectedness of these parameters will be discussed briefly.

The Contrail parameter is stored in the Processed Atmospheric data. The parameter serves as an input
for the optimisation routine and is accessed by the Live Atmospheric function. The Contrail parameter is
analysed during the pre-processing of the meteorologic data and consists of the RHI for all the locations
where the Schmidt-Appleman criterion has been satisfied.

The PCP or Persistent Contrail Probability, is the parameter used to estimate whether persistent con-
trails will occur. The PCP is derived in the Live Atmospheric function by the application of the Switch
function and basically filters out the Contrail grid points with a RHI below 80%. The PCP is derived using
the Switch function in order to better satisfy the differentiability criterion of the gradient-based optimisation
routine.

The Contrail-time parameter, tContrail, essentially accumulates the time during which the aircraft is
flying through areas prone to persistent contrail formation. It is an objective variable and is calculated by
integrating the PCP parameter over time, see equation 4.18. In this equation t0 represents the initial time
and tf the final flight time, respectively. This calculation of the contrail-time is performed in the DAE
function.

tContrail =

∫ tf

t0

PCP · dt (4.18)

An attempt to visualise the differences between these contrail related parameters has been made in figure
4.7. This figure shows a hypothetical case of an aircraft flying through three areas in which contrails will
form. The Contrail graph (blue) shows the pre-processed data and indicates the local RHI for locations
where the Schmidt-Apleman criterion applies.

At flight periods [1.1-2, 3.5-4.5 and 5.7-8.3], the RHI indicated by the Contrail graph nears or exceeds
the RHI criterion of 80% (dotted black), indicating persistent contrail formation is likely to occur during
these periods. The PCP parameter (green), analysed from the pre-processed contrail data using the switch
function and the, there from derived, contrail-time tContrail (solid red) are also indicated. The tDesired graph
(dotted red) indicates what would happen to the contrail-time in case a logical test, such as an if statement,
would be applied to the pre-processed contrail data.

According to this graph, the aircraft will fly through persistent contrail prone regions for about 43%
of the total flight time, this is indicated by both tContrail and tDesired. The main difference between the
two graphs, however, is that the tContrail shows a gradual response, whereas tDesired shows an intermittent
response. For a smooth conversion of the final solution, assessed by the gradient-based optimisation routine,
the behaviour of the tContrail is preferred over the intermittent response seen in tDesired.

4.6 Cost Function

Optimisation schemes require cost functions in order to evaluate the objective. In the contrail mitigation
literature, as presented in section 3.4, the optimized objectives have always been minimum fuel consumption
or maximum range. In this study however, multiple cost functions have been used, varying from minimum
flight time or fuel burn, to a function using a cost index (CI) representing the Direct Operating Cost (DOC).
This wide selection of objectives has been used to get a thorough understanding of how the implementation
of contrail mitigation strategies would realistically impact commercial aviation. The Mayer functions, corre-
sponding to the objective functions, are presented in equations 4.19-4.23. In these equations the respective
Mayer objectives for Time, Fuel and their Contrail equivalents can be seen. The parameters t0 and tf rep-
resent the time of initiation and final time of the flight respectively.
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Figure 4.7: Effects of the implementation of the Contrail switch function on tContrail (red). The pre-processed contrail
data (blue), the PCP (green) are both shown. Next to this tDesired (dotted red) indicates the contrail-time, were a
normal if statement used on the pre-processed contrail data. The RHI criterion of 80% has also been plotted as a
reference (dashed black).

MayerTime = tf (4.19)

MayerFuel = W (t0) −W (tf ) (4.20)

MayerContrail−Time = tf + tContrail(tf ) (4.21)

MayerContrail−Fuel = (W (t0) −W (tf )) + 30 · tContrail(tf ) (4.22)

Airlines rarely schedule their flights purely based on fuel burn or flight time. As the value of time and fuel
can vary under varying circumstances, normally both of these parameters are incorporated by means of a
Cost Index (CI). In order to gain a better understanding of the additional costs for a more representative case
study, the Cost Index approach will be simulated by weighing these two parameters as shown in equation
4.23. The importance of the Fuel and Flight Time parameters, 85% and 15% respectively, have been chosen
such that they realistically represent the Direct Operating Cost (DOC) for an airliner. Note that in this case
the DOC have not been implemented exactly, a representative method giving a realistic weighing of time
and fuel consumption has been chosen.

MayerCostIndex = 0.15 · (tf · 30) + 0.85 · (W (t0) −W (tf )) (4.23)
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4.6.1 Parameter Scaling in the Mayer functions

In two of the previous Mayer functions an additional scaling factor of 30 is present for the final time and
contrail time, let us hereby briefly consider this scaling factor.

In the Mayer function for contrail-time, equation 4.21, the contrail-time is weighed equally to the total
flight time. As a result the objective value accumulates at twice the rate when it is flying through regions
prone to contrail formation. In this case no scaling factor has been applied because these two parameters have
the same unit. In a fuel optimisation this is, however not the case. Without a scaling factor the objective
would effectively result in a summation of parameters with different units (i.e. N and s). To overcome this
a scaling factor is applied in the cases where fuel burn and time (be it flight time or contrail-time) are part
of the objective. The overall ratio with which time and fuel consumption contribute to the objective, should
be similar to the ratio applied in the case of contrail-time optimisation. In order to achieve this a scaling
factor is added to the contrail component in equation 4.22 and 4.23.

The scaling factor is 30N/s2, calculated from an obtained fuel burn of about 2700kg/h per engine3.
Through the implementation of this scaling factor, the importance of each of the objective parameters is
scaled (i.e. Flight time, Fuel burn and Contrail-time). As such, each of these parameters should have a
similar importance and contribute equally to the objective function.

4.6.2 Penalty function

The linear altitude interpolation in the atmospheric function and the gradient based routines in GPOPS
initially hindered the convergence of results in fuel-cost optimised cases. Due to this conflicting nature of
the atmospheric function and GPOPS, a Lagrange cost component was added wherever optimisation with
respect to fuel was regarded. In order to counter this, a small cost penalty was given to all flight path
angle (γ) deflections, as can be seen in the the Lagrange, equation 4.24. The Lagrange penalty assists the
optimisation algorithm in converging, but it should hinder as little as possible in obtaining optimal results.
In order to do so, the contribution of the Lagrange part in relation to the Mayer component should be as
small as possible. With a weight factor of 10, the optimal balance has been found. With this weight the
oscillations disappeared while the size of the Lagrange penalty with respect to the Mayer criterion was 0.1%,
small enough not to gravely affect the final results, but sufficiently large to accommodate a smooth problem
convergence. As a side effect the Lagrange penalty sometimes may cause the optimisation to favour step
climbs over continuous ascend trajectories in order to limit the amplitude of γ deflections over extended
periods of time, as illustrated in section 5.2.2.

LagrangeFuel =

tf∫
t0

10 · γ2dt (4.24)

22700kg/h per engine is equal to 0.75kg/s, with 4 engines and g0 = 9.81m/s2 this accounts to 29.43N/s, more or less 30N/s
3A fuel consumption of about 2700kg/h per engine is a typical value obtained during the optimisation experiments, see the

results section7 and validation section5.2.
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4.7 Trade-off Parameters for Environmental Impact

In order to the assess the effects and impact of contrail mitigation procedures, a trade-off needs to be made
in order to compare the influencing factors. In this case the Radiative Forcing (RF) climate metric has
been chosen as a means to evaluate the results. The methodology presented here is largely the same as
used in Kaiser et al.[33], the magnitude of the constants applied have however been independently checked
and adjusted where needed. As identified in section 3.1, our understanding of the evolution of contrails into
cirrus clouding is still ‘very poor’. The trade-off will therefore only consider the impact the initial line-shaped
contrail has on radiative forcing.

According to the IPCC[28], the global aviation CO2 induced radiative forcing component is 0.025 [W/m2]
for the year 2000. Dividing the yearly CO2 induced RF component by the aviations yearly fuel consumption
yields the RF per burned fuel weight, namely: 1.19e−11[W/(m2 · kNFuel)]

4. With this parameter the fuel
burn can be expressed into yearly RF equivalents.

The global radiative forcing component for line shaped contrails is assumed to be 0.034 W/m2 for the year
2000[28]. With the total flight time5 and the persistent contrail probability6, a radiative forcing component
of 4.85e−9[W/(m2 · hrContrail)] is derived7. In order to compare the radiative forcing components, the per-
turbations on global warming have to be taken into consideration. One unit of radiative forcing of CO2

(RFCO2
) has the same consequence on global warming as 0.59 units of radiative forcing of the line-shaped

persistent contrail (RFcontrail)[16, 33]. With this the contrail-time will be expressed into RF equivalents,
allowing for direct comparison to fuel burn.

4The total fuel burn for the year was 2.138e8 ton[4], or 2.097e9[kN ].
5Total flight time for the year 2000: 57e6 hours[26]
6The persistent contrail probability for the North Atlantic Corridor is 12.3%[43]
7Note the deviations with the values given in[33]
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Verification

In this chapter the implementation of the contrail model will be verified. The correct implementation of the
atmospheric function, as well as the path constraints, into the optimisation routine will be verified using ISA
as a reference. Finally, the problem of convergence will be discussed.

5.1 Contrail Model

In this section, a verification of the contrail model will be performed by means of a comparison between the
results from the implemented contrail model and the current state of the art.

Figure 5.1(a) displays the same graph as presented in chapter 2.3, figure 2.6. This has been done deliberately
in order to explain the conditions required for the occurrence of (persistent) contrails. The relative humidity
lines indicate the critical temperatures required for contrails, at varying ambient humidity levels, set against
the ISA temperature. As can be seen in this graph, under ISA conditions, contrails are most likely to occur
in the 10 to 14 km altitude range.

In figure 5.1(b) the before mentioned theoretic graph is replicated using the meteorologic data, processed
using Schuman’s contrail methodology as presented in section 2.2. The ambient temperature is set against
the altitude for each grid point (blue +). These points basically indicate the temperature range encountered
in this atmosphere. The ambient temperatures are on average below the ISA estimations, this is due to the
fact that the data points are all positioned on a relatively high latitude of 65.76 degrees. Next to this, the
local critical temperatures for each of these grid points is also shown (cyan +). The critical temperatures can
be seen to correspond to the relative humidity dependant limit lines as seen in figure 5.1(a). In this graph
it can be seen that for a large amount of the local grid points the Schmidt-Appleman criterion, discussed
in section 2.2, applies. When the local temperature falls below the critical temperature lines, the ambient
temperatures are low enough for contrails to occur trailing behind aircraft, in case they would fly through
these grid points.

With the relative humidity acting as a reference for contrail persistence, the relative humidity level with
respect to ice is plotted in figure 5.1(c) using the same grid points as seen in the previous graph. With
many of the selected data points having a high relative humidity, the contrails prone to be trailing behind
aircraft, are bound to persist and evolve for extended periods of time. Rather than relative humidity, the
distributed contrail data shown here represent the pre-processed contrail probability data, indicating the
relative humidity only in regions where the critical temperatures exceed ambient temperatures. This can be
seen by the data uniformity in the “no contrail” region, where the magnitude of the contrail data remains
around zero.

Lastly, the filter effects of the switch function mentioned in section 4.5.1, can be seen in figure 5.1(d).
The switch function is basically used to filter out regions with a RH below the prescribed 80%, without
making the data discontinuous. Through the implementation of this switch function filter, the regions where
contrails will persist for extended periods, is indicated.
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(a) (b)

(c) (d)

Figure 5.1: Comparison of the implemented contrail model to the contrail theory[48]. The ISA-temperature over
altitude is printed as a reference in red. Contrail formation, as a function of standard (pressure) altitude vs ambient
temperature. The meteorological data used dates to (12 Feb 2014), from a latitude of 65.76 and longitude ranging
between -79.68 and 124.56 degrees. Parameters used for contrail calculations: η = 0.3, EIH2O = 1.223 and Q =
43.2MJkg−1.

5.2 ISA Atmosphere

In this section a verification will be conducted of the correct implementation of the developed functions,
described in section 4, into the GPOPS optimisation routine. For this verification two cases will be considered,
namely a minimum flight Time and a minimum Fuel consumption case. These cases will be optimised using
a file with the International Standard Atmosphere (ISA) as input.

5.2.1 Inherent errors associated with the Live Atmosphere function

Due to interpolation of the available data, the atmospheric function will have an inherent error. Comparing
the along trajectory results from the function with the International Standard Atmosphere (ISA)[1], the
maximum errors for the input variables can be seen in table 5.1. These errors are marginal, proving the

42



Table 5.1: Inherent errors of the Live atmosphere function.

ISA

-0.02% ≤ dp ≥ 8.40e−4%
-1.25e−14% ≤ dT ≥ 0%

-0.02% ≤ δ ≥ 8.40e−4%
-0.02% ≤ ρ ≥ 8.40e−4%

interpolation in the live atmospheric function works as intended. Along trajectory deviations of actual ”live”
atmospheric parameters (temperature and pressure) compared to ISA, are in the range of -3.5% and 4%, as
obtained during initial test runs. With these deviations the inherent errors are relatively small, thereby not
hampering the functionality of the Matlab based function. Next to this, the relative error for pressure-ratio
(δ) and density (ρ) are given. These variables are presented because they show the largest errors amongst
all the variables derived in the atmospheric function, as presented in section 4.5. This is due to the fact that
they are directly related to the pressure.

5.2.2 Results of flight optimisation in the ISA

In figures 5.2-5.4, the Time and Fuel optimal results performed in ISA can be seen, on the left (a) and
right (b) respectively. Both the Time and the Fuel cases have been conducted excluding wind effects. In
figure 5.2(a and b), the horizontal trajectory and the great circle route can be seen to overlap, indicating the
shortest trajectory over the horizontal plane has been found. In figure 5.3(a and b), the geopotential and
pressure altitude can both be seen to overlap, as expected in ISA. In figure 5.4(b) a step-climb-like ascend
procedure can be seen. This is due to the Lagrange definition in which the flight path angle deflection (γ)
is included as a penalty (see section 4.6). The average fuel consumptions per engine can be seen to be 3340
kg/h and 2600 kg/h for the time and fuel optimal results, respectively. For the time optimal result in figure
5.4(a), the optimal flight altitude can be found exactly on the crossover altitude of 7815 [m][25]. The optimal
flight altitude, resulting in a flight trajectory matching the crossover altitude, can also be seen in figure 5.5,
in which the obtained flight envelope is presented 1.
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(b) Fuel Optimal

Figure 5.2: The ground track and the great circle route, under ISA conditions. In this case the ground track and
great circle route overlap.

1In this case the constraints were set as Mmo = 0.85, V mo = 356[knts]; in later optimisations these values were adjusted
to Mmo = 0.9, V mo = 365[knts] giving a crossover altitude of 8379[m][25].
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Figure 5.3: The change in weight and altitude. Both Geopotential and Pressure altitude are plotted, but as expected,
overlap under the ISA conditions.
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Figure 5.4: The Calibrated and True Air Speed under ISA conditions.

Implementation of velocity constraints in the ISA
In figure 5.5(a and b), the implementation of the velocity constraints can be seen, as discussed in section 4.3.
In this figure the results of the Time and Fuel optimisation in ISA are plotted in a flight envelope diagram,
together with the internally assessed velocity constraints. As a reference the same velocity constraints are
also calculated directly from ISA. As can be seen in this graph the velocity constraint graphs overlap nicely.
Next to this, all of the calculated data points, (except for the initial data point) fall within the allowable
flight envelope. From this we can conclude a correct implementation and integration of both the atmospheric
function and the velocity constraint function in the optimisation routine.
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(a) Time optimal
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(b) Fuel optimal

Figure 5.5: The flight envelope with pressure altitude on the y-axis and true airspeed on the x-axis. The results
for the Time and Fuel optimisation performed under ISA atmospheric conditions can be seen in red. The minimal
velocity (Vmin), Mach dependent maximum (Vmach) and maximum operating speed (Vop) can be seen for each data
point and next to this all three ISA calculated counterparts (-ISA).

5.3 Convergence Behaviour

During the optimisation runs convergence-to-optimality issues were sometimes encountered. A number of
tests were performed over relatively short distance flights in order to determine the origin and extent of this
problem.

5.3.1 Accuracy of obtained Results

In order to determine the accuracy of the obtained results, a convergence test was performed over a relatively
short distance flight from Schiphol to Belfast [AMS-BFS]. For this test multiple optimisation runs were
conducted with a varying number of nodes and intervals ranging from 26 to 501. These runs were conducted
for both a normal DOC objective (Cost Index: 15% time & 85% fuel burn) and for a 90% contrail reduction
objective. During these cases, and all other cases presented in the report, the default feasibility and optimality
tolerance of 1e-6 has been applied in the non linear programming (NLP) algorithm implemented in the
GPOPS optimisation frame. The feasibility tolerance specifies the accuracy with which the non-linear
constraints should be satisfied. The maximum non-linear constraint violation, normalized by the size of the
solution, is required to be smaller or equal to the specified tolerance. The optimality tolerance indicates the
margins within which the final solution may lay from the estimated actual optimal solution. The optimality
tolerance specifies the final accuracy of the dual variables, it shows the target complementarity gap. When
terminated successfully, the estimate of the complementarity slackness, normalized by the duel variables, is
required to be smaller or equal to the specified tolerance[42]. In Appendix E, the obtained feasibility and
optimality criteria, together with the corresponding objective can be seen for all results presented in this
study. Please note that even though the optimality condition is compromised for some results, the feasibility
constrain has always been well within the specified margins. The results can be seen in figures 5.6-5.8. In
these figures the runs are defined as follows:

1 Cost Index Opt : The DOC runs where the optimality condition has converged.

2 Cost Index Non Opt : The DOC runs where the optimality condition has failed to converge.

3 min90C Opt : The DOC runs with a specified 90% reduction in contrail-time where the optimality condition
has converged.
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4 min90C Non Opt : The DOC runs with a specified 90% reduction in contrail-time where the optimality
condition has failed to converge.

In figure 5.6, the mean time step can be seen for each run. As expected the mean time step decreases
with each increase in nodes and interval grid resolution. The time step is equal for runs with “normal” DOC
index and reduced contrail objectives. Looking at the mean distance travelled per time step, this accounts
for a convergence limit of a resolution of about 17 km for the normal DOC index case and 10 km for the
90% reduced contrail case, both of which are below the 25 km grid resolution of the atmospheric input data.

In figure 5.7 the resulting objective values can be seen. First of all, the obtained objective values of the
contrail reduction runs are about 2% higher, when compared to the reference DOC index objective values.
This is expected because contrail areas are evaded, thereby inducing a higher fuel burn and/or flight time,
hence a higher cost. Moreover, the objective values can be seen to rise as the number of nodes and interval
points decrease, until convergence is no longer obtained.

In figure 5.8, the objective values percentage change with respect to the 501-nodes run, the case with the
most optimal result, can be seen. This figure gives us an indication of the accuracy of the obtained results
for both converged as well as a small range of non-converged solutions. The normal DOC runs converge
down to lower numbers of node points when compared to the reduced contrail runs. The precision of the
reduced contrail results, even the non-converged runs, remains higher, however, even though the time step
remains the same, as seen in figure 5.6.

This means that with the introduction of an additional variable, contrail-time, somehow the accuracy of
the solution obtained by the optimisation routine is increased. However, at the same time the convergence
to optimality is negatively affected, making it harder to arrive at the optimal solution.

The convergence problems likely arise from the interaction between the linear interpolation in the live
atmospheric function and the gradient based optimisation. The more dense the grid of nodes and intervals
used, the smaller the time step size and so, the easier the search to convergence. Increasing the number,
however, also increases the number of variables and constraints and thereby the required processing power
and time. The optimal nodes & intervals setting, balancing the computation time vs the convergence
requirement, has not been established. However, with a mean distance step of roughly half the size of the
input resolution, convergence seems to be reached. It is therefore advisable to use this rule of thumb for the
overall selection of the nodes and intervals resolution.

Figure 5.6: Time step size for runs with a varying number of nodes and intervals.
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Figure 5.7: Objective value for runs with a varying number of nodes and intervals.

Figure 5.8: Delta objective change from most optimal result [%] for runs with a varying number of nodes and intervals.

5.3.2 Comparison of a Converged and Non-Converged Optimal Result

In some cases the optimisation routine has difficulty obtaining a converged optimal solution. In order to
determine the accuracy of this non-converged solution, the problem solution is altered (i.e. the length of the
flight is shortened), the problem is re-run and the converged optimal results is compared to the non-converged
result up to the last coordinate of the shorter trajectory of the converged result. In this section, a part of a
long-haul flight will be re-run for an increased number of nodes. The results of the converged optimal re-run
will be compared with the initial unconverted flight section. This comparison analysis is performed, as it
was not always possible to obtain the converged optimal results for the long haul flights in which wind was
present. Obtaining convergence of optimality means that the final solutions normalized complementarity
slackness is smaller or equal to the tolerance, in this case specified to be 1e−6[42]. (Note with convergence,
convergence to optimality is meant in this case. In the cases presented in this study the feasibility condition
has never been compromised.)

In this case the objective function is set to minimise the DOC. The non-converged optimisation used for
comparison is a transatlantic flight between Amsterdam and Washington [AMS-KIAD], originally consisting
of 226 nodes and intervals. In order to have the problem converge, the problem is altered and for the new
optimisation run the destination is fixed at the 24th node of the non-converged long haul flight. The final
boundary conditions specified for the new optimisation problem can be seen in table 5.2. The final velocity
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is also specified in order to prevent the optimisation routine from ‘saving’ fuel by trading kinetic energy into
potential energy2.

With this newly specified problem statement, the problem is optimised again, with a greater number
of nodes and the final converged result is compared to the initial non-converged result at the intermediate
location of the 24th node. For the converged optimisation run, a total number of 801 nodes and intervals
have been selected.

Table 5.2: Final boundary conditions for the converged and non-converged result

Parameter Non-Converged Converged
24th node 801st node

Phi [rad] 0.9554 0.9554
Lambda [rad] -0.0735 -0.0735
z [m] 9164 9164
V [m/s] 249.0 248.9

The resulting comparison can be seen in figures 5.9(a-d). The results of the non-converged optimisation
seemingly match the converged section. The difference is most notable in the vertical flight profile, were
small adaptations are made to better accommodate for local atmospheric deviations.

In table 5.3, the last data point of the converged section is compared to its non-converged counterpart. In
figures 5.9(a-d) this point is marked as the “Comparison limit”. The coordinates and altitude were specified
to exactly match the 24th node in the non-converged section. The difference between the converged and
non-converged accounts to an 0.12% lower fuel burn. The converged time and contrail-time results are about
0.7% higher, when compared to the non-converged result. The difference between the objectives is smaller,
however; the objective of the non-converged run is only about 0.02% higher, when compared to the objective
of the converged run. Despite the large difference in the number of nodes and intervals used, the results
of the non-converged result match the converged results quite well. This is true when comparing both the
trajectories as well as the values of the state variables at the final location.

Table 5.3: Converged and non-converged result comparison

Parameter Non-Converged Converged Deviation

Wfuelburn 94902 94790 -0.12%
Time 2656 2673 0.65%
Con 1906 1921 0.78%

Objective 92618 92602 -0.02%

2A small tolerance margin was specified for the upper and lower bounds of the velocity constraint in order to facilitate a
smoother convergence of the optimal solution.
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Figure 5.9: The results for the convergence comparison in which a section of a non-converged long haul flight is
compared with a converged re-run of the section. Figure (a) shows the horizontal trajectories, which seem to overlap.
Figure (b) shows the vertical flight trajectories, Figure (c) shows the Velocity comparison of both runs, with CAS,
TAS and Groundspeed. Lastly, in figure (d) the aircraft weight comparison can be seen.
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Experimental Scenarios

Let us briefly consider the design of the test case scenarios. As discussed, research has indicated persistent
contrails typically form in ice-saturated atmospheric environments, with temperatures below 228 Kelvin
and pressures below 300 hPa (ISA altitude ≥ 9.2km)[29]. These characteristics are most likely satisfied at
moderate latitude regions, in winter or early spring, in the months of February and March[9]. In agreement
with this, the meteorologic data selected to be used during testing, which will be presented in the results,
dates to (12-Febr-2014) and was published on the 12:00 UTC measurement.

Even though the horizontal spread of these regions with a high persistent contrail probability might
be vast (in the order 150 km), the vertical extent is often only about 500 m[31], making it an interesting
optimisation case. In order to be able to make full use of the before mentioned characteristics of contrails,
the constraints on the flight and trajectory profile have been loosened as much as possible. This enables
a flexible, yet technically feasible optimal flight trajectory, not constrained by standard air traffic control
procedures. Air traffic control procedures have deliberately been discarded in order to investigate optimal
contrail mitigation strategies.

This study focuses on the contrail mitigation during the cruise phase of the flight. The departure and
arrival have therefore not been considered during this study. In the cases presented, the flight will start and
end at an altitude of five kilometres.

For this study, a route flying through the Atlantic corridor was selected, because this represents a section
of airspace with one of the worlds highest air traffic densities[19]. Aircraft travelling this route generally
have a high probability of encountering regions prone to contrail formation[43]. Next to this, the jet stream,
a manifestation of a high altitude wind field, is known to gravely affect the performance of flights traversing
the Atlantic corridor. The intention of this study has been to investigate contrail mitigation under real-
istic circumstances. Testing the optimisation routine along a route affected by the jet stream enables the
investigation of how wind affects the flight performance during contrail mitigation strategies.

The route connecting Amsterdam to Washington [AMS-KIAD] is investigated in this study, because it
met all three criteria: (i) representing a route with significant amounts of air travel, (ii) encountering contrail
prone regions and, (iii) considers the Atlantic jet stream.
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Results

In this section the results for the scenario presented in section 6 will be discussed. As mentioned, multiple
optimisation runs have been conducted for the criteria, Time, Fuel and their respective Contrail counter-
parts. These optimisation runs have been performed under varying conditions namely, with and without
wind included. The behaviour of time and fuel optimisation is well understood, making it useful to look
at the effect of contrail mitigation for these cases. From the differences in the cases the resulting contrail
mitigation strategies and associated costs can be clearly identified. The Time and Fuel optimal cases can
be considered, benchmark cases on the outer limits of commercial objectives and flight envelopes. These
results will be discussed first in section 7.1. Next, test cases with a Direct Operating Cost objective will be
presented, in section 7.2. First, a short haul flight will be considered, after which the results of a sensitivity
analysis will be discussed in section 7.2.3. A sensitivity analysis in which multiple optimisation runs have
been gathered to increase our understanding of the costs involved per % decrease in contrail-time. In this
section, a case more representative for commercial flights will be discussed in which both time and fuel are
weighed in the objective function. For all optimisation runs the meteorological data, dates to (2014−02−12)
obtained from the 12:00 UTC measurement.

In this thesis, a distinction is made between the normal and mitigated cases. In the “normal” cases the
optimal trajectory is obtained whilst not considering contrail formation in any form. In the “mitigated” or
“reduction” cases, the optimal trajectory is obtained while considering contrail avoidance. In Appendix E,
the obtained feasibility and optimality criteria, together with the corresponding objective can be seen for all
results presented in this study.

7.1 Time and Fuel optimisation cases

In this section the Time and Fuel optimal results and their contrail mitigated counterparts will be presented.
Even though commercial flights will rarely be scheduled according to either a purely Time or Fuel optimal
trajectory, (effectively) these criteria will, however, be factored in using Cost Indices representing the DOC
which may vary from operator to operator. The Time and Fuel optimal results will be presented as a
benchmark to get an understanding of the envelope within which results can realistically be obtained and at
which cost. The optimisation runs have been performed without and with the wind components included,
in order to gain more realistic cases.

7.1.1 Flight-Time optimal results (No-Wind)

In this first case, the time optimisation is run using the live atmospheric conditions without wind. The
results are summarized in table 7.1. Significant reductions in contrail production can be achieved against
marginal additional flight time and negligible changes in fuel consumption. The negligible change in fuel
consumption can be explained by the rather low optimal (crossover) altitude at around 8km. At this al-
titude the maximum allowable operational airspeed can be obtained, but at a relatively high specific fuel
consumption. The contrail mitigating manoeuvres, however, invoke an increase in flight altitude, flying at a
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more efficient altitude, thereby offsetting for the fuel consumption induced by additional manoeuvring. In
some cases this has even lead to a favourable or decreased fuel consumption. In table 7.1(a) the overall effect
on the radiative forcing can be seen, resulting from the sharp decrease in contrail time. As a result, contrails
in the initial case were responsible for 39% of total RF and in the contrail evading case for only 3%, whilst
the absolute magnitude of fuel burn induced RF has remained constant. In this case, it is safe to state that
a vast decrease in contrail can be achieved at a marginal increase in flight time.

In figure 7.1, both the Time and Contrail-Time optimal flight trajectories can be seen on the top (a and b)
and bottom (c and d) respectively. Looking at the time optimal results, one might expect the horizontal
trajectory to precisely follow the great circle route, this is, however, not the case. This can be explained
by deviations in the local live atmospheric data used during this optimisation. The maximum velocity
is constrained by the maximum operating speed in knots and the maximum Mach number. From this
the optimal altitude is found at the crossover altitude. Due to this correlation with the Mach number
(hence the speed of sound), the crossover altitude as well as the True Air Speed limit are subjective to
the local temperature condition (See equation 4.10). Whereas in ISA, where temperatures are uniform,
the temperature and so the maximum Mach number obtained from live atmospheric data will show local
deviations. The effect of local temperatures on the maximum Mach number can be seen in figure 7.2.

As a result the optimal trajectory is relocated South of the great circle arc, because overall lower tem-
peratures opt for re-routing south due to the slightly higher local temperatures enabling higher maximum
velocities for the fixed Mach constraint whilst not compromising other performance parameters. The effect
of the temperature on the velocity constraints can also be seen in the velocity flight envelope figure B.1(a)
seen in Appendix B.

Comparing the Time optimal case in a live atmosphere to its ISA equivalent case, presented in validation
section 5.2.2, results in an increase in flight time and fuel burn of 3.34% and 2.90% respectively.

One last note before the trajectories themselves will be compared. Looking at figure 7.1(d), one might ob-
serve the seemingly large deviations, whereas smaller deviations would also keep the aircraft from entering
a “contrail area”. As mentioned in section 4.5, this can be explained by a combination of the interpolation
method used in the “liveatmosphere” function and the limited resolution of the vertical data available.
With the vertical resolution of the data of about 1km, a “simulated” completely contrail free trajectory will
always have to be separated from a contrail region by a 0.5km vertical distance.

Now comparing the trajectories of the Time and Contrail-Time optimised cases, one can observe the contrail
case to follow a trajectory further South in order to avoid the outskirts of the “contrail area’s” in the North
Atlantic. Taking a horizontal detour at maximum velocity, is favoured over vertical detours through which
time is lost due to both the additional trip length as well as flying at a sub-optimal flight speed.

Table 7.1: Time and Contrail-Time optimisation results excluding wind. Table (a) shows the final results, with the
final time tf , consumed fuel weight Wfuel, the contrail-time tContrail and the radiative forcing RF from CO2 resulting
from fuel burn, from contrails and the combination. Table (b) presents the percentage and the absolute change for
each of the parameters, required for the contrail evading trajectory.

(a) Time opt Con-Time units (b) (perc %) (abs) units
tf 23170 23380 s dt 0.91% +210 s
Wfuel 814 814 kN dW 0.0% 0 kN
tContrail 2670 120 s dtContrail -95.5% -2550 s
RFcombined 1.58E-08 9.98E-09 W/m2 dRF -36.9% -5.82E-09 W/m2

RFfuel 9.70E-09 9.70E-09 W/m2

RFcon 6.10E-09 2.73E-10 W/m2

%RFfuel 61% 97%
%RFcon 39% 3%
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Figure 7.1: Time and Contrail-Time optimal results. The ground and vertical trajectory for the optimal result
(a&b), and the contrail mitigated result (c&d) (trajectories are displayed as white and orange lines), set against the
persistent contrail probability areas [%]. The great circle route (white dotted line) is shown as a reference in the
horizontal overviews.
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Figure 7.2: Time (pink) and Contrail-Time (black) optimal horizontal flight trajectories over the maximum Mach
speed. The colours indicate the absolute Mach speed limit [knots]. The great circle route (white dotted line) is shown
as a reference.

7.1.2 Fuel optimal flight (No-Wind)

The fuel optimal trajectories excluding wind can be seen in figures 7.3(a-d). Just as for the flight time
optimal result without wind, the horizontal trajectory is located somewhat South of the great circle route.
Just as with the Time optimal result, the Mach number, affected by the temperature, is the likely cause for
this trajectory displacement, see figure 7.4. The effect of the temperature on the velocity constraints can
also be seen in the velocity flight envelope figure B.1(a) seen in Appendix B. The most likely explanation
for this lies in the aircraft model, in which a higher Mach numbers increases the maximum thrust limit,
enlarging the allowable Thrust range and thereby enabling a lower throttle setting and resulting lower fuel
consumption. These results, as well as the results presented in the previous section, show the significant
impact the local atmospheric temperature can have on trajectory optimisation.

Regarding contrail mitigation, alterations in the ground track are minimal whereas in the vertical plane
most of the contrail mitigation occurs (The ground track is relocated a fraction further South in order to
avoid flying through the last tip of the contrail area near North Western Ireland). In order to mitigate for
contrails, the aircraft deviates from the fuel optimal vertical trajectory in order to remain below the con-
trail area and ascends rapidly as soon as the chance occurs. In table 7.2, the tangible results are summarised.

The fuel optimal solution without wind takes place at higher altitudes than the time optimal result, but
when comparing these solutions to their respective contrail mitigating counterpart, the overall results are
similar. The largest difference is the fact that no negative correlation between fuel or time, and contrail
optimisation is present. Contrary to the time (no-wind) optimal result, an additional fuel penalty is sustained
as well. As the original trajectory was already fuel optimal, any alteration from it will induce a penalty in
fuel consumption, in this case a penalty of 0.27% or 2kN. The percentage decrease in contrail time is lower
than in the time optimisation. This is due to the original contrail time accumulated being somewhat lower
and the resulting “mitigated” contrail time somewhat higher. The same can be observed from the radiative
forcing composition.

Generally speaking, the effects of the contrail mitigating procedure are similar in scale as manifested in
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the time optimal solution.

Table 7.2: Fuel and Contrail-Fuel optimisation results excl wind. Table (a) shows the final results, the final time tf ,
burned fuel weight Wfuel, contrail-time tContrail and the radiative forcing RF from CO2 resulting from fuel burn,
from contrails and the combination. In the bottom two rows the share of total radiative forcing from fuel burn and
contrail production can be seen, respectively. Table (b) presents the percentage and the absolute change for each of
the parameters, required for the contrail evading trajectory.

(a) Fuel opt Con-Fuel units (b) (perc %) (abs) units
tf 25240 25410 s dt 0.67% +170 s
Wfuel 739 741 kN dW 0.27% +2 kN
tContrail 1859 243 s dtContrail -86.9% -1616 s
RFcombined 1.31E-08 9.39E-09 W/m2 dRF -28.1% -3.67E-09 W/m2

RFfuel 8.81E-09 8.83E-09 W/m2

RFcon 4.24E-09 5.56E-10 W/m2

%RFfuel 67% 94%
%RFcon 33% 6%
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Figure 7.3: Fuel and Contrail-Fuel optimal results. The ground and vertical trajectory for the optimal result (a&b),
and the contrail mitigated result (c&d) (trajectories are displayed as white and orange lines), set against the persistent
contrail probability areas [%]. The great circle route (white dotted line) is shown as a reference in the horizontal
overviews.
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Figure 7.4: Fuel (pink) and Contrail-Fuel (black) optimal horizontal flight trajectories over the maximum Mach speed.
The colours indicate the absolute Mach speed limit [knots]. The great circle route (white dotted line) is shown as a
reference.

7.1.3 Flight-Time optimal result (Wind)

One issue that becomes apparent when comparing the time and contrail mitigated results, is the large
increase in additional flight time required, namely 4.29%, seen in table 7.3. With the wind included the
original great circle route becomes sub-optimal due to high head winds (Trans-Atlantic jet stream) and the
route is therefore rescheduled further North, where winds are more favourable. As a result the trajectory is
displaced into a huge area prone to persistent contrail formation, thereby resulting in a conflicting trade-off
between wind and contrails, see figure 7.5(a,c).

As the aircraft is flying through contrail persistent areas for a larger part of the flight, when compared
to the no-wind-trajectory, the resulting share in contrail induced radiative forcing is far larger. In fact the
RF resulting from contrails, outweighs the fuel burn induced RF share of the total, as can be seen in table
7.3. So even though the percentage decrease of contrail time is similar, the decrease in radiative forcing is
far larger. However, it requires a larger amount of both fuel burn and flight time.

From figure 7.5(a and b), it becomes apparent that small deviations will not suffice for large scale contrail
mitigation. With the contrail regions accumulating around the crossover altitude small “jumps” over or under
the regions will lead to long periods of flying on sub-optimal altitudes; horizontal manoeuvring will have
to be applied as well. In figure 7.5(c) the resulting horizontal trajectory can be seen to have found a way
South, out of the large contrail prone regions, flying through their outskirts. In figure 7.5(d) these outskirts
can be seen as small patches of contrail area, avoided by small vertical corrections in the flight trajectory.

In figure 7.6 the ground track of both the reference and the contrail mitigated case are shown in com-
bination with the wind vector field at the average flight altitude of 8100m. This figure clearly shows the
deviation south resulting from the contrail mitigation strategy. For the contrail mitigated case an interesting
feature can be seen East of Ireland. Due to a locally weak wind field, the optimisation sees an opportunity
to briefly relocate the trajectory a fraction further south due to which the flight time through the contrail
region is shortened.

As a result, 93.8% of the contrail time has been avoided at a cost of 1.7% additional fuel burn and 4.3%
additional flight time, resulting in a 60% reduction of Radiative Forcing.
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Table 7.3: Time and Contrail-Time optimisation incl wind. Table (a) shows the final results, with the final time
tf , consumed fuel weight Wfuel, the time for which contrails have been produced or contrail-time tContrail and the
radiative forcing RF from CO2 resulting from fuel burn, from contrails and the combination. In the bottom two rows
the share of total radiative forcing from fuel burn and contrail production can be seen, respectively. Table (b) presents
the percentage and the absolute change for each of the parameters, required for the contrail evading trajectory.

(a) Time opt Con-Time units (b) (perc %) (abs) units
tf 22830 23810 s dt 4.29% +980 s
Wfuel 804 818 kN dW 1.74% +14 kN
tContrail 7610 474 s dtContrail -93.8% -7137 s
RFcombined 2.70E-08 1.08E-08 W/m2 dRF -59.8% -1.61E-08 W/m2

RFfuel 9.58E-09 9.75E-09 W/m2

RFcon 1.74E-08 1.08E-09 W/m2

%RFfuel 36% 90%
%RFcon 64% 10%
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Figure 7.5: Time and Contrail-Time optimal results, incorporating the wind effects. The ground and vertical trajec-
tory for the optimal result (a&b), and the contrail mitigated result (c&d) (trajectories are displayed as white and
orange lines), set against the persistent contrail probability areas [%]. The great circle route (white dotted line) is
shown as a reference in the horizontal overviews.
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Figure 7.6: Time and Contrail-Time optimal horizontal flight trajectories (upper and lower pink and white outlined
graph) over the wind vector field. The colours indicate the absolute windspeed [m/s]. The great circle route (white
dotted line) is shown as a reference.

7.1.4 Fuel optimal flight (Wind)

Just as with the Time-optimal case, the presence of head wind has resulted in a trajectory flying through
contrail prone regions further North, see figure 7.8. A similar ground trajectory is flown in combination with
a vertical trajectory flying at a somewhat higher altitude, as can be seen in figure 7.7(a and b).

Comparing the vertical trajectory with the no-wind-case, it is clear to see a larger number of small deviations
are present, which are most likely caused by a combination of perturbations in the local atmospheric condi-
tions and differences in the favourable local wind vector. Looking at the last stretch of the contrail mitigated
case, figure 7.7(c and d), both the horizontal and vertical trajectory are mostly similar to the purely fuel
optimal result as seen in figure 7.7(a and b), encountering the same perturbations in local atmosphere. Now,
comparing the alterations to the flight trajectory flying through contrail prone areas, some interesting results
can be seen. Contrary to the Time optimal result in the previous section, the deviations in the horizontal
trajectory are marginal in comparison. In the vertical trajectory figure 7.7(d) basically the same response
as in the no-wind-case can be seen. The aircraft finds itself below a contrail prone region and remains there
until a suitable opening presents itself, after which it will climb above the area. An earlier opportunity is
neglected presumably because the contrail region reaches higher. After this the aircraft remains above the
region incurring higher fuel burn at sub-optimal altitudes over an increase in contrail time.

In figure 7.8 the fuel optimal and contrail mitigated ground trajectories can be seen in combination with
the wind vector field. The wind vector field at a pressure altitude of 9200m is displayed as this is the average
flight altitude. Both trajectories are positioned North of the great circle route, due to more favourable winds.

The results in table 7.4 show that these deviations come at a marginal time increase of 0.64% or about 3
minutes and at a somewhat larger fuel burn increase of 1.9%, resulting in a contrail-time decrease of 91%
and a RF decrease of 65%.
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Table 7.4: The Fuel and Contrail-Fuel optimisation results including wind. Table (a) shows the direct results, the
final time tf , burned fuel weight Wfuel, contrail-time tContrail and the radiative forcing RF from CO2 resulting from
fuel burn, from contrails and the combination. In the bottom two rows the share of total radiative forcing from fuel
burn and contrail production can be seen, respectively. Table (b) presents the percentage and the absolute change
for each of the parameters, required for the contrail evading trajectory.

(a) Fuel opt Con-Fuel units (b) (perc %) (abs) units
tf 26380 26550 s dt 0.64% +170 s
Wfuel 743 757 kN dW 1.88% +14 kN
tContrail 10210 935 s dtContrail -90.9% -9275 s
RFcombined 3.22E-08 1.12E-08 W/m2 dRF -65.3% -2.1E-08 W/m2

RFfuel 8.86E-09 9.02E-09 W/m2

RFcon 2.33E-08 2.13E-09 W/m2

%RFfuel 28% 81%
%RFcon 72% 19%
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Figure 7.7: Fuel and Contrail-Fuel optimal results. The ground and vertical trajectory for the optimal result (a&b),
and the contrail mitigated result (c&d) (trajectories are displayed as white and orange lines), set against the persistent
contrail probability areas [%]. The great circle route (white dotted line) is shown as a reference in the horizontal
overviews.
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Figure 7.8: Time and Contrail-Time optimal horizontal flight trajectories (upper and lower pink and white outlined
graph) over the wind vector field. The colours indicate the absolute wind speed [m/s]. The great circle route (white
dotted line) is shown as a reference.

7.2 Direct Operating Cost optimised cases

In the previous section, purely time and fuel-optimal results have been compared to their contrail mitigated
cases. It is useful to look at these cases, because the behaviour of time and fuel optimisation is well known
and from it the effect of contrail mitigation can be derived clearly. The cases can be considered as bench-
mark cases on the outer limits of commercial objectives and the flight envelope. As discussed in section 4.6,
airlines will in reality, however, use Cost Indices (CI) and specify an objective in which both time and fuel
are considered. The scaling of the time and fuel parameter is chosen such that they are representative for
their contributions to the Direct Operating Cost (DOC). This has been simulated in the cases presented .

7.2.1 DOC optimised flight on a short-haul route (Wind)

In the validation, presented in section 5.3, multiple runs were performed optimising the trajectory of a short-
haul flight between [AMS-BFS]. For this optimisation the optimal trajectory was obtained using the cost
equation 4.23, with a 15% weight for time and 85% weight on fuel burn. This cost funtion has been used
because it serves as a representative case for the DOC of a commercial airliner. For the contrail mitigated
case the contrail-time reduction was fixed at 90%. The results presented here represent the highest resolution
trajectory optimisation of the cases presented in section 5.3, namely the one with 501 nodes and intervals.

The optimisation works rather well for this short haul flight. In table 7.5 and figure 7.9, the converged
results can be seen to be rather similar to the long haul flights seen before. The costs for contrail mitigation
in this case is a 1% increase in flight time and a 2.3% increase in fuel consumption, thereby decreasing the
total RF component by 71%.

In figure 7.9(d), the accumulation of contrail-time can be seen for both cases. As expected the accumu-
lation of contrail-time in the mitigation case is far slower and ends at a magnitude of 10% the contrail-time
induced in the reference case. Looking at figure 7.9(b), the trajectory of the contrail mitigated case can
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be seen to fall completely outside the region with a contrail probability. Between the 350hPa and 300hPa
altitude grid points (8.1-9.2km pressure altitude) the persistent contrail probability is high, but for the
gridpoints between the 350hPa and 400hPa pressure level (7.2-8.1km) the contrail probability is zero. This
deviation has been explained in section 4.5, and is due to the interpolation in the vertical direction (altitude).
As the contrail mitigated trajectory is set at an altitude of about 7.8km, falling right between the grid points
the contrail probability is calculated from interpolation of both points, thereby explaining the accumulation
of contrail-time.
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Figure 7.9: Short-haul flight results [AMS-BFS]. The ground track and wind vector field (a). The vertical flight
trajectory with underlying the contrail probability shown (b). The velocity flight envelope (c). The contrail-time
accumulation over flight time (d).

7.2.2 Comparison of the DOC and Fuel Burn optimisation

For this analysis, the optimal trajectory was derived using the Direct Operating Cost equation 4.23, with a
15% weight for time and 85% weight on fuel burn, and one using a purely fuel burn related optimisation.
From this some interesting details can be seen.

First of all, let us compare the ground tracks and the vertical trajectories in figure 7.11(a & b). Only
marginal deviations are present in the ground trajectory, whereas the deviations in the vertical trajectory
are more significant.
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Table 7.5: Results for the DOC and 90% contrail reduction optimisation between [AMS-BFS] including wind.

(a) DOC opt min90%C units (b) (perc %) (abs) units
tf 3223 3258 s dt 1.07% 34 s
Wfuel 98 101 kN dW 2.29% 2 kN
tContrail 2013 201 s dtContrail -90.0% -1812 s
RFcombined 5.77E-09 1.66E-09 W/m2 dRF -71.2% -7.43E-09 W/m2

RFfuel 1.17E-09 1.20E-09 W/m2

RFcon 4.60E-09 4.60E-10 W/m2

%RFfuel 20% 72%
%RFcon 80% 28%

As the horizontal trajectories resemble each other so closely, the (live atmospheric) velocity constraints
deviate little (see difference between o and : lines). The overall altitude vs velocity behaviour is similar,
again indicating similar local atmospheric conditions. As a result the actual “live” flight envelopes of the
DOC and Fuel Burn optimised runs can be compared directly in one graph, as seen in figure 7.10.

In figure 7.10, the flight envelopes of the, before mentioned standard DOC and Fuel burn optimised runs,
are shown. This graph clearly shows the significance of the implementation of the “live” atmospheric data.
Let us first consider the effects on the velocity constraints. Local temperatures are known to deviate from
ISA-atmosphere and as a result the temperature related velocity constraints deviate as well. This phenom-
ena has already been presented in the Time and Fuel optimisation cases were wind was not included, in
figure 7.2 and 7.4. It causes a more erratically distributed velocity constraints, when compared to the neat,
straight velocity constraints seen in ISA atmospheric conditions as presented in validation section 5.2.2 and
the results seen here show their effect can be significant.

Comparing the DOC and Fuel optimised runs, one can instantly see how the 15% Time component in the
DOC case affects the optimisation result. With similar overall altitude vs velocity behaviour, the True
Airspeed is significantly higher for the DOC optimised case, indicating that for this case the additional
velocity margin in the flight envelope is sacrificed at the cost of an increased fuel burn.

Another difference is the increased flight altitude in the DOC optimised case, this can also be seen in the
vertical trajectory (figure 7.11(b)). This flight maintains this increased flight altitude in order gain a more
favourable tail wind.
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Figure 7.10: The flight envelope of the DOC (Red) and Fuel Burn (Blue) optimised runs on the AMS-KIAD route.
The maximum and minimum velocity path constraints are also shown for both cases.
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Figure 7.11: DOC (Red) and Fuel Burn (Blue) optimised runs on the AMS-KIAD route. The great circle route
(dotted black) is shown as a reference.
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7.2.3 Sensitivity Study on Contrail Mitigation Cost

In this section a sensitivity study will be performed to gain a better insight into the costs of contrail mitiga-
tion. In the previous section, the optimal trajectory was derived for a DOC with a 15% weight for time and
85% weight on fuel burn, respectively. Next to this, the previous section also presented an optimal trajectory
for a fuel consumption objective optimisation. These two optimal trajectories will, in this section, be used
as a reference.

For the two optimal reference solutions a certain amount of contrail-time was incurred. To gain a better
insight into the costs for contrail mitigation, consecutive optimisations will be performed where the to be
incurred contrail-time limit is decreased. These optimisations are performed by specifying a value of contrail-
time, relative to the reference case. For this optimisation run this specific amount of contrail-time has to
be incurred. An example contrail value is for instance: 1% below the amount of contrail-time incurred in
the reference optimal result. This process is repeated while increasing the amount of contrail-time to be
mitigated (e.g. 2,5,10,20,30,50,70,80,90,95,97,98%). Together, the final solutions from these runs are used
for the sensitivity analysis.

One must understand that the combination between DOC or Fuel burn and contrail mitigation does
not behave according to fixed patterns. Flight time and fuel burn are continuous functions, even though
they may vary according to atmospheric conditions. However, due to the significant variability of the local
atmosphere, the location and extent of contrail regions will shift on a daily basis. Due to this the interaction
between flight time, fuel consumption and the mitigation of Contrail-time will also vary. Therefore, the
contrail mitigation cost will depend on the atmospheric conditions along the optimal trajectory. For a more
elaborate explanation of the case dependency of contrail mitigation costs, please consider the presentation
in appendix C.

The results of the sensitivity study can be seen in table 7.7(A). In this table, the relative and absolute
deviation with respect to the “Normal” trajectory is presented, for a number of parameters.

With every deviation from the reference trajectory, additional costs are incurred. The interesting question is:
How large are the additional costs and how are the objective parameters (time/fuel) influenced by contrail
mitigation?

In order to answer the question, let us look at the visualisations of the results. In figure 7.12(a) the
Contrail Mitigation Potential is plotted against the DOC. The Contrail Mitigation Potential is the respective
amount of contrail incurred, relative to the amount of contrail incurred in the DOC optimal reference case.
From this graph it is clear that large gains in contrail mitigation can be made at the expense of an increasing
DOC. A reduction of 90% contrail-time can be obtained for a (mere) 1% increase in cost (Direct Operating
Cost, e.g. 15% Time and 85% Fuel weight). The costs incurred mitigating the remaining 10% of contrail-
time will increase rapidly, however. To decrease the next 7% of contrail-time, an additional cost of 1.5% is
incurred.

For the figure showing the change in RF against the change in DOC, seen in graph 7.12(b), the results are
very similar. From this figure, it seems that the maximum to be mitigated RF is about 70% of the amount
of RF induced in the reference case. The remaining 30% is attributed to the fuel burn related emission of
CO2. The magnitude of an RF “floor” may be case and atmosphere dependent, but it will be present under
any circumstance. In fact, the RF in the last point is increasing again, be it only marginally (see the last
RF values in table 7.7(A) and 7.7 (B). The increase in RF can be explained by the ever increasing fuel costs
associated with the mitigation of the last bits of accumulated contrail-time. The mitigation costs of this
remaining contrail-time is such that it negatively impacts the RF. The change in RF caused by the increase
in fuel consumption is larger than the decrease in contrail induced RF.

In figure 7.13(a&c), similar graphs can be seen for the RF and Contrail index. This time, however, the results
of the before mentioned DOC optimisation, as well as a fuel burn optimisation, are presented (both results
are normalized for the reference DOC optimal result). In order to present them in one graph the x-axis has
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Figure 7.12: Contrail and RF mitigation w.r.t. Direct Operating Cost. The reference optimal solutions are marked
by a black circle.

been selected to only represent the change in Fuel consumption. From this graph, the effect of the 15% time
weight in the direct operating cost optimisations can be seen, as the purely weight optimised results have a
consequently lower fuel burn of about 0.9%. In graph 7.13(b), the time effects of this difference in strategy
is seen 1. The lower fuel burn of the fuel optimal case, consequently results in an, on average, 6.5% higher
increased flight time.

When looking at the sensitivity of the weight and time cost response with respect to contrail mitigation,
the general behaviour is seen to be similar for both the Fuel and the DOC optimisation results. Higher fuel
burns are incurred to limit contrail-time and even the flight time is somewhat reduced.

This is most likely the result of the fact contrail-time has been chosen as a representative for contrails.
One way to minimise contrail-time (i.e. the time it takes an aircraft to fly through a contrail prone area), is
to increase the airspeed and spend less time flying through the area. This off course is not a valid mitigation
strategy, but in our method forms a possibility none the less. Fortunately, this loophole in the method only
represents a small portion of the contrail mitigation result. The extent of this effect is relatively small in
scale, but might reach up to 2.5% of the total contrail mitigation (estimated using table 7.7 (A)). By far
the largest reductions in contrail production are due to deviations in the 3D flight trajectory. Uncertainty
margins like this might, however, affect the accuracy of the results in which allowable contrail quantities
are extremely limited. This explains why the results as derived in the 98% reduction case do not give a
realistically representation of the problem.

In the last columns of table 7.7 (A&B), the average fuel cost per mitigated contrail-second is seen, as well
as the marginal mitigation fuel costs per contrail-second reduction. The average contrail mitigation costs
are calculated by dividing the additional fuel consumption by the reduction in contrail-time. The marginal
contrail mitigation cost represent the increase in fuel consumption, as a result of reducing one unit of contrail-
time. It is the gradient of the contrail-time to Fuel consumption and is thereby estimated by dividing the
increase in fuel consumption, incurred since the previous contrail mitigation point, by the amount of extra
mitigated contrail-time.

On average the costs for contrail mitigation increase with every additional avoided contrail-time. The
average fuel costs remain below or around 1N/s up to the 90% contrail mitigation cases, after which the

1(note, the original reference DOC optimal result is used to normalize the other results and is therefore fixed at 100%
Contrail and 0% Time cost)
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costs increase more rapidly. These results are comparable to the results obtained for the cases presented in
the previous sections. For comparison purposes the average fuel cost results from the previous sections are
presented here in table 7.6.

The last two columns of table 7.7 (A&B) show a large degree of variability amongst the marginal miti-
gation costs. The increase of contrail avoidance cost, seen before in the average mitigation cost, can in the
marginal cost column be discerned even more clearly. This variability indicates that the costs for contrail
reduction are dependent on the atmospheric conditions with respect to the optimal trajectory.

Information on the trajectories of the cases presented in this section are available in Appendix D. In the
figures presented in Appendix D, the vertical trajectories, and the ground trajectories set against the PCP
and windvector can be seen for all cost optimal cases.

Table 7.6: Average contrail mitigation fuel cost for the earlier presented cases.

Average Fuel Cost
dW/dCon dW/dCon

Case Section [N/s] [%]

Time Optimal No wind 7.1.1 0.00 0.0%
Fuel Optimal No wind 7.1.2 1.24 0.3%
Time Optimal Wind 7.1.3 1.96 1.9%
Fuel Optimal Wind 7.1.4 1.51 2.1%
AMS-BFS Wind 7.2.1 1.10 2.5%
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Figure 7.13: Sensitivity of the RF, Time and Fuel cost for both DOC and Fuel optimal results. The reference
optimal solutions are marked by a black circle. The optimal DOC solution, according to which the other solutions
are normalized, is indicated by the intersecting dashed lines.
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Discussion

In section 3.4 several previous contrail studies, making use of flexible free flight mitigation strategies, have
been described. A short overview of the key differences between these studies can be seen in table 8.1, at the
end of this section. The specifics concerning the herein presented research are shown in the second column
of table 8.1. The column can be considered a summary of the key decisions and as such, can be used in
comparing the methodology to the methodologies presented in literature. In this discussion the results as
obtained in this study will be compared to previous Contrail Mitigation literature, namely Noppel 2007[39],
Sridhar 2011[38] and Kaiser 2012[33].

In Sridhar et al.[38] a trajectory contrail mitigation was performed for 12 city-pairs in the United States in
the presence of wind, optimising for minimum fuel consumption. The additional travel times required for
completely avoiding persistent contrail formation at various flight altitudes ranged from approximately 0% to
4.3%, being similar to the time costs as found in our investigated transatlantic flights (noting the difference
in contrail modelling methodology does not allow us to realistically compare completely contrail mitigated
optimisation results). Furthermore, Sridhar et al.[38] conclude, that in case the altitude is optimised a two
percent increase in total fuel consumption can lead to a reduction in contrail-time by more than 83%, after
which the gains level out. Comparing this to the results of our sensitivity analysis, we can state that in the
case the altitude is optimised throughout the flight this same result can in our case be obtained at a mere
one percent increase in fuel burn.

In Kaiser[33] a flight profile optimisation was presented maximising specific range while minimizing contrail
production, implementing a flight altitude ceiling, but allowing for en-route changes to the flight altitude.
For the short-haul continental flight [AMS-LOWS] a contrail formation was avoided for an increased fuel
burn of 2.5% in the case of fixing the en-route altitude and 1.5% in case of en-route altitude optimisation,
quite similar to the results obtained herein. Unlike the study by Kaiser, where optimisation was limited
to the vertical plane, this study has shown that in some cases, additional trajectory adjustments in the
horizontal plane can be complimentary and is preferred over altitude adjustments alone.

In a study by Noppel[39], transatlantic flights between London and New York recorded over a full year, was
studied in order to analyse possible contrail reduction. The study as performed by Noppel, however, makes
use of parametrized contrail probabilities and does not take wind effects into consideration. In Noppel, a
mean of 78% contrail-length reduction was achieved against an 0.8% increase in fuel burn. This result is in
close agreement with the results as obtained in the sensitivity cases, where wind was included, as explored
in this research. In our study large deviations have, however, become apparent between cases where wind
effects are ex- and included. In order to make a fair comparison, the results from Noppel should ideally be
compared to results in which wind effects have not been taken into account. Judging from the few results,
excluding wind effects, obtained in our study, the exclusion of wind would most likely result in lower contrail
mitigation costs, thereby providing an optimistic but simplistic picture of the problem.

Independent from this, Noppel also investigated the effect of a contrail mitigation strategy on the (avia-
tion) induced temperature change. Noppel concluded that, despite a rather large additional fuel burn penalty
of 10%, the share of CO2 induced global warming was insignificant[39]. The study presented herein focusses
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on individual flights, thereby making specific statements concerning the impacts on the global temperature
unrealistic. The claim made by Noppel can, however, be made plausible. In our study, RF is seen to be far
more sensitive to changes in contrail formation than it is to changes in CO2 emission, next to this additional
fuel burn required for contrail mitigation is far lower than assumed in Noppels scenario. The difference in
sensitivity can also be seen by the difference in magnitude between the contrail and CO2 RF-components1,
as presented in section 4.7.

The results, as obtained by Sridhar et al.[38], have been enhanced, showing the costs for contrail mitigation,
under realistic conditions, could well be lower than observed by Sridhar et al. It must be noted however, that
Sridhar et al.’s conclusions are based on multiple routes, whereas the study presented herein has focused on a
single route. Sridhar et al.’s conclusions may therefore show a more generalised result of the implementation
of flexible free flight contrail mitigation strategies in commercial aviation, whereas this study has deliberately
focussed on mitigation strategies tailored to individual flights. Similar results, as published by Kaiser[33],
have been obtained for not only short, but also long haul flights, for multiple different objective functions. In
contrast to Kaiser’s study, our study has shown the additional complementary benefit horizontal trajectory
optimisation can have on contrail mitigation strategies. This means the results, as gained from this study
are in line with, and sometimes exceed, the results as obtained in previous literature. The generalised and
inaccurate estimates, as established in Noppel[39], have been independently verified, using a more accurate
case-by-case based methodology. The feasibility of contrail mitigation, by means of trajectory optimisation
of individual flights, using high resolution meteorologic data, has been independently verified in this study.
The benefits of “free” flight regarding contrail mitigation, have been presented and indicate the case for
contrail mitigation might well be more favourable, than previously assumed.

1

RFCO2
= 1.19e−11[W/(m2 · kNFuel)]

RFContrail = 4.85e−9[W/(m2 · hrContrail)]
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Conclusions & Recommendations

The purpose of this study has been to explore to what extent the effects of contrail formation can be
mitigated, within an allowable additional fuel burn or flight time cost margin. The main objective of this
study was to develop a methodology optimising the socio-economic costs of a 4D aircraft trajectory while
mitigating the effects of contrails formation. This methodology was verified and implemented in the existing
GPOPS optimisation framework. Relevant case studies have been performed in which flight trajectories,
subjected to realistic atmospheric conditions, have been optimised for a combination of fuel usage, flight
time and contrail mitigation. In this section, the final objective will be considered, namely assessing whether
it is both economically and technically feasible to mitigate contrail formation by alterations in the flight
trajectory.

In this thesis a distinction is made between the normal and mitigated cases. In the “Normal” cases the
optimal trajectory is obtained whilst not considering contrail formation in any form. In the “mitigated” or
“reduction” cases, the optimal trajectory is obtained while considering contrail avoidance.

9.1 Conclusions

Aviation has a significant impact on the global atmosphere. Next to particle and gas emissions, the in-
crease of cloud cover might increasingly contribute to aviation induced climate change. Water contained
in the exhaust of jet engines locally raises the relative humidity levels sufficiently for contrail formation to
occur. These contrails can persist and evolve into anthropogenic clouding, often indiscernible from natural
clouding, in case the ambient atmosphere is saturated. With the projected continued growth of air traffic,
increasing propulsive efficiencies and possible introduction of fuels with higher hydrogen to carbon ratios,
the importance of contrail mitigation is likely to increase. In this study, contrail mitigation by means of
flexible free flight was studied, as this is likely the most efficient (short term) mitigation strategy. Contrail
avoidance strategies by means of flexible free flight have been in use with airforces around the globe for some
decades[6]. For commercial aviation however, the implementation of any such strategies, requires a thorough
assessment of cost-effectiveness.

In order to assess the socio-economic cost of contrail mitigation by means of aircraft trajectory optimisa-
tion, a methodology was developed and implemented in the existing GPOPS[14] optimisation framework.
A methodology was developed enabling the incorporation of up-to-date meteorologic data as atmospheric
input for the flight performance model. The methodology pre-processes the data to incorporate a Persistent
Contrail Probability factor (PCP). This PCP factor is derived using the Schmidt-Appleman criterion, ap-
plied according the methodology created by Schumann[46], in combination with an analysis of the relative
humidity levels with respect to ice formation. The pre-processed meteorologic input is accessed by the Live
Atmospheric function and thereby enables the implementation of realistic contrail, wind, and temperature
data in the optimisation routine. The tool presented here enables the quantification of the costs and benefits
of contrail mitigation for individual flights. It has been tested successfully for multiple objectives under
varying conditions.
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In the Time and Fuel optimisation results section, quantifiable proof was given for the costs of large scale
contrail mitigation for the two most extreme commercial cases, in which the flight is optimised for minimum
time and minimum fuel consumption, respectively. In this section results were generated both with and
without wind effects included. These optimisations showed that at the expense of less than 2% additional
fuel burn, significant contrail reductions (around 90%) were possible. The contrail reductions are more than
sufficient to offset the additional CO2 emission, induced by the increases in fuel burn, and lead to an overall
reduction in the flights effective Radiative Forcing. In the cases in which wind effects are neglected, the
reduction in RF is about 30%, whereas in the cases where wind is included it could be as high as 65%.
These differences are not so much related to the implementation of the wind effects in itself, as they are on
how the inclusion of wind affects the optimal flight trajectory. In this case, the addition of the wind vector
field causes a deviation of the optimal trajectory, away from a strong disadvantageous wind field into a
sector prone to persistent contrail production. The results show the susceptibility of the required additional
mitigation costs to ambient atmospheric conditions. This susceptibility is primarily caused by the following
two factors: the contrail prone regions and the wind vector field. The location and extent of local contrail
prone regions determines the magnitude of the deviations from the optimal flight trajectory required for
contrail mitigation. In some cases small deviations suffice for large scale contrail mitigation, in other cases
large deviations have to be made. The wind vector field can have a similar effects, depending on its direction
and magnitude relative to the optimal flight trajectory.

In order to assess the costs for specific contrail mitigation targets, a sensitivity study was performed.
This sensitivity study clearly shows a classic cost index graph where the largest contrail mitigating gains
can be incurred with small increments of Direct Operating Cost. These costs will, however, increase rapidly
for additional gains in contrail mitigation. In this study it was found that a 90% reduction in contrail cost
could be achieved for a mere 1% increase in Direct Operating Cost (i.e. a combination of the Time and Fuel
cost). With this the results as found in literature are sometimes even surpassed. Translating the results of
the DOC optimisation in an RF index it is found that 65% of RF can be prevented for a 1% increase in DOC.

The implementation of realistic, high resolution atmospheric data, significantly impact the optimal solution
in the following ways:

1 Contrail data: The high resolution and realistic nature of the data allows for interesting contrail evading
manoeuvres. While analysing the results, let us make a distinction between manoeuvres performed in the
vertical plane and manoeuvres performed in the horizontal plane.

a In pursuit of contrail mitigation, this study has seen the following manoeuvres performed in the vertical
plane:

1. Cases in which the aircraft remains flying below and above contrail regions for extended periods of
time, see figure 7.3(b) and 7.9(b).

2. Cases where brief “windows of opportunity” are utilized to rapidly climb, and thereby evading contrail
regions, see figure 7.7(b) and lastly,

3. Cases where “hopping” manoeuvres, small and short term alterations in the altitude, over small
patches of contrail region are performed, see figure 7.1(b) and 7.5(b).

b In addition to these manoeuvres in the vertical plane, trajectory deviations in the horizontal plane
are utilized when vertical manoeuvres alone do not suffice. In some cases these deviations are minor,
in other cases they have a major influence as seen in the time optimal cases. In figure 7.1(a&c) and
7.5(a&c) horizontal deviations are required to enable the “hopping” strategy. In figure 7.7(a&c) the
horizontal deviation enables the evasion of a high altitude contrail region halfway through the flight.
In this case the optimal contrail mitigated trajectory flies over a contrail region manifesting at a high
altitude. The trajectory is redirected over an area where this contrail region reaches less high, so that
a marginally elevated trajectory deviation (500m) suffices for large scale contrail mitigation.
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2 Temperature data: Deviations in the optimal horizontal trajectory indicate that the realistic non-uniform
temperature distribution significantly affect the path constraints. In the “Normal” optimisation cases,
where both contrail mitigation and wind effects are excluded, perturbations in the trajectory are present.
The maximum True Airspeed changes depending on temperature, even at constant altitudes this can lead
to a deviations in the range of 30knots, as seen in figure 7.2 and 7.4. In the absence of wind effects, these
deviations can only be attributed to the non-uniformity of the temperature data.

a In the horizontal trajectory, these effects are most significant, evidenced by the deviations from the
great circle route as seen in figure 7.2 and 7.4.

b In the vertical trajectory, these effects are less significant as evidenced by the smaller scale and lower
occurrence rate of the deviations, see figure 7.1(b) and 7.3(b).

3 Wind vector field : The realistic wind data greatly enhances the accurate representation of commercial
flight. Whereas “windless” optimisations follow the great circle route more closely, the addition of wind
in the cases presented herein show large scale deviations in the trajectory, notably in figures 7.8 and 7.6.
The addition of a realistic wind field enhances the dynamics of the optimisation. The optimal trajectory
evades high magnitude disadvantageous wind, but thereby places the aircraft directly in a large region
prone to contrail formation. As a result, the wind and contrail data affect the objective function in a
conflicting fashion.

a In the horizontal trajectory, these effects are most significant, indicated by the deviations from the
“Normal” optimal trajectory between the case were wind is in- and excluded. This can be seen when
comparing the figures 7.1(a) and 7.3(a) to their wind-optimal counterparts in respectively figure 7.5 (a)
and 7.7 (a) .

b In the vertical trajectory, the differences amongst the trajectory smoothness of the cases were wind is
in- and excluded, seems to indicate the significance of the wind field. This is manifested most clearly
in the fuel optimal cases. Whereas in the case were wind is excluded a very smooth vertical trajectory
is seen, see figure 7.3(b&d), in the case were wind is included the trajectory is more erratic, see figure
7.7(b&d). These effects have so far not been traced to be specifically caused by deviations in the wind
vector field (deviations in the temperature distribution could also be responsible for this).

The results have confirmed the hypothesis that trajectory adjustments in the vertical plane are preferred over
adjustments in the horizontal plane. This is due to the large horizontal extent and limited vertical thickness
of contrail regions. In most cases, contrail evading adjustments in the vertical plane require smaller sacrifices
when compared to deviations in the horizontal plane, as can be seen the short-haul flight and fuel optimal
flight excluding wind effects. Only when the atmospheric conditions are such that contrail prone regions
leave no option for cost effective altitude alteration, large-scale horizontal rescheduling will be attempted.
These horizontal deviations are required to search for conditions where altitude alterations can again be
performed cost-effectively. This behaviour was seen in the Fuel and Time optimal flight cases in which wind
effects were included. Only the results derived in the Time optimal case, excluding wind effects, appear
to conflict with this statement. For this case, however, the atmospheric impact on the maximum velocity
constraint, might have contributed to this southern deviation of the trajectory. As a result, the time penalty
of vertical plane deviations would in this case be higher than the present horizontal deviations, where the
model is adventitiously subjected to less stringent velocity constraints.

Whereas it has not yet been possible to create a tool which can perform contrail mitigating optimisations in
real time, this study has been successful at creating a tool which can assess these operations for academic
purposes. This tool allows to evaluate the cost and benefit of contrail mitigating operations for specific
individual flights. Exact margins for allowable additional costs can be specified during these optimisations.

The result of this study gives an indication for feasible and cost-effective implementation of this contrail
mitigation strategy for general and commercial aviation. Indeed, it is technically feasible for general and
commercial aviation to evade contrail regions, thereby greatly reducing the effective anthropogenic cloud
cover. However, it comes at a cost.
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In commercially representative cases the additional time required for large scale contrail mitigation is
negligible in the order of seconds to minutes. In the case the DOC are selected as objective, additional flight
time incurred can be compensated by increasing the flight velocity, as demonstrated in the flight envelope
diagrams 7.9(c) and 7.11(c). The sensitivity study in fact even indicates a reduction in flight time in the
contrail mitigated cases, see figure 7.13(b). However, this reduction in flight time might be due to the set
up of the contrail mitigation problem, more than it is an inherent benefit of contrail mitigation itself, as has
been discussed in section 7.2.3.

The sensitivity analysis has indicated that for this case, 90% of the induced contrail can be mitigated
at an increase in consumed fuel weight of less than 1.5%. In tables 7.7 (a&b) this is seen to compare to a
Radiative Forcing reduction of 65%. Tables 7.7 (a&b) also show the non-uniformity of the contrail mitigation
costs. The more contrail is avoided, the higher the average fuel burn penalty becomes. This non-uniformity
in contrail mitigation costs is seen even more clearly in the presentation of the marginal cost. Up to 80%
contrail mitigation the marginal costs are non-uniform, but remain relatively low at 3%. This means that
for every 1% contrail-time avoided an 0.03% increase in fuel burn is required. However, beyond an 80%
contrail reduction, the costs for every additional reduction increase rapidly. According to these results it
might therefore be more cost-effective for commercial aviation to implement a partial contrail-reduction plan
rather than a zero-tolerance contrail strategy. A form of effective contrail mitigation might therefore be to
reduce contrails for as long as the average and marginal costs remain below pre-specified limiting values. For
instance, allowing contrail mitigation as long as the average fuel costs for mitigation remain below 1N per
contrail-second and the marginal cost remain below 4%.

This study has shown the case dependency of contrail mitigation costs. Whereas for some cases large
contrail mitigation can be achieved at relatively low cost, for other cases large costs are incurred. This shows
the potential benefit of using up-to-date atmospheric data over parametrized and more generic atmospheric
models often used in climate studies. Future research is required to analyse these variations in mitigation
cost and to optimise a more holistic aviation wide contrail mitigation strategy. The research presented
herein however, clearly shows the feasibility and benefits of individual flight optimisation with respect to
contrail mitigation using realistic short term meteorologic forecasts. Next to this, additional benefits for the
allowance of a less restrictive control of airspace and air traffic, required for the implementation of more
flexible flight optimisation, are presented.

Finally, this study has shown the great merit of implementing flexible free flight contrail mitigation in
commercial aviation. It has presented an academic methodology potentially forming the basis of a commercial
tool to be used for scheduling of environmental optimal trajectories throughout the aviation sector. This
would enable airliners to optimise their fleet movements while accounting for both economic and ecological
impact factors.

9.2 Recommendations

The work as presented herein shows the first attempt to incorporate a contrail avoidance strategy in the
GPOPS optimisation routine; as such, multiple improvements can be made in future work. Therefore,
recommendations on further research and working methods are presented in the following.

With respect to the pre-processing of the meteorologic data, primarily the analysis of contrail formation
is time consuming. Due to the large amount of grid points, much of this time is spend on the iteration
determining the temperature for which the mixing line slope equals the ratio G, see equation 2.2. A look-up
table, of the critical mixing line slope dependency on temperature and relative humidity, can be constructed
which might possibly reduce computation times.

In the sensitivity analysis results, reductions in flight time could be seen in the cases where contrail formation
is mitigated. These gains in flight time are most likely a result of the way the contrail parameter is defined.
Increasing the aircraft’s velocity reduces the time during which it is flying through a contrail region, thereby
effectively reducing the incurred contrail-time. A better objective contrail parameter in future research,
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might for instance be: contrail-length (
∫ tf
t0
tcontrail ·VTASdtcontrail). Implementing this alternative objective

parameter would eliminate this phenomenon.
The “live” atmosphere routine is one of the most critical additions this project has made. It enables

the interpretation of up-to-date meteorologic data, by means of which “live” velocity path constraints, wind
vector fields and contrail data can enhance the accuracy of the optimisation routine. To solve the issue
with problem convergence discussed in section 5.3, it might be required to replace the linear interpolation
with an interpolation technique that is more compatible with the gradient-based routines of Intlab (e.g.
B-splines). The interpolation with respect to the altitude seems to be causing most of these issues. Altering
the interpolation technique used in the vertical direction, might therefore suffice in solving the issue. The
gains from a faster convergence, requiring fewer iterations, might offset the additional computation time
required by more demanding interpolation schemes. It might even require fewer data points or an extended
flight range to convergence.

With the inclusion of several parameters possibly conflictingly affecting the objective (e.g. wind vector
field and contrail data), the presence of local minima might negatively impact the solution’s optimality. In
order to solve this it might be useful to investigate ways to pre-process the data, including a crude global
optimiser, after which the local optimisation routine employed herein could be started.

The work as presented here shows how “live” or forecast atmospheric data can be implemented in aviation
related optimisation routines. The live atmospheric routine can be adapted to incorporate time dependent
atmospheric changes, for long haul flights. As a result, persistent contrail formation could possibly be forecast
at a higher accuracy. Before doing so, the possible significance of this alteration should be assessed in order
to determine whether it is worth the additional investment in computation power.

The contrail model used to pre-process the atmospheric data for areas prone to contrail formation could,
with little effort, be modified to calculate (mean) persistent contrail probabilities for specific regions or even
globally. These probabilities could henceforth be used in parametrized models. In section 5.1 a similar
process was presented for one latitude.

Another recommendation is to integrate a tool assessing the evolution of contrails into the program. At
this stage the academic understanding of aviation induced cirrus clouding are yet to be improved, in order
to assess the true magnitude of its impact on climate change. Assessing the life time, the spreading and
evolution process of contrails could significantly enhance the accuracy of the tool.

Next to this the contrail cost function could be expanded facilitating the assessment of RF contribution
of most notably O3, CH4, H2O and Sulfate emissions. Whereas the study presented herein considers the
effect of CO2 and contrails on RF, including the RF contributions of additional emissions would help to
generate a more holistic optimisation routine in which “genuine” green flight trajectories can be assessed.

Furthermore, the routine could be enhanced such that the radiative forcing metric is transformed into a
more holistic parameter measuring the effect of mitigation strategies on the climate. As radiative forcing is a
fairly short term metric, considering the long periodic scope required for climate change, a better approach
could be to estimate the effect in terms of a long term metric like global temperature change.

As seen in this study the costs for contrail mitigation vary greatly with changing atmospheric conditions.
First the case dependency of mitigation costs needs to be better understood. After which it might be in-
teresting to investigate contrail mitigation strategies from an airliners perspective seeking to reduce yearly
radiative forcing. It could prove valuable to understand how and to what degree the mitigation costs can
be lowered by changing the mitigation strategy from a case by case strategy, to a company wide mitigation
strategy. Rather than opting for a 90% contrail reduction for all cases, an alternative approach aiming at a
company wide 90% contrail reduction could possibly prove more cost efficient.
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A. Constraint limits & Aircraft Parameters

Figure A.1: Boeing 747-400, the modelled aircraft used in this study[11].

Table A.1: Aircraft parameters [57]

Parameter Value Unit

Vmo 365 Knots
Mmo 0.9 -
Vmin 192 Knots

Table A.2: Path Constraints

Parameter Min Max Unit

ż -10 10 m/s
˙VTAS -20 20 m/s2

VTAS − Vmo ≤ 0 m/s
VTAS − VMach ≤ 0 m/s
VMin − VTAS ≤ 0 m/s

Table A.3: Flight destination constraints[57]

Parameter Value Unit

φAMS 52.588 deg
λAMS 4.333 deg
zAMS 5974 m

φKIAD 40.299 deg
λKIAD -76.064 deg
zKIAD 6096 m

φBFS 54.601 deg
λBFS -5.909 deg
zBFS 6096 m
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B. Time and Fuel Optimal Flight Envelopes

The flight envelopes for the Time and Fuel optimal trajectories, both excluding and including wind, presented
in section 7.1, can be seen in figure B.1.
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(a) Time optimal (excl. wind)

250 300 350 400 450 500 550 600
5.5

6

6.5

7

7.5

8

8.5

9

9.5

10

10.5
Velocity vs Pressure Altitude

Velocity [knots]

P
re

ss
ur

e 
A

lti
tu

de
 [k

m
]

 

 

TAS
Vmin&Vop
Vmach

(b) Fuel optimal (excl. wind)
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(c) Time Optimal (incl. wind)
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(d) Fuel Optimal (incl. wind)

Figure B.1: Time and Fuel optimal flight envelopes. The in flight True Airspeed is plotted against the pressure
altitude (red). The minimum and maximum operating velocity (green o) and the maximum Mach limit (blue o) are
marked for each node and interval.
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C. Contrail Cost Index

In this appendix a brief explanation on the case dependency of contrail mitigation cost will be given. As this
thesis has shown, contrail mitigation can be performed in 4D, this section will however consider 2 dimensional
contrail mitigation only in the horizontal plane for the sake of clarity.

Figure C.1 shows an imaginary persistent contrail probability map in combination with the ground track
of six different flights. The left image shows the DOC optimised trajectories, while the right image depicts
the contrail-time optimised trajectories.

Figure C.1: Case dependency of Contrail Mitigation Cost. Schematic representation of optimal trajectories (left) and
contrail mitigated cases (right).

In table C.1 the DOC, normalised for the DOC of Flight 1, and the inquired Contrail-time (as a ratio
of the total flight time) are given for each of these six cases, for the Optimal and the Contrail Mitigated
trajectories respectively. The figures are fictional, but represent realistic behaviour.

The great circle distance for the first three flights are the same, and hence the cost of each of these
flights are equal. However, Flight 1 flies through some big contrail prone regions, whereas Flight 2 barely
touches it, Flight 3 on the hand, flies through small patches of contrail prone area. As a result the time
these flights are flying through the contrail regions deviate. Now, these flights are optimised for a 90%
reduction of contrail-time and as a result additional costs are incurred, in table C.1 the % deviations in cost
and contrail-time are shown.

In the last column of table C.1, the Cost over Contrail-time reduction is presented. For flight 1, where
large deviations are required to evade the big contrail region, the costs to contrail mitigation ratio are rather
high, 5.6%. For flight 2, where only a small southward correction is required to evade 90% of the contrail-
time incurred, the required cost are lowest. The case of Flight 3, finds itself in between the previous two
cases with a contrail mitigation cost of 2.2%.

79



The flights 4,5 and 6 all have the same destination, lying in the centre of a contrail prone region. The
absolute contrail-time incurred on these flights is roughly the same, the stage length of these routes however
vary and as a result the incurred contrail-time ratio varies. Obtaining a 90% contrail reduction for these three
flights will be unlikely, as the destination lies in the centre of a contrail region. For the contrail mitigated
cases of flights 4 to 6, a 1% decrease in contrail-time will be considered. The induced extra cost, required to
obtain this contrail-time reduction, is assumed to be 0.1667% to the proportion of contrail-time.

In the case of Flight 4,5 and 6 no large scale contrail mitigation is realistically possible. Small scale
contrail mitigation is possible at a relatively high cost. The larger the share of contrail-time, with respect to
the total flight time, the higher the contrail mitigation cost will be, as can be seen the last column of table
C.1. Where for flight 4, for every 1% of contrail reduction, 16.7% additional flight cost are incurred. The
contrail mitigation cost for flight 5 and 6 vary relative to the percentage the flight has been flying through
contrail prone regions.

These examples are meant to illustrate the large degree of variance of contrail mitigation cost. The
costs are case dependent and vary enormously on the presence of atmospheric contrail prone regions and
their respective magnitude and location with respect to the optimal flight trajectory. As a result a Contrail
Cost Index will only be valid for the case around which it was obtained. This however does not mean that
CCI behaviour for one case can not be the same as for another case. More research is required to see how
similarities between cases can be used to predict CCI curves.

Table C.1: Case dependency of Contrail Mitigation Cost

Basic Info Optimal Trajectory Contrail Mitigated Deviations Reduction
Flight Origin Dest. DOC Contrail-Time DOC Contrail-Time DOC % Contrail % Cost

F1 O1 D1 100% 80% 105.0% 8% 5% -90% 5.6%
F2 O2 D1 100% 10% 100.8% 1% 1% -90% 0.9%
F3 O3 D1 100% 10% 102.0% 1% 2% -90% 2.2%

F4 O1 D2 20% 100% 20.03% 99.0% 0.17% -1.0% 16.7%
F5 O2 D2 40% 30% 40.02% 29.7% 0.05% -1.0% 5.0%
F6 O3 D2 60% 10% 60.01% 9.9% 0.02% -1.0% 1.7%
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D. The Sensitivity study Trajectories

Information on the trajectories of the cases presented in the sensitivity study of section 7.2.3.
In figure D.1, multiple vertical flight trajectories are shown as obtained from the sensitivity study. In

figure D.2(a), the ground trajectories can be seen for the same cases. In figure (b& c), the same ground track
profiles are plotted in combination with the persistent contrail probability and the wind vector, respectively.
The higher the contrail reductions, the higher the deviations from the original trajectory. However, looking
at the 90% reduction trajectories, the alterations in the horizontal profile seem to be relatively small still.
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Figure D.1: Vertical trajectories of selected sensitivity results
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E. Optimisation Results:
Objective, Feasibility & Optimality Criteria

Table E.1: Conditions and results for the optimisations between AMS-BFS.
For the fields with a [-], the criterion was no longer available.

Route Objective Atmospheric Nodes & Final Result
Conditions Intervals Feasability Optimality Objective value

Verification: Convergence Behaviour (Section 5.3.1 & 7.2.1)
AMS-BFS DOC Wind 501 6,90E-10 9,70E-07 9,820E+04

DOC Wind 401 6,20E-10 9,50E-07 9,822E+04
DOC Wind 301 2,00E-09 7,00E-07 9,824E+04
DOC Wind 201 2,00E-09 5,80E-07 9,829E+04
DOC Wind 101 - - 9,840E+04
DOC Wind 51 1,40E-08 5,40E-07 9,854E+04
DOC Wind 43 4,90E-08 9,40E-07 9,860E+04
DOC Wind 36 7,70E-07 2,90E-06 9,888E+04
DOC Wind 26 1,30E-08 3,20E-06 9,869E+04

Verification: Convergence Behaviour (Section 5.3.1 & 7.2.1)
AMS-BFS min90C Wind 501 6,40E-12 9,60E-07 1,003E+05

min90C Wind 401 2,40E-10 1,00E-06 1,003E+05
min90C Wind 301 1,20E-10 6,80E-07 1,003E+05
min90C Wind 201 7,20E-10 9,70E-07 1,004E+05
min90C Wind 101 8,40E-09 9,90E-07 1,004E+05
min90C Wind 51 6,10E-07 8,70E-06 1,005E+05
min90C Wind 43 2,90E-07 8,50E-06 1,005E+05
min90C Wind 36 4,30E-09 9,30E-06 1,006E+05
min90C Wind 26 2,90E-07 8,50E-06 1,005E+05
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Table E.2: Conditions and results for the optimisations between AMS-KIAD.
For the fields with a [-], the criterion was no longer available.

Route Objective Atmospheric Nodes & Final Result
Conditions Intervals Feasability Optimality Objective value

Verification: Optimisation routine in ISA (Section5.2.2)
AMS-KIAD Time ISA no wind 226 - - -

Fuel ISA no wind 226 1,90E-09 9,50E-07 6,73E+05
DOC ISA no wind 226 2,00E-10 7,90E-07 7,21E+05

Results: Excluding Wind (Section 7.1.1 & 7.1.2)
AMS-KIAD Time Optimal No wind 226 - - -

Fuel Optimal No wind 226 - - -
Contrail-time No wind 226 - - -
Contrail-fuel No wind 226 - - -

Results: Including Wind (Section 7.1.3 & 7.1.4)
AMS-KIAD Time Optimal Wind 226 - - -

Fuel Optimal Wind 226 6,10E-08 4,70E-04 7,43E+05
Contrail-time Wind 226 6,80E-13 8,70E-04 2,42E+04
Contrail-fuel Wind 226 1,20E-09 5,10E-04 7,65E+05

Sensitivity Study DOC (Section 7.2.2 & 7.2.3)
AMS-KIAD DOC Wind 226 9,90E-11 8,80E-04 7,07E+05

min1C Wind 226 1,40E-13 6,10E-04 7,07E+05
min2C Wind 226 1,50E-08 7,50E-04 7,07E+05
min5C Wind 226 4,10E-12 5,70E-04 7,07E+05
min10C Wind 226 3,80E-11 1,00E-03 7,07E+05
min20C Wind 226 8,40E-11 1,30E-03 7,08E+05
min30C Wind 226 8,80E-11 8,10E-04 7,08E+05
min50C Wind 226 7,50E-12 2,50E-03 7,09E+05
min70C Wind 226 1,90E-09 3,90E-04 7,11E+05
min80C Wind 226 2,80E-13 3,50E-04 7,12E+05
min90C Wind 226 5,00E-12 3,70E-04 7,14E+05
min95C Wind 226 3,20E-14 1,40E-04 7,19E+05
min97C Wind 226 2,20E-11 3,90E-03 7,25E+05
min98C Wind 226 1,10E-07 2,80E-03 7,59E+05

Sensitivity Study Fuel (Section 7.2.2 & 7.2.3)
AMS-KIAD Fuel Wind 226 5,90E-12 3,40E-03 6,93E+05

min5C Wind 226 4,80E-09 1,90E-03 6,94E+05
min10C Wind 226 1,00E-12 1,40E-03 6,94E+05
min20C Wind 226 4,70E-09 4,80E-04 6,94E+05
min30C Wind 226 4,10E-12 1,10E-03 6,95E+05
min50C Wind 226 6,40E-13 4,60E-04 6,97E+05
min70C Wind 226 6,00E-11 5,70E-04 6,99E+05
min80C Wind 226 2,50E-08 2,10E-04 7,00E+05
min90C Wind 226 3,80E-07 4,10E-03 7,03E+05
min95C Wind 226 1,10E-13 6,80E-04 7,09E+05
min97C Wind 226 4,10E-11 9,70E-03 7,15E+05

Verification: Convergence Behaviour (Section 5.3.2)
AMS-KIAD DOC Wind 226 9,90E-11 8,80E-04 7,07E+05
Unconverged Section 24 Section Section 9,26E+04
Converged Section DOC Wind 801 4,30E-14 6,80E-07 9,26E+04
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[29] B. Kärcher and F. Yu. Role of aircraft soot emissions in contrail formation. 36, 2009.

[30] B. L. Koff. Gas turbine technology evolution: A designers perspective. Vol. 20(No. 4), JulyAugust 2004.

[31] P. Spichtinger K. Gierens U. Leiterer and H. Dier. Ice supersaturation in the tropopause region over
lindenberg, germany. (12):143156, 2003.

[32] D.C. Lewellen and W.S. Lewellen. The effects of aircraft wake dynamics on contrail formation. 58:390406,
2001.

86

http://www.elissarglobal.com/wp-content/uploads/2012/04/Advances-in-Pseudospectral-Methods-for-Optimal-Control.pdf
http://www.elissarglobal.com/wp-content/uploads/2012/04/Advances-in-Pseudospectral-Methods-for-Optimal-Control.pdf
www.hochwarth.com/misc/AviationCalculator.html
www.hochwarth.com/misc/AviationCalculator.html
http://www.icao.int/environmental-protection/Documents/Publications/ENV_Report_2010.pdf
http://www.icao.int/environmental-protection/Documents/Publications/ENV_Report_2010.pdf
http://www.grida.no/publications/other/ipcc_sr/?src=/climate/ipcc/aviation/
http://www.grida.no/publications/other/ipcc_sr/?src=/climate/ipcc/aviation/


[33] H. Fricke M. Kaiser, J. Rosenow and M. Schultz. Tradeoff between optimum altitude and contrail layer
to ensure maximum ecological en-route performance using the enhanced trajectory prediction model
(etpm). 2012.

[34] Page Curator: J. Madigan. The contrail education project, 12:52, 21 November 2014. http:

//science-edu.larc.nasa.gov/contrail-edu/contrails.php.

[35] H. Mannstein and U. Schumann. Aircraft induced contrail cirrus over europe. 2005. in press.
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