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Abstract—The progress in developing quantum hardware
with functional quantum processors integrating tens of noisy
qubits, together with the availability of near-term quantum
algorithms has led to the release of the first quantum
computers. These quantum computing systems already inte-
grate different software and hardware components of the so-
called "full-stack", bridging quantum applications to quantum
devices. In this paper, we will provide an overview on current
full-stack quantum computing systems. We will emphasize
the need for tight co-design among adjacent layers as well
as vertical cross-layer design to extract the most from noisy
intermediate-scale quantum (NISQ) processors which are both
error-prone and severely constrained in resources. As an
example of co-design, we will focus on the development
of hardware-aware and algorithm-driven compilation tech-
niques.

I. Introduction

The general field of quantum computing has experienced

remarkable progress in the last years becoming a tangible

reality. Prototypes of quantum computers, also known as

noisy intermediate-scale quantum (NISQ) computers [1], al-

ready exist and have been made available to users through

the cloud [2], [3]. We will still have to wait for having large-

scale and fault-tolerant quantum computers that provide the

expected computational power, but the potential of this new

technology is undeniable [4]–[6]. A quantum computer will

not only be capable of solving relevant problems unsolvable

by current classical computers, it also represents a paradigm

shift in the way of how computing is performed.

Although there is still a long way to go and the challenges

are diverse, huge advances have recently been made. Sev-

eral experimental demonstrations of quantum computational

advantage have been performed since 2019, when Google

Research claimed to have achieved it on a 53-qubit pro-

grammable superconducting processor (Sycamore) [7]–[9].

Furthermore, in terms of processors’ scalability, qubit counts

(number of qubits on a chip) are rapidly increasing, especially

in quantum technologies based on superconductors. IBM just

released a 127-qubit quantum processor named Eagle [10],

and expects to present a 1000-qubit chip by 2023 [11]. Note

that adding more qubits exponentially increases the number

of states the quantum computer can calculate with and thus

its computational power.

The progress in quantum hardware has been accompanied

by advances not only on the algorithm side in the form of

hybrid quantum-classical algorithms [12] for NISQ devices,

Figure 1: Software and hardware functional elements of the quantum

computing full-stack. Grey arrows represent the flow of information

between hardware and software layers needed for co-design.

but also on other required intermediate functionalities such

as quantum software (i.e. programming languages and com-

pilers) [13], instruction set architecture and microarchitecture

[14]–[17] and control electronics [18]. This has lead to the

development of quantum computers, as we know them today,

that integrate different software and hardware components

of the so-called "full-stack" [19], [20] (see also Fig 1). More

precisely, full-stack quantum computing systems consist of

a series of functional elements (precursors of full-fledged

layers) that bridge quantum algorithms with quantum de-

vices. Following a layered-oriented approach, which resem-

bles classical computer architectures with some fundamental

differences, quantum algorithms can be expressed using high-

level programming languages and compiled to low-level

instructions (e.g., quantum assembly language-instructions,

QASM) that are further translated into specific signals for

controlling and operating the physical qubits.

In classical computing stacks, abstractions have been intro-

duced in the form of well-defined and self-contained layers

with clear functionality that encapsulate specific information,

which is only shared between adjacent layers. The level of

abstraction (i.e., storing/hiding information that renders more

independent layers) between different layers of the stack has

been increased by virtue of the abundance of resources. This



ever increasing trend resulted in software being fully inde-

pendent of the underlying hardware, a desired attribute of a

computer. Note though, that with the recent advent of low-

power and AI co-processors, the strictly layered approach has

been revisited and vertical cross-layer design and co-design

are indispensable due to the scarcity of resources.

Quantum computing systems are not ready yet for such

complete abstractions due to the immaturity of its hardware.

To extract the most from of NISQ processors, which are

severely constrained in resources (e.g. number of qubits or

qubit count) and highly prone to errors, their low-level

physical details need to be exposed to higher layers of the

stack. This results, for instance, in compilation techniques

that consider qubits’ connectivity, gate error rates, error

variability across the quantum device, primitive quantum

gates, and crosstalk, amongst others, to efficiently execute

a quantum algorithm and increase its success rate. Thus,

there is a flow of information that includes relevant hard-

ware parameters piercing bottom-up through the stack. In

addition, the compiler can leverage its knowledge about the

application to perform some general (e.g. gate cancellation)

or even application-specific optimization on the quantum

circuit. Note that the compiler’s effectiveness/efficiency is key

in successfully executing a quantum algorithm and, in the

long term, in the adoption of this emerging technology.

Therefore, this early stage of quantum computing, in which

resources are scarce, constrained and noisy, calls more than

ever for a tight co-design among adjacent layers as well as

vertical cross-layer design and related optimization of the

full-stack [21]–[24]. Note that this co-design should occur

upfront, at the conception phase of the full system. The

two-fold benefit of this approach would be: i) to extract the

maximum computational capability out of the constrained

quantum system, but also to ii) set the precursor basis of

future front-ends that will pave the way towards more layer-

oriented encapsulation and abstraction.

This paper will provide an overview on the full-stack

quantum computing systems in the NISQ era. To this end,

we will first present the current state of quantum computers

showing what functional hardware and software layers they

consist of and how they bridge the gap between quantum

algorithms and quantum chips. Then, we will discuss about

the organization or architecture of quantum computing sys-

tems, which is still far from the layered approach used in

classical computer architectures. We will emphasize that, in

this early-days of quantum computing, allowing information

flowing across the stack is not only a must, but also brings

significant gains. Hence, a discussion on the need of co-

design for optimally constructing full-stack quantum comput-

ing systems will follow. We will finally provide an example

on such co-design by showing how quantum circuit mapping

strategies, an integral part of the overall compilation process,

can be improved and potentially increase the success rate of

a quantum algorithm by being not only hardware-aware, but

also application-driven.

II. Current full-stack qantum computing systems

Although quantum computers were recently developed,

the idea of building one is quite old, as it was proposed

in the early 80’s by physicist Richard Feynman [25] for

simulating quantum systems. Ten years later the first quan-

tum algorithms appeared [12]. It was not till late 90’s,

when experimental demonstrations of a quantum algorithm

running on a two-quit quantum processor were shown [26].

Since then, quantum hardware has substantially progressed,

especially in the last years; a variety of technologies for qubit

implementation, such as quantum dots, solid-state spins,

trapped-ions or superconductors, are being explored [5]. In

addition, its main (still) limiting characteristics are constantly

improved with increased qubit counts, larger coherence times

and higher gate fidelities. Note that, in spite of this progress,

quantum processors are still in their infancy, being extremely

resource-constrained and error-prone.

At the top of the stack, quantum algorithms have also

evolved following the capabilities of quantum hardware. Most

of the algorithms initially proposed (e.g., Shor, HHL) cannot

be executed on current nor near-future quantum machines,

as they require the incorporation of quantum error correction

and fault-tolerant techniques, and therefore an immense

number of qubits (in the order of millions). That is why the

quantum algorithm community has made an effort to develop

algorithms suitable for NISQ processors [12].

To close the gap between quantum algorithms and devices,

and to be able to run quantum algorithms on larger and

larger quantum processors, further components needed to

be added and integrated to complete the system such as the

software part, the interface between software and hardware,

and the control stack. This led to the development of modern

full-stack quantum computing systems, which were inspired

by classical computer architectures, and include the follow-

ing elements (see Fig. 1): quantum applications, high-level

quantum programming languages and compilers, quantum

instruction set architecture and related microarchitecture,

control electronics and the quantum device. Although es-

sential functional elements of the quantum computing full-

stack have been identified and integrated, the architecture

and organization of such stacks may differ between systems

and is in constant evolution as the field progresses [20].

For current quantum computers, algorithms can be pro-

grammed using programming frameworks [13], [27]. They

not only feature high-level programming languages such

as Python to describe quantum circuits, but also compilers

that translate those high-level instructions into low-level

ones, usually expressed in a quantum assembly-like language

understandable and therefore executable by the underlying

processor. As further explained in Sec. III, quantum com-

pilers are also responsible for making transformations to the

quantum circuit to fulfill the quantum hardware’s constraints,

along with optimizations to reduce the circuit depth, for

instance. Note that quantum compilers are located in the

middle of the stack, as they are key to bridge quantum

applications to quantum devices. The output of the compiler,

low-level instructions, are then further translated into spe-

cific pulses to operate and control the chip’s qubits. For this

purpose, quantum instruction set architectures [14], [15] and

microarchitectures [16], [17] as well as control electronics (at

even cryogenic temperatures) [18] have been developed.



Towards increased abstraction in quantum computing systems:
the need for co-design to architect

Classical computers consist, from an architectural point of

view, of a series of layers with well-defined functionality in

which relevant information is encapsulated and only exposed

to adjacent levels. This layered architecture has evolved with

a growing level of abstraction between layers as the amount

of resources has been substantially increased.

Most of the functional elements present in classical sys-

tems, already in the form of layers, can also be identified

in current quantum computers, but not as mature though.

In full-stack quantum computing systems, there is still a

tight interplay among and across functionalities and there-

fore no strict layered abstracted architecture yet with clear

allocation of functionality per layer exists. This is mainly

due to severely limited and impaired resources in quantum

devices, which encompass: limited qubit count and connectiv-

ity among them, short coherence time, high operation error

rates, and crosstalk. Actually, allowing information from the

physical lowest-level (i.e. quantum processor) to flow up

to high-level functions is not only a must for being able

to (successfully) execute an algorithm, but the best way

to maximize performance [23]. A notable example of such

information flow is within the compiler, which uses quantum

processor characteristics to modify the circuit for meeting the

hardware’s constraints but also to maximize the correspond-

ing success rate. Instances of that include the introduction of

software techniques to deal with or alleviate crosstalk [28],

[29] and noise-aware compilation methods [30]. Note that

quantum hardware information can be combined with algo-

rithm parameters to further optimize compilation techniques

given a specific application (application-specific compilers)

[24], [31].

These examples, in which information exchange is

bounded, punctual and limited, constitute ad-hoc predeces-

sors of full co-design techniques. As defined in [22], co-design

refers to "the flow of information between different hardware

and software stack layers, in order to improve the overall

application execution and hardware design. The information

flow might include: key hardware parameters, design speci-

fications, and resource requirements up and down the stack.

Co-design for quantum computing is about incorporating this

information into the techniques and system designs at every

layer of the stack to make optimal use of limited resources”.

Culminating co-design, both across adjacent layers as well as

cross-layer vertical design, will require these techniques to

be all-pervasive in coverage, information-rich in exchange,

and structured in their application [21]. Finally, we postulate

that co-design is not an aim per se, but a means to eventually

achieve full abstraction, since this information exchange

across layers will serve as a basis to implement front-ends

that allow self-contained encapsulated stack layers.

The next section will provide a specific example of quan-

tum co-design. More precisely, it will show how the mapping

process, which is an essential part of the compiler, can be

further optimised by considering not only hardware charac-

teristics, but also relevant algorithm properties.

Figure 2: Running a quantum circuit on a Surface-7 quantum proces-

sor [32]. Top-left: Interaction graph of the circuit shown below. Top-

right: The chip coupling graph; nodes represent physical qubits and

edges show connections on the chip (possible interactions). Bottom:

Qubits in the circuit (qi) are mapped onto physical qubits labeled

with Qi. An extra SWAP gate is required for being able to perform

all CNOT gates. [33]

III. Quantum circuit mapping: Accommodating qantum

algorithms to resource-constrained qantum devices

As discussed above, quantum computing full-stacks have

been developed to enable the execution of quantum algo-

rithms on quantum processors. Current NISQ devices can

only handle simpler algorithms, in terms of number of gates

and circuit depth, as they are still constrained by the presence

of noise: quantum gates have high error rates and qubits are

fragile and decohere over time resulting in information loss.

On top of that, running an algorithm on a NISQ device is

not a straightforward process, as there are other hardware

limitations that must be considered.

One of the most relevant quantum hardware constraint

is limited qubit connectivity. For most technologies, includ-

ing superconducting qubits and quantum dots, qubits are

arranged in a 2D grid topology (see Fig. 2, top right) allowing

only nearest-neighbor interactions. This means that in order

to perform a two-qubit gate, the two interacting qubits have

to be placed in neighboring locations on the chip, which

is not always possible (Fig. 2). Other constraints that affect

algorithm execution are: i) primitive gate set, that is, the

quantum gates supported by the device. Note that a quantum

chip gate set does not necessarily have to match the one used

in the circuit to be run; and ii) classical control constraints
that come from the use of shared control electronics required

to scale up quantum computing systems. This limits the

operations’ parallelization. It is the responsibility of the

compiler, and more precisely of the mapping process, to satisfy
all device constraints while accommodating the algorithm’s

needs.

The quantum mapping process consists of the following

steps (not necessarily in this particular order), see also Fig.

2: 1) Decomposition of the gates of the circuit to the primi-

tive gate set; 2) Scheduling quantum operations to leverage

parallelism and therefore shorten execution time; 3) Smartly

placing virtual qubits (from the circuit) onto physical qubits
(placements on actual chip) such that the previously men-

tioned nearest-neighbor two-qubit gate constraint is satisfied

as much as possible during circuit execution; and 4) Routing
or exchanging positions of virtual qubits on the chip such

that all qubits that need to interact during circuit execution



(a) (b) (c)

Figure 3: Impact of the circuit mapping process. (a) Gate number vs. circuit fidelity, (b) 2-qubit gate % influence on gate overhead, and (%)

(c) Gate overhead and decrease in fidelity relation, when randomly generated circuits (orange circles) and real algorithms (blue squares)

taken from [34] are mapped into an extended 100-qubit version of the Surface-17 hardware configuration. To this purpose, the trivial

mapper integrated in the OpenQL compiler [27] has been used. For a) and c) only circuits with less than 400 gates were used. Circuit

fidelity is calculated as product of fidelities for all one- and two- qubit gates in the circuit, based on the error-rate values taken from [32].

are adjacent. This is done by inserting additional quantum

gates called SWAPs, whose purpose is to exchange virtual

qubit values (i.e., quantum states) between physical qubits

on the chip. Therefore, the resulting circuit after-mapping

might have more gates and higher depth, and hence a longer

execution time than the original one. Due to the previously

mentioned highly-erroneous quantum operations and qubit

decoherence, it is crucial to create only minimal overhead as

it affects the algorithm’s fidelity: as the number of gates in

the circuit increases, the fidelity decreases (see Fig. 3(a)).

There exist various approaches to solve the mapping

problem, each using different methods and strategies [35]–

[42]. They also differ in the cost function optimized in the

mapping process, which is also used as the performance

metric to assess the mapper. Usual metrics are gate overhead

(number of SWAPs), circuit depth and latency overhead

(number of time-stamps) and reliability/fidelity or success

rate probability. Fig. 3(b) shows how the percentage of two-

qubit gates in the circuit affects the gate overhead: the

higher this percentage, the more qubits interact and therefore

the higher the gate overhead caused by routing. Additional

(SWAP) gates then impact the circuit’s fidelity as shown in

Fig. 3(c).

The majority of circuit mapping approaches mostly fo-

cus on device characteristics without considering structural

properties of the quantum circuit itself. When characterizing

benchmark circuits, the only parameters taken into account

in literature are gate and qubit count, two-qubit gate per-

centage (Fig. 3) and at times circuit depth. More in-depth

algorithm characterization is of crucial importance because

it enable enable us to: i) perform an exhaustive comparison

and taxonomy of algorithms; ii) perform an in-depth analysis

on the performance of compilation (mapping) techniques, and

iii) further improve the compilation process creating not only

hardware-aware but also algorithm-driven solutions.

Some works have already pointed out the importance

of considering algorithm properties [43]–[45] for further

improving the compilation techniques and, in particular,

interaction graphs for the mapping procedure [33], [46].

Interaction graphs are graphical representations of the two-

qubit gates of a given quantum circuit. Fig. 2 shows an

example of a quantum circuit along with its interaction graph

representation. Edges represent two-qubit gates and nodes

are the qubits that participate in those. If a circuit comprises

multiple two-qubit gates between pairs of qubits, it results

in a weighted graph (like in Fig. 2) which shows how often

each pair of qubits interacts and how those interactions are

distributed. This additional information can be leveraged to

provide more insight into the structure of a circuit that is

otherwise hidden when only considering common algorithm

parameters such as number of qubits and gates and two-

qubit gate percentage. To illustrate this, Fig. 4 shows the

interaction graphs of two quantum algorithms, a real one

(QAOA, on the left) and a randomly generated circuit (on the

right), with the same properties when only characterized in

terms of the three common algorithm parameters. What can

be noticed is that their interaction graph structure is quite

different: the graph of the random circuit is more complex

with full-connectivity and present a different distribution of

the interactions between qubits, that is, of the weights. This

will result in more routing and therefore higher overhead.

As shown in Fig. 3, the gate overhead and fidelity decrease

is, on average, higher for synthetic (random) algorithms than

for the real ones.

Figure 4: Interaction graphs of circuits with the same size parame-

ters: num. of qubits = 6, num. of gates = 456, 2-qubit gate % = 0.135.



Therefore, analysing interaction graphs might help us

understand why a mapping solution works better for specific

(groups) of algorithms first, and then come up with opti-

mised mapping techniques that are both, algorithm-driven

and hardware-aware. Algorithm-driven devices could be an

effective solution in dealing with limited NISQ computing

resources [22], [45], as they can precisely be designed for

some dedicated purpose. Even in classical computing used

in daily lives, different computing assets are required for

different specific purposes (applications).

IV. Algorithm-driven mapping solutions:

characterising qbit interaction graphs

As explained in the previous section, we will broaden

the scope of algorithm characterization by introducing

interaction-graph-based profiling. We will discuss how graph

parameters might be meaningful for improving quantum

circuit mapping techniques. Some preliminary results will be

presented, showing the relation of those graph parameters to

the performance of circuit mapping.

The main reason and importance of exploring the prop-

erties of interaction graphs is the fact that they represent

the core constraint that needs to be dealt with during the

mapping process: two-qubit gates and their dispersion among

pairs of qubits. For that purpose we took input from graph

theory and characterized quantum algorithms based on their

interaction graph metrics [47] such as average shortest path,

connectivity, clustering coefficient and similar ones, with a

focus on metrics that are of interest for the mapping problem.

What can be noticed is that large number of handpicked,

mapping-related metrics is codependent, i.e. they scale in the

same manner. In order to reduce the parameter space and

select only features that are necessary, a Pearson correlation

matrix was created. Applying this method reduced our previ-

ous metric set to: average shortest path (hopcount/clossenes),

maximal and minimal degree and adjacency matrix standard

deviation, as shown in Tab. I. Using this new metrics and

the common circuit parameters, algorithms can be clustered

based on their similarities. Ideally, quantum algorithms with

similar properties are ought to show similar performance

when run on specific chips using a given mapping strategy.

Some preliminary results on the use of graph-based met-

rics, with the final aim to further optimise the quantum

circuit mapping process, are shown in Fig. 5. We have

compiled 200 quantum circuits by using the same hardware

and mapping configuration as described in caption of Fig.

3. The benchmark set used [34] contains circuits of a large

Table I Metrics for characterizing interaction graphs [47] and their

relation to mapping.

variety in size (1-54 qubits, 5-100000 gates, 10-90% two-qubit

gate percentage) and type (random, reversible ones [48] and

those corresponding to real algorithms). Our first goal was to

analyse how the graph-based metrics relate to gate overhead

and consequently algorithm fidelity decrease.

Fig. 5 shows that all circuits with high gate overhead had

on average low variation in edge weight distribution, low

average shortest path between qubits and higher max. degree,

which are expected values from Tab. I.

Figure 5: Gate overhead (%) vs. inter. graph parameters. Each

point represents a benchmark mapped on the chip. Synthetically

generated circuits are marked with a circle, real ones with a square.

V. Conclusions

Current intermediate-scale quantum computers already

integrate the different hardware and software elements of

the so-called full-stack, allowing the execution of quantum

algorithms on NISQ devices. In this early-stage of quantum

computing, quantum processors are resource constrained

and highly error-prone, which is preventing these stacks

from following an abstracted layered approach as used in

classical computers. In terms of computer architecture, there

is still a tight interplay among and across layers, which

shows a progressive and continuously changing allocation

of functionalities and requires the addition of new ones

as the field advances. In other words, the organization of

the stack is in constant evolution and it is being shaped

based on the quantum hardware capabilities as well as on

the quantum algorithms requirements. A higher level of

abstraction between layers is expected as the technology

matures.

A crucial aspect for architecting not only nowadays but

also near-term quantum computing full-stacks, which are

expected to be in the form of application-specific quantum ac-

celerators, is co-design. Allowing information flowing up and

down across the stack is key to optimise the stack and extract

the maximum computational power out of the constrained

quantum system. Although co-design techniques are already

being used in the development of, for instance, quantum

compilers or even quantum algorithms, applying co-design

in its broadest sense, will require these techniques to be



all-pervasive in coverage, information-rich in exchange, and

structured in their application. We postulate that co-design

will be also a mean to eventually achieve full abstraction,

since this vertical information exchange across the stack will

help to implement front-ends allowing the development of

self-contained encapsulated layers.

Finally, quantum compilers, and more precisely the map-

ping of quantum circuits, are the most sensitive parts of the

stack for co-design as their main functionality is to make

some transformations to the quantum circuits that they can

be efficiently run on a given quantum device. To further

improve the compilation techniques is key for achieving

higher algorithm success rates in the NISQ era and therefore,

towards showing "quantum practicality or usefullness”. The

optimization of the mapping methodologies, requires them to

be not only hardware-aware but also algorithm-driven. This

calls for a more in-depth profiling of quantum applications.

We show instances that looking into the qubit interaction

graph and considering graph-based metrics might assist,

guide, dimension and optimize such mapping techniques.
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