
 
 

Delft University of Technology

Coordinated planning of inland vessels for large seaports

Li, Shijie

DOI
10.4233/uuid:2d85d7a6-c6db-4f0a-a736-416e48ab5433
Publication date
2016
Document Version
Final published version
Citation (APA)
Li, S. (2016). Coordinated planning of inland vessels for large seaports. [Dissertation (TU Delft), Delft
University of Technology]. https://doi.org/10.4233/uuid:2d85d7a6-c6db-4f0a-a736-416e48ab5433

Important note
To cite this publication, please use the final published version (if applicable).
Please check the document version above.

Copyright
Other than for strictly personal use, it is not permitted to download, forward or distribute the text or part of it, without the consent
of the author(s) and/or copyright holder(s), unless the work is under an open content license such as Creative Commons.

Takedown policy
Please contact us and provide details if you believe this document breaches copyrights.
We will remove access to the work immediately and investigate your claim.

This work is downloaded from Delft University of Technology.
For technical reasons the number of authors shown on this cover page is limited to a maximum of 10.

https://doi.org/10.4233/uuid:2d85d7a6-c6db-4f0a-a736-416e48ab5433
https://doi.org/10.4233/uuid:2d85d7a6-c6db-4f0a-a736-416e48ab5433


Coordinated Planning of Inland Vessels
for Large Seaports

Shijie Li





Coordinated Planning of Inland Vessels
for Large Seaports

Proefschrift

ter verkrijging van de graad van doctor
aan de Technische Universiteit Delft,

op gezag van de Rector Magnificus prof. ir. K.C.A.M. Luyben,
voorzitter van het College voor Promoties,

in het openbaar te verdedigen op dinsdag 13 december 2016 om 12.30 uur
door

Shijie LI

Master of Science in Control Theory and Control Engineering,
Harbin Engineering University

geboren te Jingmen, Hubei, China.



This dissertation has been approved by the promotors:
Promotor: Prof. dr. ir. G. Lodewijks
Copromotor: Dr. R. R. Negenborn

Composition of the doctoral committee:

Rector Magnificus chairperson
Prof. dr. ir. G. Lodewijks promotor
Dr. R. R. Negenborn co-promotor

Independent members:

Prof. dr. ir. A. Verbraeck Delft University of Technology
Prof. dr. C. Witteveen Delft University of Technology
Prof. dr. R. D. van der Mei Vrije Universiteit Amsterdam/CWI
Prof. dr. I. F. A. Vis University of Groningen
Prof. ir. T. Vellinga Delft University of Technology

The research described in this dissertation is supported by the China Scholarship Council
under Grant 201206680009.

TRAIL Thesis Series T2016/23, the Netherlands TRAIL Research School
P.O. Box 5017
2600 GA Delft, the Netherlands
Phone: +31 (0) 15 278 6046
Email: info@rsTRAIL.nl

Published and distributed by: Shijie Li
E-mail: lishijie 123@outlook.com

ISBN 978-90-5584-216-2

Copyright c© 2016 by Shijie Li

All rights reserved. No part of the material protected by this copyright notice may be re-
produced or utilized in any form or by any means, electronic or mechanical, including pho-
tocopying, recording or by any information storage and retrieval system, without written
permission of the author.

Printed in the Netherlands



“No man ever steps in the same river twice, for it is not the same river
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Chapter 1

Introduction

1.1 Development of transport over water

For centuries, transport systems have been developed for moving cargo and passengers from
one location to another. Transport systems used to be based on roads in the beginning.
Later on, alternative modes started being developed and used, including transport over wa-
ter, over rail, and through the air [224]. To integrate the advantages of different transport
modes while reducing potential disadvantages, intermodal transport chains were created by
combining them. With the increasing cargo flows, road congestion, and the pressure to-
wards less emissions, the concept of intermodal transport is stimulated [211]. The EU has
promoted the provision of the Trans European Network (TEN) and the implementation of
support policies for intermodal transport in order to address environmental problems [281].

With the developments in Information and Communication Technology (ICT) in recent
years, a new concept has been proposed: synchromodal transport. This type of transport is
closely related to intermodal transport. The main difference exists in the fact that the logistic
service provider (LSP) of synchromodal transport deploys different transport modes flexibly
and dynamically based on real-time information, traffic conditions, and resource availabil-
ity, while the LSP of intermodal transport deploys different transport modes in advance
[211]. Consequently, synchromodal transport is able to ensure more sustainable operations,
better use of resources and infrastructure, and provide higher cost efficiency [304]. To pro-
mote synchromodal transport, it is important to improve the flexibility and reliability of
different transport modes, so that they can be better integrated into the sychromodal logistic
chain.

Compared with other transport modes, transport over water ensures higher level of
safety, less CO2 emission per ton, and has the capability of handling large volume of cargoes
without congestion [99]. With the trend towards less-polluting and sustainable transport so-
lutions, the European Commission aims to strengthen the competitive position of transport
over water, especially inland waterway transport, and to facilitate its integration into syn-
chromodal logistic chain [98–100]. Using the potential of inland waterway transport could
significantly contribute to achieve the “EU2020” Strategy and the EU transport policy tar-
gets of the European Commission [100]. In addition, to alleviate the congestion on roads
and railways, as well as reduce pollutant emissions, the Dutch government also aims for an
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2 1 Introduction

Figure 1.1: A typical inland container vessel sailing in the port of Rotterdam (source: Port
of Rotterdam Authority).

increase in the proportion of transport over water [157].

Seaports are crucial nodes in international trade and transport [282]. Some of the cargoes
arriving at seaports are transshipped to other ports, while others are transported to inland
destinations [281]. Large seaports usually consist of multiple terminals serving container
vessels, railways, and other forms of hinterland transportation. In the port of Antwerp,
for example, nearly 40% of transport to and from the port is by inland container vessels
and every week around 925 inland vessels moor in the port in 2014 [245]. In the port of
Rotterdam in 2015, 7,386,528 containers were handled [247], and 30% of them used inland
waterway transport [281]. In addition, 10,613 sea-going vessels and 77,000 freight inland
vessels have moored in the port in 2015 for transporting cargo [248]. Figure 1.1 shows
a typical inland container vessel sailing in the port of Rotterdam. Figure 1.3 shows the
average number of vessels that arrive at and departure from the port of Rotterdam during a
typical day; 23.65% of them are cargo vessels. To improve handling of current and future
container flows, the Port of Rotterdam aims to raise the use of waterborne transport to have
the largest modal share over the next 20 years [246], and the Port of Antwerp aims to raise
the share of container barge transport to 42% by 2020.

Over the last decade, the inter-port competition has moved to the competition between
transport chains. Therefore, port authorities need to be more proactive in improving their
hinterland strategies [133, 228, 281]. Efficient handling of inland container vessels in the
port improves the performance of the hinterland service of the port, and makes it more at-
tractive to port customers and encourages them to make more use of waterborne transport by
inland vessels [89, 133, 158, 226]. To achieve that, intense collaboration and coordination
between inland vessels and seaports are required. Moreover, with the extended use of ICT
nowadays, vessels, container terminals, and port authorities are able to get more accurate
information with respect to vessel positions, terminal equipment status, and port services in
real-time. Consequently, there is an increasing need to investigate how to improve the hin-
terland services of large seaports based on the real-time information that is now available.
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Figure 1.2: Container terminals and depots in the port of Rotterdam (source: Port of Rot-
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1.2 Development of ICT and optimization techniques

Recent developments in information and communication technology (ICT) provide real-
time information exchange and visibility, as well as improved flexibility to react to unex-
pected changes that happen during the transport process [126]. These benefits could lead to
improvements in the efficiency and security levels of transport over water.

Firstly, ICT systems facilitate the immediate availability of information. For example,
Automatic Identification System (AIS) [125] is a system that is installed on many vessels
that can automatically send and receive information on a vessel’s name, position, speed
and course. With its obligatory use on vessels, the level of information transparency and
recognition would be increased, and thereby improve the safety level of the vessels and
ensures smooth traffic management.

Secondly, ICT systems also improve the communication between operators involved in
the process of transport over water. In the port of Rotterdam, any vessel in the nautical
control area must listen to the correct Very High Frequency (VHF) sector channel [249].
Vessel operators can use the VHF channel to communicate two traffic centers in the port.
With a traffic control system called Vessel Traffic Services (VTS) [249], the traffic centers
provide continuous information about the current situation of the shipping traffic to vessel
operators. In the port of Antwerp, a communication system called Barge Traffic Sytem
(BTS) [245] has been implemented, through which vessel operators are able to give advance
notice of their arrival at a terminal, request a time slot or pass on other information to a
terminal operator. Based on the information received from barge operators, the terminal
operator schedules the loading and unloading operations, and send the schedules back to
barge operators through BTS.

Thirdly, ICT systems strengthen the collaboration between different operators in the
container transport chain via increased information sharing. The port of Rotterdam has
developed an on-line intermodal planner called InlandLinks [250] for shippers and logistics
service providers, in order to help them planning the movements of containers.

Another major development in the ICT sector is the Internet of Things (IoT). In IoT,
small electronic devices provide local intelligence to everyday physical things, and con-
nect them to the cyberspace on the Internet [160]. Adopting IoT in transport over water
can also lead to improvements both on the quality of transport services and innovation of
infrastructure.

Firstly, with the real-time tracking of containers and vessels, terminal operators can
make their schedules efficiently and flexibly. In addition, the re-planning of vessel schedules
is made possible by the availability of real-time data, and the negative impacts of unexpected
disturbances can be alleviated. Furthermore, it is easier to track the containers that are in
transit. Consequently, the logistic service providers could make changes before the arrival of
containers at their destination, which gives them flexibility in managing their supply chains.
This would also promote better integration of the transport over water into the sychromodal
transport chain. Secondly, IoT also contributes to the development of automated terminals,
as the increased level of exchanged information improves the interactions between terminal
infrastructures, and gives terminal equipment more information to use for their executions.
A review of potential benefits of ICT in transport can be found in [126].

ICT innovations offer the possibility to coordinate the planning of transport over wa-
ter, and many theoretical optimization techniques are also made available. Although there
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Figure 1.4: Actors and correlations in hinterland transport chain and seaport (adapted from
[133]).

are thousands of journal articles addressing different optimization techniques for planning
problems, they are distributed across different problem settings and research communi-
ties. The most common optimization techniques in literature include mathematical pro-
gramming, constraint programming, continuous global optimization and heuristic methods
[132]. These optimization techniques could be very useful in realizing the improved water-
borne hinterland services. It is therefore crucial and challenging to determine how to make
that link. A further discussion on the applicability of existing optimization techniques for
planning problems of transport over water will be given in Chapter 2.

1.3 Problem statement

Figure 1.4 describes the actors and correlations between the hinterland transport chain and
seaport. Terminal operators usually refer to the companies that operate terminals and offer
services to the transshipment and temporary storage of containers. Vessel operators usually
refers to the companies that schedule container transport to and from the hinterland. These
companies usually do not own inland container vessels themselves, but contract the com-
panies that own and manage vessels. A shipper/merchant refers to the organization that the
containers will be transported to, or the organization that owns the containers, or the one
that starts the container transport. A freight forwarder refers to the company that schedules
container transport on behalf of the shipper. Port authority refers to the organization that
leases sites to port-related business, whose responsibility includes the management of port
infrastructure and other facilities in the port area, and ensure efficient and safe shipping
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traffic.
A liner shipping company usually refers to a company whose core business concerns

the organization of sea-going transport of containers, sometimes the shipping company also
organizes the hinterland transport of containers. When the liner shipping company only
organizes the sea-going transport of containers, and the shipper/merchant organizes the hin-
terland transport by himself, this situation is referred as merchant haulage. When the liner
shipping company organizes both the hinterland and sea-going transport of containers, this
situation is referred as carrier haulage. In addition, a small percentage can be classified as
terminal haulage, where the terminals make the decisions about the hinterland transport.

The contracts that are required to transport containers depend on the shipper’s choice
of merchant haulage or carrier haulage. If the shipper chooses merchant haulage, then the
hinterland transport of the containers has to be organized by himself. In this case, the shipper
contracts directly inland container vessel operators or truck operators, and the liner shipping
company. The shipper may also ask a freight forwarder to arrange the transport. If the liner
shipper chooses carrier haulage, the shipper then contracts the liner shipping company, who
arranges both the hinterland and ocean transport. Different contractual relations between
the liner shipping company, the shipper/merchant, the terminal operators and the vessel
operators are established, according to who organizes which part of the container transport.

The liner shipping companies always have contractual relations with the terminals, with
which they make agreements about the transshipment of containers from a sea-going vessel
to a successive hinterland transport modality (truck, train or inland container vessel) and
vice versa. Meanwhile, the vessel operators are contracted by either the carriers (in car-
rier haulage) or by the shippers/merchants (in merchant haulage). There is no contractual
relations between terminal operators and inland container vessel operators in both carrier
and merchant haulage. This implies that inland container operators do not need to pay the
terminal operator for the transshipment of containers, and both of them therefore cannot
charge each other even if the agreements are not carried out satisfactory [89].

For years, inland container vessels have been facing time and efficiency constraints when
calling at different terminals in seaports [157]. Two coordination problems exist in the
planning of inland vessels in large seaports: firstly, the long stay in the port and secondly,
the insufficient terminal and quay planning with respect to the sailing schedules of sea-going
vessels and inland vessels [133].

Every time an inland container vessel enters the port, it visits multiple terminals spread
over the port area. The sequence of how the inland vessel visits different terminals is defined
as a rotation [89]. As an example, Figure 1.2 presents a map of the container terminals and
depots in the port of Rotterdam. Since many inland container vessels may visit the same ter-
minal, congestion and waiting times are inevitable [158]. Currently, inland container vessels
in large seaports are planned bilaterally and usually on an ad hoc basis [226]. In practice,
the inland vessel operator makes calls to the terminal operator and makes appointments on
the agreed time window in which the vessel can be handled to load and unload containers
[89, 133, 158, 226]. The process of phone calls back and forth takes up an unnecessarily
large amount of the planners time [89, 133, 226]. In addition, when a delay at a terminal
happens, the vessel’s agreed time window at the next terminal will be missed. Vessel opera-
tors have to make allowance for such events by inserting large margins when planning their
visits to terminals, otherwise the reliability of the transport service might be undermined
[158]. Vessel operators try to plan efficient trips, but delays in the handling process means
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that they may have change their schedules for terminal visits every now and then.

For example, in the port of Rotterdam, it is reported that in 59% of the barge visits
the actual start of handling deviates more than 2 hours from the originally planned time
windows, and the average time a vessel spends in the port varies from 21 hours for small
vessels (ship length <85 m) up to 36 hours for large vessels (ship length >110 m) [226].
Moreover, the average waiting time of an inland container vessel for visiting a terminal is
about 1 hour, but waiting times of up to a whole day are also possible [241].

On the other hand, as terminal operators have contractual relationships with the deep sea
carriers, sea-going vessels currently have absolute priority over inland vessels at terminals,
and inland vessels are scheduled after sea-going vessels have been handled [89, 133, 158,
226]. This can further increase the waiting time of inland vessels at terminals. Long waiting
time implies loss of time and money, and could undermine the competitive position of a
port’s hinterland services. Insufficient planning at quays and terminals makes transport of
inland vessels unreliable and unpredictable in the ports. To conclude, firstly, these two
coordination problems make inland waterway transport costly for inland vessel operators,
who can only generate income by sailing to the hinterland. Time savings in the port could
therefore prove to be very valuable to vessel operators [158]. Secondly, the relatively long
periods of time spent in the port have a negative influence on the turnaround times and
the total cost of inland vessel services and thus undermine the competitiveness of inland
waterway transport [158]. Thirdly, it also affects the quality of hinterland services of the
a seaport, which could undermine its competitiveness. As the chance of queues increases,
terminal equipment and inland vessels are not fully utilized.

Therefore, efficient handling of inland container vessels in the seaports is crucial to
significantly reduce waiting time and turnaround times in the seaports and enable a higher
capacity utilization of inland vessels, as well as improving the reliability and the efficiency
of inland waterway transport from seaports to hinterland and vice versa.

In practice, inland vessel operators are in competitive positions and are unwilling to
share their information with each other. Therefore, it is important to investigate in what way
the inland vessel operators can be motivated to cooperate and share information with one an-
other. For this, two levels of cooperativeness are identified, including partially-cooperative
and fully-cooperative. Partially-cooperative means that vessel operators only share part of
the information with respect to the arrival and departure time at different terminals. Fully-
cooperative means that vessel operators are willing to share all information to get better
rotations.

Meanwhile, it is also important to investigate how the ICT-enabled optimization tech-
niques could benefit the coordination of vessels and planning of containers, and thereby
facilitate flexible planning of transport over water, so that this transport mode can be better
integrated into the synchromodal transport chain. Moreover, efficient handling of inland
vessels could also contribute to the inter-terminal transport (ITT) in large seaports. ITT
represents the movement of containers that are transferred between terminals within the
port when they are transshipped between the same or different modes of transportation
[95, 273, 307], and these containers are referred to as ITT containers in this thesis. By
making use of the available space on inland vessels when they are transporting between
terminals, the inland vessels can also be used to transport ITT containers, which could be a
potential solution for alleviating the congestion of ITT on roads.
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1.4 Research questions and approach
To facilitate efficient handling of inland container vessels in large seaports, the main re-
search question addressed in this thesis is:

How can different coordination methods be used to improve the reliability and efficiency
of inland container vessel transport in seaports?
Here, reliability is evaluated based on the deviation of the actually executed vessel schedules
from the originally planned schedules, and efficiency is evaluated based on the total time
that inland vessels spend in the port area. To address this main question, the following Key
Research Questions need to be answered:

1. What performance indicators should be used to evaluate the reliability and efficiency
of inland vessel transport in seaports?

2. To what extent can the inland container vessels be better coordinated considering
different levels of cooperativeness?

3. How can the planning of inland container vessels contribute to inter-terminal transport
(ITT) in large seaports?

4. How can the proposed coordination methods help practitioners making decisions?

The main physical elements that are considered in this thesis include terminals and in-
land vessels. In practice, there are vessel operators and terminal operators. Although one
terminal operator can operate more than one terminal and one vessel operator can operate
more than one vessel, without loss of generality, this thesis assumes that every terminal op-
erator operates exactly for one terminal and one vessel operator operates exactly one vessel.
The interactions between the operators are shown in Figure 1.5. Vessel operators communi-
cate with terminal operators only to make appointments for planning loading and unloading
operations and do not communicate with the other vessel operators.

To answer the research questions, this thesis proposes three conceptual frameworks to
formulate the problem, as shown in Figures 1.6, 1.7 and 1.8. The concept of a multi-agent
system (MAS) is adopted in designing the conceptual frameworks. There exist many defini-
tions for describing agents; this thesis uses the definition proposed in [320], which considers
an agent as a computer system that is capable of independent action on behalf of its user or
owner, and considers a multi-agent system as consisting of a number of agents that interact
with each other, typically via the exchange of messages. Consequently, the thesis assumes
that for each physical element (a terminal or an inland vessel), there is a local agent that
controls the physical element’s operations and sends information to the other agents.

Based on the willingness of a vessel operator to share information with other vessel op-
erators, two levels of cooperativeness are identified, including partially-cooperative (Figure
1.6 and Figure 1.7) and fully-cooperative (Figure 1.8). In addition, different coordination
schemes are also considered, including single-level interaction (Figure 1.6) and multi-level
interactions (Figure 1.7 and Figure 1.8). Single-level interaction refers to a situation in
which there is no overall coordinator, each local agent communicates and sends its infor-
mation in a distributed way. For multi-level interactions, there is a overall coordinator that
sends and receives information from local agents, and searches for globally optimal so-
lutions. Partially-cooperative planning with multi-level interactions means that each local
agent firstly solves local optimization problem for each physical element, and sends partly
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its information to the overall coordinator, after which the coordinator searches for globally
optimal solutions. Fully-cooperative planning with multi-level interactions means that the
local agents do not solve their local optimization problems, but instead send their infor-
mation to the overall coordinator, after which the coordinator determines globally optimal
solutions.

A distributed coordination scheme as shown in Figure 1.6 has the advantage that the
vessel agents could only reveal information partly to the other agents, which ensures cer-
tain degrees of information privacy. However, it also has the disadvantage that the overall
solving process could be slower than a centralized coordination scheme. This is because
the coordination problem considered in this thesis requires a considerable amount of infor-
mation exchange between terminal agents and vessel agents, and a distributed coordination
scheme would involve a considerable amount of message exchange with the increase of
problem sizes. This also implies that for large-scale problems a distributed scheme could
cost a much longer time to find appropriate solutions. Therefore, exact and distributed con-
straint programming methods are proposed to solve the coordination problem mainly for
small ports, with the framework shown in Figure 1.6.

For medium and large ports, the complexity of the problem increases substantially with
the increase of vessels and terminals involved. Thus, it is difficult to solve the problem to
optimality in a reasonable amount of time. Approximate methods are proposed to solve the
problem formulated in Figures 1.7 and Figure 1.8. For Figure 1.7, solution methods that
combine mathematical programming, constraint programming, and heuristic methods are
proposed to solve the problem in medium ports. For Figure 1.8, a hybrid solution method
that uses Benders decomposition and a large neighborhood search heuristic is proposed
solve the problem in large ports.

In this way, optimization techniques from different research communities are investi-
gated, including constraint programming, mathematical programming, and heuristic meth-
ods, to solve problems formulated with different conceptual frameworks.

1.5 Thesis outline
Figure 1.9 illustrates the relations among the chapters of this thesis, and an ordering in which
the chapters can be read. To answer the research questions, the chapters are organized as
follows:

• In Chapter 2 a literature review on the operational planning problems in large sea-
ports with respect to the handling of inland vessels is presented. The coordinated
planning problem of inland vessels is compared with the other traditional planning
problems, in which a literature review on the possible solutions methods is also given.
In addition, the performance indicators and benchmark systems that are used later in
this thesis for evaluating the proposed coordinated planning strategies are defined.
This chapter answers Key Research Question 1.

• In Chapter 3 a partially-cooperative planning strategy for single-level interaction in
small ports is proposed. An exact approach based on distributed constraint optimiza-
tion (DCOP) is studied. The problem is formulated as a DCOP by considering the
vessels and terminals as agents, the constraints on vessels and terminals as individual
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utility functions of the corresponding agents, the constraints that involve variables
from different agents are considered as inter-agent utility functions. The objective of
formulated DCOP is to maximize the sum of values of the individual utility functions
for each vessel, and the inter-agent utility functions among different vessels. Differ-
ent utility values represent different preferences for visiting terminals at pacific time
slots. Consequently, maximizing the sum of the utility functions means satisfying the
preferences of all the vessels as much as possible. Two solution methods based on
a single layer and a multi-layer structure are proposed. For each solution method,
four different optimization algorithms are evaluated for solving DCOPs, aiming at
studying how the algorithms perform with increasing problem sizes. Evaluation of
the methods are based on the size and quantity of messages exchanged, computa-
tion time, and quality of solutions. This chapter answers partially the Key Research
Question 2.

• In Chapter 4 a partially-cooperative planning strategy for multi-level interaction in
medium ports is proposed. A two-phase planning approach is proposed after tak-
ing into account optional inter-terminal containers and several practical constraints.
In the first phase, a single vessel optimization problem is solved locally using MIP
for each vessel, with the objective to minimize the total time spend for loading and
unloading the required number of containers at each terminal in the port, while trans-
porting as many inter-terminal containers as possible. As the optimal rotation plans
obtained may conflict with each other, the objective of the second phase is to reduce
conflicts and minimize the total time that inland vessels spend in the port. Three types
of solution methods based on coordination rules, constraint-programming and large
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neighbourhood search (LNS)-based heuristics are proposed to solve the coordination
problem. This chapter answers partially the Key Research Question 2 and 3.

• In Chapter 5, a fully-cooperative planning strategy for multi-level interaction in large
ports is proposed. The vessels shares all the information and cooperate with each
other also to transport mandatory inter-terminal containers besides their own hinter-
land containers. A hybrid solution method based on logic-based Benders decomposi-
tion and LNS is proposed. The objective is to minimize the total time that the inland
vessels spend in the port. Benders decomposition is used to split the problem into a
rotation generation master problem and several rotation evaluation sub-problems, and
LNS is introduced to solve the master problem for large problem instances. Possible
disturbances that may happen in practice are also considered, including the failure
of terminal equipment, and sudden closing of terminals due to extreme weather con-
ditions. Whenever accidents happen, the vessels will be re-planned based on the
up-to-date information. This chapter answers partially the Key Research Question 2
and 3.

• Chapter 6 summarizes the results of this thesis and outlines directions for future
research. This chapter answers the overall research questions.



Chapter 2

Literature study and benchmark
definition

Chapter 1 has indicated that the objective of this thesis is to facilitate efficient handling of
inland vessels in large seaports. To reach this goal, firstly, this chapter clarifies which level
this thesis focuses on, as there exist different levels of planning problems in large seaports
that are relevant to inland vessel transport. As the operational planning level involves more
interactions among terminal operators and vessel operators, and also benefits more from
the accessibility of real-time information exchange than the other levels, this thesis focuses
on the operational planning problems that are relevant with the handling of inland vessels.
Secondly, this chapter compares the coordination problem considered in this thesis with
other traditional planning problems including vehicle routing problem and ship routing and
scheduling problem. An analysis of the applicability of the existing solution methods from
these traditional planning problems, to the problem considered in this thesis, is also given.
Thirdly, to evaluate the proposed solution methods in Chapters 3, 4 and 5, this chapter
defines key performance indicators and benchmark systems.

This chapter is organized as follows. Section 2.1 provides an overview of planning prob-
lems at different levels in ports. A literature review on the operational planning problems
that are relevant to inland vessel transport is given in Section 2.2. Section 2.3 compares
the coordination problem considered in this thesis with other similar traditional planning
problems, including the vehicle routing problem and ship routing and scheduling problem.
The applicability of the existing solution methods of these traditional planning problems
to the coordination problem of this thesis is discussed in Section 2.4. Moreover, the key
performance indicators and the benchmark systems that are used throughout this thesis are
defined in Section 2.5 and Section 2.6.

2.1 Different levels of planning problems in ports
Based on [118], this chapter categorizes the planning problems that exist in large seaports
according to the corresponding time horizons, into the following four levels:

• Strategic planning is the highest level of management and requires large capital in-

13
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Figure 2.1: Planning problems categorized over different levels and involved physical ele-
ments.

vestment over long time horizons (years). Decisions at this planning level provide
certain objectives and constraints for the operators in lower levels;

• Tactical planning ensures efficient and effective allocations of existing resources, and
organize operations according to strategic objectives, in order to improve the per-
formance of the whole system over a medium-term time horizon (several days to
months). Decisions made at this level generally influence the activities made at the
operational planning level and real-time control level;

• Operational planning concerns the short-term day-to-day operations. It defines what
an operator is actually planning to do. It may be influenced by future changes in the
transport system, for example, traffic conditions, or the new arrival of transportation
requests. Decisions made at this level may have to be revised when actual conditions
change, i.e., when unknown data becomes known expectedly;

• Real-time control reacts on discrepancies between planned and actual state of a phys-
ical system. Activities at this level depend on the decisions that are made at the higher
levels and the availability of real-time information. Therefore, planning at this level
relies on the information flow, for example, the vessel or container position, or the
status of equipment such as quay cranes or yard trucks, to decide on the operations.

As this thesis focus on the waterborne transport in the port, the major physical elements
that are involved include sea-going and inland vessels, container terminals, and the port
itself. Figure 2.1 presents the different planning problems with respect to these major phys-
ical elements. Within a container terminal, four types of physical elements are involved in
transporting the containers from/to the vessels, including the berths, yard and quay cranes,
storage blocks, and vehicles for shore-to-stack/stack-to-shore transport (trucks, AGVs, ...,
etc.).

The planning problems of a seaport mainly involve the strategic level, including the lay-
out design of the port and terminals, as well as building port-wide information platform.
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The planning problems of a container terminal exist at different levels. Strategical planning
problems include the deployment of terminal equipment, development of terminal-wide IT
systems and software, layout design of terminals, as well as deciding terminal locations; tac-
tical planning problems include designing operational schedules and timetables for equip-
ments, work shifts of human operators, as well as determining the capacity level of terminal
equipment. Planning problems of the major physical elements within a container terminal
exist in operational planning and real-time control levels. For shore-to-stack/stack-to-shore
vehicles, the operational planning problems include the transshipment of containers, and
real-time control concerns the tracking and scheduling of these vehicles. For storage blocks,
the operational planning problems include the storage and stacking planning of containers,
and real-time control concerns the real-time slot assignment of containers. For yard and
quay cranes, the operational planning problems include the assignment and split of cranes
and deciding the (un)loading plans for vessels, and real-time control includes the real-time
sequencing and scheduling of cranes. For berths, the planning problem exists in operational
planning level, which concerns the berth allocation of upcoming vessels.

For sea-going and inland vessels, real-time control problems are the same, including
the speed selection, trajectory tacking, loading and unloading of vessels, while the planning
problems at the other levels are different. On the strategic level, the planning problems
of sea-going vessels concern determining the optimal fleet size and designing maritime
supply chains, while the planning problem of inland vessels concerns infrastructure network
configuration on inland waterways. On the tactical level, the planning problem of sea-going
vessels concerns the routing and scheduling of vessels, while the planning problem of inland
vessels includes the design of the intermodal service network. On the operational level,
planning problem of sea-going vessels concerns the stowage planning on the vessel, while
the problems of inland vessels include both the stowage planning and the rotation planning.

As indicated earlier in Chapter 1, this thesis aims to investigate how the real-time in-
formation exchange that is made possible by ICT could best benefit the coordination of
inland vessels. Therefore, this thesis focuses on the operational planning level as this level
involves more interactions between different vessel operators and it also benefits more from
the accessibility of real-time information exchange than the other levels.

Therefore, a review of the operational planning problems in ports is given in the next
section. For literature reviews on planning problems at the other levels, it is referred to
[227, 228, 323] for strategic planning problems of ports. For strategic and tactical planning
problems of container terminals, sea-going vessels, and inland vessels (barges), it is referred
to [284–286, 314], [60–62], and [47, 314], respectively. Literature reviews on real-time
control problems of sea-going vessels, container terminals, and inland vessels can be found
in [60–62, 279], [1, 172, 240], and [13, 194, 220], respectively.

2.2 Operation sequences of inland vessels in a port

The relations between different actors that are involved in hinterland transport chain and
seaport have already been introduced in Section 1.3. This section mainly focuses on the
operations of inland container vessels within the port area.

The transport process of an inland vessel in a port consists of a sequence of subpro-
cesses, including rotation planning and stowage planning of inland vessels, berth allocation,
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Figure 2.2: Relevant operational planning problems of the inland vessel operations in a
seaport.

quay crane assignment and scheduling of container terminals, and container stacking and
transshipment within the terminals. Figure 2.2 describes a vessel’s time of stay at a terminal,
which consists of waiting time, berthing time, loading and unloading time. For simplicity,
the preparation time and maneuvering time are included in the loading and unloading time
of the vessel. The total time that an inland vessel spends in the port area depends on the effi-
ciency of how the above-mentioned subprocesses are planned and executed by the terminal
operators and inland vessel operator. Therefore, in the following sections, these subpro-
cesses are described in detail.

2.2.1 Vessel rotation planning
Before entering the port, an inland vessel operator makes appointments with terminal op-
erators, normally one or two days in advance [89]. It is usually the vessel operator that
initiates the communication with the terminal operators, to determine the most convenient
time windows for handling the containers. The sequence of how the inland vessel visits
different terminals is defined as a rotation [89]. Rotation planning of an inland vessel in-
volves deciding on its optimal visiting sequence to multiple terminals, during the process
of which terminal operators and the vessel operator communicate and cooperate with each
other based on different interaction protocols and optimization techniques.

The publications that focus on the rotation planning problem of inland vessels are rela-
tively scarce, and a literature review on all publications on VRPP is given as follows.

A multi-agent and distributed planning system is proposed in [209, 219, 276]. This
system can construct efficient and realistic rotation plans and improve individual and joint
plans of competitive parties with conflicting interests. However, the outcomes of this sys-
tem sometimes contained rotations that included longer sailing times than needed. This
type of rotations actually would not be allowed by a human planner [219]. This system is
an off-line planning system, and mostly provides feasible solutions for vessels instead of
optimal solutions. The authors also point out that a decentralized structure would be a more
promising solution for the different parties that are involved [219].

Therefore, in [89] a vessel rotation planning problem (VRPP) is first proposed, in which
the terminal and vessel operators cooperate with each other to obtain better alignment. A
distributed multi-agent system that includes interaction protocols based on the waiting time
profile and service time profile is proposed. The waiting time profile for every arrival mo-
ment gives out the maximum possible waiting time [86], and time-dependent service time
profile gives out both gives out maximum possible waiting time and possible service time
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[87] from terminal operators to vessel operators, respectively. Vessel operators can use these
profiles to determine their rotations, and terminal operators can use these profiles to plan
their quayside activities. To improve the applicability of this system, a simulation game is
developed to communicate and help practitioners to understand the generated solution [88].

2.2.2 Stowage planning

Stowage planning concerns planning the positions of the containers on a vessel [221], which
happens at the same time as rotation planning, since the sequence in which terminals are
visited also influences the sequence in which containers are loaded and unloaded. The
stowage planning consists of two phases [286]: in the first phase, the shipping lines design
the stowage plan including the position for all containers on the vessel and all terminals to
be visited; in the second phase, the terminal operators decide on the loading and unloading
operations for the handling equipment such as the quay cranes and horizontal transport
means.

This problem is important not only for shipping companies but also for terminals, as they
are both involved in the loading, unloading, and storage of containers [217]. The stowage
planning problem has been studied extensively in literature. Detailed literature reviews can
be found in [217, 284, 286].

2.2.3 Berth allocation

After arrival at a terminal, the vessel moors at a specific berth. The berth is usually allocated
to the upcoming vessel before its arrival by the corresponding operator at the terminal. Berth
allocation refers to the decision process of assigning a berth position to a vessel. It depends
on several factors, including the vessel’s length, type of cargo, expected time of arrival,
loading and unloading operations, the availability of quay cranes, and the berthing and
crane requirements of other vessels which have already moored at the quay or are expected
to arrive in a short time [151]. The berthing schedules of large sea-going vessels are known
about one year in advance, which are sent from the shipping lines to the terminal operators
by EDI (Electronic Data Interchange) [286], while the berthing schedules of inland vessels
become known relatively closer to their arrival times.

Three types of berths are distinguished by [34, 139] based on their physical character-
istics, including discrete, continuous and hybrid berths. In the discrete berth case, the quay
is partitioned, and only one vessel can be served at each single berth at a time; a continuous
berth refers to a berth in which vessels can berth at arbitrary positions within the boundaries
of the quay; a hybrid berth refers to a berth in which the quay is partitioned, but vessels may
share a berth or one vessel may occupy more than one berth.

Based on the arrival patterns of vessels, [34, 138] further categorized the berth alloca-
tion problem into four types: the static problem refers to the situation in which all vessels
have arrived at the terminal and are waiting to be handled; the dynamic problem refers to
the situation in which the vessels arrive at the terminal with individual but deterministic
arrival times; the cyclic problem refers to the situation in which the vessels call at terminals
repeatedly at fixed time intervals according to their liner schedules; the stochastic problem
refers to the situation in which the arrival times of vessels are stochastic, either defined by
continuous random distributions or by scenarios with discrete probability of occurrence.
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The berth allocation problem has also been studied extensively in literature. For detailed
literature reviews it is referred to [34, 35, 217, 284, 286].

2.2.4 Quay crane assignment and scheduling

After berthing, quay cranes are assigned to the vessel for loading and unloading operations.
Quay crane assignment depends on the accessibility and availability of cranes at the berth.
To load and unload a large container vessel, typically several quay cranes are required. De-
pending on the ship’s size, it is common that three to five cranes operate at a sea-going
vessel, and feeder ships are operated with one to two cranes [151]. In addition, the corre-
sponding terminal operator also needs to decide on the loading and unloading sequences of
containers.

The decisions made when solving the berth allocation problem and the quay crane as-
signment problem are highly interrelated [35], as they determine the time of a vessel’s stay
in the port together. Quay crane assignment and scheduling refers to the process of assign-
ing quay cranes to a vessel, and determining the time and sequence of loading and unloading
operations of a berthed vessel [285].

This chapter uses the classification scheme of quay crane assignment and scheduling
problems in [34], which is based on the way the containers are grouped into crane tasks:
a task in which all containers are within a certain area of vessel bays; a task in which all
containers are within an individual bay; a task in which a set of containers are within a bay;
a task that consists of a single container movement. For detailed reviews it is referred to
[34, 35, 217, 284, 286].

2.2.5 Container stacking and transshipment

After the loading and unloading, the vessel either sails to the next terminal or leaves the port
according to its planned rotation. The unloaded container from the vessel are transported
to storage yards of terminals by transfer vehicles. The containers will then be stored tem-
porarily. Depending on their destinations, they might be transshipped to another vessel or
dispatched to the terminal gates in order to be transported by trucks or trains after having
been inspected [48]. The main objective of a stacking strategy includes: efficient use of stor-
age space; timely transportation from quay to stack and further destination and vice versa;
avoidance of unproductive moves [74]. Therefore, the planning problems during this phase
have less impact on the vessel’s time of stay in the port area, and are more relevant to storage
yard operations and management. More details can be found in [37, 48, 74, 171, 331].

To conclude, most of these operational planning problems with respect to inland vessels
in the ports have been extensively investigated with numerous literature, except that there
are relatively fewer publications on the vessel rotation planning problem. This implies that
the VRPP requires more attention than the other operational planning problems from the
perspective of ensure efficient handling of inland vessels. It also means that with fewer
literature on VRPP, much more improvements could be made for solving this problem.
Therefore, this thesis aims to improve the reliability and efficiency of inland vessel trans-
port in the port by planning efficient rotations for inland vessels with different coordination
methods.
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2.3 Relations with traditional planning problems
As the VRPP has not be extensively studied in literature, there are few directly applicable
solution methods. On the other hand, the VRPP shares several similarities with other tradi-
tional planning problems, such as vehicle routing problem and ship routing and scheduling
problem. Therefore, this section first presents literature reviews on these problems and then
compares the VRPP with the traditional planning problems .

2.3.1 Vehicle routing problem

The Vehicle Routing Problem (VRP) was first introduced by [71] as a generalization of
the Traveling Salesman problem (TSP) presented by [108]. Here this chapter uses the
definitions of [242]: the VRP is generally defined as a graph G = (V ,ε,C ), where V =
{v0, . . . ,vn} is a set of vertices; ε = {(vi,v j)|(vi,v j) ∈ V 2, i 6= j} is the arc set; and C =
(ci j)(vi,v j)∈ε is the cost matrix defined over ε, representing distances, travel times, or travel
costs. Vertex v0 is called the deport, while the remaining vertices in V represent the location
of the customers (or requests) that need to be served. The VRP consists of finding a set of
routes for K identical vehicles based at the depot, in which each of the vertices is visited
exactly once, and the overall routing cost in minimized.

The VRP refers to a generic class of problem that involves the design of optimal routes
for a set of vehicles, in order to serve a set of customers with different side constraints. Sev-
eral variants of the VRP exist, depending on the type of cargoes that needs to be transported,
the type of services required, as well as the types of customers and vehicles. Among these
VRP variants, the most relevant variants are capacitated vehicle routing problem (CVRP),
vehicle routing problem with time windows (VRPTW) and vehicle routing problem with
pickup and delivery (VRPPD). The CVRP refers to the type of VRP in which each vehicle
can perform at most one route and the total demand of the customers visited by a route can-
not exceed the vehicle capacity [17, 20]. The VRPTW refers to the type of VRP in which
each customer needs to be visited within a specified time window [17, 20]. The VRPPD
refers to the type of VRP in which each transportation request is associated with an origin
and a destination [29, 232]. Table 2.1 concludes the solutions methods that have been used
to solve these VRP-variants in literature. As there are numerous papers on these problems,
this table only includes the most original publications in major journals, conference papers
and reports are therefore not included.

The VRPP shares several similarities with these VRP-variants. Firstly, they are all con-
cerned about constructing routes for certain vehicles with the aim of minimizing particular
objective functions. Secondly, the constraint that each vertex will be visited exactly once by
all vehicles is also directly applicable to represent the constraint that ensures each terminal
will be visited exactly once by each inland vessel. Thirdly, all these VRP-variants need to
consider the capacity constraint of vessels/vehicles, and they all need to consider the time
window during which the loading and unloading operations is available.

2.3.2 Ship routing and scheduling problem

The ship routing and scheduling problem (SPSP) is a generic class of problem that focuses
on sea-going vessels, in which routing refers to deciding on the sequences of ports of call to
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vessels, while scheduling is routing with time (or time windows) attached to the calls of the
vessels in the ports [265].

There are three types of operational modes of sea-going vessels, including liner ship-
ping, industrial shipping, and tramp shipping [265]. Therefore, SRSPs with different oper-
ational modes are also different. In liner shipping, the vessels have fixed routes according
to a published schedule, with the aim to maximize profits. The SRSPs for liner shipping
include network design on strategic level, fleet deployment on the tactical level [62]: net-
work design consists of constructing routes and choosing which routes to serve, and a route
concerns which ports to visit and in which sequence, how often to visit these ports, and the
size and ship that should be used; fleet deployment refers to the assignment of ships to liner
routes, and the planning horizon ranges from a shipping season to 6 months.

In industrial shipping, an industrial operator owns the cargo and controls the ships, with
the aim to minimize the cost of delivering the cargoes [60]. For tramp shipping, the vessels
follow the available cargoes (some of which may be optional), trying to maximize profit
[60]. For industrial and tramp shipping, the SRSPs include fleet size composition on strate-
gic level, cargo routing and scheduling on tactical level [62]: fleet size and composition
concerns how to manage a fleet over time, and decides how many ships to buy and sell and
the timing of these activities; the cargo routing and scheduling problem concerns the rout-
ing of a fleet of ships to serve a number of specified cargoes that are given as input to the
planning process.

Other common SRSPs include the maritime inventory routing problem (MIR), sailing
speed, bunkering and refueling operations, emission control, and offshore logistics [62].
MIR is a combination of inventory management and routing and scheduling of ships. The
problem with respect to ship speed concerns taking into account sailing speed as decision
variables when planning vessel routes, with the aim to maximize profits or minimize costs.
Speed optimization concerns adjusting the vessel’s speed to arrive at the berths within the
allocated berthing time. Bunkering and refueling, emission control are also considered in
designing routes or deciding ship speed in literature. Offshore logistics concerns the routing
and scheduling of offshore supply vessels carrying products between onshore depots and
offshore oil and gas installations.

The VRPP shares similarities with two sub-categories of ship routing and scheduling
problem, including the cargo routing and scheduling problem and the fleet deployment.
Firstly, the process of picking up and delivering containers from different ports is similar
to the process of picking up and delivering containers from different terminals. Moreover,
for both problems there are time windows in which the loading and unloading of cargo
must start. From this perspective, some of the relevant time-window constraints might be
applicable from SRSP to VRPP.

As the publications on SRSPs are largely distributed on different topics, it is difficult
to summarize them using one table, it is referred to [60–62, 265] for explicit reviews. This
chapter only summarizes the solution methods that have been applied in cargo routing and
scheduling problem and the fleet deployment problem as follow:

• Exact methods: branch-and-price-and-cut algorithm [137]; commercial solvers [113,
195, 210].

• Approximate methods: multi-start heuristic [42, 101]; unified tabu search heuristic
[161, 162]; variable neighborhood search [201], genetic algorithm [191]; column
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Table 2.2: Comparison with traditional planning problems.

 

 VRPP VRP-variants SRSP 
1. Involved elements Inland vessels; terminals Customers; depots; 

vehicles 
Sea-vessels; 
terminals 

2. Origins/destinations No  Yes  Yes  
3. Capacity of (un)loading 
locations 

Yes  No  No  

4. (Un)loading time windows Already scheduled time 
window could be missed 

Deadlines for scheduled 
time window must be met 

No  

5. Waiting time at (un)loading 
locations caused by other vehicles 

Yes  No  No  

6. Flexibility in changing visiting 
sequences on routes 

Yes  Yes  No  

7. Operator cooperativeness Unwilling to cooperate, 
with different sometimes 
conflicting interests  

Fully-cooperative Fully-cooperative 

generation [43, 152, 176]; large neighborhood search [141].

Most of the relevant publications on these two problems focus on developing new math-
ematical formulations, the publications on proposing new algorithms for solving these prob-
lems are relatively fewer than the publications on VRP-variants.

2.3.3 Comparison with traditional planning problems

While the VRPP have several similarities with the VRP-variants and SRSP, it is also dif-
ferent from these problems. Table 2.2 summarizes the differences between VRPP, VRP-
variants and SRSP.

Firstly, the vehicles in VRP-variants and SRSP start from the depots to different cus-
tomer locations, which means that the origins and destinations need to be explicitly con-
sidered. Meanwhile, the depots of inland vessels are usually located in the hinterland, for
VRPP which is within the port area, there is no origin for each vessel, and the terminals
are their destinations. Consequently, the origins and destinations are not all considered in
VRPP. This leads difference 1 and 2 in the table.

The most important difference between VRPP and other traditional planning problems
lies in the way the waiting time of a inland vessel at a (un)loading locations (terminal) is
considered, and this major difference leads to difference 3, 4 and 5 in Table 2.2. The waiting
time of a inland vessel at a terminal is due to several reasons.

In the first place, in VRPP, the fact that each container terminal can only serve a limited
number of vessels causes the vessels with later arrival times to wait or go to other terminals.
This leads to difference 3, as the VRP-variants do not consider the capacity of (un)loading
locations for handling vehicles. Although the capacity constraint of terminals also exists
in SRSP, it is unlikely to cause the waiting of sea-going vessels. This is because sea-going
vessels have made appointments with terminals for (un)loading operations a long time in
advance and that they always have priorities over inland vessels at terminals. Therefore, it
is common that in literature the capacity constraint of terminals are not considered in SRSP.

In the second place, in VRPP, if a vessel operator decides to wait until being handled,
the loading and unloading operations of the vessel only starts after the vessels that arrived
earlier at the terminal have been handled. This implies that inland vessels are allowed to
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missed the scheduled time window at terminals, as long as they are willing to wait. This
leads to difference 4, as in VRP-variants and SRSP, the vehicles must start within a given
time window, otherwise the generated route is no longer feasible.

In the third place, in VRPP, the length of the waiting time that an inland vessel spends at
a terminal not only depends on how many other vessels are being handled at the terminal, but
also depends on the sequence in which this vessel visits the preceding terminals. Moreover,
if a vessel arrives earlier at a terminal, it will also be served earlier. Consequently, the arrival
time of a vessel at a terminal also affects the its waiting time. As the sequence in which a
vessel visits the preceding terminals determines its arrival time at the forthcoming termi-
nal, this visiting sequence also affects the length of waiting time this vessel spends at the
forthcoming terminal. Meanwhile, in VRP-variants, a vehicle usually waits at a (un)loading
location because it arrives earlier than the given handling time window, which is not caused
by the visiting sequences or arrival times of any other vehicle. In SRSP, the waiting time
caused by other vessels is not common and therefore is often not considered in literature.
This leads to difference 5.

In addition, the inland vessels in VRPP and the vehicles in VRP-variants both have
flexibility in changing their visiting sequence on routes. The vehicles in VRP-variants can
even change routes under certain circumstances. However, this type of flexibility is not
possible for SRSP, due to the dispersed geographical region of multiple ports. This leads to
difference 6.

Last but not least, the vehicles in VRP-variants, as well as the sea-going vessels in
SRSP are actually cooperating with each other to minimize the total costs, as they are all
planned and scheduled within one liner organization. Meanwhile, the vessels in the VRPP
are owned by different parties, and they are usually in competitive relations and therefore
are not willing to cooperate with each other. This leads to difference 7.

These differences make it difficult to directly apply the existing methods of the tradi-
tional planning problems to the VRPP, and it is therefore both challenging and crucial to
investigate how the existing methods from these problems could be applied to VRPP. The
following section discusses the applicability of existing solution methods to the VRPP.

2.4 Applicability of existing solution methods

It can be concluded from Section 2.3.1 and Section 2.3.2 that there are mainly three types of
solution methods that are applicable for the coordination problem considered in this thesis,
including mathematical programming, constraint programming, and meta-heuristics.

Mathematical programming (MP) is the study of optimization problems with the aim
to minimize or maximize a real function of real or integer variables, subject to constraints
of the variables [207]. In broad terms, mathematical programming is a mathematical rep-
resentation aimed at programming or planning the best possible allocation of scarce re-
sources [38]. Mathematical programming models can be categorized into linear program-
ming (LP) models, non-linear programming (NLP) models, and integer programming (IP)
models [319].

Constraint programming (CP) is a useful framework for solving combinatorial search
problems, which replies on a number of techniques from artificial intelligence, computer
science, and operations research [269]. It concerns a formulation of the problem as a con-
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straint satisfaction problem and solving it by means of domain specific or general methods
[9]. A constraint can be viewed as a requirement that states which combination of values
from the variable domains are allowed [9]. More formally, a constraint satisfaction prob-
lem consists of a set of variables, each with different value domains, and a set of relations
on subsets of these variables[269]. Constraint programming covers a large spectrum of re-
search, including algorithms, artificial intelligence, combinatorial optimization, computer
systems, computational logic, operations research, and programming languages [269].

Meta-heuristics are a class of approximate methods that are designed to solve hard com-
binatorial optimization problems where classical heuristics have failed to be effective and ef-
ficient [230]. This chapter uses the definition of meta-heuristics from [230]. Meta-heuristic
is an iterative generation process, in which different learning strategies are combined intelli-
gently to guide a specific heuristic to explore and exploit the search spaces of the formulated
problem, in order to find near-optimal solutions in an efficient way. Meta-heuristic is closely
related with mathematical programming, as the optimization techniques from mathematical
programming can be integrated into meta-heuristics and vice versa. Therefore, similar to
mathematical programming, meta-heuristics have also been commonly used for solving op-
erational planning problems. Meta-heuristics that have been applied to VRP-variants and
SRSP include simulated annealing, Tabu search, variable neighborhood search, large neigh-
borhood search, genetic algorithm, Memetic algorithm, ant colony optimization, multi-start
heuristic, greedy adaptive, guided local search and iterated local search.

As can be seen from the literature review in Table 2.1, most planning problems are
formulated based on mathematical programming techniques, and numerous meta-heuristics
have been applied. Meanwhile, less attention has been paid to constraint programming
techniques.

The main difference between MP and CP exists in their perspective on constraints. For
CP, a constraint is regarded as a procedure that operates on the solution space, normally by
reducing variable domains [269]. For MP, a constraint is integrated with other elements in
the model, and the solution algorithm operates on the whole problem instead of individual
constraints. This difference also leads to the differences with respect to the optimization
techniques of these two methods. MP uses relaxation techniques to replace the whole prob-
lem with a simpler one, and enlarges the search space in a way that makes it easier to
examine. CP uses inference methods to find out implicit information over the search space,
so that less search is necessary. In other words, CP can deduce from a individual constraint
that certain variables will never take certain values in an optimal solution. Even though
inference methods also exist in MP, the forms are different from CP. Inference methods in
MP usually refers to cutting planes and pre-processing techniques, while inference methods
in CP are in the form of domain filtering and bounds propagation [132].

This thesis mainly uses CP techniques instead of MP techniques for several reasons.
Firstly, a MP model typically consists of several linear or non-linear equalities, while the
VRPP involves many equalities and logical conditions between inland vessels. For example,
the waiting time of a inland vessel at a terminal not only depends on the time that the other
vessels that are currently being handled at the same terminal spend, but also depends on the
sequences how the other vessels visit the previous terminals. This implies that the calcu-
lation of the waiting time of a inland vessel at a terminal involves a sequence of variables
representing how this vessel visit the previous terminals, as well as a sequence of variables
how the other vessels visit the previous terminals. Therefore, it is more straightforward to
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express such relations in logical constraints instead of inequalities.
Secondly, CP has representational advantages that can make problems easier to model.

There are a number of global constraints that can be applied to the model as a whole and
incorporated in the CP system. For example, the global constraint allDifferent(x1,x2, ...,xn)
indicates that the variables in the set (x1,x2, ...,xn) must take different values. This con-
straint can be used to prevent the inland vessel from visiting a terminal for more than once.
In addition, the global constraint

cumulative((s1, . . . ,sn)|(p1, . . . , pn),(c1, . . . ,cn),C),

where, variables (s1, . . . ,sn) represent the start time of certain generic jobs, parameters
(p1, . . . , pn) contain certain processing time p j of job j, and (c1, . . . ,cn) contains the so-
called consumption rate c j for each job j. The constraint requires that the total rate of
resource consumption of jobs running at any time t never exceeds C. In VRPP, this con-
straint can be used to represent the capacity constraint of a terminal for handling inland
vessels. Variables (s1, . . . ,sn) can be used to represent time at which the vessels that will
be at terminal i. Processing time p can be considered as the service time for a vessel at a
terminal. Consumption rate c can be set to 1 because one vessel can only be handled by
one terminal. Parameter C can be the number of vessels one terminal serves simultaneously.
Although this constraint can be expressed by conventional MP formulations by introduc-
ing auxiliary variables, it is cumbersome and would substantially increase the number of
constraints in the model and therefore make the MP model complicated.

Thirdly, although this thesis mainly focus on CP techniques, there are several integrated
methods that can incorporate the strength of MP into CP. For example, the relaxation tech-
nique from MP can help reduce domains and guide the search in CP. In addition, the re-
cursive structure of MP techniques such as dynamic programming and bucket elimination
can also be applied in CP techniques. Moreover, CP-based branch-and-price methods and
generalized Benders decomposition can decompose the problems and apply CP and MP
techniques to different parts of the problems.

Fourthly, there are extensions based on CP such as distributed constraint solving which
can formulate the problem more closely to practice [269]. Last but not least, CP has been
rarely applied to the operational planning problems in seaports, as well as the vessel rota-
tion planning problem. Therefore, the potential of CP has not been fully investigated and
research on application of CP techniques for solving VRPP would a novel contribution to
literature.

In this thesis, the rotation planning problem of inland vessels is formulated based on CP.
CP-based solution methods, as well as combined methods that integrate MP techniques and
meta-heuristics with CP are proposed to solve the problem. Further details with respect to
the proposed solution methods will be given in Chapters 3, 4 and 5.

2.5 Key performance indicators

To answer the research questions of this thesis, it is important to define key performance in-
dicators (KPI) to evaluate the algorithmic and logistical performance of the proposed meth-
ods. To conclude, the KPIs used in this thesis are listed as follow:
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• KPI 1: Computation time (seconds), which refers to the time spend on solving a
particular optimization problem with a specific solution algorithm;

• KPI 2: Quality of solutions, which is a ratio that equals to the objective value of a
solution generated by a specific solution algorithm, divided by the objective value of
a solution generated by another solution algorithm that is used for comparison.

• KPI 3: Total number of messages (by type), which equals to the sum of the number of
messages that have been exchanged between agents in a specific solution algorithm;

• KPI 4: Number of messages sent/received per agent (by type), which equals to the
number of messages each agent receives from and sends to the other agents in a
specific solution algorithm;

• KPI 5: Total amount of information (by bytes), which equals to the accumulated size
of messages that have been exchanged between agents in a specific solution algo-
rithm;

• KPI 6: Amount of information sent/received per agent (by bytes), which equals to the
accumulated size of messages each agent receives from and sends to the other agents
in a specific solution algorithm;

• KPI 7: Total round-trip time (hours), which equals to the simulated value of the sum
of the times that all vessels make a total round and get back in the port;

• KPI 8: Round-trip time per vessel (hours), which refers to the simulated value of the
time an inland vessel makes a total round and get back in the port;

• KPI 9: Total waiting time (hours), which equals to the simulated value of the sum of
the waiting times of all vessels in the port;

• KPI 10: Waiting time per vessel (hours), which equals to the simulated value of the
waiting time of a vessel in the port;

• KPI 11: Port departure time (hours), which refers to the simulated value of the time
when the last vessel from a set of upcoming vessels leaves the port.

Firstly, both exact and approximate solution methods are proposed in thesis. For the
exact solution methods (complete algorithms) that are proposed in Chapter 3, which are
guaranteed to be able to find optimal solutions, computation time (KPI 1) is an important
algorithmic KPI. For the approximate methods (incomplete algorithms) that are proposed
in Chapters 3-5, the quality of solutions (KPI 2) is also important algorithmic KPI, as it
reflects the deviation of the obtained solutions from the optimal solutions.

Secondly, there are also several KPIs that are commonly used in evaluating algorithmic
performance of specific optimization techniques. For example, the number of messages
and amount of information sent/received are two important types of KPIs for distributed
constraint optimization (DCOP) algorithms [167, 236]. This is because the DCOP algo-
rithms are operated based on the communication and information exchange among agents.
Therefore, KPIs 3-6 are important KPIs to measure the algorithmic performance of the
DCOP-based coordination methods that are proposed in Chapter 3.
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Table 2.3: Overview of benchmark layouts.

 Port 
size 

Chapter KPIs No. of 
upcoming 

vessels 
(per hour) 

No. of 
terminal 
visits per 

vessel 

Terminal 
capacity 

ITT 
containers 

Terminal 
closing 

time 

Sea-
vessels 

Benchmark 
Layout 1 

Small  Chapter 3 1,2,3,4,5,6 3-6 2 No  No  No  No  

Benchmark 
Layouts 2.1, 
2.2 and 2.3 

Medium  Chapter 4 2,7,9,11 6-8 1-3 Optional  Yes  Yes  Yes  

Benchmark 
Layout 3 

Large  Chapter 5 2,7,8,9,10,11 8-16 1-4 Mandatory  Yes  Yes  Yes  

 

Entrance/

exit point

Container terminal Waterway

1

3

2

Figure 2.3: Simplified map of Benchmark Layout 1.

Besides the algorithmic KPIs 1-6, logistical KPIs are also required. The aim of this
thesis is to improve the reliability and efficiency of inland vessel operations in the port.
Meanwhile, as indicated earlier in Chapter 1, the waiting times and round-trip times of
inland vessels reflect the reliability and efficiency of their operations in the port. Thus,
this chapter defines logistical KPIs 7-11 that directly reflect those time-related logistical
performance of inland vessel operations.

To conclude, KPIs 1-6 are algorithmic performance indicators to evaluate the perfor-
mance of the proposed solution algorithms, and KPIs 7-11 are logistical performance indi-
cators to evaluate the reliability and efficiency of inland vessel transport.

2.6 Benchmark systems

In order to evaluate the proposed methods in this thesis, five benchmark layouts are defined,
which reflect vessel rotation planning problem in small, medium, and large sizes, respec-
tively. Table 2.3 presents an overview of these benchmark systems.

According to [248], the number of vessels that enter the port of Rotterdam vary from 6
to 20 per hour, and 23.65 % of these incoming vessels are inland vessels. This means the
estimation that 2 to 5 vessels enters the port per hour is valid.
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Table 2.4: Different types of terminals and port layouts.

Terminal
type

No. of Quays
No. of terminals in
Layout 2.1

No. of terminals in Layout 2.2 and 2.3

Region1 Region1 Region2 Region3
α 1 4 4 3 3
β 2 3 1 1 2
γ 3 2 2 1 2

2.6.1 Benchmark Layout 1
Benchmark Layout 1 is used to evaluate the effectiveness and efficiency of partially-cooperative
planning with single-level interactions in small ports in Chapter 3. Consequently, a small
port with 3 terminals is presented, as shown in Figure 2.3, in which four different scenarios
with different number of vessels are considered:

• Scenario 1: 3 vessels, each vessel needs to visit 3 terminals;

• Scenario 2: 4 vessels, each vessel needs to visit 3 terminals;

• Scenario 3: 5 vessels, each vessel needs to visit 3 terminals;

• Scenario 4: 6 vessels, each vessel needs to visit 3 terminals.

All vessels will visit all three terminals in the port for once, and for each terminal there
are two quays available for handling inland vessels. For each scenario, 10 cases are con-
sidered with different parameters for utility values and traveling times. Further details of
setting up the parameters will be given in Section 3.5.1.

2.6.2 Benchmark Layouts 2.1, 2.2 and 2.3
Benchmark Layout 2.1, 2.2 and 2.3 are used to evaluate the effectiveness and efficiency of
partially-cooperative planning with multi-level interactions in medium ports in Chapter 4.
These ports are larger than the port in Benchmark Layout 1, the particular layouts of which
are shown in Figures 2.4, 2.5 and 2.6. The layouts are based on fictitious port data, which are
similar to the settings used in [89]. These layouts are inspired by the geographical structure
of large ports around the world (Singapore (Layout 2.1), Rotterdam (Layout 2.2), Antwerp
(Layout 2.3), Shanghai (Layout 2.2) and Hamburg (Layout 2.3)). Although these layouts
do not fit these ports exactly, they are reasonable approximations. The number of terminals
varies in each region, as well as the number of quays in each terminal in our settings, as
shown in Table 2.4.

Based on these settings, for each port layout, 10 different cases are defined in which 16
vessels arrive at the port within a 4-hour time range, in which 9 vessels visit 8 terminals,
while 6 of them visit 6 terminals. In each case, the required number of containers the vessels
need to transport and the ID of the terminals the vessels need to visit is varied.

In practice, the average call size of the container terminals in Rotterdam is 33 contain-
ers, but fluctuates largely between 15 and 52 containers [226]. Consequently, the same
assumption is made in setting the required number of containers that need to be loaded and
unloaded at each terminal in each case. In addition, some of the terminals are open 12h a
day (6:00am - 6:00 pm). The sum of the number of the optional ITT containers that need
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Figure 2.4: Simplified map of Benchmark Layout 2.1.
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Figure 2.5: Simplified map of Benchmark Layout 2.2.
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Figure 2.6: Simplified map of Benchmark Layout 2.3.

to be transported ranges from 50 TEUs to 150 TEUs, and the capacity of the inland vessels
ranges from 150 TEUs to 250 TEUs. The distances between terminals are represented with
different traveling times.
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Figure 2.7: Simplified map of Benchmark Layout 3.

2.6.3 Benchmark Layout 3
Benchmark Layout 3 is used to evaluate the effectiveness and efficiency of fully-cooperative
planning with multi-level interactions in large ports in Chapter 5. In Benchmark Layout 3,
even larger ports are considered, as shown in Figure 2.7. Two scenarios are considered:

• Scenario 1: 8 vessels, each vessel visits 8 terminals;

• Scenario 2: 16 vessels, each vessel visits 8 terminals.

Although this port layout seems to be geographically smaller than Benchmark Layouts
2.1, 2.2 and 2.3, the problem considered in Benchmark Layout 3 is actually larger. Firstly,
the port is even more busy, in which it is assumed that 8 to 16 inland vessels enter the port
per hour. Secondly, the terminals in the port have larger capacities for handling vessels
(more quay cranes in the terminal). Moreover, all the vessels need to visit all 8 terminals in
the port, which means the terminals are more crowded than in Benchmark Layouts 2.1, 2.2
and 2.3. In Benchmark Layout 2.1, on average 78% of vessels will visit the same terminal
in the port. In Benchmark Layout 2.2 and 2.3, on average 35% of the vessels will visit the
same terminal in the ports. Meanwhile, in Benchmark Layout 3, 100% of the vessels will
visit the same terminal in the port. This also implies that the problem in Benchmark Layout
3 is more tightly constrained.

For the terminals in Benchmark Layout 3, the same types of terminal as in Table 2.4 are
considered. For each scenario, 10 different cases are created based on different port layouts,
in which the ID of the terminals the vessels need to visit and the number of hinterland and
ITT containers is varied. Moreover, in each case, the number of α-terminal, β-terminal, and
γ-terminal in the port is also varied. It is assumed that some of the terminals open 12 hours a
day, and the distances between terminals are represented with different traveling times, just
as in Benchmark Layouts 2.1, 2.2 and 2.3. To investigate the impact of extra ITT containers
on the round-trip time of the considered vessels, the number of ITT containers that need to
be transported ranges from 5% to 30% of the sum of the mandatory hinterland containers of
all considered vessels, while the extra capacity of each vessel for ITT containers also varies
from 5% of 30% of its full capacity. The full capacity of the inland vessels ranges from 150
TEUs to 250 TEUs.

In addition, Benchmark Layout 3 also considers the following four types of distur-
bances: (1) unavailable quay cranes; (2) delay of sea-going vessel; (3) delay of hinterland
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containers; (4) terminal closing due to extreme weather.

2.7 Conclusions
This chapter firstly presents a overview on the different planning problems in large seaport,
and a literature review on the operational planning problems that are relevant to the handling
of inland vessels is given. In contrast with other operational planning problems, vessel
rotation planning problem is not fully investigated in literature. This implies that more
improvements could be made on VRPP to ensure efficient handling of inland vessels in
the port. Therefore, this thesis proposes different coordination methods to plan rotations
for inland vessels. Secondly, a literature review on other traditional planning problems
is also given, and the applicability of existing solution methods of these problems to the
problem considered in this thesis is analyzed and discussed. Comparing with other solution
methods, constraint programming is most suitable for solving the VRPP. Therefore, this
thesis proposes different solution methods that are based on constraint programming in
Chapters 3, 4 and 5 for solving the VRPP with different conceptual frameworks. Thirdly,
to answer Key Research Question 1, key performance indicators and benchmark layouts
are defined to evaluate the proposed conceptual frameworks in Chapter 1. Chapter 3 uses
Benchmark Layout 1 for partially-cooperative planning with single single-level interactions
in small ports. Chapter 4 uses Benchmark Layouts 2.1, 2.2 and 2.3 for partially-cooperative
planning with multi-level interactions in medium ports. Chapter 5 uses Benchmark Layout 3
for fully-cooperative planning with multi-level interactions in large ports. These benchmark
systems will be assessed using the corresponding KPIs.





Chapter 3

Partially-cooperative planning for
single-level interaction in small
ports

According to the relations between vessel operators and terminal operators that are de-
scribed in Chapter 2, it is natural to model their interactions in a distributed way, as they are
independent parties and all have different preferences and interests. Moreover, inland vessel
operators are in competitive positions and are unwilling to share their information with each
other. Therefore, this chapter investigates distributed and exact methods for improving the
coordination of inland vessels for small ports. Specifically, this chapter proposes two meth-
ods based on distributed constraint optimization (DCOP) to solve the problem, namely non-
layered DCOP (referred as method M1.1) and layered DCOP (referred as method M1.2). In
each method, four representative DCOP solution algorithms are investigated.

The research discussed in the chapter is based on [178, 179, 183].

3.1 Introduction
The distributed constraint optimization problem (DCOP) is a theoretical model framework
in which several agents that jointly make decisions on values of variables so as to minimize
the sum of constraint costs, or to maximize the sum of utility values [317]. A DCOP is de-
fined as consisting of a set of agents, variables and constraints between variables that reflect
the costs/utilities of assignments to variables. Control of values of variables in DCOPs is
distributed, with agents only able to assign values to variables that they own. Furthermore,
agents are assumed to know only the constraints involving variables that they own.

In order to find a solution to a DCOP, agents need to communicate with each other
through message exchange. It is commonly assumed that agents can only communicate with
agents that hold variables constrained with their own variables. The agents with which an
agent can communicate are called its neighbors [215, 233]. The DCOP formalism has been
mainly applied in meeting scheduling [121, 199, 237], coordination of sensors in networks
[135, 174, 333], resource allocation in disaster evacuation [49, 166], synchronization of

33
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traffic lights [146], and management of power distribution networks [163]. Distributed con-
straint optimization is well suited for formulating those problems since they are distributed
by nature. Consequently, this chapter adopts the DCOP formalism to model vessel operators
and terminal operators as individual agents. Although this problem can also be solved in a
centralized way, which saves time to exchange messages among agents. However, this is
often not preferable for the operators, as they would like to keep some constraints as private.
Moreover, a centralized solution method makes the whole system less robust.

This chapter proposes two methods based on DCOP for improving the inland vessel
coordination, namely the non-layered DCOP and layered DCOP. In each method, the per-
formances of 4 state-of-art DCOP solution algorithms are evaluated in terms of quality of
the solution, communication load and computation time.

This chapter is organized as follows. The background of DCOP is presented in Section
3.2. Section 3.3 introduces the mathematical description of the vessel rotation planning
problem based on non-layered (method M1.1) and layered DCOP (method M1.2). Section
3.4 describes how the different solution algorithms work for the formulated DCOP formula-
tion. Experimental results on the algorithmic and logistical performances of different DCOP
algorithms are given in Section 3.5. Section 3.6 concludes this chapter.

3.2 DCOP Background
This chapter adopts the DCOP formalism as defined in [236]. A DCOP is represented by a
triple 〈A ,COP ,R ia〉, where:

• A = {A1, . . . ,AM} is a set of M agents;

• COP = {COP1, . . . ,COPM} is a set of disjoint, local Constraint Optimization Prob-
lems (COPs); COPm is called the local sub-problem of agent Am; COPi is defined by a
triple 〈Xm,Dm,Ri〉, where Xm = {Xm1, . . . ,Xm|Xm|} is a set of |Xm| variables that belong
to Am; Dm = {dm1, . . . ,dm|Xm|} is a set of finite variable domains of the variables in
Xm; Ri = {rm1, . . . ,rm|Rm|} is a set of |Rm| utility functions, where each utility function
rm|Rm| is with scope Xm, rm|Rm : dm1×·· ·×dm|Xm|→R∪{−∞}. The utility functions
are used to represent objectives, as well as both hard and soft constraints. For hard
constraints, the value of the utility function is 0 if the constraint is satisfied; otherwise
the value is −∞. For soft constraints, for different combinations of the values for
variables, different values will be assigned to the utility functions.

• R ia = {ria
1 , . . . ,r

ia
|R ia|} is a set of so-called inter-agent utility functions defined over

variables of multiple agents. Each ria
l : scope(ria

l )→ R expresses the utility for a
joint decision obtained by the agents that have variables involved in ria

l . The agents
that have variables can decide on the values of these variables involved in ria

l and
are called “responsible” for ria

l . Inter-agent utility functions are considered known
to all agents involved, i.e, those agents of which the local variables are part of the
inter-agent utility function.

The objective of the agents solving a DCOP is to find the assignment to all variables
such that the sum of values of all utility functions (representing the objectives, hard and soft
constraints) are maximized. So, the agents determine:
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X∗ = arg max
M

∑
m=1

(
|Rm|

∑
v=1

rmv(Xm1, . . . ,Xi|Xm|)

)
+
|R ia|

∑
l=1

ria
l

Since variables from different agents can be constrained via inter-agent utility functions,
to make sure these constraints represented by the inter-agent utility functions are satisfied
and to find the optimal solution X∗, agents need to communicate and exchange messages.
Those messages include information on the assignments of values to variables and the as-
sociated utility values. The total number of messages and the size of messages sent by the
agents is therefore considered an important performance metric for measuring the efficiency
of different DCOP solution algorithms, besides the quality of the solutions obtained.

DCOP solution algorithms can be categorized as complete and incomplete algorithms.
Complete algorithms are guaranteed to find optimal solutions, if they exists. Complete al-
gorithms typically do an exhaustive search over the problem space. Complete algorithms
include Asynchronous Distributed Optimization (ADOPT) [215], Dynamic Programming
Optimization Protocol (DPOP) [236], Memory-Bounded Dynamic Programming Optimiza-
tion Protocol (MB-DPOP) [236, 238], Asynchronous Forward Bounding (AFB) [115] and
Synchronous Branch and Bound (SyncBB) [129]. Incomplete algorithms usually use local
search methods to find locally optimal solutions. As a result, they can get trapped in local
minima. As a DCOP is a NP-hard problem [168], incomplete algorithms are more practical
since finding solutions can be intractable. Incomplete DCOP algorithms include Distributed
Stochastic Algorithm (DSA) [106], Maximum Gain Message (MGM) [200], and Max-Sum
[102]. In [236], a detailed description and comparison of the DCOP algorithms can be
found. This chapter applies complete algorithms SyncBB, AFB, DPOP and MB-DPOP to
solve the VRPP.

3.3 Vessel rotation planning problem as a DCOP
As solving DCOP problems is NP-hard [215], increasing the number of variables increases
the complexity of the problem exponentially. Therefore, using straightforward DCOP meth-
ods for solving VRPPs that consist of many vessels and terminals brings high computation
and communication costs. Partitioning of the DCOP into multiple layers could significantly
improve the solution process.

This section first defines the problem by giving assumptions and defining variables and
parameters. Then both the non-layered and layered DCOP methods for vessel rotation plan-
ning problem is presented with detailed mathematical formulations.

3.3.1 Variables and parameters
VRPP concerns selecting the rotation plan consisting of sequences of visits to terminals and
arrival and departure times at these terminals for a set of vessels in a port area. To model
the VRPP as a DCOP, the following assumptions are made:

• Decisions are made at discrete time steps, so discrete time slots can be considered.

• Each vessel knows which terminals it needs to visit. The visiting sequence, however,
needs to be determined.
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Figure 3.1: Time scales of the problem formulation.

Table 3.1: Decision variables used in the model.

Symbols Definitions
xm

i the time slot at which vessel m is at terminal i
am

i the arrival time steps of vessel m at terminal i
dm

i the departure steps of vessel m at terminal i
wm

i the number of time steps vessel m has waited at terminal i

Table 3.2: Parameters used in the model.

Symbols Definitions
M set of vessels entering the port
Nm the set of terminal that vessel m needs to visit in the port
D set of discrete time slots
Ds set of discrete time steps
Um

ik preference of vessel m of being at terminal i during time slot k
W m

ik utility value of waiting time wm
i during time slot k

sm
i service time of vessel m at terminal i

T travel
i j traveling time from terminal i to j
[T k−1

i ,T k
i ] a fixed time window during which vessels can visit terminal i during time slot k

• Each vessel has its own preference regarding its optimal terminal visiting sequence.

• Distances between terminals are given.

• Service time of a vessel at a terminal is known.

Figure 3.1 illustrates the time scales that are considered. The continuous time is divided
into discrete time slots, a number of time steps form a time slot. The problem can now
be formalized using the variables shown in Table 3.1. Each time step is 1 hour. Integer
variable xm

i represents the time slot during which vessel m will be at terminal i, variables
am

i , dm
i represent, respectively, the specific time steps at each the vessel arrives at and leaves

the terminal, wm
i represents the number of time steps vessel m waited at terminal i.

In addition, the parameters are defined in Table 3.2. Parameter Um
ik represents the pref-

erences of vessel m at terminal i. For example, U1
11 = 5, U1

12 = 4, U1
13 = 3 represents that

vessel 1 prefers to visit terminal 1 during time slot 1, since U1
11 has the highest preference

value. These preferences are implemented in the DCOP framework by assigning different
preference values when xm

i = k, and assigning 0 when xm
i 6= k.

Parameter W m
ik represents the utility value a vessel m being at terminal i at time slot k.

This is included in the DCOP framework via a constraint wm
i = ks, where ks ∈ Ds is the

duration of time steps, representing the waiting time of vessel m at terminal i. A higher
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value of ks represents a longer waiting time of vessel m at terminal i. Since vessel operators
usually prefers to have less waiting time at terminals, the higher the value of ks is, the lower
the value of W m

ik will be.
Service time sm

i is considered as an integer constant, e.g., sm
i = 3 means that it takes 3

time steps for vessel m to be serviced at terminal i. The service times for different vessels
at different terminals are different. Traveling time T travel

mn is also an integer constant with
different values per pair of terminals to represent the different distances between different
terminals. Similarly to sm

i , T travel
i j = 3 represents that it takes 3 time steps for a vessel to

travel from terminal i to j.
Time interval [T k−1

i ,T k
i ] is a fixed time window during which vessels can visit terminal

i during time slot k. For example, [T 3
1 ,T

3
1 ] = [6,10] represents that if vessel i visits terminal

1 during time slot 3 (when xm
1 = 3), the arrival time of vessel i at terminal 1, represented by

ai1, must be within the time window [6,10]. The concept of time window is introduced to
ensure that a vessel that visits terminal j during time slot k can be serviced only if it arrives
at the terminal within a specified time window [T k−1

i ,T k
i ]. Parameter T k

j is the deadline for
a vessel’s arrival to be serviced at terminal i if it visits the terminal during time slot k.

The objective is to find the optimal rotation plans for vessels, which include the se-
quences of visits’ to terminals, the departure and arrival times of vessels at each terminal,
such that a set of utility functions are maximized. Different utility values represent different
preferences for visiting terminals at different time slots. Therefore, maximizing the sum of
the utility functions means satisfying the preferences of all the agents as much as possible.
As all the vessel agents considered are in equal positions, utility values Um

ik and W m
ik for

different vessel agents are within the same range of values.
As described in Section 3.2, to model a problem as a DCOP, three main elements must

be defined: agents, local constraint optimization problems of the agents, and the inter-agent
utility functions. The VRPP can be cast as a DCOP by considering the vessels and terminals
as agents, the constraints related with vessels and terminals as constraints of local problems
of the corresponding agents. As the constraints for terminal agents usually involve vari-
ables from different vessel agents, these constraints can be considered as inter-agent utility
functions. Based on this structure, a general definition of the VRPP as DCOP is generated,
as a tuple of the following form: 〈A ,COP ,R ia〉, in which A is the set of vessel agents
and terminal agents; COP is the set of local constraint optimization problems for each ves-
sel/terminal agent; R ia is the set of inter-agent utility functions defined over variables from
different vessel/terminal agents. Vessel-related utility functions include hard constraints
to make sure that for each vessel rotation a vessel visits each terminal only once, arrival
and departure time windows required by terminals are respected, and soft constraints rep-
resenting their preferences over the time slots at which to visit terminals are taken into ac-
count. Terminal-related utility functions include hard constraints to make sure the capacity
of terminals is considered, i.e, one terminal can serve at most two vessels simultaneously.
Inter-agent utility functions connect the variables in terminal agents with variables in vessel
agents that have the same value domains.

In this model, agent Am represents vessel m with its own variables xm
i , am

i , dm
i and wm

i ,
agent Bi represents terminal i and owns variable ym

i . In the local problem of Am, values of
variables xm

i , am
i , dm

i and wm
i are determined by Am, while the value of ym

i is determined by
B j. Variable ym

i is introduced as auxiliary variable that has the same value as xm
i but is owned

by Bi: it is used to represent the capacity constraints for the terminals. These variables
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Figure 3.2: Non-layered DCOP framework.

are exclusively controlled by their owning agent, and the control of a utility function is
shared among the agents who own a variable in their scopes. The inter-agent and local
utility functions represent the hard constraints related to a vessel m and terminal j. These
constraints are terminal capacity constraints at each terminal. The preferences of vessels of
being at particular terminals during different time slots are also considered as the utilities of
the local constraint optimization problem of the vessel agents. For our DCOP, the objective
is to find the assignments of values from domains D and Ds to variables xm

i ,y
m
i ,a

m
i , dm

i and
wm

i , that maximizes the sum of the values of the utility functions of local COPs and the
inter-agent utility functions.

3.3.2 M1.1: Non-layered DCOP framework
The non-layered DCOP framework is formulated, as shown in Figure 3.2. For vessel agent
m,

• Xm = {xm
1 , . . . ,x

m
|Xm|,a

m
1 , . . . ,a

m
|Xm|,d

m
1 , . . . ,d

m
|Xm|,w

m
1 , . . . ,w

m
|Xm|} is the set of decision

variables;

• Dm = {dm
1 , . . . ,d

m
|Dm|} is the set of finite variable domains;

• Rm = {rm
1 , . . . ,r

m
|Rm|} is the set of utility functions that represent the constraints related

to vessel m and vessel m’s preference over visiting different terminals during different
time slots. In particular,

rm1 =

{
Um

ik : ifxm
i = k ∀m ∈M,∀i ∈ Nm,k ∈ D

0 : otherwise
(3.1)

rm2 =

{
0 : all-different(xm

1 , . . . ,x
m
|Nm|) ∀m ∈M

−∞ : otherwise
(3.2)

rm3 =

{
0 : ifxm

i = k, thenam
i ∈ [T k−1

i ,T k
i ] ∀m ∈M,∀i ∈ Nm

−∞ : otherwise
(3.3)
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rm4 =

{
0 : ifdm

i = am
i +wm

i + sm
i ∀m ∈M,∀i ∈ Nm

−∞ : otherwise
(3.4)

rm5 =

{
0 : ifxm

i = k, thenwm
i = T k

i −am
i ∀m ∈M,∀i ∈ Nm

−∞ : otherwise
(3.5)

rm6 =

{
W m

ik′ : ifwm
i = k′ ∀m ∈M,∀i ∈ Nm

0 : otherwise,
(3.6)

rm7 =

{
0 : ifxm

i′ = xm
i +1, then am

i′ = dm
i +T travel

ii′ ∀m ∈M,∀i, i′ ∈ Nm
−∞ : otherwise.

(3.7)

where utility function rm1 represents the preferences of vessel m for being at a particular ter-
minal i during time slot k. Utility value Um

ik is a constant defined for different combinations
of m, i and k. Utility function rm2 is defined using the so-called all-different constraint [269]
to ensure that each vessel will be at most at one terminal during a time slot. Utility function
rm3 represents that if vessel m visits terminal i during time slot k, the arrival time am

i should
be within the time window [T k−1

i ,T k
i ] of time slot k. If vessel m cannot arrive within the

time window, it will not be serviced during time slot k and has to wait to be serviced during
the next time slot. Utility function rm4 ensures that the departure time dm

i of vessel m from
terminal i equals the sum of the vessel’s arrival time, waiting time and service time at the
terminal. Utility function rm5 represents that the waiting time is the difference between the
arrival time of a vessel m at terminal i and the start time for the vessel to be serviced at the
terminal. Utility function rm6 represents that higher preference is given to lower waiting
time wm

i . This utility function is used to represent that the objective of maximization of the
sum of utility values will lead to the minimization of the sum of waiting times. Utility func-
tion rm7 represents that if vessel m travels from terminal i to i′, the arrival time at terminal i′

is the sum of the departure time from terminal i and the traveling time T travel
ii′ .

For each terminal agent, utility functions are also defined for representing the capacity
constraints of terminals. Each terminal can serve only a limited number of vessels simul-
taneously. A special function cumulative is incorporated from constraint programming to
represent utility functions ria,as of terminal agents, which is defined as in [269] in the fol-
lowing generic way:

cumulative((s1, . . . ,sn)|(p1, . . . , pn),(c1, . . . ,cn),C),

where, variables (s1, . . . ,sn) represent the start time of certain generic jobs, parameters
(p1, . . . , pn) contain certain processing time p j of job j, and (c1, . . . ,cn) contains the so-
called consumption rate c j for each job j. The constraint requires that the total rate of re-
source consumption of jobs running at any time t never exceeds C. In our case, (ym

i , . . . ,y
|Nm|
i )

are the auxiliary variables representing time slots at which the vessels that will be at termi-
nal i. Processing time p is set as sm

i since the service time for a vessel at a terminal is sm
i .

Consumption rate c is set to 1 because a vessel will be serviced by one terminal. Parame-
ter C represents the number of vessels one terminal can serve simultaneously, which is Ci.
Thus, this constraint can be formulated as follows:

ri0 =

{
0 : cumulative((ym

i , . . . ,y
|Nm|
i ,sm

i ,1,Ci) ∀i ∈ Nm
−∞ : otherwise.

(3.8)
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Figure 3.3: Layered DCOP framework.

In order to connect variable xm
i of a vessel agent with duplicated auxiliary variables ym

i
of a terminal agent, the inter-agent utility function ria

1 is defined as follows:

ria
1 =

{
0 : if xm

i = ym
i ∀m ∈M,∀i ∈ Nm

−∞ : otherwise.
(3.9)

For each agent, the objective is to maximize the sum of values of its utility functions.
For the overall DCOP assignment problem, the objective is to maximize the sum of values
of the individual utility functions and the inter-agent utility functions, defined as:

max

(
|M|

∑
m=1

(rm1 + rm2 + rm3 + rm4 + rm5 + rm6 + rm7)+
|Nm|

∑
i=1

ri0 + ria
1

)
. (3.10)

3.3.3 M1.2: Layered DCOP framework
To formulate the layered DCOP, the VRPP is divided into two layers: an assignment layer
and a scheduling layer, as shown in Figure 3.3. The upper layer defined as an assignment
problem, which decides on the sequence in which the vessels visit different terminals. When
the solutions have been obtained at the higher layer, the lower layer, which is defined as a
scheduling problem, will decide the exact arrival, departure and waiting time of each vessel
at each terminal. There is one DCOP in the upper layer that relates to all the vessels, while
there are multiple smaller COPs in the lower layer, each relates only to 1 vessel. After
finding an optimal solution for the upper layer DCOP problem, the lower layers DCOP
solver starts solving each problem separately. There are common variables between the
upper layer DCOP and the lower layer DCOPs.

Figure 3.4 shows the structure of the layered DCOP method for vessel rotation planning
problem. The upper layer decides sequences for visiting different terminals and the lower
layer decides the exact time of arrival, departure and waiting at each terminal. Problem
formulations of each layer are introduced in the next.
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Figure 3.4: Layered DCOP method for VRPP.

Assignment Problem The upper layer, defined as an assignment problem, determines
only the sequence in which vessels visit terminals is considered. Thus, only variable xm

i ,
representing the time slot at which vessel m is at terminal i, as well as the auxiliary vari-
able ym

i , are involved. The exact arrival, departure and waiting time of vessels will not be
included in this layer.

Terminal agents have the same structure as in the non-layered DCOP framework, and
they only appears in the upper layer. The local problem COPm of vessel agent Aas

m is defined
by the triple 〈X as

m ,Das
m ,R as

m 〉, where

• X as
m = {xm

1 , . . . ,x
m
|X as

i |
} is the set of variables, in which xm

i represents the time slot at
which vessel m is at terminal i;

• Das
m = {dm

1 , . . . ,d
m
|Das

m |
} is the set of finite variable domains, for each dm

i ∈ Ds;

• R as
m = {ras

m1, . . . ,r
as
m|R as

m |
} contains the utility functions that represent the constraints re-

lated with the vessel and its preferences regarding times at which to visit the different
terminals, as well as the capacity constraints of terminals. Thus, the utility functions
ras

m1, ras
m2 and ras

i0 are the same as rm1, rm2 and ri0 in non-layered DCOP, respectively.
In addition, to connect the auxiliary variable ym

i with variable xm
i , inter-agent utility

function ria,as is also introduced as in ria
1 .

For the overall upper layer DCOP assignment problem, the objective is to maximize the
sum of the values of the individual utility functions and the inter-agent utility functions:

max

(
|M|

∑
m=1

(ras
m1 + ras

m2)+
|Nm|

∑
i=1

ras
i0 + ria,as

)
. (3.11)



42 3 Partially-cooperative planning for single-level interaction in small ports

Scheduling Problem Given the solutions xm
i from the upper layer assignment problem

representing the sequence of visits of vessels to given terminals, the specific time slots dur-
ing which each vessel will be at each terminal can be determined. The scheduling problem
is formulated similarly as the assignment problem as a tuple 〈Asc,COP sc,R ia,sc〉. In this
layer, only vessel agents are included. The local problem COPsc

m of each vessel agent Asc
m is

defined by a triple 〈X sc
m ,Dsc

m ,R sc
m 〉, where

• X sc
m = {am

1 , . . . ,a
m
|X sc

m |
,dm

1 , . . . ,d
m
|X sc

m |
,wm

1 , . . . ,w
m
|X sc

m |
} is a set of variables, in which am

i ,d
m
i

represent the arrival, departure time of vessel m from terminal i, wm
i represents the

waiting time of vessel m at terminal i;

• Dsc
m = {km1, . . . ,km|Dsc

m |}is a set of finite variable domains, for each kmi ∈ Ds;

• R sc
m = {rsc

m1, . . . ,r
sc
m|R sc

m |
} contains utility functions that represent the constraints related

with vessels’ arrival, departure and waiting at terminals. Here, rsc
m1, rsc

m2, rsc
m3, rsc

m4, and
rsc

m5 are the same as rm3, rm4, rm5, rm6, rm7 in the non-layered DCOP.

Similar to the assignment problem, the objective of this DCOP problem is to maximize
the sum of the values of the individual utility functions, defined as:

max

(
|M|

∑
m=1

(rsc
m1 + rsc

m2 + rsc
m3 + rsc

m4 + rsc
m5)

)
. (3.12)

3.4 DCOP solution algorithms
Once a problem has been modeled as a DCOP, a solution method is required to solve the
DCOP. Since we are interested in determining the optimal solutions, this chapter focuses
on complete algorithms. In this section, four complete DCOP algorithms are introduced,
including Synchronous Branch and Bound (SyncBB), Asychrounous Forward Bounding
(AFB), Dynamic Programming Optimization Protocol (DPOP) and Memory-bounded Dy-
namic Programming Optimization Protocol (MB-DPOP) to describe how the agents ex-
change messages and determine solutions. SyncBB and AFB are based on search (syn-
chronous and asynchronous, respectively), while DPOP is based on dynamic programming,
and MB-DPOP is a variant of DPOP that operates with bounded memory, therefore they are
representative of the spectrum of the complete DCOP algorithms.

3.4.1 SyncBB
The simplest and first complete DCOP algorithm is SyncBB [129], which is a straightfor-
ward distributed adaptation of the centralized branch-and-bound mechanism. In branch-
and-bound, the search for the optimal solution aimed at guiding by a global accumulated
cost named bound. SyncBB is a distributed version of the branch-and-bound and aims to
guide the search through a heuristic applied over the optimization function. Algorithm 1
shows the solution process of SyncBB. The variable xm

i , owned by Aas
m in the upper layer of

layered DCOP is used as an example. Firstly, all variables and agents are arranged along a
total order with the priority x1

i � ·· · � xn
i . The message passing starts with the highest pri-

ority variable x1
i , the corresponding agent of which sends a so-called single Current Partial
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Algorithm 1 SyncBB: Synchronous Branch and Bound.

Require: a fixed, known, linear ordering of variables x1
i � xm

i � ·· · � xn
i

1: //Join all utility functions involving xm
i and only previous variables

2: um
i (x

m
i , ·)←∧umi∈{u′∈U|xm

i ∈scope(u′)∧∀y∈scope(u′),y�xm
i }u(x

m
i , ·)

3: D′mi← Dmi // a copy of xm
i ’s domain Dmi

4: ūm
i ← 0 // utility value of the CPA up to and including xm−1

j
5: u∗← ∞ // utility value of the best solution found so far
6: if m = 1 then x1

i ← first x1∗
i ∈ D′1i such that u1

i (x
1∗
i )< ∞

7: if there exists such a x1∗
i then send message (CPA, (x1∗

i ), u1
i (x

1∗
i )) to x2

i
8: else broadcast messages INFEASIBLE
9: for each received message M do

10: if M = (UB,(x1∗
i , . . . ,xn∗

i ), u) then
11: u∗← u and record (x1∗

i , . . . ,xn∗
i , u) as the best solution found so far

12: continue
13: if M = (CPA,(x1∗

i , . . . ,xm−1∗
i ), u) then

14: D′mi← Dmi and (x1
i , . . . ,x

m−1
i , u)← (x1∗

i , . . . ,xm−1∗
i ) and ūm← u

15: else if M=(BACK) then D′mi← D′mi \{xm∗
i }

16: // Look for a (better) value for xm
i

17: xm
i ← first xm∗

i ∈ D′mi such that ūm
i +um

i (x
m∗
i , ·)> u∗

18: if there exists such a xm∗
i then

19: if m = n then xn
i ← xn∗

i = argminxn′ i∈D′ni
{un

i (x
n′
i , ·)}, u∗← ūn

i +un
I (x

n∗
i , ·)

20: Record (x1∗
i , . . . ,xn∗

i ) as the best solution found so far
21: Broadcast message M = (UB,(x1∗

i , . . . ,xn∗
i ), u∗)

22: if D′ni = 0 then broadcast message TERMINATE
23: else send message BACK to xn−1

i
24: else send message (CPA, (x1∗

i , . . . ,xn∗
i ), ūm

i +um
i (x

m∗
i , ·)) to xm+1

i
25: else
26: if m = 1 then broadcast message TERMINATE
27: else send message BACK to xm−1

i
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Assignment (CPA) message that includes the value assignment to x1
i and the current asso-

ciated utility value to the next agent(line 6-8). Each agent that receives the CPA extends it
by including a value assignment of its own variable, as well as the associated utility value
based on the utility function it shares with other variable assignments appearing in the re-
ceived CPA (line 13-14). Whenever a CPA reaches a new full assignment at the last agent
(line 19), the accumulated utility value of the CPA is the utility value of the full variable
assignment. This utility value will then be broadcast to all other agents, and each agent can
use this utility value as an upper bound (UB). When the utility value of a new CPA exceeds
the utility value of the currently known upper bound (line 19-21), it will be broadcast to
all agents as the new upper bound (line 10-12). Recursively, each agent holding CPA then
checks whether its CPA accumulated utility value is larger than the upper bound. If this is
true (line 17), it means the old previous variable assignment is sub-optimal, and the agent
will assign the next value in the domain of its variable instead of the current value, and send
it again to the next agent (line 24) and checks again. An agent encountering an empty do-
main of values (when all values have been used) erases its assignment (and its utility value)
and sends the CPA back to the previous agent (line 22-23). When the domain of the first
agent is exhausted, the last discovered full assignment is reported as the optimal solution
(line 26-27).

3.4.2 AFB

AFB [115] is similar to SyncBB, in which the search is performed in a synchronous way,
but the forward bounding is performed in parallel. AFB uses the same type of CPA as in
SyncBB, which contains the assignments of the agents involved, as well as the accumulated
utility values of the utility functions among the variables.

Algorithm 2 shows the solution process of AFB. Firstly, variable xm
i starts by creating an

empty CPA and then begins the search process by calling assign CPA (line 29-35). When
an agent receives the CPA (line 19), it adds the variable assignments in its local view only
when the utility value is larger than the global lower-bound. Otherwise, backtracking is
performed and the current agent sends the CPA to the previous agent to revise its variable
assignment. As a result, a timestamp mechanism is needed to determine the most current
CPA and delete old CPAs. If the CPA’s timestamp is not the up-to-date CPA, the message
will be discarded. When the message is not discarded, the agent updates the timestamp of
the CPA (line 20-21), and saves the received variable assignment (line 22). Only one agent
performs an assignment on the CPA at a time. If utility of received variable assignment
exceeds the upper-bound, it performs backtrack (line 23), otherwise, assign CPA is called
to reassign another value to its variable (line 24).

Procedure assign CPA is used to find a value assignment for the current agent within the
current bounds of the CPA. Firstly, clear all estimates related to previous assignments (line
30). Then the agent try to assign every value in the domain that it has not tried yet (line
31-33). The assigned value must make sure that the sum of the utility values in the CPA
and the estimate so far are larger than the upper-bound, and then the agent adds the selected
value on the CPA (line 35). Otherwise, the assignments of some higher priority agents must
be changed, and thus backtrack is called (line 34). If the agent is the last agent, then a
complete assignment will be reached, and it is broadcast to all agents through SOLUTION
and CPA messages (line 36). Upon receiving SOLUTION message, each agent checks to
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Algorithm 2 AFB: Asynchronous Forward Bounding.

Require: a fixed, known, linear ordering of variables x1
i � xm

i � ·· · � xn
i

1: //Join all utility functions involving xm
i and only previous variables

2: um
i (x

m
i , ·)←∧um

i ∈{u′∈U|xm
i ∈scope(u′)∧∀y∈scope(u′),y�xm

i }u(x
m
i , ·)

3: D′mi← Dmi // a copy of xm
i ’s domain Dmi

4: ūm
i ← 0 // utility value of the CPA up to and including xm−1

i
5: u∗← ∞ // utility value of the best solution found so far
6: if m = 1 then x1

i ← first x1∗
i ∈ D′1i such that u1

i (x
1∗
i )< ∞

7: if there exists such a x1∗
i then send message (CPA, (x1∗

i ), u1
i (x

1∗
i )) to x2

i
8: else broadcast messages INFEASIBLE
9: for each received message M do

10: if M = (FB CPA,(x1∗
i , . . . ,xm−1∗

i ), u) then
11: if compare(FB CPA.timestamp, timestamp, m−1) = ‘bigger’ then
12: timestamp← FB CPA.timestamp
13: estimatemi← local utility + future utility for xm

i
14: send message (FB ESTIMATE, (x1∗

i , . . . ,xm−1∗
i ), m, estimatemi,u) to xm−1

i
15: if M = (FB ESTIMATE,(x1∗

i , . . . ,xm+1
i ),m+1, estimatem+1,i) then

16: if compare(FB ESTIMATE.timestamp, timestamp, m−1) = ‘bigger’ then
17: estimatemi← estimatem+1,i,
18: if u + all saved estimates ≤UB then calls assign CPA to change variable assign-

ment
19: if M = (CPA,(x1∗

1 , . . . ,xm−1∗− i), u) then
20: if compare(CPA.timestamp, timestamp, m) = ‘bigger’ then
21: timestamp← CPA.timestamp
22: D′mi← Dmi, (x1

i , . . . ,x
m−1
i , u)← (x1∗

i , . . . ,xm−1∗
i ) , ūm← u ,and update CPA

23: if ūm−1
i ≤UB then backtrack

24: else calls assign CPA
25: if M = (SOLUTION,(x1∗

i , . . . ,xn∗
i ), u) then

26: if SOLUTION has not already been recorded then
27: record assignments and optimal utility value
28: broadcast TERMINATE
29: // procedure assign CPA
30: clear estimates
31: if CPA contains an assignment xm

i = w then remove it
32: iterate (from last assigned value) over Dmi until found
33: v ∈ Dmi such that um

i + estimate(CPA,m,v)≥ UB
34: if no such value exists then backtrack
35: else assign xm

i = v
36: if CPA is full assignment then broadcast (SOLUTION,CPA,u)
37: u∗← u and assign CPA
38: else send CPA to xm+1

i and ∀n > m send (FB CPA, xm
i , CPA) to xn

i
39: // procedure backtrack
40: clear estimates
41: if m = 1 then broadcast TERMINATE
42: else send CPA to xm−1

i
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see if the SOLUTION has already been recorded, and record the variable assignments if
necessary and optimal utility value, and terminates all agents (line 27-30). Then this agent
continues by updating bound and calling assign CPA (line 37). If it is not the last agent, a
CPA message will be send to the next agent (line 38).

Each agent adds its variable assignment in CPA and replies through FB CPA messages
for agent who do not have assignments in the current CPA (line 10). When the agent re-
ceives a FB CPA message, the upper-bound is computed considering the utility of variable
assignments on the CPA and the current agent (line 10-14). This estimate utility value is
returned to the sender by a FB ESTIMATE message (line 15-18). Whenever the current
agent cannot find a valid value, the agent clears the saved estimates, and sends the CPA
backwards to the previous agent. If the agent is the first agent, then broadcast terminates to
end the search process in all agents (line 42-44).

3.4.3 DPOP

DPOP [236] is based on dynamic programming. DPOP operates in three phases. Algorithm
3 shows the solution process of DPOP. In the first phase, a depth-first-search (DFS) structure
is established using a distributed DFS algorithm. Each variable is considered as a node in
this structure. Each agent controls a set of variables. The nodes are consistently labeled as
parent or child nodes, and the edges are identified as tree or back edges (line 1). Variable
xm

i , owned by Aas
m is also used as an example.

The second phase is called UTIL propagation, the objective of which is to propagate
aggregated utilities up the DFS tree. Initially, messages are send by agents up in the DFS
tree, propagating information about the aggregated optimal utility values. For example,
for each variable xm

i belonging to agent Aas
m , agent Aas

m joins the constraints involving xm
i

together, while ignoring all constraints that involve at least one descendant of xm
i (line 3-4).

Then agent Aas
m waits for the reception of a so-called UTIL message from each of the

child nodes of xm
i , and joins them all together with its constraints (line 6-8). Finally, agent

Aas
m eliminates xm

i from the join, and sends the resulting utility to the parent node of xm
i

(line 10-13). This utility corresponds to the maximum achieved utility for the whole subtree
rooted at xm

i , as the function of the value for the parent node of xm
i and also the values for

other variables that are higher than xm
i in the DFS tree (line 13). The set of variables in

the UTIL message for variable xm
i sent by agent Aas

m is called the separator sep(xm
i ), which

includes xm
i ’s parent and pseudo-parents nodes, i.e., the ancestors of xm

i but not directly
connected, as well as xm

i ’s descendant’s pseudo-parent that are above xm
i in the DFS tree.

Therefore, a UTIL message for variable xm
i contains the optimal utility obtained in the sub-

tree of each instantiation of separator sep(xm
i ).

The third phase of DPOP is called VALUE propagation. At the end of the UTIL propa-
gation phase, the root variable (the variable node that initiates the DFS tree, with itself as the
root) has obtained its own local optimal value based on the messages it received (line 14).
The agent that controls the value of the root variable sends this optimal value to each of the
child nodes of the root variable through VALUE messages (line 15). Recursively, for each
variable xm

i , when the corresponding agent receives the VALUE message from the parent
node of that variable xm

i , is able to look up its own corresponding optimal value during the
UTIL propagation phase (line 16-18). To each of the child nodes of xm

i , agent Aas
m sends not

only the optimal value of xm
i , but also the optimal values for all the variables in xm

i ’s chil-
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Algorithm 3 DPOP: Dynamic Programming Optimization Protocol.
Require: Set of variables, utility functions, vessel and terminal agents

Phase 1: DFS structure generation: establish DFS
1: Run DFS generation algorithm, each variable is considered as a node and each each agent controls

a set of variables. Label nodes as parent/child nodes, edges are identified as tree/back edges.
Phase 2: UTIL propagation: bottom-up UTIL message propagation

2: //Join local utility functions:
3: pxm

i
← parentxm

i

4: m(xm
i , pxm

i
, ·)← ∑u∈{u′∈U|xm

i ∈scope(u′)∧scope(u′)∩(childrenxm
i
∪pseudo−childrenxm

i
)=∅}u(xm

i , ·)
5: //Join with received messages
6: for each ym

i ∈ childrenxm
i

do
7: Wait for the message (UTIL, fmi(xm

i , ·)) from ym
i

8: f (xm
i , pxm

i
)← m(xm

i , pxm
i
, ·)+ fmi(xm

i , ·)
9: //Project out xm

i :
10: if xm

i is not the root variable then
11: xm∗

i (pxm
i
, ·)← argmaxxm

i
{ f (xm

i , pxm
i
, ·)}

12: f (pxm
i
, ·)←maxxm

i
f (xm

i , pxm
i
, ·)

13: Send the message (UTIL, f (pxm
i
, ·)) to pxm

i

14: else xm∗
i ← argmaxxm

i
{m(xm

i )}
Phase 3: VALUE propagation: top-down VALUE message propagation

15: //Root variable sends its optimal value to children nodes
16: if xm

i is not the root variable then receive message (VALUE, m(xm
i , pxm

i
, ·) from parent px

17: Wait for message (VALUE, p∗xm
i
, ·) from parent px

18: xm
i ← xm∗

i (pxm
i
= p∗xm

i
, ·)

19: for each ym
i ∈ childrenxm

i
do

20: Send the message (VALUE, xm∗
i , sep∗ym

i
) to ym

i
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Algorithm 4 MB-DPOP: Memory Bounded Dynamic Programming Optimization Protocol.
Require: Set of variables, utility functions, vessel and terminal agents, control parameter k

Phase 1: DFS structure generation: establish DFS
1: Run DFS generation algorithm, each variable is considered as a node and each each agent controls

a set of variables. Label nodes as parent/child nodes, edges are identified as tree/back edges.
Phase 2: Labeling Phase: delimit high-width clusters

2: if |sep(xm
i )| ≤ k then

3: if ∪CClists 6= /0 then label self as cluster root
4: else label self as normal node, CCxm

i
← /0

5: else let N = sep(xm
i )\∪CClists, select a set CCnew of |N|− k nodes from N

6: return CCxm
i
=CCnew∪CClists

7: send LABEL
Pxm

i
xm

i
= [sep(xm

i ),CCxm
i
] to pxm

i

Phase 3: UTIL propagation:
8: wait for UTIL messages from all children nodes
9: if xm

i is normal node then do Phase 2 and Phase 3 as in DPOP
10: else do propagations for all instantiations of CClists
11: if xm

i is cluster root then update UTIL and CACHE for each propagation,
12: when propagations finish, send UTIL to parent pxm

i

Phase 4: VALUE propagation: top-down VALUE message propagation
13: if xm

i is cluster root then find in CACHE the CC∗ corresponding to sep∗xm
i

14: assign self according to a cached value
15: send CC∗ to nodes in CC via VALUE messages
16: else perform last UTIL propagation with CC nodes assigned to CC∗

17: assign self accordingly

dren node’s separator, which are contained in the VALUE message it receives (line 19-20).
Optimal decisions are hereby propagated down the DFS tree, until all variables have been
assigned optimal values.

3.4.4 MB-DPOP

Due to the fact that DPOP is time and space exponential in the induced width of the con-
straint graph, a hybrid algorithm MB-DPOP that operates with bounded memory is pro-
posed in [238]. MB-DPOP is an extension of the DPOP algorithm, providing tradeoff be-
tween the linear number of messages of DPOP and the polynomial memory. A parameter k
is introduced to allows the users to specify the maximal message dimensionality. This pa-
rameter is chosen such that the available memory at each node is greater than dk (d: domain
size) [236].

MB-DPOP identifies subgraphs of the original problem that have width higher than k,
in which it is not possible to perform full inference as in DPOP due to memory limitations.
Each of these subgraphs are bounded at the top by the lowest node in the tree that has
separator of size k or less. These nodes are defined as cluster roots (CR). Cycle-cut (CC)
nodes are a subset of nodes such that once removed, the remaining problem has width k or
less.

The first phase of MB-DPOP is similar to DPOP, in which a DFS tree is generated. In
Phase 2, the nodes in the DFS tree are grouped into clusters of high-width, and a subset of
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Figure 3.5: Partially-cooperative planning for single-level interaction from Chapter 1.

these nodes are designated to be CC (Cycle-cut) nodes (line 2-4). Each nodes xm
i waits for

LABEL message from its children nodes, computes its own label LABEL and sends to its
parent node (line 7). The LABEL message consists of separator of the node, and a list CCxm

i
of CC nodes. The list is computed through a heuristic function based on the separator of the
node, and on the lists of CC nodes received from the children (line 5-6). Phase 2 determines
the areas on the constraint graph with the width higher than k, and the corresponding CC
nodes. In Phase 3, bounded-memory exploration is performed in these areas. In the other
areas on the constraint graph, DPOP algorithm applies (line 8-9). If xm

i is the root of a
cluster, agent Aas

m creates UTIL message which includes the best utility value the subtree of
xm

i can achieve for all combinations of values in sep(xm
i ). For its children node ym

i with a
larger separator (|sep(ym

i )| > k ), the agent which owns ym
i creates CACHE table with one

entry Cache(sep(ym
i ) that corresponds to each instantiation of the separator. In the subtree of

xm
i that have sent non-empty CClists, it cycles through all instantiations of the CC variables

in the cluster (line 10).
Node xm

i updates the optimal utility values found so far for each separator, and also
updates the CACHE table with the current instantiation of the CC nodes in case a better
utility was found (line 11). When all the instantiations are explored, xm

i sends to its parent
the updated UTIL message that now contains the best utility values of xm

I ’s subtree for all
instantiations of variables in the separator, exactly as in DPOP (line 12).

In Phase 4, if xm
i is a cluster root, the agent owns xm

i finds in its CACHE table the
optimal assignment corresponding to this particular instantiation of the separator (line 13).
This assignment contains its own value, and the values of all CC nodes in the cluster (line
14). Then the agent sends all the CC nodes in the cluster their optimal values through
VALUE message (line 15). For the non-CC nodes in the cluster, a final UTIL propagation
is required to derive the utility values that correspond to the particular instantiation of the
CC nodes that was determined to be optimal (line 16-17).

3.5 Coordination structure based on DCOP

As indicated in Section 3.1, in VRPP, each vessel/terminal is considered as an individ-
ual agent that owns a set of variables, and each variable is exclusively controlled by the
corresponding agent. In DCOP algorithms, a variable constitutes a variable node. These
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Figure 3.6: Simplified map of Benchmark Layout 1.

variable nodes are connected based on different structures: nodes in SyncBB and AFB are
connected with a linear ordering; while the nodes in DPOP and MB-DPOP are connected
with a depth-first-search structure. Based on the way the variable nodes are structured, the
variable assignments and the corresponding utility values are passed from one node that is
owned by an agent to the nodes owned by other agents. Different DCOP algorithms define
how the variables assignments and the utility values are passed from one node to another,
as well as from one agent to other agents. Therefore, the DCOP-based methods not require
a central controller to receive and send information from/to all the agents. This also means
that a central coordinator is not necessary required to coordinate the rotations of different
vessel agents. With the DCOP-based methods, the interactions among vessel agents and
terminal agents take place at a single level.

Moreover, each agent only knows the variable assignments and utility values from the
agents with whom it shares inter-agent utility functions. This implies that each agent does
not know the variable assignments and utility values from the agents with whom it does
not share any inter-agent utility function. Therefore, the proposed DCOP-based methods
guarantees to some extent the privacy of vessel or terminal agents, as they do not necessarily
need to reveal all the information to all the other agents. This also means that the vessel
agents are coordinated in a partially-cooperative way.

Thus, the proposed DCOP methods fulfills partially-cooperative planning for single
level interaction, as shown in Figure 3.5. A detailed analysis of the information exchange
between agents will be given in the following section.

3.6 Experimental results

The DCOP algorithms are implemented in the latest version of the FRODO2 DCOP toolbox
[169]. The number of local vessel/terminal agents equal to the number of vessel/terminal
that is considered in the 4 scenarios of Benchmark Layout 1. The distributed system is
simulated using an Intel Core i5-2400 CPU with 4GB RAM running Windows 7.

This section presents the comparison of the experimental results for vessel rotation plan-
ning based on the non-layered and layered DCOP methods. Benchmark Layout 1 is used to
evaluate the proposed methods, as shown in Figure 3.6. Experimental results are measured
based on KPIs that were introduced in Chapter 2.5, including computation time (KPI 1),
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quality of solutions (KPI 2) and communication load (KPI 3, KPI 4, KPI 5 and KPI 6).
As the DCOP algorithms are operated based on the information exchange among agents, it
is important to measure the total number of messages exchanged, number of messages ex-
changed per agent, total amount of information exchanged, as well as amount of information
exchanged per agent. Therefore, KPIs 3–6 are important KPIs to measure the algorithmic
performance of the DCOP algorithms.

3.6.1 Experimental settings

Four different scenarios with Benchmark Layout 1 are considered. For each scenario, 10
experiments are set up with different parameters for utility values Um

ik and W m
ik , traveling

time T travel
i j . Utility value Um

ik is given an integer value in [3,5] when xm
i = k to represent

preferences of vessels. Utility value W m
ik is also given an integer value in [2,5] when wm

i = ks
and xm

i = k.
For example, for a vessel agent m that will visit terminal 1, 2 and 3 during 3 time slots,

variables xm
1 , xm

2 and xm
3 represents the preferences of i for visiting terminal 1, 2 and 3,

respectively. In the corresponding utility function rm1, utility value Um
11 = 5 when xm

1 = 1,
Um

12 = 4 when xm
1 = 2, and Um

13 = 3 when xm
1 = 3. This means vessel m prefers most to

visit terminal 1 in the first time slot, and prefers least to visit terminal 1 in the third time
slot. Similar procedures of setting utility values are carried out for variable xm

2 and xm
3 . As

different vessels may have different preferences for visiting sequences, the utility values for
Um

21, Um
22 and Um

23, as well as for Um
31, Um

32 and Um
33 may differ. In addition, wm

1 , wm
2 and wm

3
represents the waiting time of m at terminal 1, 2 and 3. In the corresponding utility function
rm6, W m

11 = 5 when wm
1 = 1, W m

12 = 4 when wm
1 = 2, and W m

13 = 3 when wm
1 = 3. The same

applies for variable wm
2 and wm

3 . Utility values W m
11, W m

21 and W m
31 are always given higher

values since vessels always prefer shorter waiting times.
Traveling time T travel

i j is given different integer values in [2,5] to represent different
distances between terminals. Service time sm

i is considered as constants, and is 2 time teps
(2h). For each of the experiments the following algorithms are used to determine rotation
plans: non-layered SyncBB, layered SyncBB, non-layered AFB, layered AFB, non-layered
DPOP, layered DPOP, non-layered MB-DPOP, and layered MB-DPOP.

3.6.2 Generated rotation plan

Based on the solutions obtained from the experiments, the arrival time, departure time,
service time and travel time for each vessel from variable am

i , dm
i , sm

i and T travel
i j are deter-

mined, respectively. This section only presents an example of the rotation plans generated
using DPOP in both assignment and scheduling problem in the Scenario 2 as shown in Fig-
ure 3.7. In this figure, different colors represent different terminals. It can be seen that when
a vessel does not arrive at the terminal within the corresponding time window, it has to wait
at the terminal until the next available time window of the terminal. From this rotation plan,
each vessel operator can determine the sequence in which to visit the different terminals and
exact arrival and departure time.
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Figure 3.7: An example of rotation plans (5 vessels, 3 terminals).
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Figure 3.8: Comparison of computation time (KPI 1).

3.6.3 Computation time

Figure 3.8 shows the computation times that were spend in solving the VRPP in different
scenarios with different algorithms. It is clear that the computation time for all algorithms
increases when the size of the scenario increases in the four scenarios. For SyncBB and
AFB, regardless of it is non-layered or layered, the computation time increases steadily in
all scenarios, while the computation time of DPOP increases substantially when the prob-
lem size increases. The reason is that for SyncBB and AFB, the memory requirements are
polynomial in the number of agents, and the memory requirements for DPOP is exponen-
tial in the induced-width the DCOP problem, which depends on the number of backedges
(the links between nodes and pseudo-parents). As a result, DPOP performs best when the
problem size is smaller as in Scenario 1 and Scenario 2. When the problem size increases
it is no longer the best option. In Scenario 4, it performs worst with the maximum com-
putation time. Layered DPOP has a similar pattern. MB-DPOP is an extension of DPOP:
it performs full inference in areas of induced width (number of back edges) lower than k,
and bounded inference in areas with width higher than k. Subsequently, the memory re-
quirement of MB-DPOP is less than that of DPOP. In our experiments, the computation
time of MB-DPOP increase steadily. Among all non-layered DCOP algorithms, MB-DPOP
performs best when the problem size increases as in Scenario 3 and Scenario 4.

All layered DCOP algorithms require shorter computation time than non-layered DCOP
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Table 3.3: Solution quality of layered DCOP compared with optimal solutions (KPI 2).

Scenario 1 Scenario 2 Scenario 3 Scenario 4
Max (%) 14 12.2 10.9 10

Average (%) 6.2 3.2 5.4 3.4
Optimality (%) 70 80 100 90

algorithms, in which layered SyncBB and AFB have significant improvements with shorter
computation time compared with non-layered SyncBB and AFB, while layered DPOP does
not have significant improvements. Among all layered DCOP algorithms, layered SyncBB
performs best as it always requires the shortest computation time.

3.6.4 Quality of solutions

Since SyncBB, AFB, DPOP and MB-DPOP are all complete algorithms, the solution quality
of non-layered SyncBB, AFB, DPOP and MB-DPOP, are all optimal and have the same
utility value. However, since the partition of DCOP framework can be at the cost of lower
solution quality, layered DCOP sometimes generate solutions with lower solution quality.
As a result, layered SyncBB, AFB, DPOP and MB-DPOP, sometimes have lower solution
quality, as is shown in Figure 3.9 and Table 3.3.

Figure 3.9 shows the ratio of utility values of the solutions of different algorithms over
the utility value of optimal solution generated in each experiment. This chapter define this
ratio as deterioration ratio, which is used to evaluate how much the solution quality of a
algorithm is less than the optimal solution. It equals to the utility value of the solution of
each algorithms, divided by the utility value of optimal solution in that experiment. This
figure can be used to evaluate the solution quality of the non-layered and layered DCOP
methods. This figure shows that the results of 40 experiments with four different scenar-
ios. Table 3.3 shows the maximum and the average deterioration ratios of the utility value
of the solutions in percentage, as well as optimality of the layered DCOP method. The
maximum and average deterioration ratios refer to the maximum and average deterioration
ratios obtained in the 10 experiments of each scenario. The optimality of the layered DCOP
equals to the percentage of experiments in which the solution quality of layered DCOP is
worse than non-layered DCOP in all 10 experiments of each scenario. It is observed that
the solution quality of the layered DCOP is worse than the non-layered DCOP under most
circumstances, as is to be expected.

3.6.5 Information exchange analysis

Table 3.4 presents a qualitative analysis of information exchange with respect to different
DCOP algorithms. Here, the information in the table refers to the information exchanged
between agents. The information that is exchanged among the variables within one agent
is not included. It can be seen that the content of information exchanged between vessel
agents is similar, including their potential visiting sequences (xm

i ) to different terminals and
the corresponding utility values (Um

xm
i

). This is because xm
i are involved in the inter-agent

utility function ria
1 . For vessel agent m, it needs to know the variable assignments from the

agents that it shares inter-agent utility functions with, so as to determine its own variable
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assignments. Therefore, variable xm
i is an important part of the information exchanged

between the agents. A detailed quantitative analysis of the communication load with respect
to different DCOP algorithms will be given in the next.

3.6.6 Communication load

This section presents a quantitative analysis of the total information exchange of different
DCOP algorithms as well as information exchange per agent.

Total information exchange

Figure 3.10 and Figure 3.11 show the total number of messages exchanged between agents
and the total amount of information (in terms of the size of messages) exchanged between
agents, respectively. In all experiments, the number and amount of messages of all algo-
rithms increases when the number of terminals increases. In Figure 3.10, comparing with
the non-layered algorithms, layered SyncBB, DPOP and MB-DPOP do not have obvious
improvements with respect to the number of messages exchanged, while layered AFB has
substantial improvements with fewer number of exchanged messages comparing with non-
layered AFB. In Figure 3.11, with the increase of problem size going from Scenario 1 to
Scenario 4, layered AFB also has improved performance with less information exchange
compared with non-layered AFB. From Figure 3.10 and Figure 3.11, among algorithms
SyncBB, AFB, DPOP and MB-DPOP, non-layered and layered AFB perform the worst with
the maximum number and amount of messages exchanged, while non-layered and layered
DPOP always performs best with minimum number of message exchanged in all scenar-
ios. In addition, non-layered and layered SyncBB performs the best with least amount of
information with the increase of problem size.

Table 3.5 shows the ratio of the total number of messages of each algorithm to the
minimum total number of messages generated in each case. Layered DCOP algorithms have
significant improvements with fewer number of messages exchanged, except for layered
DPOP and layered MB-DPOP, which is almost the same as non-layered DPOP. However,
the situation in Table 3.6 with respect to the amount of information exchanged is different.
Table 3.6 shows the ratio of the total amount of information of each algorithm to the least
amount of information generated in each case. Layered DPOP has improvements compared
with non-layered DPOP with the increased problem sizes. In Scenario 1 and Scenario 2,
layered DPOP performs the best, while in Scenario 3 and Scenario 4, SyncBB performs
best with the least amount of information. The reason is that the size of messages of non-
layered and layered DPOP increase substantially with the increase of the problem sizes.
For DPOP, UTIL messages aggregate from the communication between parent agents and
childeren agents in the DFS tree, which is exponential in the induced width of the DFS tree
used. Thus, it generates exponentially larger messages with the increase of problem sizes.
For SyncBB, the increase on size of messages is linear. Unlike DPOP, SyncBB is based on
a linear ordering of agents instead of a DFS tree, so the amount of information size increase
linearly instead of exponentially.
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Figure 3.10: Total number of messages exchanged (by type) (KPI 3).
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Figure 3.11: Total amount of information exchanged (by bytes) (KPI 5).

Table 3.5: Ratio of total number of messages (KPI 3) of each algorithm to minimum mes-
sages generated in each case.

Non-
layered
SyncBB

Layered
SyncBB

Non-
layered
AFB

Layered
AFB

Non-
layered
DPOP

Layered
DPOP

Non-
layered

MB-
DPOP

Layered
MB-

DPOP

Scenario1 54.69 52.67 6837.06 55.21 1.05 1.00 1.07 1.07
Scenario2 65.75 52.62 62848.74 115.65 1.03 1.00 1.02 1.02
Scenario3 77.23 63.27 37508.79 194.97 1.04 1.00 1.23 1.23
Scenario4 462.86 72.16 172190.86 741.36 1.06 1.00 15.67 15.67
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Table 3.6: Ratio of amount of information (KPI 5) of each algorithm to the smallest size
generated in each case.

Non-
layered
SyncBB

Layered
SyncBB

Non-
layered
AFB

Layered
AFB

Non-
layered
DPOP

Layered
DPOP

Non-
layered

MB-
DPOP

Layered
MB-

DPOP

Scenario1 4.56 4.02 10140.80 6.51 1.05 1.00 1.28 1.28
Scenario2 4.35 2.58 85684.10 36.94 1.29 1.00 1.57 1.57
Scenario3 1.62 1.00 19138.72 29.35 5.57 1.05 18.76 18.76
Scenario4 3.17 1.00 86496.14 139.14 73.26 5.14 1098.43 1098.43

Information exchange per agent

There are two types of agents in our model formulation, including terminal agents and vessel
agents. Figure 3.12-3.19 show the information exchange between individual agents in terms
of number and size of messages. In Figure 3.12 and Figure 3.13, information exchanged of
terminal agents are almost evenly distributed. Among those algorithms, layerd DPOP has
minimum number of messages and minimum amount of information exchanged, while non-
layered AFB has maximum number of messages and amount of information exchanged.

In Figure 3.14 and Figure 3.15, the information exchange is similar to Figure 3.12: for
the same type of agents, the number of messages and amount of information are evenly
distributed in all algorithms except for non-layered and layered AFB. In Figure 3.16, the
number of messages and amount of information exchanged per agent are also even for same
types of agents except for layered AFB, while in Figure 3.17, only layered SyncBB has
evenly amount of information exchange per agent. In Figure 3.18, only layered SyncBB,
non-layered and layered DPOP has evenly distributed number of exchanged messages. For
the amount of information exchanged in Figure 3.19, it is no longer balanced for vessel
agents for all algorithms, only terminal agents have even information exchange.

3.6.7 Results analysis

For the different DCOP methods, it can be concluded from simulation results that, firstly,
layered DCOP (method M1.2) always has a lower solution quality than non-layered DCOP
(method M1.1); secondly, the improvements of the layered DCOP do not have obvious
improvements on the number of messages sent/received except for AFB, however, lay-
ered DCOP outperforms non-layered DCOP with respect to the amount of information
sent/received; thirdly, layered DCOP outperforms the non-layered DCOP method on com-
putation time.

For the four non-layered and layered DCOP solution algorithms, layered SyncBB seems
to be the best option in general, considering its short computation time and less commu-
nication load. It gives quick solutions even for larger problem instances. Nevertheless,
layered DCOP always has lower performance on the quality of solutions comparing with
non-layered, under certain circumstances that require high-quality solutions, it might not
always be the best choice. Thus, for smaller problem instances, non-layered DPOP is the
best option as it gives optimal solutions with short computation time. For larger problem
instances, non-layered MB-DPOP performs best among all non-layered DCOP algorithms
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Figure 3.12: Number of messages sent/received per agent (KPI 4) in Scenario 1 (by type).
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Figure 3.13: Amount of information sent/received per agent (KPI 6) in Scenario 1 (by
bytes).
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Figure 3.14: Number of messages sent/received per agent (KPI 4) in Scenario 2 (by type).
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Figure 3.15: Amount of information sent/received per agent (KPI 6) in Scenario 2 (by
bytes).
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Figure 3.16: Number of messages sent/received per agent (KPI 4) in Scenario 3 (by type).
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Figure 3.17: Amount of information sent/received per agent (KPI 6) in Scenario 3 (by
bytes).
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Figure 3.18: Number of messages sent/received per agent (KPI 4)in Scenario 4 (by type).
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Figure 3.19: Amount of information sent/received per agent (KPI 6) in Scenario 4 (by
bytes).
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considered. As memory requirements are not an issue in our realistic settings, the MB-
DPOP algorithm shows only slightly better performance with respect to the computation
time than the DPOP algorithm in our experiments. For even larger problem instances with
memory limits, the MB-DPOP algorithm could show a larger improvement. In addition, in
problem settings where the communication capacity is limited, and allows for longer com-
putation time, non-layered and layered DPOP will the best option as they always require
relatively less number of messages and amount of information.

3.7 Conclusions
In this chapter, distributed methods M1.1 and M1.2 based on DCOP are proposed for tack-
ling the coordination problem of inland vessels in small ports. The performance of these
methods was investigated in several case studies with respect to the computation time (KPI
1), quality of solutions (KPI 2) and communication load (KPIs 3, 4, 5 and 6).

It can be concluded from simulation results that: firstly, layered SyncBB in method
M1.2 is the best option for solving the VRPP, as it finds quicker and good rotation plans
for inland vessels without having to spend long waiting time and heavy communication
load. Although the rotation plans generated using the layered DCOP method M1.2 are
not guaranteed to be optimal, the deviation from optimality is only around 5%, which is
acceptable considering its shorter computation time. On the other hand, for situations in
which the vessel operators always prefer optimal rotation plans and long computation time is
not an issue, non-layered DPOP in method M1.1 is the best option for small-sized problems,
and non-layered MB-DPOP in method M1.1 is the best option for larger-sized problems
that have running memory limits. Besides, for situations in which long computation time
is acceptable, but the communication capacity is limited, non-layered DPOP in method
M1.1 and layered DPOP in method M1.2 are the best options, as these algorithms involve
fewer number of messages and less amount of information exchanged. This chapter answers
partially the Key Research Questions 2 and 3 and mainly applies for the VRPP in small
ports. For larger ports, the DCOP-based methods (methods M1.1 and M1.2) are not able
to generate solutions with a reasonable amount of time. Therefore, in Chapters 4 and 5,
different solution methods are proposed to solve the VRPP in medium and large ports,
respectively.





Chapter 4

Partially-cooperative planning for
multi-level interaction in
medium-sized ports

As indicated in Chapter 3, it is difficult to find solutions for the coordination problem of
inland vessels in larger sizes using a distributed approach. Meanwhile, a centralized ap-
proach would require fully-shared information among the inland vessels, which seems to
be unacceptable for real operators due to the concern of information privacy. To consider
the privacy issue and enlarge the problem size that can be solved, this chapter therefore
decomposes the problem using a two-phase approach. Each vessel first decides on locally
optimal solution and then partly shares the information with other vessels. This approach
thereby involves multi-level interactions and the vessel agents are coordinated in a partially-
cooperative way. Three types of solution methods M2.1, M2.2 and M2.3 are proposed. This
chapter also considers containers that need to be transported between terminals inside the
port area, referred to as inter-terminal transport (ITT) containers. The proposed approach
in this chapter provides the inland vessel operators the option to transport a number of ITT
containers besides conventional hinterland containers, as a potential solution for alleviating
congestion of ITT on roads.

The research discussed in this chapter is based on [180–182, 185].

4.1 Introduction
This chapter proposes a two-phase approach that integrates mixed-integer programming
(MIP) with coordination rules and constraint programming (CP) for tackling the coordina-
tion problem of inland vessels, as shown in Figure 4.1. The first phase is defined as single
vessel optimization problem. In this phase, for each vessel there is a vessel agent that is in
charge of its local problem. Hence, multiple unconnected local problems for different ves-
sels are considered. To benefit from the possible available space for carrying containers on
inland vessels, this chapter investigates the possibility for carrying optional inter-terminal
containers besides the hinterland containers. The problem is formulated for each vessel

65
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Single vessel optimization

...

...

Information exchange

Vessel agent 2

Central coordinator

Physical system

Vessel agent 1 Vessel agent 3 Vessel agent 4 Vessel agent i

Coordination architecture

Figure 4.1: The proposed integrated framework.

Table 4.1: List of solution methods.

Methods 1st Phase 2nd Phase
M2.1 MIP Coordination rules
M2.2 MIP CP solver
M2.3 MIP LNS-based heuristics

agent, considering constraints on vessel capacity, required number of containers to be trans-
ported, as well as time constraints for arrival and departure. The objective of this phase
is to minimize the round-trip time of each vessel for loading and unloading the required
number of containers at each terminal in the port, while transporting as many inter-terminal
containers as possible. The solution obtained after solving the single vessel optimization
problem for an individual vessel agent is a rotation plan. Here, not only use the optimal
solution is saved, but also a set of feasible but not optimal solutions. Those solutions are
all possible rotation plans for the vessels, and the set of possible solutions is referred as a
solution pool. It could happen that the locally optimal rotation plans are conflicting with one
another at certain terminals. If one vessel takes the priority, then the other vessels have to
wait or adjust their rotation plans accordingly. This could cause domino effects that increase
the total round-trip time substantially. To reduce such conflicts, coordination between the
vessel agents is needed.

Consequently, in the second phase, a multiple vessel coordination problem is defined,
which aims to find better rotation plans after considering rotation plans of the other vessels.
It is assumed that there is a central coordinator that is in charge of the multiple vessel
coordination problem, to whom the vessel agents send the solutions obtained from the single
vessel optimization.

To solve the multiple vessel coordination problem, this chapter proposes three types
of methods; one type of method is based on coordination rules; one type of method is
based on CP; and the other type of method is based on large neighborhood search (LNS)
heuristics. Therefore, this chapter proposes three types of solution methods to solve the
problem formulated using the two-phase approach, as shown in Table 4.1.

The method type that includes single vessel optimization in the first phase and multiple
vessel coordination using coordination rules in the second phase is referred as method M2.1.
The method type that includes single vessel optimization in the first phase and multiple ves-
sel coordination using CP in the second phase is referred as method M2.2. The method type
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Table 4.2: Parameters for the single vessel optimization.

Symbols Definitions
M set of vessels entering the port
M+∞ a very large positive number
Nm the set of terminals that vessel m needs to visit in the port
T entrance

i the traveling time from the entrance of the port to terminal i
T travel

i j traveling time for vessel m from terminal i to j
lm
i /um

i number of hinterland containers that need to be loaded/unloaded by vessel m at
terminal i

Ccapacity
m carrying capacity of vessel m in TEU

Coriginal
m initial number of containers on vessel m before entering the port in TEU

Rm
i j number of inter-terminal containers that need to be transported from terminal i

to j by vessel m
t load
i /tunload

i average loading/unloading time, per loaded container at terminal i

that includes single vessel optimization in the first phase and multiple vessel coordination
using LNS heuristics in the second phase is referred as method M2.3.

In method M2.1, two coordination rules, including preference-based and utility-based
rules, are implemented as the interaction rules between the vessel agents. Given the set
of feasible solutions obtained from single vessel optimization, vessel agents exchange in-
formation of the possible visiting sequences, arrival/departure times at different terminals
based on the coordination rules, to estimate their possible waiting times and round-trip times
for different solutions, so as to decide the best option of solutions. Method M2.2 use a CP
solver to minimize the total round-trip time of all vessels. In method M2.3, three large
neighborhood search (LNS)-based heuristics are also proposed.

With this two-phase approach, the agents can have a better coordination plan without
sacrificing to share the important decision-related information such as the number of con-
tainers each vessel loads/unloads per terminal and the total time of stay in the port area.
Therefore, each vessel agents are coordinated in a partially-cooperative way. In addition,
this approach reduces the problem size by decomposing the problem into two parts, and
thereby can solve vessel rotation planning problems of larger sizes.

This chapter is organized as follows. Section 4.2 presents the mathematical formu-
lation of single vessel optimization and the corresponding solution method. Section 4.3
introduces the mathematical description of multiple vessel coordination and the proposed
solution methods M2.1, M2.2, and M2.3. Section 4.4 presents the experimental results and
compares the performance of the different solution methods with respect to solution quality
and three logistical performance indicators. Section 4.5 concludes this chapter.

4.2 Single vessel optimization

Table 4.2 summarizes the parameters and decision variables used in the first phase. Two
types of containers are considered: the mandatory hinterland containers that need to be
loaded and unloaded at different terminals and the optional inter-terminal containers that
need to be transported between terminals i and j in the port.
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Table 4.3: Decision variables for the single vessel optimization.

Symbols Definitions
ym

i j ym
i j = 1 if vessel m will travel from terminal i to j, otherwise ym

i j = 0
km

i the segment at which vessel m visits terminal i
αm

i arrival time of vessel m at terminal i
βm

i departure time of vessel m from terminal i
bm

i number of containers on-board of vessel m when it departs from terminal i
vm

i j number of inter-terminal containers directly transported from terminal i to ter-
minal j by vessel m

µm
i µm

i = 1 if vessel m visits terminal i in the first, otherwise µm
i = 0

σm
i σm

i = 1 if vessel m visits terminal i in the end, otherwise σm
i = 0

For a inland vessel m, its vessel agent has information on the set of terminals Nm to be
visited; the number of containers to be loaded (lm

i ) and unloaded (um
i ) at each terminal; and

the distance between any two terminals, represented by T travel
i j . The capacity of vessel m is

defined as Ccapacity
m and the initial number of containers on-board as Coriginal

m . In addition, the
average loading and unloading times per container at a terminal are also considered known,
represented by t load

i and tunload
i , respectively. This chapter assumes that each terminal will be

visited for exactly once, and that every vessel enters and leaves the port via a port entrance
and exit point. The traveling time from terminal i to the port entrance/exit point by vessel m
is represented by T entrance

i .
To determine the arrival, departure time, visiting sequence, and the number of inter-

terminal containers that a vessel can transport, decision variables are summarized in Table
4.3. Variable ym

i j is used to determine the sequence in which a vessel visits terminals. A
rotation plan is defined as a series of segments. For example, if vessel m needs to visit 10
terminals, then there are 10 segments in its rotation plan. Variable km

i is used to construct
a rotation plan. As an example, km

i = 4 represents that at vessel m will visit terminal i the
fourth according to its rotation plan. As vessel m needs to visit Nm terminals, therefore km

i ∈
{1,2, . . . ,Nm}. Variables αm

i and βm
i together constitute the arrival/departure time window

at terminal i for vessel m. Variable vm
i j represents the number of inter-terminal containers

that are directly transported from terminal i to j by vessel m.
The total round-trip time of a vessel includes the service time and the travel time. Wait-

ing time is not considered in this phase, instead, it is considered in the second phase. To
take into account the number of optional inter-terminal containers transported in the objec-
tive function, the difference between required and actual number of containers transported is
transferred into a penalty time. Parameters p1 and p2 are the weights assigned to round-trip
time and penalty time, respectively. The penalty time represents the time that could have
been spent on the inter-terminal containers, which is the sum of the unloading and load-
ing time of the inter-terminal containers that have not been transported. Minimizing this
penalty time implies giving preference to maximizing the number of inter-terminal contain-
ers carried by the vessel. By introducing weights this approach can balance minimizing the
total round-trip time with maximizing the total number of containers transported. Choosing
a value for p1 and p2 depends on the vessel operator’s decision. A higher p1 represents
that the vessel operator is more interested in minimizing the total round-trip time, while
a higher p2 represents that the vessel operator is more willing to also carry inter-terminal
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containers besides hinterland containers to gain profits. The complete problem for vessel m
is formulated as follows:

min p1

(
( ∑

i∈Nm

∑
j∈Nm

vm
i j

(
tunload
i + t load

i

)
+ ∑

i∈Nm

∑
j∈Nm

ym
i jT

travel
i j + ∑

i∈Nm

um
i tunload

i + ∑
i∈Nm

lm
i t load

i

)

+ p1

(
( ∑

i∈Nm

µm
i + ∑

i∈Nm

σ
m
i )T

entrance

)
+ p2

(
∑

i∈Nm

∑
j∈Nm

(Rm
i j− vm

i j)
(

tunload
i + t load

i

))
(4.1)

subject to

vm
i j ≤ Rm

i j ∑
q∈Nm

ym
iq ∀i, j ∈ Nm,∀m ∈M (4.2)

vm
ji ≤ Rm

ji ∑
q∈Nm

ym
qi ∀i, j ∈ Nm,∀m ∈M (4.3)

β
m
i = α

m
i + ∑

q∈Nm

vm
iqt load

i + ∑
p∈Nm

vm
pit

unload
i +um

i tunload + lm
i t load

i ∀i ∈ Nm,∀m ∈M (4.4)

ym
i j + ym

ji ≤ 1 ∀i, j ∈ Nm,∀m ∈M (4.5)

km
i +1≤ km

j +M+∞(1− ym
i j) ∀i, j ∈ Nm,∀m ∈M (4.6)

km
i +1+M+∞(1− ym

i j)≥ km
j ∀i, j ∈ Nm,∀m ∈M (4.7)

α
m
j +M+∞(1− ym

i j)≥ β
m
i +T travel

i j ∀i, j ∈ Nm,∀m ∈M (4.8)

α
m
j ≤ β

m
i +T travel

i j +M+∞(1− ym
i j) ∀i, j ∈ Nm,∀m ∈M (4.9)

α
m
i ≥ T entrance

i −M+∞(km
i −1) ∀i ∈ Nm,∀m ∈M (4.10)

α
m
i −M+∞(km

i −1)≤ T entrance
i ∀i ∈ Nm,∀m ∈M (4.11)

1− km
i ≥M+∞(µm

i −1) ∀i ∈ Nm,∀m ∈M (4.12)

km
i −|Nm| ≥M+∞(σm

i −1) ∀i ∈ Nm,∀m ∈M (4.13)

1− ∑
j∈Nm

ym
ji = µm

i ∀i, j ∈ Nm,∀m ∈M (4.14)

1− ∑
j∈Nm

ym
i j = σ

m
i ∀i, j ∈ Nm,∀m ∈M (4.15)

bm
i ≤Ccapacity

m ∀i ∈ Nm,∀m ∈M (4.16)

bm
i = (Coriginal

m −um
i + lm

i + ∑
j∈Nm

vm
ji)µ

m
i +( ∑

j∈Nm

bm
j ym

ji−um
i + lm

i + ∑
j∈Nm

vm
i j− ∑

j∈Nm

vm
ji)(1−µm

i )

∀i ∈ Nm,∀m ∈M.

(4.17)

Constraints (4.2) and (4.3) ensure that the number of optional inter-terminal containers
transported directly from terminal i to j is less than the total number of all available inter-
terminal containers transported from i to j. Constraint (4.4) defines per vessel the departure
time from terminal i, using arrival time, waiting time and service time. Constraint (4.5)
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ensures that there will be no round-trip between two terminals. The big-M method is used
to linearize Constraints (4.6)–(4.13). Constraints (4.6) and (4.7) ensure the consecutiveness
of the rotations. Constraints (4.8) and (4.9) ensure that if vessel m travels from terminal i
to j, then the arrival time at j equals the departure time from terminal i, plus the traveling
time T travel

i j . Constraints (4.10) and (4.11) ensure that if vessel m visits terminal i first, that
the arrival time at terminal i equals T entrancei.

Constraints (4.12) and (4.13) determine the terminals that will be visited in the first
and in the last. If terminal i will be visited the first, then km

i = 1, and auxiliary variable
µm

i = 1; otherwise µm
i = 0. If terminal i will be visited the last, then km

i = |Nm|, and auxiliary
variable σm

i = 1; otherwise σm
i = 0. Constraints (4.14) and (4.15) are used to ensure that all

the terminals will be visited. If terminal i will be visited as the first terminal, then vessel m
cannot travel from any other terminal to i. This implies that if µm

i = 1, then ∑ j∈Nm ym
ji = 0;

otherwise, if µm
i = 0, then ∑ j∈Nm ym

ji = 1. Similarly, if terminal i will be visited as the last
terminal, then vessel m cannot travel from terminal i to any other terminal. This implies that
if σm

i = 1, then ∑ j∈Nm ym
i j = 0; otherwise, if σm

i = 0, then ∑ j∈Nm ym
i j = 1.

Constraints (4.16) and (4.17) ensure that the number of containers on board of a vessel
will not exceed the capacity of the inland vessel at any segment of the trip. Constraint (4.17)
implies that: if vessel m visits terminal i first, then the number of containers on-board equals
the initial number of containers minus the already unloaded containers at terminal i, plus
the hinterland containers and ITT containers already loaded at terminal i; otherwise, the
number of containers on-board equals the number of containers on-board at the previous
terminal, plus the number of inter-terminal and hinterland containers that need to be loaded
at terminal i, minus the number of inter-terminal and hinterland containers that need to be
unloaded at terminal i.

Problem (4.2)-(4.17) is a mixed integer programming (MIP) problem for which solvers
are commercially available. An optimal solution provides a rotation plan that minimizes the
objective function. Besides, a number of suboptimal, but locally feasible solutions found by
the solver (typically rotations with a longer time and/or less containers) are also kept, and
in this way construct a so-called solution pool. Each vessel agent owns different rotation
plans, and for each rotation plan, there is a corresponding round-trip time and number of
not transported ITT containers obtained from the objective value. To ensure that the vessels
can transport as many containers as possible and finish the transport tasks in a shorter time,
candidate rotation plans with the same largest number of containers transported, but with
different round-trip times are kept in the solution pools. The rotation plans and the corre-
sponding round-trip time and transported containers will be used as input for the multiple
vessel coordination.

4.3 Multiple vessel coordination

Due to the fact that the best rotation plans obtained from the single vessel optimization of
a vessel may conflict with the rotation plans of other vessels, the second phase coordinates
the arrival and departure times of different vessels, so as to reduce conflicts and minimize
the sum of total time of stay of all vessels in the port area.

Firstly, the second phase uses the solution pools from the single vessel optimization to
build a so-called solution network, see Figure 4.2. The arrows in the figure represents the
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Figure 4.2: Sequence-based solution network.

order in which a vessel visits different terminals. A block in the figure represents a ar-
rival/departure time window of a vessel at a terminal. Different colors represent different
terminals. The blocks that are connected with the same line indicate that these blocks to-
gether constitute a complete rotation plan. As can be seen, some of the rotation plans are
conflicting with each other (as the time window blocks at some terminals are overlapping),
which means that some of the vessels have to wait to be serviced at certain terminals due to
limited terminal quay capacity.

Each vessel agent has a group of candidate rotation plans in its solution pool, resulting
from the first phase. The criteria for choosing candidate plans are set in different ways,
depending on the objective of a particular vessel. Here, this chapter assumes that each
vessel agent chooses P candidate plans with the same number of containers transported, but
with different round-trip times.

To solve the multiple vessel coordination, this chapter proposed three types of methods,
M2.1, M2.2 and M2.3. Method M2.1 is based on coordination rules, while both methods
M2.2 and M2.2 are formulated based on CP formulations, as introduced next.

4.3.1 M2.1: Coordination rules

The coordination rules operate on the segments of the rotation plans. In each segment, the
preference of each vessel agent in choosing candidate rotation plans will be updated based
on the coordination rules. Initially, each vessel agent has a set of candidate rotation plans,
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Algorithm 5 Basic steps of preference-based coordination rule
Require: vessel agents exchange information about the possible terminal to visit and possible ar-

rival/departure times on each segment of their rotation plans
1: while 1≤ segment ≤maxm∈M |Nm|, for each segment do
2: for each vessel agent do check for each rotation plan in its preference-profile:
3: if the terminal it visits on this segment is not same as any other vessel visits on this segment:

the vessel agent keeps the ranking order of this rotation plan in the preference profile;
4: otherwise: the vessel agent checks the arrival/departure time window of this rotation plan:
5: if this time window is not overlapping with the arrival/departure time window of any other

vessel that visits the same terminal: the vessel agent keeps the original ranking of the rotation
plan in the preference profile;

6: otherwise: the vessel agent compares the arrival time on this rotation plan with the arrival
times of other vessel agents: whenever the arrival time of this vessel agent is later than another
vessel, it puts the ranking of this rotation plan one position lower and updates preference profile,
while the other vessel agent with earlier arrival time keeps its original preference profile;

7: Go to the next segment.
8: After the coordination has finished at the last segment
9: return the rotation plan with the highest ranking as the best option to each vessel agent.

resulting from the first phase. Then the vessel agent ranks these candidate plans based on
the round-trip time. The shorter the corresponding round-trip time is, the higher the ranking
of the candidate plan will be. After that, each agent has a preference profile indicating the
priorities of different candidate plans, and their corresponding utility values. The priorities
of rotation plans are represented as an order of rankings. For example, if a vessel agent
has n possible rotation plans in the solution pool, then the highest ranking, which is the
best option for the agent is 1, while the least-preferred solution is n. The utility value is
represented by the round-trip time of the rotation plan. Thus, the preference profile of a
vessel agent consists of rankings and utility values of several candidate rotation plans.

Preference-based coordination

The coordination rule that is based on the rankings of solutions is referred as preference-
based coordination. Assume there are multiple vessels entering the port area, the preference-
based coordination rule is described in Algorithm 5.

In each segment, vessels exchange information about the possible terminal and the pos-
sible arrival/departure time at this terminal on this segment of their rotation plans (line 1).
Then each vessel agent updates its preference profile accordingly, based on the information
it receives from other vessel agents (lines 2–6). After final coordination has finished at the
last segment |Nm|, the preference profiles of all considered vessel agents have been updated
with all segments on the rotation plans. Based on these preference profiles, each vessel
agent will choose the rotation plan with the highest ranking as the best option (lines 8–9).
The reason is that this plan has the least conflicting arrival/departure time windows with
other vessel agents.
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Algorithm 6 Basic steps of utility-based coordination rule
Require: vessel agents exchange information about the possible terminal to visit and possible ar-

rival/departure times on each segment of their rotation plans
1: while 1≤ segment ≤maxm∈M |Nm|, for each segment do
2: for each vessel agent do check for each rotation plan in its preference-profile:
3: if the terminal it visits on this segment is not same as any other vessel visits on this segment:

keeps the original utility value in the preference profile;
4: otherwise: the vessel agent checks the arrival/departure time window of this rotation plan:
5: if this time window is not overlapping with the arrival/departure time window of any other

vessel that visits the same terminal: the vessel agent keeps the original ranking of the rotation
plan in the preference profile;

6: otherwise: the vessel agent compares the arrival time on this rotation plan with the arrival
times of other vessel agents: if the arrival time of this vessel agent is later than several vessels,
it adds the maximum possible waiting time caused by these vessels to the utility value of this
rotation plan and updates preference profile, while the other vessel agents with earlier arrival time
keep their original preference profiles;

7: Go to the next segment.
8: After the coordination has finished at the last segment
9: return the rotation plan with the minimum utility value as the best option to each vessel agent.

Utility-based coordination

Utility-based problem solving is based on a similar procedure as the preference-based co-
ordination, the basic steps is shown in Algorithm 6. The difference is that this coordination
rule updates the utility value of the candidate rotation plans in the coordination process
instead of ranking orders in the preference profiles.

In the each segment, vessel agents exchange information about the possible terminal ID
and possible arrival/departure time on this segment of their rotation plans. Then each vessel
agent updates its preference profile accordingly, based on the information it receives from
other vessel agents (lines 2–6). In line 6, when overlap of arrival/departure time window
happens for two vessel agents, the vessel agent with a later arrival time has to wait until the
vessel agent with an earlier arrival time leaves the terminal. This waiting time is therefore
calculated as the difference of the arrival time of the later arrived vessel and the departure
time of the earlier arrived vessel. As a matter of fact, usually there will be more than
two vessels with overlapping time windows. The maximum waiting time caused by the
other vessels is thereby used and defined as maximal possible waiting time. This maximal
possible waiting time will be added to the corresponding utility value of the rotation plan in
the preference profile.

After the final coordination has finished at the last segment |Nm|, the preference profiles
of all considered vessel agents have been updated with all segments on the rotation plans
(lines 8-9). Based on these preference profiles, each vessel agent will choose the rotation
plan with the minimum utility value as the best option (line 9). This utility value obtained
after coordination is the sum of the original round-trip time of the corresponding rotation
plan, and the possible waiting time caused by the conflicts with other vessel agents. As a
result, the plan with minimum utility value has the shortest possible round-trip time, and is
thus considered as the best option.
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Table 4.4: Parameters for the multiple vessel coordination problem.

Symbols Definitions
Qi set of quays in terminal i
Pm set of candidate rotation plans in the solution pool of vessel m
Kmax

m number of segments in the rotation plan of vessel m
Am

kp arrival time of vessel m on segment k for its rotation plan p
Dm

kp departure time of vessel m on segment k for its rotation plan p
T m

kp the terminal that is on segment k of vessel m’s rotation plan p

T departure
jq latest departure time of the vessels being served at quay q of terminal j

[W j
start,W

j
end] closing time window of terminal j

[S j
q,E

j
q ] service time window of the sea vessel at quay q of terminal j

Table 4.5: Decision variables for the multiple vessel coordination problem.

Symbols Definitions
Im rotation plan that vessel m chooses
amk arrival time of vessel m on segment k after coordination
dmk departure time of vessel m on segment k after coordination
wmk waiting time of vessel m on segment k after coordination
smk service time of vessel m on segment k after coordination
rmk ranking of the arrival time of vessel m on segment k after coordination
tmk the terminal vessel m visits on segment k after coordination

4.3.2 M2.2 and M2.3: CP-based methods
Mathematical description

Besides the coordination rules, methods M2.2 and M2.3 use the CP formalism to formulate
the multiple vessel coordination problem based on the solution network, with the aim of
minimizing the total time of stay of all vessels in the port area. The objective is defined as
follows:

min
M

∑
m=1

dmKmax
m , (4.18)

where Kmax
m is the last segment on vessel m’s rotation plan, and dmKmax

m is the departure time
of vessel m from the last segment on its rotation.

The parameters that will be used for formulating the multiple vessel coordination prob-
lem are shown in Table 4.4. Due to the capacity limits of terminal quay resources, a limited
number of vessels can be served simultaneously at the same terminal, reflected by parameter
Qi. Parameter Pm represents the set of feasible rotation plans in vessel m’s solution pool.
Parameter Kmax

m represents the number of segments in the rotation plan of vessel m. Param-
eters Am

kp,D
m
kp and T m

kp are obtained from the single vessel optimization. Parameter T departure
jq

represents the latest departure time of vessels that being served at quay crane q of terminal
j. Moreover, to consider the impact of terminal opening/closing time and the priority of
sea-vessels, time window [W j

start,W
j

end] represents the closing time window of terminal j and
[S j

q,E
j
q ] represents the service time window of a sea vessel at quay crane q of terminal j.
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The decision variables are shown in Table 4.5. Variable Im represents the rotation plan
that vessel m chooses. Variables amk,dmk,smk and wmk represent the arrival, departure, ser-
vice and waiting time of vessel m at segment k after coordination, respectively. Variable rmk
represents ranking of vessel m at segment k after coordination. Variable tmk represents the
terminal vessel m visits on segment k after coordination.

Auxiliary variables emm′k,g
q
jkr, f q

jkr and hq
jk are introduced to calculate variable rmk and

wmk. As the vessels are served first-come-first-served at terminals, the vessels with earlier
arrival time will always be served first. Therefore, the handling order of the vessels at
each terminal need to be determined. Thus, auxiliary variable emm′k is used to calculate
the ranking of the arrival time of vessel m at segment k. Auxiliary variables gq

jkr,h
q
jk and

f q
jkr are used to calculate the waiting time of vessel m at segment k. Auxiliary variable gq

jkr
represents the possible starting time on quay crane q for vessels that will visit terminal j on
segment k with the ranking of r. Auxiliary variable f q

jkr represents the departure time on
quay crane q of terminal j on segment k of the vessel with rank r. Auxiliary variable hq

jk
represents the latest departure time on quay crane q of terminal j on segment k. For clarity,
the constraints are divided into different groups and introduced as follows:

A. Rotation plans-related constraints

element
(
Im, tmk|(T m

k1, . . . ,T
m

kPm
)
)

∀m ∈M,∀k = {1,2, . . . ,Kmax
m } (4.19)

element
(
Im,am1|(Am

11, . . . ,A
m
1Pm

)
)

∀m ∈M (4.20)

element
(
Im,dm1|(Dm

11 +wm1, . . . ,Dm
1Pm

+wm1)
)

∀m ∈M (4.21)

element
(
Im,smk|(Dm

k1−Am
k1, . . . ,D

m
kPm
−Am

kPm
)
)
∀m ∈M,∀k = {1,2, . . . ,Kmax

m } (4.22)

element
(
Im,amk|(dm,k−1 +Am

k2−Dm
k2, . . . ,dm,k−1 +Am

kPm
−Dm

kPm
)
)

∀m ∈M,∀k = {2, . . . ,Kmax
m }

(4.23)

dmk = amk + smk +wmk ∀m ∈M,∀k = {2, . . . ,Kmax
m } (4.24)

Constraints (4.19)–(4.23) incorporate a special global constraint, which is defined in
[269] in the following generic way:

element(y,z|(a1, . . . ,am))

where, y and z are variables, and (a1, . . . ,am) is a set of values. It ensures that the variable
z takes the y-th value in the tuple (a1, . . . ,am). Consequently, Constraint (4.19) ensures that
if vessel m chooses plan p, that the terminal it visits during segment k is T m

kp. Constraints
(4.20) and (4.21) ensure that if vessel m chooses plan p at the first segment of its rotation,
the arrival time is Am

1p, and the departure time equals to the original departure time plus
the waiting time. Constraint (4.22) ensures that the service time at the different segments
is respected. Constraint (4.23) ensures that in the successive segments (k > 1), the arrival
time at segment k equals the departure time from the previous segment and the traveling
time (Am

kp−Dm
k−1,p) according to the plan p the vessel chooses. In Constraint (4.24), the

departure time from segment k equals the sum of arrival time, service time and the waiting
time at segment k.
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B. Quay crane-related constraints

tmk = tm′k→ amk(1− emm′k)< am′k ∀m,m′ ∈M,∀m′ 6= m,∀k = {1, . . . ,Kmax
m } (4.25)

tmk = tm′k→ amk ≥ am′kemm′k ∀m,m′ ∈M,∀m′ 6= m,∀k = {1, . . . ,Kmax
m } (4.26)

rmk =
M

∑
m′

emm′k ∀m,m′ ∈M,∀m′ 6= m,∀k = {1, . . . ,Kmax
m } (4.27)

gq
j11 = T departure

jq ∀q ∈ Q j,∀ j ∈ Nm (4.28)

gq
jk′1 = hq

j,k′−1 ∀q ∈ Q j,∀ j ∈ Nm,∀k′ = {2,3, . . . ,Kmax
m } (4.29)

hq
jk = f q

jkrmax
j

∀ j ∈ Nm,∀k = {1, . . . ,Kmax
m },∀q ∈ Q j (4.30)

gq
tm′kkrmk+1 = f q

tmkkrmk
∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk (4.31)(
gq

tmkkrmk
6= min(g1

tmkkrmk
,g2

tmkkrmk
, . . . ,g

Qtmk
tmkkrmk

)
)
→
(

hq
tmkk = gq

tmkkrmk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk .
(4.32)

Constraints (4.25) and (4.26) show the comparison of the arrival time of the vessels
that arrive at the same terminal on the same segment in order to calculate the ranking of
vessel m on segment k in Constraint (4.27). Constraint (4.28) represents that the possible
starting time for the first vessel arriving at terminal j on its first segment on quay q equals
T departure

jq , which is the latest departure time of the vessels already being served before the
upcoming vessels. Constraint (4.29) represents that in the subsequent segments (k′ > 1),
the possible starting time for the first vessel arriving at quay q of terminal j on segment k′

equals the latest departure time of the vessels arrived earlier at terminal j on their segment
k′− 1. Constraint (4.30) ensures that the latest departure time at quay q of terminal j on
segment k equals the maximum departure time of the vessels that arrive at terminal j on
segment k. Constraint (4.31) represents that for the next vessel that will arrive at terminal
tmk on segment k with ranking rmk +1, the possible starting time for it will be the departure
time of the vessel that arrived earlier with ranking rmk. Constraint (4.32) represents that if
quay q does not have the closest possible starting time, the vessel will not be served at quay
q and the latest departure time will not be updated.

C. Opening/closing-related constraints

On the other hand, if gq
tmkkrmk

= min(g1
tmkkrmk

,g2
jkrmk

, . . . ,g
Qtmk
tmkkrmk

), representing that quay q
has the closest possible starting time, vessel m will be served at quay q at terminal tmk. The
waiting time and departure time of vessel m at terminal tmk are thereby need to be identi-
fied. Constraints (4.33)–(4.38) determine the waiting time of each vessel at each terminal,
considering the closing time of the terminal:

(
max(amk,g

q
tmkkrmk

)≤W tmk
start

)
∧
(

max(amk,g
q
tmkkrmk

)≤W tmk
end

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk ≥W tmk
start

)
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Figure 4.3: Six possible relations between a vessel’s arrival, departure time window and
the closing time of a terminal (adapted from [89]).

→
(

wmk =W tmk
end +max(amk,g

q
tmkkrmk

)−W tmk
start−amk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;
(4.33)(

max(amk,g
q
tmkkrmk

)≤W tmk
start

)
∧
(

max(amk,g
q
tmkkrmk

)≤W tmk
end

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk ≥W tmk
start

)
→
(

f q
tmkkrmk

=W tmk
end + smk +max(amk,g

q
tmkkrmk

)−W tmk
start

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;
(4.34)(

max(amk,g
q
tmkkrmk

)>W tmk
start

)
∧
(

max(amk,g
q
tmkkrmk

)<W tmk
end

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk >W tmk
start

)
→
(
wmk =W tmk

end −amk
)

∀m ∈M,∀k = {1, . . . ,Kmax
m },∀q ∈ Qtmk ;

(4.35)(
max(amk,g

q
tmkkrmk

)>W tmk
start

)
∧
(

max(amk,g
q
tmkkrmk

)<W tmk
end

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk >W tmk
start

)
→
(

f q
tmkkrmk

=W tmk
end + smk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;

(4.36)(
max(amk,g

q
tmkkrmk

)>W tmk
end

)
∨
(

max(amk,g
q
tmkkrmk

)+ smk <W tmk
start

)
→
(

wmk = max(amk,g
q
tmkkrmk

)−amk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;

(4.37)(
max(amk,g

q
tmkkrmk

)>W tmk
end

)
∨
(

max(amk,g
q
tmkkrmk

)+ smk <W tmk
start

)
→
(

f q
tmkkrmk

= max(amk,g
q
tmkkrmk

)+ smk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;

(4.38)

In practice, some terminals will be closed in the night. Therefore, it is important to
consider the terminal of terminals when calculating the waiting times of the vessels that
arrive at this terminal. Figure 4.3 shows the six possible relations of a vessel’s arrival,
departure time window and the closing of a terminal. In situations 1 and 5, the updated
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departure time d′i = We + di−Ws; in situations 2 and 6, the updated departure time d′i =
We+di−ai; in situations 3 and 4, the updated departure time d′i = di. Therefore, the waiting
time caused by situations 1 and 5 equals d′i −di =We−Ws; the waiting time caused by the
situations 2 and 6 equals d′i − di = We− ai; the waiting time caused by situations 3 and 4
equals d′i −di = 0.

When a vessel is assigned to a quay of a terminal, it has to wait until the a possible other
vessel that is being served at that quay has left. Thus, the actual start time for vessel m with
arrival time amk is max(amk,g

q
tmkkrmk

), and the updated departure time is max(amk,g
q
tmkkrmk

)+
smk. Then the updated arrival and departure time window(

max(amk,g
q
tmkkrmk

),max(amk,g
q
tmkkrmk

)+ smk

)
is compared with the closing time of the ter-

minal [W tmk
start,W

tmk
end ].

The waiting time of the vessel, as well as and the updated departure time from the
quay (when the vessel has left) caused by situations 1 and 5 in Figure 4.3 are represented
by Constraints (4.33) and (4.34), respectively. Similarly, the waiting time of a vessel and
the updated departure time from the quay caused by situations 2 and 6, are represented by
Constraints (4.35) and (4.36). In addition, the waiting time of the vessel and the updated
departure time from the quay caused by situations 3 and 4, are represented by Constraints
(4.37) and (4.38).

D. Sea vessel-related constraints

(
max(amk,g

q
tmkkrmk

)≤ Stmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)≤ Etmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk ≥ Stmk
q

)
→
(

wmk = Etmk
q +max(amk,g

q
tmkkrmk

)−Stmk
q −amk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;
(4.39)(

max(amk,g
q
tmkkrmk

)≤ Stmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)≤ Etmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk ≥ Stmk
q

)
→
(

f q
tmkkrmk

= Etmk
q + smk +max(amk,g

q
tmkkrmk

)−Stmk
q

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;
(4.40)(

max(amk,g
q
tmkkrmk

)> Stmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)< Etmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk > Stmk
q

)
→
(
wmk = Etmk

q −amk
)

∀m ∈M,∀k = {1, . . . ,Kmax
m },∀q ∈ Qtmk ;

(4.41)(
max(amk,g

q
tmkkrmk

)> Stmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)< Etmk
q

)
∧
(

max(amk,g
q
tmkkrmk

)+ smk > Stmk
q

)
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→
(

f q
tmkkrmk

= Etmk
q + smk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ; (4.42)(
max(amk,g

q
tmkkrmk

)> Etmk
q

)
∨
(

max(amk,g
q
tmkkrmk

)+ smk < Stmk
q

)
→
(

wmk = max(amk,g
q
tmkkrmk

)−amk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk ;

(4.43)(
max(amk,g

q
tmkkrmk

)> Etmk
q

)
∨
(

max(amk,g
q
tmkkrmk

)+ smk < Stmk
q

)
→
(

f q
tmkkrmk

= max(amk,g
q
tmkkrmk

)+ smk

)
∀m ∈M,∀k = {1, . . . ,Kmax

m },∀q ∈ Qtmk .

(4.44)

Constraints (4.39)–(4.44) consider the sea-going vessels, which always have priority
over inland vessels. When a sea-going vessel is being handled by one or multiple quay
cranes at a terminal, these quay cranes will be unavailable for the inland vessels. In addition,
even if an inland vessel arrives earlier than a sea-going vessel, during the time window that
the sea vessel will be handled, the quay cranes that the sea-going vessel uses will still be
unavailable for inland vessels. This is similar to the situation of opening/closing time of a
terminal, in which several quay cranes will be unavailable for a period of time. Therefore,
we use similar constraints as the opening/closing time-related Constraints (4.33)–(4.38) to
consider the priority of sea-going vessels. The calculation of the waiting time caused by
sea-going vessels is also similar to the calculation of the waiting time caused by the closing
of terminals. The difference is that the time windows of the sea-going vessels are more
specific on which quay the sea-going vessels will be assigned. The start and end time
window [S j

q,E
j
q] represents the estimated start and end time of the sea-going vessel at quay

q of terminal q.
The solutions obtained by solving the multiple vessel coordination problem include the

rotation plan each vessel chooses, and the corresponding arrival and departure time at each
terminal. If all vessels implement the solutions obtained, the total time they spent in the port
area will be minimized.

Solution method

In method M2.2, problem (4.19)-(4.44) is solved using a commercially constraint program-
ming solver. However, a commercial CP solver like CPLEX 12.6.1 CP solver is able to
optimally solve small-sized problem instances, for larger-sized problems, the solver is not
able to solve to problem within a reasonable amount of time. Therefore, in method M2.3,
problem (4.19)-(4.44) is solved using three large neighborhood search (LNS)-based heuris-
tics.

The LNS meta-heuristic, introduced by [278] considers a neighborhood defined implic-
itly by a destroy and a repair method. A destroy method destructs part of a current solution
while a repair method rebuilds the destroyed solution. The destroy method typically con-
tains an element of stochasticity such that different parts of the solution are destroyed in
every invocation of the method [243]. An LNS heuristic consists of the following steps: (1)
initialization with the current global best solution; (2) first application of the destroy method
and then the repair method to obtain a new solution; (3) evaluation of the new solution, and
determination of whether this solution should become the new current solution or whether
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Algorithm 7 Basic steps of LNS-based heuristic
1: intialize solution sbest

(a): generate initial solution from single vessel optimization;
(b): save the objective value of best solution so far;

2: while termination criteria not reached do
(c): remove q vessels from the current solution s;
(d): keep the value of the rest of M−q vessels;
(e): reinsert q vessels to solution s with CPLEX CP solver, get new solution s′;
(f): if obj(s′) ≤ obj(sbest) then sbest = s, save the obj(s)

3: return sbest and obj(sbest)

it should be rejected; (4) updating the new current global best solution if needed; (5) check-
ing if the termination condition to end the search process is satisfied. More details of LNS
heuristics can be found in [243, 267].

The algorithmic outline of the proposed method M2.3 is shown in Algorithm 7. Assume
that there are M vessels that need to be coordinated, and the Phase 1 single vessel optimiza-
tion has finished for each vessel. Each vessel agent chooses P rotation plans are chosen
from the solution pool with relatively shorter round-trip time.

An illustration of our approach is shown in Figure 4.4. These steps are carried out by the
central coordinator. The different number in the circle represents different terminal IDs, and
the arrows represent the visiting sequences of each vessel to different terminals. Assume
that 5 vessels are entering the port, and the central coordinator use the solution from the
single vessel optimization of each vessel as the initial solution. Then the coordinator remove
the solution of 2 vessels using the designed removal strategies. After removal, CPLEX CP
solver is used to solve the problem (4.19)–(4.44), in which the solutions of the rest 3 vessels
are kept and generate new solutions for the removed 2 vessels. At this point, a new solution
has been found. The objective value of the new solution is subsequently compared with
the current best solution found so far. If it is better than the current best solution, this new
objective value is saved as the best solution. Otherwise, this new solution will be left out
and go through the removal and reinsert procedure again until the termination criteria is
met. The detailed procedure of the LNS-based approach is introduced as follow.

Each vessel agent chooses the rotation plan with the minimum utility value as the initial
solution for the LNS-based approach in Algorithm 7. The corresponding objective value of
implementing these initial solutions in the CP-based multiple vessel coordination formula-
tion will be saved as the current best objective value. The initial solution will also be set as
the current best solution sbest .

Based on the initial set of rotation plans for the vessels, the coordinator then starts to
modify these rotation plans by removing and reinserting the vessels iteratively. In Algorithm
7, q vessels are first removed, and the solutions of the remaining M−q vessels are kept. This
chapter considers three removal heuristics to decide on which q vessels will be removed
from the current solution (Algorithm 7(c)). The removal heuristics are described as follows:

• Random removal. The random removal simply selects q vessels at random and re-
moves them from the solution.

• Shaw removal. The Shaw removal heuristic was proposed by [278]. This chapter
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Figure 4.4: Illustration of the LNS-based heuristic.

modified it to suit the multiple vessel coordination problem. The general idea is
to remove vessels that have a certain degree of similarity in rotation plans, as it is
expected to be reasonably easy to remove similar vessels and thereby create new,
possibly better solutions. If the coordinator chooses to remove vessels that have very
different rotation plans, then the coordinator might not gain anything when reinserting
vessels because it might only be able to insert vessels at their original positions or in
some bad positions. This chapter defines the similarity of the rotation plans between
two vessels as relativeness. The relativeness of two vessels, m1 and m2 is defined as
follows:

Re(m1,m2) =
∑

Km1
k=1 ∑

Pm1
p1=1 ∑

Pm2
p2=1 ym1

kp1 p2

Km1Pm1

in which ym1
kp1 p2

= 1 if
(

T m1
kp1

= T m2
kp2

)
∧
(

Am1
kp1

> Am2
kp2

)
∧
(

Am1
kp1

< Dm2
kp2

)
(when there

exist overlapping arrival/departure time windows between m1 and m2), otherwise
ym1

kp1 p2
= 0. The procedure initially chooses a random vessel to remove, and in the

subsequent iterations it chooses vessels that are similar to the already removed ves-
sels. The Shaw heuristic selects vessels with higher relativeness Re(m1,m2) values.

• Worst removal. Given a vessel m served by terminals in a solution s, the cost of the
vessel is defined as J(m,s) = f (s)− f−m(s), in which f−m(s) is the objective value
in which the value of vessel m has been removed. It is reasonable to remove requests
with hight costs and reinsert them at another place in the solution to obtain a better
solution. Therefore, the worst removal heuristic removes vessels with high J(m,s).
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In other words, this removal heuristic selects the requests that appear to be placed in
the wrong positions in the solution.

After the removal, CPLEX CP solver is used to solve problem (4.19)–(4.44), in which
the values of the M− q vessels are kept. The solver generates solutions for the already
removed q vessels. At this point, a new solution s′ has been found. This new solution is
subsequently compared with the current best solution sbest in terms of the objective function
value. If the objective value of the new solution is smaller than the current best objective
value, the new solution is better than the current best solution, since it generates a shorter
total round-trip time. Subsequently, the new solution is set as the current best solution,
and the new objective value is saved as the current best objective value. Then the removal
and reinsertion process is started over again. If the objective value of the new solution is
larger than the current best objective value, the new solution is worse than the current best
solution, since it generates a longer total round-trip time. Under this circumstance, this new
solution is left out and the removal and reinsertion iteration is carried out again by removing
another randomly chosen q vessels and reinserting them with the CPLEX CP solver. The
whole procedure stops after a predefined running time limit.

4.4 Simulation experiments

Simulation experiments are carried out to assess and analyze the effectiveness of the pro-
posed methods. This section first describes the experimental settings and then presents an
example of feasible rotation plans generated by solving the single vessel optimization prob-
lem. To evaluate the performance of the proposed methods for solving the multiple vessel
coordination problem, this section first presents an analysis of the quality of solutions of one
case for example, with different running time limits. Then the logistical performances are
evaluated using different performance indicators. This chapter uses the situation in which
there is no coordination among vessels, as a benchmark scenario. In this situation, after the
single vessel optimization for individual vessels, the corresponding vessel agents simply
choose the solution (rotation plan) with the shortest round-trip time.

4.4.1 Experimental settings

Benchmark Layouts 2.1, 2.2 and 2.3, and KPI 2 (quality of solutions), KPI 7 (total round-
trip time), KPI 9 (total waiting time), KPI 11 (latest departure time) that were introduced in
Chapter 2 are used to evaluate methods M2.1, M2.2 and M2.3. For solving the MIP problem
CPLEX 12.6 MIP solver is used. The coordination rules are implemented with MATLAB
2015b. As the CP solver the CPLEX 12.6 CP solver is used. The LNS-based heuristics are
implemented in C++. For the LNS-based heuristics, the central coordinator removes and
inserts 30% vessels in each iteration. The time limit for running the CP solver in the LNS-
based heuristic is set as 20 seconds in each iteration. In addition, the results from the CP
solver and the LNS-based heuristic are obtained with a running time of 600 seconds. For
the ITT containers, it is assumed that there will always be sufficient number of containers
to be transported by each inland vessel.
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Figure 4.5: An instance of possible rotation plans for an inland vessel (capacity: 180 TEU).

4.4.2 Feasible rotation plans from single vessel optimization

In order to construct solution pools, during the single vessel optimization for each vessel,
not only the optimal solutions are kept but also feasible solutions. As an example of the
solutions generated from the single vessel optimization, Figure 4.5 illustrates 5 randomly
chosen possible rotation plans for a typical inland vessel generated from the single vessel
optimization. Different colors represent different terminals. Each block represents an ar-
rival/departure time window at the terminal. The length of a block indicates the time the
vessel stays at a terminal. The height of a block indicates the number of containers handled
(both loaded and unloaded) at a terminal. The extra ITT containers are marked with dots.
This could give the vessel operator an indication about the sequence and time at which to
enter and leave terminals, as well as the number of containers to load and unload. In addi-
tion, as the number of extra ITT containers is also given, the vessel operator can decide by
himself which rotation plans is more preferable. It would be the vessel operator’s decision
whether to choose the rotation plan with the shortest round-trip time or the one with the
maximum number of extra ITT containers transported. In our experiments, the central coor-
dinator chooses the rotation plans with the same amount of ITT containers transported, but
with different round-trip times. Among those rotation plans in Figure 4.5, the plan with ID
4 gives the shortest round-trip time, which means it is the option in which the transportation
tasks can be done most efficiently, if no other vessel is present. However, if there are other
vessels in the port, this option might not be optimal. The other vessels may arrive earlier or
at the same time at the same terminal, which causes waitings and delays in the previously
chosen plan of this vessel. Thus, coordination among the inland vessels is needed.
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Figure 4.6: Rotation plans generated without coordination.
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Figure 4.8: Rotation plans generated with multiple vessel coordination.
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Figure 4.10: Comparison of quality of solutions (KPI 2) with varying running time limits.

4.4.3 With and without multiple vessel coordination
Figures 4.6, 4.7, 4.8 and 4.9 show the rotation plans generated before and after the multi-
ple vessel coordination. This section presents the results from one of the experiments with
Benchmark Layout 2.2 using the LNS-random heuristic in method M2.3, as an example to
visualize the rotation plans and describe the differences. The number in the block represents
the terminal that each vessel has visited. The length of each block represents the length of
the time of stay at each terminal. Figure 4.6 and Figure 4.8 show the generated rotation
plans with and without coordination, respectively. As can be seen, though the visiting se-
quences are different, the round-trip time of the rotation plan for the same vessel does not
differ much. However, those rotation plans do not consider the practical situations, such
as the closing time of terminals, the terminal capacities, and also the priority of sea-going
vessels. After taking into account the practical situations, the expected implementation of
the rotation plans are presented in Figure 4.7 and Figure 4.9. These implemented rotation
plans include the waiting times at different terminals, represented as the blocks in dots. It
can be seen that the implemented rotation plans with coordination have shorter round-trip
times, as well as shorter waiting times. This implies that with the proposed method, these
inland vessels can finish their transport tasks in the port in a shorter time.

4.4.4 Analysis of solution quality
Different running time limits are imposed to compare the solution quality of coordination
rules, LNS-based heuristics and a commercial CP solver. As the results from Benchmark
Layouts 2.1, 2.2 and 2.3 show similar patterns, this section presents the results from one of
the cases with Benchmark Layout 3.3 as an example to show the quality of solution with re-
spect to different time limits, as shown in Figure 4.10. The values reported are in percentage,
which equal the objective value from different coordination methods divided by the objec-
tive value from the benchmark. According to Figure 4.10, the quality of solution increases
with an increase in available time for CP-based methods, including the commercial solver
(method M2.2) and LNS-based heuristics (method M2.3). The LNS-based heuristics always
perform much better than the CP solver with different running time limits. Among the three
LNS-based heuristics in method M2.3, the quality of solution varies between 1%−3%. In
addition, the coordination rules do not outperform the benchmark in this case.
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4.4.5 Comparison of logistical performance
Tables 4.6, 4.7 and 4.8 show the maximum, minimum, and average ratio of the proposed
methods to the benchmark scenario with respect to the total round-trip time1; the total wait-
ing time2; and the port departure time3.

Table 4.6 demonstrates that LNS-based method (method M2.3) provide improvements
on the total round-trip time, total waiting time and the port departure time, while the CP
solver and preference-based coordination rule only show improvements on the latest depar-
ture time. Comparing with the no coordination scenario, LNS-random heuristic of method
M2.3 reduces on average 5.64% total round-trip time, 9.78% reduction on the total wait-
ing time, and 8.6% reduction on the port departure time; LNS-Shaw heuristic of method
M2.3 reduces on average 4.43% total round-trip time, 7.83% reduction on the total wait-
ing time, and 7.38% reduction on the port departure time; LNS-worst heuristic of method
M2.3 reduces on average 5.52% total round-trip time, 9.41% reduction on the total waiting
time, and 10.47% reduction on the port departure time. The preference-based rules (method
M2.1) and CP solver (method M2.2) show improvements only with on average 4.83% and
5.08% reduction on the port departure time, respectively.

Table 4.7 demonstrates that the two coordination rules do not show improvements com-
paring with the benchmark. The CP solver (method M2.2) and the three LNS-based heuris-
tics of method M2.3 show larger improvements on the total round-trip time, total waiting
time and the port departure time in Benchmark Layout 2.2 than in Benchmark Layout 2.1.
Morever, these two methods M2.2 and M2.3 have more improvements on total waiting time
than on the total round-trip time and on the port departure time. The CP solver shows
improvements with on average 2.1% less total round-trip time, 8.28% less total waiting
time, and 1.45% reduction on the port departure time, while the LNS-random heuristic of
method M2.3 can reduce on average 8.03% total round-trip time, 22.59% reduction on the
total waiting time, and 8.5% reduction on the port departure time comparing with bench-
mark. LNS-Shaw heuristic of method M2.3 can reduce on average 7.33% total round-trip
time, 20.63% reduction on the total waiting time, and 7.48% reduction on the port departure
time. In addition, LNS-worst heuristic of method M2.3 can reduce on average 7.46% total
round-trip time, 20.7% reduction on the total waiting time, and 7.68% reduction on the port
departure time.

Table 4.8 demonstrates that the two coordination rules do not outperform the bench-
mark. The CP solver and LNS-based methods have larger improvements on total waiting
time than on the total round-trip time and on the port departure time. The CP solver shows
improvements with only on average 0.38% less total round-trip time, 3.93% less total wait-
ing time, and 1.45% reduction on the port departure time, while the LNS-random heuristic
of method M2.3 can reduce on average 6.84% total round-trip time, 16.08% reduction on the
total waiting time, and 8.5% reduction on the port departure time comparing with bench-
mark. LNS-Shaw heuristic of method M2.3 can reduce on average 5.9% total round-trip
time, 14.58% reduction on the total waiting time, and 7.48% reduction on the port departure
time. In addition, LNS-worst heuristic of method M2.3 can reduce on average 6.97% total

1ratio of total round-trip time=
∑m∈M dmKmax

m
from different methods

∑m∈M dmKmax
m

from benchmark

2ratio of total waiting time =
∑m∈M ∑k∈Kmax

m
wmkfrom different methods

∑m∈M ∑k∈Kmax
m

wmkfrom benchmark

3ratio of the port departure time =
maxm∈M dmKmax

m
from different methods

maxm∈M dmKmax
m

from benchmark
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Table 4.6: Logistical performance comparison of solution methods for Benchmark Layout
2.1.

KPI 7: Total Round-trip Time KPI 9: Total Waiting Time KPI 11: Port Departure Time
Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%)

Preference-
based

106.67 97.05 103.14 109.22 94.10 103.73 97.67 90.43 95.17

Utility-
based

112.96 101.80 108.57 117.90 100.81 111.22 106.15 93.3 100.03

CP Solver 109.05 96.53 102.35 110.75 92.89 102.05 98.83 89.13 94.92

LNS-
random

96.92 89.72 94.36 94.04 82.29 90.22 95.33 88.06 91.40

LNS-
Shaw

98.03 90.12 95.57 96.41 83.40 92.17 99.35 86.33 92.62

LNS-
worst

97.24 90.31 94.48 96.18 83.88 90.59 93.64 83.66 89.53

Table 4.7: Logistical performance comparison of solution methods for Benchmark Layout
2.2.

KPI 7: Total Round-trip Time KPI 9: Total Waiting Time KPI 11: Port Departure Time
Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%)

Preference-
based

105.43 99.29 102.67 116.73 95.59 104.27 108.13 94.18 101.32

Utility-
based

106.10 98.99 102.21 112.80 93.68 102.54 100.39 95.39 99.97

CP Solver 98.72 96.80 97.90 94.86 88.91 91.72 113.61 84.48 98.55

LNS-
random

94.15 89.99 91.97 81.94 73.01 77.41 95.88 84.48 91.50

LNS-
Shaw

94.93 90.78 92.67 84.57 72.05 79.37 97.65 88.27 92.52

LNS-
worst

93.80 90.88 92.54 80.73 77.01 79.30 96.94 87.11 92.32

Table 4.8: Logistical performance comparison of solution methods for Benchmark Layout
2.3

KPI 7: Total Round-trip Time KPI 9: Total Waiting Time KPI 11: Port Departure Time
Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%)

Preference-
based

105.88 99.84 103.41 111.27 93.51 103.73 101.75 98.30 100.24

Utility-
based

106.71 100.43 103.97 113.80 92.22 101.94 108.54 100.00 102.84

CP Solver 102.03 96.68 99.62 106.80 86.26 96.07 113.61 84.48 98.55

LNS-
random

96.03 88.08 93.16 94.17 73.15 83.92 95.88 84.48 91.50

LNS-
Shaw

96.86 91.33 94.10 93.10 79.85 85.42 97.65 88.27 92.52

LNS-
worst

95.91 90.35 93.03 89.93 74.63 82.74 96.94 87.11 92.32
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round-trip time, 17.26% reduction on the total waiting time, and 7.68% reduction on the
port departure time.

4.4.6 Results analysis

Tables 4.9, 4.10 and 4.11 conclude our analysis with an evaluation of the proposed solution
methods M2.1, M2.2 and M2.3, represented as the percentage of the experiments in which
the solution methods performs the best, second-best, third-best, forth-best and fifth-best
with respect to the three logistical performance indicators KPIs 7, 9, and 11.

Table 4.9: Percentages of experiments in which each solution method performs 1st-best,
2nd-best, 3rd-best, 4th-best, 5th-best, 6th-best, 7th-best on total round-trip time
(KPI 7)

Ranking 1 2 3 4 5 6 7
No coordination 0% 0% 0% 33% 53% 14% 0%
Utility-based (M2.1) 0% 0% 0% 0% 6% 20% 74%
Preference-based (M2.1) 0% 0% 0% 4% 16% 54% 26%
CP solver (M2.2) 0% 0% 0% 63% 23% 14% 3%
LNS-random (M2.3) 46% 40% 14% 0% 0% 0% 0%
LNS-Shaw (M2.3) 0% 30% 70% 0% 0% 0% 0%
LNS-worst (M2.3) 54% 30% 16% 0% 0% 0% 0%

Table 4.10: Percentages of experiments in which each solution method performs 1st-best,
2nd-best, 3rd-best, 4th-best, 5th-best, 6th-best, 7th-best on total waiting time
(KPI 9)

Ranking 1 2 3 4 5 6 7
No coordination 0% 0% 0% 23% 47% 24% 6%
Utility-based (M2.1) 0% 0% 0% 6% 13% 21% 60%
Preference-based (M2.1) 0% 0% 0% 3% 20% 46% 31%
CP solver (M2.2) 0% 0% 0% 64% 23% 10% 3%
LNS-random (M2.3) 50% 36% 14% 0% 0% 0% 0%
LNS-Shaw (M2.3) 14% 23% 63% 0% 0% 0% 0%
LNS-worst (M2.3) 36% 43% 21% 0% 0% 0% 0%

Table 4.11: Percentages of experiments in which each solution method performs 1st-best,
2nd-best, 3rd-best, 4th-best, 5th-best, 6th-best, 7th-best on the port departure
time (KPI 11)

Ranking 1 2 3 4 5 6 7
No coordination 6% 16% 0% 10% 3% 50% 15%
Utility-based (M2.1) 3% 16% 3% 3% 29% 10% 36%
Preference-based (M2.1) 6% 16% 6% 16% 30% 13% 13%
CP solver (M2.2) 3% 10% 23% 39% 16% 6% 3%
LNS-random (M2.3) 36% 36% 20% 8% 0% 0% 0%
LNS-Shaw (M2.3) 43% 13% 25% 16% 3% 0% 0%
LNS-worst (M2.3) 33% 47% 17% 3% 0% 0% 0%

Table 4.9 shows that the LNS-worst heuristic in method M2.3 performs best on KPI 7,
as it performs the first in 54% of the experiments on the total round-trip time. Table 4.10
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shows that LNS-random heuristic in method M2.3 performs best on KPI 9, as it ranks first in
50% of the experiments on the total waiting time. Table 4.11 shows that LNS-shaw heuristic
in method M2.3 performs best on KPI 11, as it ranks first in 43% of the experiments on the
port departure time.

To conclude, the LNS-based heuristics (method M2.2) show better solutions than the
other methods in most of the cases. The reason for this is that in every iteration, the up-
per bound of the formulated multiple vessel coordination problem will be updated with a
lower objective value. Thus, the solutions generated after every iteration should at least be
the same or better than the solutions generated in previous iterations. Among LNS-based
heuristics, LNS-worst heuristic performs best on KPI 2 and KPI 7, LNS-random heuristic
performs best on KPI 9, and LNS-shaw heuristic performs best on KPI 11. Meanwhile,
although coordination rules do not outperform CP solver and LNS-based heuristics on all
KPIs, they perform better than the benchmark on KPI 11.

4.5 Conclusions
This chapter proposes a two-phase approach for tackling the vessel rotation planning in
medium-sized ports, in which the problem in the first phase is solved using a commercial
MIP solver, and the problem in the second phase is solved using two coordination rules,
a CP solver, and three LNS-based heuristics with CP formulations. In this approach, the
vessels are coordinated in a partially-cooperative way with multi-level interactions.

According to the simulation results, method M2.3 is better than methods M2.1 and
M2.2. Method 2.3 reduces on average 8.03% total round-trip time (KPI 7), 22.59% total
waiting time (KPI 9) and 10.47% port departure time (KPI 11) compared with the bench-
mark in which there is no coordination between vessels. This is positive for vessel operators,
as they could spend less time waiting and sailing in the port area using this method. All ves-
sels are expected to finish their transport tasks in a shorter time, which is beneficial for the
port authority as the utilization or throughput of the port is improved. An additional advan-
tage is that this approach provides the option to also schedule extra inter-terminal contain-
ers for transport by vessels efficiently so that economic benefits can be gained. Moreover,
among the different heuristics in method M2.3: if the vessel operators prefer to spend less
time round-trip time in the port, then LNS-worst heuristic is the best option; if the vessel
operators prefer to spend less waiting time in the port, then LNS-random heuristic is the
best option; if the port authority prefer that the vessels can finish their transport tasks in a
shorter time, then LNS-Shaw heuristic is the best option. This chapter answers partially the
Key Research Questions 2 and 3.



Chapter 5

Fully-cooperative planning for
multi-level interaction in large
ports

A partially-cooperative perspective was taken in the Chapters 3 and 4 for solving vessel
rotation planning problems in small and medium seaports, as the vessel operators may be
hesitant to share information with each other. To motivate the vessel operators to be more
cooperative in planning their rotations in large seaports, it is worth investigating the poten-
tial benefits that they can gain from sharing more information in a fully-cooperative way.
Therefore, this chapter proposes a fully-cooperative planning approach to improve the co-
ordination between inland vessel operators. In addition, this chapter also investigates the
possibility of using inland vessels for ITT. While Chapter 4 also considers optional ITT
containers, this chapter investigates more extensively the possibility of using inland vessels
for ITT by considering mandatory ITT containers. This implies that vessel agents cooperate
with each other not only to transport their hinterland containers but also mandatory ITT con-
tainers in this chapter. To solve the vessel rotation planning problem in even larger seaports
than in Chapter 4, a hybrid solution method based on Benders decomposition and LNS is
proposed in this chapter, referred as method M3.1. Moreover, a closed-loop perspective is
taken, in which possible disturbances that may happen in practice are also considered.

The research discussed in this chapter is based on [184, 186].

5.1 Introduction
This chapter assumes a central coordinator. For each vessel and terminal there is an agent
that sends its information to a central coordinator. The central coordinator determines rota-
tions for the terminal and vessels, with the aim to minimize the sum of the round-trip times
of the vessels and reduce the idle time of terminals. Consequently, during busy hours, the
problem sizes will increase substantially with the increase of incoming vessels. Therefore,
a decomposition technique and heuristics are required to solve the problem in larger sizes.
Meanwhile, in practice, disturbances may happen in the transport process of inland vessels

91
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in the port, including the failure of terminal equipment, delay of sea-going vessels, delay
of hinterland containers, as well as unexpected terminal closing. It is important to consider
these possible disturbances in planning the rotations of vessels. This chapter proposes a
hybrid solution method based on Benders decomposition and LNS, which can handle larger
problem sizes and take possible disturbances into account.

Benders decomposition has been originally proposed for solving large mixed-integer
programming problems in [27]. The classical Benders decomposition solves a problem by
partitioning it into a mixed-integer master problem and linear subproblems. The solution
process iterates between solving the master problem and the linear subproblems [216]. Ben-
ders decomposition can profitably combine operation research and constraint programming,
since one approach can be applied to solve the master problem and one to solve the sub-
problem, depending which is the most suitable for the particular problem structure. This
sort of combination has yielded substantial speedups in the computation [269].

Conventional Benders decomposition assumes that the master problem is mixed-integer
and the subproblems are linear. However, the vessel rotation planning problem involves
logical relations between vessel operators. For example, the waiting time of an inland ves-
sel at a terminal not only depends on the time that the other vessels that are currently being
handled at the same terminal spend, but also depends on the sequences how the other vessels
visit the previous terminals. This implies that the calculation of the waiting time of a inland
vessel at a terminal involves a sequence of variables representing how this vessel visit the
current terminals, as well as a sequence of variables how the other vessels visit the previ-
ous terminals. Therefore, it is more straightforward to express such relations using logical
constraints or global constraints from constraint programming.

A generalized Benders decomposition, defined as logic-based Benders decomposition,
is proposed to solve the problem. Logic-based Benders decomposition is introduced by
[130] and further developed by [131]. A major advantage of logic-based Benders decompo-
sition is that the subproblem does not need to have a specific form: it can be an optimization
problem, a constraint program, or a simple feasibility problem [318].

This chapter uses the logic-based Benders decomposition framework to decompose the
problem into a rotation generation master problem and a rotation evaluation subproblem,
both formulated as constraint programming problems. The master problem is formulated
as an optimization problem, and the subproblem is formulated as a satisfaction problem.
The major constraints are considered in the master problem, and the subproblem includes
constraints that considers possible disturbances. The most complicated constraints are con-
sidered in the subproblem and in this way the complexity of the master problem could be
reduced. Moreover, to handle even larger problem sizes, Large Neighborhood Search (LNS)
heuristic which is proposed in Chapter 4, is incorporated in the Benders’ decomposition
framework to get rotations for the inland vessels in the master problem.

This chapter is organized as follows. Section 5.2 presents the structure of the proposed
method. A novel coordination model of inland vessels for carrying inter-terminal containers
besides hinterland containers is introduced in Section 5.3. Section 5.4 describes the hybrid
solution method. Experimental results are given with respect to four aspects in Section
5.5: quality of solutions; potential improvements of the proposed method on logistical key
performance indicators; the impact of extra ITT containers and extra vessel capacity on the
overall performance as well as on the individual performance per vessels; capability for
handling system disturbances of the proposed method. Section 5.6 concludes this chapter.
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Figure 5.1: The structure of the fully-cooperative planning method.

5.2 The structure of the proposed method

Figure 5.1 illustrates the structure of the proposed fully-cooperative planning approach. The
rotations of the vessels are planned by the central coordinator before they enter the port area
with the current information of vessels and terminals. Therefore, the vessel information,
including (1) the set of terminals to visit; (2) the number of hinterland containers to load and
unload at each terminal; (3) the capacity of the vessel is already known. In addition, as the
sea-going vessels usually have scheduled arrival and departure time at different terminals
several days ahead, the arrival and departure time of sea-going vessels are also known.
Similarly, the terminal information, including (1) the number of quays at each terminal;
(2) the latest departure time of vessels that are currently being served by the terminal; (3)
the distances between terminals; (4) the opening and closing time of terminals, are also
considered known. The information of vessels and terminals will be used as the input for
the central coordinator.

It is assumed that rotations will only be updated when disturbances happen. This means
that the vessel agents will implement those rotations plans and will not change it unless
disturbances happen. The terminal operators will serve the inland vessels first-come-first-
served, as in practice. The vessel information and terminal information will be sent from
the local agents to the central coordinator. Based on the vessel information and terminal
information, the logic-based Benders decomposition framework is used to decompose the
problem into a rotation generation master problem and a rotation evaluation subproblem.

The central coordinator firstly decides on the sequences of vessel visits to terminals and
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the number of inter-terminal containers to be transported from one terminal to another by
each vessel in the master problem. When the master problem generates rotations, the sub-
problem calculates the corresponding waiting times at different terminals of these vessels.
Based on the values of the waiting times, Benders cuts are derived, which essentially are
constraints on the waiting times in the subproblem and the visiting sequences of vessels in
the master problem. These Benders cuts are added to the master problem in the next iteration
in order to exclude variable assignments that can be no better than the variable assignments
of the previous solution. Then the master problem is re-solved again with the newly added
Benders cut to find a better solution. The details of the hybrid solution method will be de-
scribed further in Section 5.4. When the solutions are obtained, the rotation plans will be
sent from the central coordinator to the local agents in the waterborne transport system for
implementation.

To make the proposed method useful for a longer period of time, disturbances that may
occur in the inter-terminal transport process need to be considered. The following four types
of disturbances are considered in this chapter:

1. The unavailability of quay cranes due to equipment failure or terminal strikes. This
type of disturbance affects the waiting times of the vessels at the terminals.

2. The delay of sea-going vessels. This implies that the service time window of the sea-
going vessels will be changed and updated by the terminals. As sea-going vessels
have priority at terminals, during the updated service time window of the sea-going
vessels, the inland vessels cannot be served. This affects the service time windows
and waiting times of the inland vessels.

3. The delay of hinterland containers. This means that some of the hinterland containers
are not ready when an inland vessel has arrived at the terminal. This causes the vessel
to spend extra hours in the port until the containers are ready to be loaded.

4. The unexpected closing of terminals due to extreme weather. This means that the
loading and unloading process of certain inland vessels are allowed to be interrupted
by the accidental closing time of a terminal. This also affects the waiting times, as
well as the service time windows of vessels at the terminals.

The details of how the disturbances are dealt with are introduced in Section 5.3. When-
ever disturbances happen, the updated information of vessels and terminals will be resent
to the central coordinator and then the Benders decomposition-based solution method starts
over again.

5.3 Mathematical problem formulation
This section first introduces the rotation generation master problem and the rotation eval-
uation subproblem. Then the description of how the disturbances are dealt with in the
formulation is given.

The problem formulation is based on time-segment graphs. An example of a time-
segment graph is given in Figure 5.2, showing three rotation plans of three vessels. For
example, as vessels 1 and 2 visit terminal 1 first, therefore, this situation is referred to as
terminal 1 is on the first segment of vessels 1 and 2’s rotation plans.



5.3 Mathematical problem formulation 95

Time horizon

Vessel 1

Vessel 2

Vessel 3

Terminal 1 Terminal 3 Terminal 4 Terminal 7 Terminal 9 Terminal 8 Terminal 6

Terminal 1 Terminal 2 Terminal 4 Terminal 7

Terminal 2 Terminal 3 Terminal 7 Terminal 4 Terminal 6

Segment 1
...

Arrival time Departure time

Segment 1 Segment 2 Segment 3

Segment 1 Segment 2 Segment 3 Segment 4 Segment 5 Segment 6 Segment 7

Segment 2 Segment 3 Segment 4 Segment 5

Arrival time at port 

entrance/exit point

Segment 4

Figure 5.2: Time-segment graph for instance with 3 vessels.

Table 5.1: Parameters of problem formulation.

Symbols Definitions
M set of vessels entering the port;
Nm set of terminals that vessel m needs to visit in the port;
Qi number of quays in terminal i.
Ri j number of inter-terminal containers that need to be transported from terminal i

to j;
Kmax

m number of segments on the rotation plan of vessel m;
t load
i /tunload

i average loading/unloading time, per loaded container at terminal i.
T entrance

i traveling time from the entrance/exit of the port to terminal i;
T departure

iq latest departure time of the vessels being served in terminal i at quay q;
T deadline

i the deadline for inter-terminal containers to be delivered to terminal i;
T travel

i j traveling time between terminal i to j;
lm
i /um

i number of hinterland containers that need to be loaded/unloaded by vessel m at
terminal i;

Ccapacity
m carrying capacity of vessel m in TEU;

Coriginal
m original number of containers on of vessel m before entering the port in TEU;

[W i
start,W

i
end] the closing time window of terminal i;

[Si
q,E

i
q] the service time window of the sea vessel at quay q of terminal i.

The parameters that will be used below in the formulations are concluded in Table 5.1.
Most of the parameters have already been introduced in Chapter 4. It is referred to Table 4.2
and Table 4.4 for detailed explanations. This chapter introduce new parameters including
the Ri j, which represents the number of inter-terminal containers that need to be transported
between terminals in the port, as well as the deadline T deadline

i before which the ITT con-
tainers need to be delivered to terminal i.

5.3.1 Master problem
The following constraint programming problem defines the master problem. Most of the
decision variables have already been introduced in Chapter 4. It is referred to Table 4.3
and Table 4.5 for detailed explanations. For completeness, Table 5.2 concludes the decision
variables that are used in the master problem. A new decision variable zm

ik is introduced in
this chapter, which represents whether vessel m visits terminal i on the k-th segment of its
rotation. .
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Table 5.2: Decision variables in the master problem.

Symbols Definitions
zm

ik binary variable, zm
ik = 1 if terminal i is on segment k of vessel m’s rotation, otherwise

zm
ik = 0;

αmaster
mi arrival time of vessel m at/from terminal i;

βmaster
mi departure time of vessel m at/from terminal i;

γmaster
mi service time of vessel m at terminal i;

ωmaster
mi waiting time of vessel m at terminal i;

vm
i j number of inter-terminal containers from terminal i to j carried by vessel m;

bm
i number of containers on vessel m when it leaves terminal i;

rmaster
mi ranking of the arrival time of vessel m at terminal i in the master problem.

Table 5.3: Auxiliary variables in the master problem.

Symbols Definitions
εmm′i binary variable, εmm′i = 1 if the vessel m′ arrives at terminal i earlier than vessel m,

otherwise εmm′i = 0;
ηi,rmaster

mi
the departure time of the vessel that visits terminal i with ranking rmaster

mi .

The aim of the master problem is to generate efficient rotation plans for the vessels.
Therefore the objective is formulated as minimizing the sum of the times that vessels spend
in the port area plus the waiting time variable W wait

m from the sub-problem. The objective
function is therefore as follows:

min
M

∑
m=1

(
∑

i∈Nm

(
β

master
mi +T entrance

i
)

zm
i,Kmax

m
+W wait

m

)
, (5.1)

where βmaster
mi is the departure time of vessel m when it leaves the last terminal i on its rotation

plan, T entrance
i is the traveling time from the last terminal i to port entrance/exit point, and

W wait
m is the total the waiting time for vessel m, the lower bound of which is determined by

the sub-problem.
To distinguish the various constraints that are introduced in this section, they are cate-

gorized into different types: (A) sequence and container-related constraints, which concern
the constraints that relate to how each vessel visits different terminals, and the constraints
on the number of inter-terminal containers that need to be transported and the corresponding
loading and unloading time for each vessel; (B) capacity-related constraints, which concern
the maximum number of containers that can be loaded on each vessel; (C) time-related
constraints, which concern the relations among the sequence variables, arrival time and de-
parture time variables; (D) terminal-related constraints, which concern the constraints on the
possible start and end time of each terminal at each terminal. The corresponding constraints
are introduced as follow:

A. Sequence and container-related constraints:

Kmax
m

∑
k=1

zm
ik = 1, ∑

i∈Nm

zm
ik = 1 ∀i ∈ Nm,∀k ∈ {1,2, . . . ,Kmax

m } (5.2)
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|M|

∑
m=1

vm
i j = Ri j ∀i, j ∈ Nm,∀m ∈M (5.3)

k

∑
k′=1

vm
i jz

m
ikzm

jk′ = 0 ∀i, j ∈ Nm,∀m ∈M,∀k′ < k ≤ Kmax
m (5.4)

(T deadline
j −α

m
j )v

m
i j ≥ 0 ∀i, j ∈ Nm,∀m ∈M (5.5)

Constraint (5.2) ensures that each terminal will only be visited once. Constraint (5.3)
ensures that the inter-terminal containers that need to be transported from terminal i to
terminal j will be transported by the set of M vessels. Constraint (5.4) represents that at
terminal i vessel m will not carry any inter-terminal container that needs to be transported
from i to terminals that it has already visited. Constraint (5.5) represents that if there are
some containers need to be transported from terminal i to j, then they must be transported
to the destination before the deadline.

B. Capacity-related constraints:

bm
i =

(
Coriginal

m + lm
i −um

i + ∑
p∈Nm

vm
ip

)
zm

i1

+

(
lm
i −um

i +
Km

max

∑
k=2

∑
p∈Nm

(
bm

p zm
p,k−1zm

ik
)
+ ∑

p∈Nm

vm
ip− ∑

p∈Nm

vm
pi

)
(1− zm

i1)

∀i ∈ Nm,∀m ∈M

(5.6)

bm
i ≤Ccapacity

m ∀i ∈ Nm,∀m ∈M (5.7)

Constraint (5.6) represents that firstly, if vessel m visits terminal i the first on its ro-
tation (zm

i1 = 1), then the number of the number of containers on vessel m when it leaves
terminal i equals the initial number of containers on-board Coriginal

m , plus the number of
hinterland containers lm

i that need to be loaded at terminal i and inter-terminal contain-
ers ∑p∈Nm vm

ip that need to be transported from terminal i, minus the number of hinterland
containers um

i that need to be unloaded at terminal i; secondly, if vessel m does not visit ter-
minal i the first (zm

i1 = 0), then the number of containers on-board when it leaves terminal i
equals the number of containers on-board at the terminal that is visited just before terminal
i (∑

Km
max

k=2 ∑p∈Nm

(
bm

p zm
p,k−1zm

ik

)
), plus the number of inter-terminal and hinterland containers

that need to be loaded at terminal i (∑p∈Nm vm
ip), minus the number of inter-terminal and

hinterland containers that need to be unloaded at terminal i (∑p∈Nm vm
pi). Constraint (5.7)

ensures that the number of containers on-board of vessel m when it leaves terminal i will
not exceed the capacity of each vessel.

C. Time-related constraints:

α
master
mi = T entrance

i zm
i1 +

(
Kmax

m

∑
k=2

zm
ik

(
∑

p∈Nm,p 6=i
zm

p,k−1(β
master
mp +T travel

pi )

))
(1− zm

i1)

∀i ∈ Nm,∀m ∈M

(5.8)
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β
master
mi = α

master
mi + γ

master
mi +ω

master
mi ∀i ∈ Nm,∀m ∈M (5.9)

γ
master
mi = lm

i t load +um
i tunload + ∑

p∈Nm,p6=i
vm

ipt load + ∑
p∈Nm,p6=i

vm
pit

unload

∀i ∈ Nm,∀m ∈M
(5.10)

α
master
mi (1− εmm′i)< α

master
m′i ∀i ∈ {Nm∩Nm′},∀m,m′ ∈M (5.11)

α
master
mi ≥ α

master
m′i εmm′i ∀i ∈ {Nm∩Nm′},∀m,m′ ∈M (5.12)

rmaster
mi = ∑

m∈M
εmm′i ∀i ∈ Nm,∀m,m′ ∈M (5.13)

ω
master
mi = max

(
α

master
mi ,ηi,rmaster

mi −1

)
−α

master
mi ∀i ∈ Nm,∀m ∈M (5.14)

Constraint (5.8) ensures that firstly, if vessel m visits terminal i as the first terminal on its
rotation (zm

i1 = 1), then the arrival time at i equals the traveling time from the port entrance
point to terminal i; secondly, if vessel m does not visit terminal i the first (zm

i1 = 0), then
the arrival time at terminal i equals the departure time from the previous terminal plus the
traveling time. Constraint (5.9) represents that the departure time equals the arrival time
plus the service time and waiting time. Constraint (5.10) represents that the service time
of a vessel m at terminal i equals the sum of the loading and unloading time for the inter-
terminal containers and hinterland containers. Constraints (5.11)–(5.13) together determine
the handling order of the vessels that arrive at the same terminal, based on a first-come-first-
served basis. Constraint (5.14) ensures that if there is another vessel that is being handled
at a terminal, then the next upcoming vessels needs to wait. Therefore, the waiting time
of vessel m at terminal i equals the difference between the earliest possible starting time of
terminal i and the arrival time of vessel m at terminal i. Here the earliest possible starting
time for vessel m equals the departure time ηi,rmaster

mi −1 of the vessel that has just been handled
before m with the ranking of rmaster

mi −1.

D. Terminal-related constraints:

ηi0 = T departure
i ∀i ∈ Nm (5.15)

ηi,rmaster
mi

= max
(

α
master
mi ,ηi,rmaster

mi −1

)
+ γ

master
mi ∀i ∈ Nm,∀m ∈M (5.16)

Constraint (5.15) represents that initially, the earliest possible starting time for the first
vessel arriving at terminal i equals T departure

i , which is the latest departure time of the vessels
that have already been served before the upcoming vessels. Constraint (5.16) ensures that
the latest departure time of terminal i will be updated accordingly each time when a vessel
has been loaded and unloaded.

5.3.2 Subproblem
Once the master problem has determined the sequence of vessels to different terminals, the
waiting time of these rotation plans needs to be evaluated after considering the handling
capacity of terminal, the opening/closing of terminals and the priority of sea-vessels. The
solutions from the master problem include the arrival, departure time at different terminals,
and the number of inter-terminal containers to load and unload at each terminal. Based on



5.3 Mathematical problem formulation 99

Table 5.4: Decision variables in the sub-problem.

Symbols Definitions
αsub

mi arrival time of vessel m at terminal i in the sub-problem;
βsub

mi departure time of vessel m at terminal i in the sub-problem;
ωsub

mi waiting time of vessel m at terminal i in the sub-problem;
rsub

mi ranking of the arrival time of vessel m at terminal i in the sub-problem.

Table 5.5: Auxiliary variables in the sub-problem.

Symbols Definitions
δmm′i binary variable, δmm′i = 1 if the vessel m′ arrives at terminal i earlier than

vessel m, otherwise δmm′i = 0;
ξ

q
i,rsub

mi
the possible starting time at quay crane q for the vessel that will visit termi-
nal i with the ranking of rsub

mi ;
λ

q
i,rsub

mi
the departure time at quay crane q of terminal i after the vessel with the
ranking of rsub

mi has been handled;
xstart,terminal

mi binary variable, xstart,terminal
mi = 1 if vessel m departures later than the start of

closing time window of terminal i, otherwise xstart,terminal
mi = 0;

xend,terminal
mi binary variable, xend,terminal

mi = 1 if vessel m arrives earlier than the end of
closing time window of terminal i, otherwise xend,terminal

mi = 0;
xstart,sea

mi binary variable, xstart,sea
mi = 1 if vessel m departures later than the start of the

handling time window of a sea-going vessel, otherwise xstart,sea
mi = 0;

xend,sea
mi binary variable, xend,sea

mi = 1 if vessel m arrives earlier than the end of closing
time window of the handling time window of a sea-going vessel, otherwise
xend,sea

mi = 0;
θ

q
mi binary variable, θ

q
mi = 1 if vessel m will be handled at quay crane q of

terminal i, otherwise θ
q
mi = 0.

the solution from the master problem, which consists of the optimal rotation plans for each
vessel, the respective waiting time at each terminal for each vessel is determined. Therefore,
the subproblem is a satisfaction problem using the CP formulation.

The decision variables in the subproblem are shown in Table 5.4. It is referred to Ta-
ble 4.5 in Chapter 4 for detailed explanations. Auxiliary variables are also introduced to
calculate decision variables rsub

mi and ωsub
mi , as shown in Table 5.5. Variable δmm′i is used to

determine the ranking rsub
mi of vessel m at terminal i by comparing its arrival time with the

arrival time of another vessel m′. Variables ξ
q
i,rsub

mi
and λ

q
i,rsub

mi
are used to determine the earli-

est possible starting time for handling vessels that arrive at terminal i with the ranking rsub
mi

at quay crane q. Variables xstart,terminal
mi , xend,terminal

mi , xstart,sea
mi and xend,sea

mi are used to calculate
the waiting time of vessel m at terminal i. Variable θ

q
mi is used to determine whether vessel

m will be handled at quay crane q of terminal i.
The constraints in the subproblem are divided into four types: (E) vessel-related con-

straints; (F) terminal capacity-related constraints, which concern the relations among the
different terminal capacities and the possible start and end times for each incoming ves-



100 5 Fully-cooperative planning for multi-level interaction in large ports

sel; (G) opening/closing time-related constraints, which concern the relations among the
waiting times of each vessel and the opening and closing time of each terminal; (H) sea
vessel-related constraints, which concern the relations among the waiting times of each
vessel and the start and end time for the sea vessels at different terminals.

E. Vessel-related constraints

α
sub
mi = T entrance

i zm∗
i1 +

(
Kmax

m

∑
k=2

zm∗
ik

(
zm∗

p,k−1 ∑
p∈Nm,p6=i

(βsub
mp +T travel

pi )

))
(1− zm∗

i1 )

∀i ∈ Nm,∀m ∈M

(5.17)

β
sub
mi = α

sub
mi +ω

sub
mi + γ

master∗
mi ∀i ∈ Nm,∀m ∈M (5.18)

Constraints (5.17) and (5.18) determine the value of arrival and departure times of each
vessel in the sub-problem, based on the solutions from the master problem including zm∗

ik
and γmaster∗

mi .

F. Terminal capacity-related constraints

α
sub
mi (1−δmm′i)< α

sub
m′i ∀i ∈ {Nm∩Nm′},∀m,m′ ∈M (5.19)

α
sub
m′i δmm′i ≤ α

sub
mi ∀i ∈ {Nm∩Nm′},∀m,m′ ∈M (5.20)

rsub
mi =

M

∑
m=1

δmm′i ∀i ∈ Nm,∀m,m′ ∈M (5.21)

ξ
q
i0 = T departure

iq ∀i ∈ Nm,∀q ∈ Qi (5.22)

ξ
q
i,rsub

mi
= λ

q
i,rsub

mi −1
∀i ∈ Nm (5.23)(

ξ
q
i,rsub

mi
−min

(
ξ

1
i,rsub

mi
, . . . ,ξQi

i,rsub
mi

))
θ

q
mi = 0 ∀i ∈ Nm,∀m ∈M (5.24)

ξ
q
i,rsub

mi
> min

(
ξ

1
i,rsub

mi
, . . . ,ξQi

i,rsub
mi

)
(1−θ

q
mi) ∀i ∈ Nm,∀m ∈M (5.25)

Similar to Constraints (5.11)–(5.13), Constraints (5.19)–(5.21) are also used to determine
the handling order of vessel m at terminal i. These constraints are the extension of Con-
straints (4.25)–(4.27) without logical operators. Constraint (5.22) represents that the possi-
ble starting time for the first vessel arriving at terminal i at quay crane q equals T departure

jq ,
which is the latest departure time of the vessels already being served before the upcoming
vessels. Constraint (5.23) represents that the possible starting time for the vessel arriving at
quay crane q of terminal i with ranking rsub

mi equals the latest departure time of the vessels
arrived earlier at terminal i with ranking rsub

mi − 1. Constraints (5.24) and (5.25) are used
indicates whether quay crane q has the earliest possible starting time. They are extensions
of Constraint (4.32) without logical operators. If quay crane q has the earliest starting time,
which implies that ξ

q
i,rsub

mi
= min(ξ1

i,rsub
mi
,ξ2

i,rsub
mi
, . . . ,ξQi

i,rsub
mi
), auxiliary binary variable θ

q
mi = 1

and vessel m will be served at this quay. If quay crane q does not have the earliest starting
time, which implies that ξ

q
i,rsub

mi
> min(ξ1

i,rsub
mi
,ξ2

i,rsub
mi
, . . . ,ξQi

i,rsub
mi
), binary variable θ

q
mi = 0 and

vessel m will not be served at this quay.
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Figure 5.3: Six possible relations between a vessel’s arrival, departure time window and
closing of the terminal (adapted from [86]).

When θ
q
mi = 1, vessel m will be served at the quay crane q. To determine the waiting time

at quay q, the opening/closing time-related constraints and sea vessel-related constraints are
further introduced in the next section.

G. Opening/closing time-related constraints(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
+ γ

master∗
mi −W i

startx
start,terminal
mi

)
θ

q
mi ≥ 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.26)

((
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
+ γ

master∗
mi

)
(1− xstart,terminal

mi )−W i
start

)
θ

q
mi < 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.27)

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
(1− xend,terminal

mi )−W i
end

)
θ

q
mi ≤ 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.28)

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−W i

endxend,terminal
mi

)
θ

q
mi > 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.29)

(
ω

sub
mi −

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−α

sub
mi +max

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
,W i

end

)
−max

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
,W i

start

)))
xstart,terminal

mi xend,terminal
mi θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.30)

(
ω

sub
mi − (max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−α

sub
mi )
)
(1− xstart,terminal

mi xend,terminal
mi )θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.31)

(
λ

q
i,rsub

mi
−
(

α
sub
mi +ω

sub
mi + γ

master∗
mi

))
θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.32)

To take into account opening/closing of terminals, different relations of a vessel’s arrival,
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departure time window and the closing of a terminal need to be identified. The same re-
lations as shown in Figure 4.3 of Chapter 4 are considered. Figure 5.3 shows six possible
relations that are considered in our formulation. When a vessel is assigned to a quay of a ter-
minal, it has to wait until the other vessel that is being served at the quay has left. Thus, the
actual starting time for vessel m with arrival time asub

mi is max(asub
mi ,ξ

q
i,krsub

mi
), and the updated

departure time at quay q of terminal i is max(asub
mi ,ξ

q
i,rsub

mi
)+ ssub

mi .

According to Figure 5.3, situations 11 and 5 show that max
(

αsub
mi ,ξ

q
i,rsub

mi

)
≤ W i

start ∧

max
(

αsub
mi ,ξ

q
i,rsub

mi

)
≤W i

end ∧max
(

αsub
mi ,ξ

q
i,rsub

mi

)
+ γmaster∗

mi ≥W i
start. In these two situations,

the waiting time of vessel m at terminal i equals W i
end +max

(
αsub

mi ,ξ
q
i,rsub

mi

)
−W i

start−αsub
mi .

Situations 2 and 6 show that
max

(
αsub

mi ,ξ
q
i,rsub

mi

)
>W i

start∧max
(

αsub
mi ,ξ

q
i,rsub

mi

)
<W i

end∧max
(

αsub
mi ,ξ

q
i,rsub

mi

)
+γmaster∗

mi >W i
start.

In these two situations, the waiting time of vessel m at terminal i equals W i
end−αsub

mi . Sit-

uations 32 and 4 show that max
(

αsub
mi ,ξ

q
i,rsub

mi

)
>W i

end∨max
(

αsub
mi ,ξ

q
i,rsub

mi

)
+γmaster∗

mi <W i
start.

In these two situations, the waiting time of vessel m at terminal i equals max
(

αsub
mi ,ξ

q
i,rsub

mi

)
−

αsub
mi .

Actually, the waiting time of vessel m at terminal i in situations 1, 2, 5 and 6 can be
summarized as
ωsub

mi = max
(

αsub
mi ,ξ

q
i,rsub

mi

)
−αsub

mi +max
(

max
(

αsub
mi ,ξ

q
i,rsub

mi

)
,W i

end

)
−max

(
max

(
αsub

mi ,ξ
q
i,rsub

mi

)
,W i

start

)
. Consequently, situations 1, 2, 5 and 6 can also be sum-

marized as max
(

αsub
mi ,ξ

q
i,rsub

mi

)
≤W i

end ∧max
(

αsub
mi ,ξ

q
i,rsub

mi

)
+ γmaster∗

mi ≥W i
start, and they are

referred as Relation 1. Situations 3 and 4 are referred as Relation 2.
Binary auxiliary variables xstart,terminal

mi and xend,terminal
mi are introduced to distinguish be-

tween the different relations of vessel m’s arrival time max(αsub
mi ,ξ

q
i,rsub

mi
) to the closing time

window [W i
start,W

i
end] of terminal i. Variable xstart,terminal

mi = 1 when max(αsub
mi ,ξ

q
i,rsub

mi
)+γmaster∗

mi ≥
W i

start, which implies that vessel m departs later than the start of closing time window at ter-
minal i, as shown in Constraint (5.26); variable xstart,terminal

mi = 0 when max(αsub
mi ,ξ

q
i,rsub

mi
)+

γmaster∗
mi < W i

start, which implies that vessel m departs earlier than the start of closing time
window at terminal i, as shown in Constraint (5.27). Similarly, variable xend,terminal

mi = 1
when max(αsub

mi ,ξ
q
i,rsub

mi
) < W i

end, which implies that vessel m arrives earlier than the end of

closing time window at terminal i, as shown in Constraint (5.28); variable xend,terminal
mi = 0

when max(αsub
mi ,ξ

q
i,rsub

mi
) ≥W i

end, which implies that vessel m arrives later than the end of

closing time window at terminal i, as shown in Constraint (5.29). Therefore, Relation
1 can be expressed as xstart,terminal

mi = 1∧ xend,terminal
mi = 1; Relation 2 can be expressed as

xstart,terminal
mi = 0∧ xend,terminal

mi = 0.
After identifying the above-mentioned relations, the waiting time ωm

i that vessel m
spends at terminal i with relations 1 and 2 are represented by Constraint (5.30) and Con-

1a∧b: statement a and statement b are both true.
2a∨b: either statement a or statement b is true.
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straint (5.31), respectively. The departure time λ
q
i,rsub

mi
at quay crane q of terminal i with rank

rmi are represented in Constraints (5.32). Constraints (5.26)–(5.32) are extensions of Con-
straints (4.33)–(4.38) in Chapter 4, in which additional auxiliary variables are introduced in
order to leave out the logical operators.

H. Sea vessel-related constraints(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
+ γ

master∗
mi −W i

startx
start,sea
mi

)
θ

q
mi ≥ 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.33)

((
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
+ γ

master∗
mi

)
(1− xstart,sea

mi )−W i
start

)
θ

q
mi < 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.34)

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
(1− xend,sea

mi )−W i
end

)
θ

q
mi ≤ 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.35)

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−W i

endxend,sea
mi

)
θ

q
mi > 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.36)

(
ω

sub
mi −

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−α

sub
mi +max

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
,W i

end

)
−max

(
max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
,W i

start

)))
xstart,sea

mi xstart,sea
mi θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.37)

(
ω

sub
mi − (max

(
α

sub
mi ,ξ

q
i,rsub

mi

)
−α

sub
mi )
)
(1− xstart,sea

mi xend,sea
mi )θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.38)

(
λ

q
i,rsub

mi
−
(

α
sub
mi +ω

sub
mi + γ

master∗
mi

))
θ

q
mi = 0

∀m ∈M,∀i ∈ Nm,∀q ∈ Qi

(5.39)

Sea-going vessels are also considered, which always have priority over inland vessels.
The calculation of the waiting time caused by sea-going vessels is similar to the calcula-
tion of the waiting time caused by closing of terminals, which is represented via Constraints
(5.34)–(5.39), except for that the closing time window [W i

start,W
i
end] is replaced with [Si

q,E
i
q],

which represents the estimated start and end time of the sea-going vessel at quay q of ter-
minal i.

5.3.3 Dealing with disturbances

This chapter considers four types of disturbances: (1) the unavailability quay cranes; (2)
the delay of sea-going vessels; (3) the delay of hinterland containers; (4) the unexpected
closing of terminals. These disturbances may happen at the same time or at different times.
When at least one of these disturbances happens, the previously planned rotations may not
be efficient any more. Therefore, the vessels in the port will be re-planned first and then the
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Figure 5.5: Updated time-segment graph before disturbance happens.

upcoming vessels will be planned based on the updated information of the terminals and
vessels that are already in the port.

For the vessels that are already in the port area, the re-planning is based on an updated
time-segment graph. Figure 5.4 and Figure 5.5 show a simple instance of an updated time-
segment graph with 2 vessels. When disturbances happen, the terminals that are on the
rotations of the inland vessels in the port are divided into two types: the already visited
terminals and the upcoming terminals to visit. For vessel 1 and vessel 2, the already visited
terminals will be removed from the set of terminals N1 and N2 that they have to visit. In
addition, the segments will be re-divided according to the number of terminals they still
need to visit. In addition, the information of the vessels and terminals will be updated based
on the current status of the port. The updated information of a vessel includes: (1) the rest
of terminals it needs to visit (Nm); (2) the planned arrival time at the next terminal (αmi); (3)
the number of inter-terminal containers it has already transported (vm

i j).

The updated information of a terminal includes: (1) the currently available quay cranes
(Qi); (2) the latest departure time of the vessels that are currently being served (T departure

iq );
(3) the number of inter-terminal containers that still need to be transported (Ri j); (4) the
updated closing and opening time ([W j

start,W
j

end]). With the updated information, the param-
eters in the constraints will also be updated and new constraints will be added to the model,
which will be introduced as follows.

For the upcoming vessels, they are planned based on the up-to-date information of the
vessels in the port and terminals after their re-planning process are finished. Therefore,
the constraints used for scheduling upcoming vessels will be the same as the vessels that
are already in the port, except that the parameters reflecting the up-to-date information of
terminals will be different.
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Terminal equipment failure

When equipment failure happens in a particular terminal i, the constraints that are relevant
to that terminal need to be updated based on the current status. This means constraints in the
subproblem need to be changed based on the current available number of quay cranes Qi. As
the constraints about the quay cranes are also considered in the subproblem, the constraints
in the master problem remain the same, while Constraints (5.19)-(5.24) and Constraints
(5.27)–(5.32) need to be updated, the constraints for sea-going vessels will be updated as
well.

Delay of sea-going vessels

When the delay of a sea-going vessel happens at a particular terminal, the sea-going vessel
will schedule a new service time window with the terminal. As sea-going vessels always
have priorities, during the new service time window the inland vessels cannot be scheduled
at the same quay cranes as the sea-going vessel. Therefore, Constraints (5.27)–(5.32)with
the old service time window [Si

q,E
i
q] will be removed. Constraints (5.27)–(5.32) with the

new updated service time window [Si
q,E

i
q] for the sea-going vessel will be added in the

model.

Delay of hinterland containers

When the delay of certain hinterland containers happens at a particular terminal, this mean
even if the vessel has arrived at the terminal earlier, it has to wait until the hinterland con-
tainers are ready. It means that the terminal service will be available for the vessel until the
required containers are ready. Therefore, similar constraints as Constraints (5.27)–(5.32)
are introduced, except that the W j

start is replaced with the current time, and W j
end is replaced

with the time when the hinterland containers are ready.

Unexpected terminal closing

When a particular terminal has to be closed due to extreme weather conditions or acci-
dents, the inland vessels have to go to other terminals that are opened or waiting until the
terminal is re-opened. This disturbance is considered by introducing constraints similar
to Constraints (5.27)–(5.32). Assume that terminal i will be closed during time window
[W unexpected

start ,W unexpected
end ], the constraints for unexpected terminal closing will be the same as

in (33)-(38), except that W i
start and W i

end are replaced by W unexpected
start and W unexpected

end , respec-
tively.

5.4 M3.1: Hybrid solution method

The basic steps of the solution method is illustrated in Algorithm 8 for the central coordi-
nator and Algorithm 9 for the local agents, respectively. During one iteration, the algorithm
first solves the master problem and generates initial solution zm∗

ik ,αm∗
i ,βm∗

i , and γm∗
i . Based

on the initial solution, the subproblems are solved to determine the waiting time ωsub∗
mi for



106 5 Fully-cooperative planning for multi-level interaction in large ports

Solve master problem

V3

V4Derived Benders cut

Solution of master problem

Upcoming vessel 

information

· Set of terminals to visit

· Number of hinterland containers to 

load and unload

· Vessel capacity

Current terminal 

information

· Number of quays at each terminal

· Latest departure time of vessels 

that are currently being served at 

each terminal

· Distances between terminals

· Opening and closing time

Initial solution

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

V1

V2

V3

V4

V5

Time limit not exceed 

Time limit exceed 

Final solution

Remove 2  vessels

Reinsert 2 vessels with CP solver, get 

new solution

Termination criteria 

met

T
er

m
in

a
ti

o
n

 c
ri

te
ri

a
 n

o
t 

m
et

Iteration of removal and insertion continues … 

Solution of MP

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

V1

V2

V3

V4

V5

T1 T2 T3 T4 T5 T6

T1T2 T3T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2 T3 T4 T5 T6

T1 T2T3 T4 T5T6

V1

V2

V5

Remove 2  vessels

Reinsert 2 vessels with CP 

solver, get new solution

...

...

...

...

V1

V2

V3

V4

V5 ...

...

...

...

...

V1

V2

V3

V4

V5 ...

Solve sub-problem

Based on the solution from MP

Calculate exact waiting time for each vessel 

Current terminal 

information

· Number of quays at each terminal

· Latest departure time of vessels that 

are currently being served at each 

quay crane

· Distances between terminals

· Opening and closing time

T1 T2 T3 T4 T5 T6

T1T2 T3 T4 T5 T6

T1 T2T3 T4 T5 T6

T1 T2 T3T4 T5 T6

T1 T2 T3 T4 T5T6

V1

V2

V3

V4

V5

Figure 5.6: Illustration of the hybrid solution method.
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Algorithm 8 Basic steps of the hybrid solution method carried out by the central coordinator
1: if iteration = 1 then receive information M, Nm, lm

i , um
i from vessel agents, information Ri j from

terminal agents, generate initial solution using CP solver;
2: while iteration > 1 and termination criteria not reached do
3: // Solve rotation generation master problem
4: while time limit for solving master problem not exceeded do
5: receive information M, Nm, lm

i , um
i , vm

i j and Ri j from vessel and terminal agents;
6: re-solve the master problem with all Benders cut and save the current solution s;
7: // Solve rotation generation master problem with LNS heuristic
8: while time limit for LNS not exceeded do
9: remove q vessels from the current solution s;

10: keep the value of the rest of M−q vessels;
11: reinsert q vessels to solution s with CPLEX CP solver, get new solution s′;
12: if obj(s′) ≤ obj(sbest) then sbest = s, save the obj(s);
13: return sbest and obj(sbest) to subproblem;
14: // Solve rotation evaluation subproblem based on sbest
15: solution zm∗

ik ,αm∗
i ,βm∗

i ,γm∗
i ∈ sbest from master problem as the input;

receive information Qi, [W i
start,W

i
end], and [Si

start,S
i
end] from terminal agents as the input;

16: calculate waiting time ωsub∗
mi for each vessel m;

17: // Derive Benders cut
18: Create Benders cut with subproblem solution ωsub∗

mi and master problem variable zm
ik;

19: add new Benders cut to the master problem;
20: return sbest and obj(sbest) to local agents.

each vessel m. Then Benders cut for the master problem variable zm
ik is created. The gen-

erated Benders cut will be added to the master problem. In the subsequent iteration, the
master problem will be re-solved using LNS.

The procedure of LNS heuristic is similar to the one described in Algorithm 7 of Chapter
4. During the LNS, the central coordinator first removes q vessels from the current solution
s′. Then the CPLEX CP solver is used to generate solutions for the already removed q ves-
sels. At this point, a new solution s′ has been found. This new solution is then compared
with the current best solution sbest in terms of the objective value. If the new solution is
better than the current best solution, the new solution is saved as the current best solution,
and save the new objective value as the current best objective value. Then the removal and
reinsertion process starts over again. If the objective value of the new solution is worse than
the current best solution, this new solution are deleted and the removal and reinsertion iter-
ation starts over again by removing another randomly chosen q vessels and reinserting them
with the CPLEX CP solver. The whole procedure stops using given termination criteria: it
stops after a total number of N iterations. When the LNS in this iteration has finished, the
subproblem is solved again based on the current best solution from the master problem, and
a new Benders cut is derived. Then the master problem will be re-solved again and another
iteration begins.

The round-trip time of an inland vessel consists of the sum of service time, traveling
time, waiting time, and the arrival time at the port entrance, in which the waiting time is
dependent on the visiting sequences of each vessel. Therefore, Benders cut is derived for
the variable defining the visiting sequence zm

ik and waiting time variable W wait
m . The cut from
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Algorithm 9 Basic steps of the hybrid solution method carried out by the local agents
1: if iteration = 1 then vessel agents send information M, Nm, lm

i , um
i , and terminal agents send Ri j

to central coordinator;
2: while iteration > 1 and while termination criteria for central coordinator not reached do
3: // Vessel/terminal agents send information to central coordinator before solving master problem
4: vessel agents send information M, Nm, lm

i , um
i , vm

i j and terminal agents send Ri j to central
coordinator;

5: // Terminal vessel agents send information to central coordinator before solving subproblem
6: terminal agents send information Qi, [W i

start,W
i
end], and [Si

start,S
i
end] to central coordinator

7: return vessel/terminal agents receive solutions from central coordinator.

subproblem in iteration h is:

W wait
m ≥ ∑

i∈Nm

ω
sub∗
mih − ∑

i∈Nm

(1− zm
ik)ω

sub∗
mih (5.40)

According to [64], a valid Benders cut as a logical expression should adhere to two
conditions: (1) the cut removes the current solution from the master problem; (2) the cut
does not eliminate any global optimal solutions.

In cut (5.40), W wait
m is a variable representing the sum of vessel m’s waiting times at

different terminals. Solution ωsub∗
mih represents the waiting time of vessel m at terminal i,

which is found in iteration h when solving the rotation evaluation sub-problem. This cut
states that the future solution of the waiting time can only decreases if another sequence of
a vessel’s visits to terminals is given. That is, if the same assignment is given to the sub-
problem, the zm

ik variables that are part of this cut will all equal 1. If this is the case, then
(1− zm

ik) = 0 for all m and the sum of waiting times in the sub-problem becomes a lower
bound on W wait

m . When a different visiting sequence of a vessel is chosen and at least one of
the zm

ik variables that previously had a value of 1 turns to 0, the waiting time of vessel m at
that terminal i is removed from the sub-problem. This would result in a smaller lower bound
for Wm, which consists of the sum of waiting times in which the waiting time at terminal i
has been removed. This cut follows the 2 conditions defined by [64] to be a valid cut: the
cut removes the current solution from the master problem and does not eliminate any global
optimal solutions.

5.5 Simulation experiments
Benchmark Layout 3, and KPI 2 (quality of solutions), KPI 7 (total round-trip time), KPI
8 (round-trip time per vessel), KPI 9 (total waiting time), KPI 10 (waiting time per vessel)
and KPI 11 (latest departure time) that were introduced in Chapter 2 are used to evaluate
the proposed solution method M3.1. The number of incoming vessels varies from 8 vessels
to 16 vessels, and each vessel visits 8 terminals in the port. It is referred to Chapter 2 for a
detailed description.

In this section, firstly, the quality of solutions with different running time limits is pre-
sented. Secondly, the logistical performances of the proposed method is evaluated through
the comparison of the results from scenarios with vessels’ coordination and without vessels’
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Figure 5.7: The quality of solutions (KPI 2) with different time limits.

coordination. Thirdly, the impact of extra ITT containers and extra vessel capacity on the
overall performance of a set of vessels, as well as on the individual performance per vessel,
is investigated. In the end, the logistical performance of the proposed method on handling
four different types of disturbances is presented and analyzed. Four typical scenarios are
used as examples to show the rotation plans before and after re-planning.

5.5.1 Experimental settings

CPLEX 12.6 CP solver is used as the CP solver. The proposed heuristic is implemented in
C++. For the LNS-heuristics, in each iteration, 20%∼ 30% of the vessels are removed from
the current solution. The time limits for running the CP solver in the LNS-based heuristic
is set as 30 seconds in each iteration.

To evaluate the solution quality of the proposed solution method, a centralized formu-
lation is used for comparison, in which the master problem and the sub problem are con-
sidered together in the mathematical formulation as a large CP problem. This large CP
problem (5.2)–(5.39) is solved using the CPLEX 12.6 CP solver and this method is referred
as benchmark method. Moreover, to show the performance of the proposed coordination
method on logistical KPIs including KPI 7, KPI 8, KPI 9, KPI 10, and KPI 11, the situation
without any coordination between vessels is set as benchmark.

Four types of disturbances are considered in the experiments: (1) unavailable quay
cranes; (2) delay of sea-going vessel; (3) delay of hinterland containers; (4) terminal closing
due to extreme weather.

5.5.2 Quality of solutions

As it is difficult to obtain optimal solutions in a reasonable time for large problem sizes,
therefore 4 different run time limits are imposed on the 10 cases in Scenario 1. This means
the values reported in Figure 5.7 are generated from 40 experiments for the Benders cut
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Table 5.6: Overall performance.

KPI 7: Total Round-trip Time KPI 9: Total Waiting Time KPI 11: Port Departure Time
Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%)

Scenario 1 93.73 86.41 89.56 82.81 59.05 72.03 89.79 77.96 83.56

Scenario 2 89.47 80.97 84.31 70.21 20.54 50.71 78.56 70.94 74.35

Table 5.7: Performance of each vessel.

KPI 8: Round-trip Time KPI 10: Waiting Time
Max(%) Min(%) Avg(%) Max(%) Min(%) Avg(%)

Scenario 1 114.60 66.17 90.01 127.95 34.13 76.43

Scenario 2 121.56 54.64 87.96 151.13 0 67.86

solution method and the benchmark method with centralized formulation, respectively. The
values in Figure 5.7 are the ratio of objective values 3 between proposed method and the
benchmark method. As we can see, in 99% of the experiments that are carried out for cases
in Scenario 1, the Benders method generates better solutions than the benchmark method
with the same runtime limits. Figure 5.7 also shows that the quality of solution improves
with the increase of time. Moreover, as the Benders cut generated could effectively prevent
the master problem from revisiting similar areas of the search space, it can also be seen that
with the increase of run time, the Benders decomposition method has even better solutions
than the benchmark method.

5.5.3 With coordination and without coordination
The overall logistical performance of the proposed solution method is reflected in KPIs 7, 9
and 11, as shown in Table 5.6. The individual logistical performance per vessel is reflected
in KPIs 8 and 10, as show in Table 5.7. The percentages in Table 5.6 equal the values of
KPIs 7, 9 and 11 from the proposed approach, divided by the KPIs 7, 9 and 11 obtained
from situations in which there is no coordination between vessels. The percentages in Table
5.7 equal the values of KPIs 8 and 10 from the proposed approach, divided by the values of
KPIs 8 and 10 from situations in which there is no coordination. In the settings, none of the
inland vessels carry any ITT containers.

It can be seen from Table 5.6 and Table 5.7 that the proposed method generates rotation
plans with shorter round-trip time and waiting time, as well as earlier port departure time
compared with the no coordination situation. In Table 5.6, the vessels can spend on average
11% and 16% less total round-trip time in Scenario 1 and Scenario 2, respectively. In
addition, they can also spend on average 28% and 50% less total waiting time in Scenario 1
and Scenario 2. Moreover, the last vessel can leave the port on average 17% and 26% earlier
than no coordination situation in Scenario 1 and Scenario 2, respectively. Table 5.7 shows
that each vessel can spend 10% and 13% less round-trip time, as well as 24% and 33% less
waiting time in Scenario 1 and Scenario 2, respectively. This implies that inland vessels can
spend less time in the port for transporting the same amount of hinterland containers using

3ratio of objective value = objective value from proposed method
objective value from benchmark method
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Table 5.8: Impact of extra ITT containers (ITT) and extra space (ES) on the round-trip time
per vessel (KPI 8) on average in Scenario 1 (S1) and Scenario 2 (S2).

ITT=5% ITT=10% ITT=20% ITT=30%
S1(%) S2(%) S1(%) S2(%) S1(%) S2(%) S1(%) S2(%)

ES=5% 105.41 107.42 113.71 113.69 - - - -

ES=10% 104.83 107.29 112.23 112.16 - 130.66 - -

ES=20% 103.85 106.64 111.14 111.26 124.41 130.38 - 141.80

ES=30% 102.38 106.07 110.99 110.66 123.30 125.76 134.54 136.18

Table 5.9: Impact of extra ITT containers (ITT) and extra space (ES) on the total waiting
time (KPI 9) on average in Scenario 1 (S1) and Scenario 2 (S2).

ITT=5% ITT=10% ITT=20% ITT=30%
S1(%) S2(%) S1(%) S2(%) S1(%) S2(%) S1(%) S2(%)

ES=5% 98.62 110.68 119.79 135.41 - - - -

ES=10% 91.54 105.66 123.52 120.20 - 147.69 - -

ES=20% 82.49 109.77 122.66 116.16 149.06 198.20 - 224.88

ES=30% 81.37 109.56 119.66 113.06 145.40 158.26 146.11 158.39

Table 5.10: Impact of extra ITT containers (ITT) and extra space (ES) on the latest depar-
ture time of all the vessel (KPI 11) on average in Scenario 1 (S1) and Scenario
2 (S2).

ITT=5% ITT=10% ITT=20% ITT=30%
S1(%) S2(%) S1(%) S2(%) S1(%) S2(%) S1(%) S2(%)

ES=5% 105.86 109.54 114.74 117.22 - - - -

ES=10% 107.94 107.21 114.22 116.44 - 135.27 - -

ES=20% 105.27 107.28 113.25 111.19 123.29 134.58 - 146.73

ES=30% 101.88 107.19 106.66 110.53 112.34 127.79 120.63 141.91

the proposed method.

5.5.4 Impact of extra vessel capacity and extra ITT containers

To investigate the potential of using inland vessels for transporting ITT containers, it is
important to show to the vessel operators how much extra time they may spend in trans-
porting different number of ITT containers, with different extra ship capacities. Therefore,
experiments are carried out in Scenario 1 and Scenario 2. The vessels of each scenario to-
gether carry the numbers of ITT containers that equal to 5%, 10% and 20% of the sum of
their mandatory hinterland container, when each vessel reserves 5%, 10% and 20% vessel
capacity for these ITT containers, respectively.

Table 5.8 presents the impact on the round-trip time of each vessel (KPI 8) when it
carries these ITT containers with different extra vessel capacity in both Scenario 1 and
Scenario 2. Meanwhile, Table 5.9 and Table 5.10 also present the impact on the overall
performance of these inland vessels, which refers to the total waiting time (KPI 9) and
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the port departure time (KPI 11), when these vessels together carry different numbers of
ITT containers in both scenarios. The values in these tables are the averages of all the
experiments in each scenario. The percentages in Table 5.8 equal the values of the round-
trip time that each vessel spends when it carries ITT containers, divided by the values of the
round-trip time that it spends when it does not carry any ITT containers. The percentages
in Tables 5.9 and 5.10 equal the values of the sum of waiting time and the port departure
time of these vessels when they carry ITT containers, divided by the values of the sum of
waiting time and the port departure time of these vessels when they do not carry any ITT
containers, respectively.

Table 5.8 shows that in both scenarios, with the same amount of the ITT containers, the
more extra capacities that is left on the vessels, the less time the vessels are likely to spend
in the port. On the one hand, the vessels in Scenario 1 can spend on average less time than
the vessels in Scenario 2 for carrying the same percentage of extra ITT containers with the
same percentage of extra capacity in most of the cases. This implies that the inland vessels
can spend less time for transporting the same percentage of extra ITT containers in less busy
hours of the port. On the other hand, the vessels can cooperate to carry more ITT containers
in Scenario 2 than in Scenario 1. As can be seen from Table 5.8, with extra 10% vessel
capacity, the vessels in Scenario 1 cannot transport extra 20% ITT containers, while the
vessels in Scenario 2 can carry extra 20% ITT container with additional 30% extra round-
trip time spent per vessel on average. Moreover, with extra 20% vessel capacity, the vessels
in Scenario 1 cannot transport extra 30% ITT containers, while the vessels in Scenario 2
can transport extra 30% ITT containers with additional 41% extra round-trip time spent
per vessel on average. This implies that with more incoming vessels (busy hours), larger
amount of extra ITT containers can be transported.

Table 5.9 shows that the vessels in Scenario 2 spent much longer time waiting than
the vessels in Scenario 1. Table 5.10 shows the same trends with shorter latest departure
time in Scenario 1 than in Scenario 2. This is also due to the fact that Scenario 2 includes
more vessels, and these vessels will visit the same set of the terminals, the waiting at some
terminals are inevitable.

5.5.5 Dealing with disturbances
The following 4 different disturbances are considered occurring during the transport of in-
land vessels between terminals:

• Disturbance 1: when the rotation plans have been executed for T hours, there is
only one quay crane available at a number of J1 terminals afterwards due to terminal
strikes;

• Disturbance 2: when the rotation plans have been executed for T hours, a number of
J2 terminals will be unavailable for T unavailable

2 hours for inland container vessels, due
to delay of sea-going vessels;

• Disturbance 3: when the rotation plans have been executed for T hours, a number of
J3 terminals will be closed for T closed

3 due to extreme weather conditions;

• Disturbance 4: when the rotation plans have been executed for T hours, the containers
from a number of J4 terminal will only be available after T available

4 hours due to delay
of hinterland containers.
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Disturbance 1

Disturbance 2

Disturbance 3

Disturbance 4

Figure 5.8: Time when disturbances happen.

To investigate the proposed approach’s capability to handle these disturbances, this
chapter setup 10 cases with Scenario 2 for each type of disturbance. In these cases, pa-
rameter J1 varies from 4 to 6 terminals, J2 = 2 varies from 2 to 4 terminals, J3 varies from 3
to 4 terminals, and J4 varies from 2 to 3 terminals. In addition, T unavailable

2 varies from 6 to
8 hours, T closed

3 varies from 12 to 24 hours, and T available
4 varies from 8 to 16 hours. In each

case, these disturbances occur at the time which the rotation plans have been executed for
T = 2, T = 5, T = 8 and T = 11 hours.

The overall and individual logistical performances of vessels’ rotations after re-planning
compared with the original chosen rotations, the results are presented in Table 5.11 and
Table 5.12. The percentages in Table 5.11 equal the values of the total round-trip time, total
waiting time and port departure time of the re-planned rotations, divided by the values of
the total round-trip time, total waiting time and port departure time of the original chosen
rotations. The percentages in Table 5.12 equal the values of the round-trip time and waiting
time of each vessel with the re-planned rotations, divided by the values of the round-trip
time and waiting time of each vessel with the original chosen rotations. The values in the
tables are the averages of the experiments in all cases.

It can be seen from Table 5.11 and Table 5.12 that the re-planned rotations can make
the vessels spend less round-trip time, waiting time and leave the port earlier, considering
the four types of disturbances that happen at different times. This implies that whenever
disturbances happen, which makes the previously chosen rotations no longer suitable, the
proposed method is able to take consider these disturbances and re-plan the vessels’ rota-
tions accordingly.

As an example, Figure 5.8 shows the time when the four types of disturbances are oc-
curring during the transport of inland vessels between terminals:

• Disturbance 1: when the rotation plans have been executed for 2 hours, there is only
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Table 5.11: Overall performance of re-planned rotations compared with original rotations
considering Disturbance 1 (D1), Disturbance 2 (D2), Disturbance 3 (D3) and
Disturbance 4 (D4).

KPI 7: Total round-trip time(%) KPI 9: Total waiting time(%) KPI 11: Port departure time(%)
T=2h T=5h T=8h T=11h T=2h T=5h T=8h T=11h T=2h T=5h T=8h T=11h

D1 95.91 96.95 97.78 99.18 88.62 91.18 95.29 97.52 95.54 95.09 100.23 99.75

D2 97.13 97.49 98.16 97.75 91.88 92.92 92.94 92.91 97.31 99.34 97.21 97.34

D3 96.47 96.69 98.61 98.62 89.82 90.44 97.16 97.16 99.48 100.01 100.00 97.36

D4 94.91 96.79 97.08 99.82 86.67 89.26 91.88 99.94 93.78 97.45 97.01 98.73

Table 5.12: Performance of each vessel’s re-planned rotation compared with original rota-
tion considering Disturbance 1 (D1), Disturbance 2 (D2), Disturbance 3 (D3)
and Disturbance 4 (D4).

KPI 8: Round-trip time per vessel (%) KPI 10: Waiting time per vessel (%)
T=2h T=5h T=8h T=11h T=2h T=5h T=8h T=11h

D1 96.60 97.40 97.91 99.33 94.46 95.23 96.39 98.84

D2 97.37 97.68 98.32 97.86 95.64 99.75 95.58 94.27

D3 96.66 97.14 97.89 98.01 91.98 91.09 93.95 94.93

D4 97.24 97.02 97.25 100.00 88.76 90.70 93.61 100.00

one quay crane available at each terminal afterwards due to terminal strikes;

• Disturbance 2: when the rotation plans have been executed for 5 hours, from T = 8h
to T = 16h terminal 3 and terminal 6 will be unavailable for inland container vessels
due to delay of sea-going vessels;

• Disturbance 3: when the rotation plans have been executed for 8 hours, terminals 3,
7 and 8 will be closed from T = 16h to T = 32h due to extreme weather conditions;

• Disturbance 4: when the rotation plans have been executed for 11 hours, the contain-
ers from terminal 4 will only be available after T = 15h due to delay of hinterland
containers.

Figures 5.9, 5.11, 5.13 and Figure 5.15 show the rotation plans before re-planning. Fig-
ures 5.10, 5.12, 5.14 and Figure 5.16 show the rotation plans after re-planning, the changes
rotation plans are in gray color.

According to Figure 5.10, all vessels can spend on average 8% less time in the port after
re-planning, in which vessel 6 and vessel 12 can even reduce 20% less round-trip time in the
port. Figure 5.12 shows that all vessels can spend on average 6% less round-trip time in the
port after re-planning. Figures 5.14 and 5.16 show that the vessels can reduce on average
4% and 3% round-trip time per vessel, respectively, after re-planning.

It can be seen that the reductions on round-trip time in Figures 5.14 and 5.16 are less
than the reductions on round-trip time in Figures 5.10 and 5.12. This implies that larger
improvements on rotation plans of vessels could be made if the disturbances happen earlier.
The reason is that if the disturbances happens earlier, there is much room for improvements
as the vessels can choose totally different rotations. For example, in Figure 5.16, the dis-
turbance happens at T = 11h, and the vessels have visited most of the terminals, there are
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Figure 5.9: Implemented rotations with disturbance 1.
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Figure 5.10: Implemented rotations with disturbance 1 after re-planning.
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Figure 5.11: Implemented rotations with disturbance 2.
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Figure 5.12: Implemented rotations with disturbance 2 after re-planning.
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Figure 5.13: Implemented rotations with disturbance 3.
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Figure 5.14: Implemented rotations with disturbance 3 after re-planning.
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Figure 5.15: Implemented rotations with disturbance 4.
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Figure 5.16: Implemented rotations with disturbance 4 after re-planning.
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only 4 or 5 terminals left to visit. As we can also see from the original rotation in Figure
5.8, most of them will visit terminals 1, 2, 3, 7 and 8 in the end. Therefore, there is limited
flexibility to change their rotations.

5.6 Conclusions
This chapter proposes a Benders decomposition-based method (M3.1) for tackling the ves-
sel rotation planning in large ports, in which the problem is decomposed into a rotation
generation master problem and a rotation evaluation subproblem. In this method, the ves-
sels are coordinated in a fully-cooperative way with multi-level interactions. Comparing
with the methods proposed in Chapters 3 and 4, method M3.1 can handle larger problem
sizes and take into account possible disturbances that may happen in practice.

With the proposed method M3.1, vessel operators can decide whether they are willing
to cooperate to take extra ITT containers based on the possible extra round-trip time and
waiting time calculated. The port authority or terminal operators can also estimate how
much extra ITT containers can be transported on the inland vessels by make use of their
extra ship capacities. Moreover, method M3.1 is able to deal with four types of possible
disturbances.

Based on the simulation results, it can be concluded that: firstly, method M3.1 generates
better solutions (KPI 2) than a centralized formulation with the same computation time.
This also implies that for smaller problem sizes, method M3.1 finds optimal solutions in
shorter time than a centralized method. Secondly, with method M3.1, inland vessels can
spend on average 12% less round-trip time (KPI 7), spend 30% less total waiting time
(KPI 9), and spend 22% less port departure time (KPI 11) compared with the benchmark in
which there is no coordination. Method M3.1 can also reduce on average 10% of the round-
trip time and 28% of the waiting time per vessel (KPIs 8 and 10), respectively. Thirdly,
whenever disturbances happen, the vessel operators could use method M3.1 to re-adjust
their rotations based on the up-to-date information. This chapter answers partially the Key
Research Questions 2 and 3.
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Chapter 6

Conclusions and
recommendations

This thesis aims to improve the reliability and efficiency of inland vessel operations in sea-
ports. Three classes of automatic coordination methods have been proposed and investigated
for use in various scenarios. This chapter first presents the main conclusions and answers
the related research questions. Then remaining open questions are recommended for future
research.

6.1 Conclusions

In this thesis, the following main research question was addressed: how can different coor-
dination methods be used to improve the reliability and efficiency of inland container vessel
transport in seaports? To answer this question, three classes of coordination methods were
proposed: methods M1.1 and M1.2 were introduced in Chapter 3 to solve the coordina-
tion problem in small ports; methods M2.1, M2.2 and M2.3 were introduced in Chapter 4
to solve the problem in medium-sized ports; method M3.1 was introduced in Chapter 5 to
solve the problem in large ports. In this thesis, a small port refers to the type of port that
consists of 3-6 terminals; a medium-sized port refers to the type of port that consists of 6–10
terminals; a large port refers the type of port that consists of more than 10 terminals.

The characteristics of these coordination methods are categorized according to different
features, as shown in Table 6. Methods M1.1 and M1.2 formulated the coordination prob-
lem using distributed constraint optimization (DCOP). There was no overall coordinator,
and inland vessel agents and terminal agents were in equal positions. Therefore, the inter-
actions among agents took place at a single-level. In addition, each agent did not reveal
all information to the other agents. This implied that the vessel agents were lowly and par-
tially cooperative. In both methods, the agents communicated with and sent information to
each other, including currently chosen visiting sequences to terminals and the correspond-
ing utility values, in a distributed way. Consequently, KPIs 1-6 were used to evaluate the
communication and computation efficiency of the applied DCOP algorithms. While these
methods ensure certain degree of information privacy, they also have the disadvantage that
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Table
6.1:

C
haracteristics

ofthe
proposed

coordination
m

ethods.

 

 
Port size 
 

Interactions  
among agents 
 
Information 
sharing 

Planning ITT 
containers 
 
 
 
Disturbances 

Vessel 
cooperativeness 
 

Exchanged 
information 

Key 
Performance 
Indicators 
 

Solution 
methods 

Optimization 
objective 

 
Optimization 
techniques 

 Small 

 Medium 

 Large 

 Single level 

 Multi-levels 

 Partially-cooperative 

 Fully-cooperative 

 No   

 Optional  

 Mandatory  

 Yes  

 No  

 Low  

 Medium  

 High  

 Currently chosen visiting sequences to terminals 

 Utility values 

 Possible arrival/departure time at each terminal 

 Round-trip time 

 Number of ITT containers 

1 Computation time 

2 Quality of solutions 

3 Total number of messages 

4 Number of messages sent/received per agent 

5 Total amount of information 

6 Amount of information sent/received per 
agent 7 Total round-trip time 

8 Round-trip time per vessel 

9 Total waiting time 

10 Waiting time pre vessel 

11 Latest departure time 

Exact method 

Approximate method 

Maximizing sum of utility values 

Minimizing the total round-trip time 

Distributed constraint optimization  

MIP solver 

CP solver 

Large neighbourhood search 

Coordination rules 

Benders decomposition 

M
1.1 

!!! !
 

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
 

 
!!! !

 
!!! !

 
 

 
!!! !

 
!!! !

 
 

 
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

 
 

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

 
 

 
 

M
1.2 

!!! !
 

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
 

 
!!! !

 
!!! !

 
 

 
!!! !

 
!!! !

 
 

 
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

!!! !
 

 
 

 
 

 
 

!!! !
 

!!! !
 

 
!!! !

 
 

 
 

 
 

M
2.1 

 
!!! !

 
 

 
!!! !

 
!!! !

 
 

 
!!! !

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
!!! !

 
!!! !

 
 

 
 

!!! !
 

 
 

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

 
!!! !

 
 

M
2.2 

 
!!! !

 
 

 
!!! !

 
!!! !

 
 

 
!!! !

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
 

 
!!! !

 
 

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

!!! !
 

 
 

 

M
2.3 

 
!!! !

 
 

 
!!! !

 
!!! !

 
 

 
!!! !

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
 

 
!!! !

 
 

 
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

 

M
3.1 

 
 

!!! !
 

 
!!! !

 
 

!!! !
 

 
 

!!! !
 

!!! !
 

 
 

 
!!! !

 
!!! !

 
 

!!! !
 

!!! !
 

!!! !
 

 
!!! !

 
 

 
 

 
!!! !

 
!!! !

 
!!! !

 
!!! !

 
!!! !

 
 

!!! !
 

 
!!! !

 
 

 
 

!!! !
 

 
!!! !

 



6.1 Conclusions 123

the overall solving process could be slower than a centralized scheme. This was because the
distributed coordination scheme considered required a considerable amount of information
exchange between terminal agents and vessel agents, and a distributed coordination scheme
would involve a considerable amount of message exchange with the increase of problem
sizes. For large-scale problems, a distributed scheme could cost a much longer time to find
appropriate solutions. Therefore, methods M1.1 and M1.2 mainly apply for small-sized
ports.

Methods M2.1, M2.2 and M2.3 consisted of two steps, including single vessel optimiza-
tion and multiple vessel coordination. By splitting the solving process of the coordination
problem into two steps, the problem size that can be solved was largely increased. There-
fore, these methods can solve the coordination problem in larger ports than methods M1.1
and M1.2. An overall coordinator was only considered in the multiple vessel coordination,
which sent and received information from local agents, and searched for global optimal
solutions. Thus, the interactions among the agents took place at multi-levels. In single
vessel optimization, the vessel agents locally determined their optimal solutions, and only
revealed part of these solutions (possible arrival/departure time at each terminal) to the over-
all coordinator. Therefore, these vessel agents were coordinated in a medium and partially-
cooperative way. As these methods are approximate solution methods, KPIs 2, 7, 9 and 11
were used to evaluate their solution qualities and their overall logistical performances.

A fully-cooperative coordination method M3.1 was proposed, in order to motivate the
vessel operators to be more cooperative in planning their rotations in large seaports. To make
this method applicable for even larger ports than methods M2.1, M2.2 and M2.3, Benders
decomposition was used to decompose the coordination problem into a master problem and
a sub-problem. This meant that the interactions among agents also took place at multi-
levels. An overall coordinator was considered, and the vessel agents and terminal agents
sent all the information this coordinator. This overall coordinator then searched for global
optimal solutions for these agents. In addition, method M3.1 also considered mandatory
ITT containers, as well as disturbances or accidents that may happen. As this method is
also an approximate method, KPIs 2, 7, 8, 9, 10 and 11 were used to evaluate its solution
quality and its overall and individual logistical performances.

Following the main research question, four sub-research questions were formulated in
Chapter 1. The answers to the questions are as follows:

1. What performance indicators should be used to evaluate the reliability and efficiency
of inland vessel transport in seaports?

Chapter 2 defined the key performance indicators. The reliability of inland vessel
transport is evaluated based on the deviations of the actually executed inland vessel
schedules from their originally planned schedules. As these deviations are usually
caused by the waiting times that the vessels spend at each terminal, shorter waiting
time implies less deviation, which means that the vessel schedules are more reliable.
Therefore, waiting time is an important performance indicator, and KPIs 9 (total wait-
ing time) and 10 (waiting time per vessel) have been proposed to evaluate the relia-
bility. The efficiency is evaluated based on the total time that inland vessels spend
in the port for transporting containers, which is defined as the total round-trip time.
The round-trip time of a vessel refers to the time it spends in the port for transport-
ing containers. Shorter round-trip time implies that this vessel could accomplish its
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transport tasks in a more efficiency way. Therefore, KPI 7 (total round-trip time), KPI
8 (round-trip time per vessel) and KPI 11 (latest departure time) have been proposed
to evaluate the efficiency. To conclude, KPIs 7–11 are logistical KPIs that reflect the
reliability and efficiency of inland vessel transport in seaports.

Besides these logistical KPIs, Chapter 2 also defined KPI 1 (computation time), KPI
2 (quality of solution), KPI 3 (total number of messages exchanged), KPI 4 (num-
ber of messages send/received per agent), KPI 5 (total amount of information) and
KPI 6 (amount of information sent/received per agent) to evaluate the algorithmic
performance of the proposed coordination methods in Chapters 3–5.

2. To what extent can the inland vessels be better coordinated considering different lev-
els of cooperativeness?

Chapter 1 identified two levels of cooperativeness based on the willingness of in-
land vessel operators to share information, including partially-cooperative and fully-
cooperative. Partially-cooperative means that vessel operators only share part of the
information with respect to the arrival and departure time at different terminals. Fully-
cooperative means that vessel operators are willing to share all information to get bet-
ter rotations. Chapter 3 proposed partially-cooperative coordination methods M1.1
and M1.2 with single-level interaction based on DCOP for small-sized ports. Ex-
perimental results show that methods M1.1 and M1.2 are able to find optimal rota-
tion plans for inland vessels in small ports. For larger ports, these methods are not
able to find optimal solutions within a reasonable amount of time. Chapter 4 pro-
posed partially-cooperative coordination methods M2.1, M2.2 and M2.3 with multi-
level interactions based on MIP, coordination rules, CP, and LNS-based heuristics,
for medium-sized ports. Experimental results show that method M2.3 can reduce on
average 8% of the total round-trip time (KPI 7), 23% of the total waiting time (KPI 9)
and 10% of the port departure time (KPI 11) compared with the benchmark in which
there is no coordination between vessels. Chapter 5 proposed a fully-cooperative
coordination method M3.1 with multi-level interactions based on Benders decompo-
sition and LNS for large ports. Experimental results show that this method can reduce
on average 12% of the total round-trip time (KPI 7), and 30% of the total waiting time
(KPI 9), and 22% of the port departure time (KPI 11) compared with the benchmark
in which there is no coordination. This method can also reduce on average 10% of the
round-trip time and 28% of the waiting time per vessel (KPIs 8 and 10), respectively.

3. How can the planning of inland vessels contribute to inter-terminal transport (ITT)
in large seaports?

As a potential solution for alleviating congestion of ITT on roads in large seaports,
this thesis also investigated the possibility of using inland vessels to transport ITT
containers, by making use of the available space on inland vessels when they are
transporting between terminals in Chapters 4 and 5. In Chapter 4, each vessel agent
was given the option to determine how many ITT containers it is willing to transport
in the single vessel optimization problem by itself. This implies that each inland ves-
sel agent determines locally how many ITT containers they are willing to transport,
without cooperating with the other vessels. It is assumed that there will always be suf-
ficient number of ITT containers to be transported. In Chapter 5, the inland vessels



6.1 Conclusions 125

were cooperating with each other to carry a certain number of ITT containers. Mean-
while, the vessel operators can also decide how much they are willing to cooperate
by choosing how much space they have saved on-board specifically for carrying ITT
containers. Based on this extra space that is made available on each inland vessel, the
terminal operators can also estimate the number of extra ITT containers that are able
to be transported by the incoming vessels.

4. How can the proposed methods help practitioners making decisions?

This thesis proposed three classes of coordination methods for seaports with different
sizes. For small-sized ports, Chapter 3 used four optimization algorithms in methods
M1.1 and M1.2, including SyncBB, AFB, DPOP and MB-DPOP. For situations in
which the vessel operators prefer good-quality rotation plans in a shorter time, layered
SyncBB in method M1.2 is the best option, as it finds a good rotation plan quicker
without the vessels having to spend long waiting times and a heavy communication
load. For situations in which the vessel operators always prefer optimal rotation plans
and long computation time is not an issue, non-layered DPOP in method M1.1 is the
best option for small-sized problems, and non-layered MB-DPOP in method M1.1 is
the best option for larger-sized problems with running memory limits. For situations
in which a long computation time is acceptable, but the communication capacity is
limited, both non-layered DPOP in M1.1 and layered DPOP in M1.2 are the best
options, as these algorithms involve fewer number of messages and less amount of
information exchanged.

For medium-sized ports, Chapter 4 proposed several solution methods, and method
M2.3 performs better than the other methods. Among the three types of LNS-based
heuristics in method M2.3, if the vessel operators prefer to spend less time round-trip
time in the port, then LNS-worst heuristic is the best option. If the vessel operators
prefer to spend less waiting time in the port, then LNS-random heuristic is the best
option. If the port authority prefer that the vessels can finish their transport tasks in a
shorter time, then LNS-Shaw heuristic is the best option.

For large-sized ports, Chapter 5 proposed a coordination method M3.1 in which vessel
operators can decide whether they are willing to cooperate to take extra ITT contain-
ers based on the possible extra round-trip time and waiting time calculated. With this
method the terminal operators can also estimate how much extra ITT containers could
be transported by the incoming vessels during different times of a day, so that they can
plan the ITT containers to be transported by inland vessels accordingly. Moreover,
whenever real-time disturbances or accidents happen,vessel operators can adjust their
rotation plans based on the up-to-date information.

To conclude, with these coordination methods, firstly, the vessel operators can choose to
what extent they would like to be coordinated, either partially-cooperative (methods M1.1,
M1.2, M2.1, M2.2 and M2.3) or fully-cooperative (method M3.1); secondly, terminal op-
erators can also estimate how much time each inland vessel may spend at the terminals, in
order to determine the schedules of terminal operations (methods M2.1, M2.2, M2.3 and
M3.1); thirdly, whenever real-time disturbances or accidents occur, the previously deter-
mined rotations might be no longer optimal, method M3.1 can consider these disturbances
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and generate new and better rotations for vessel operators based on the up-to-date infor-
mation; fourthly, from the perspective of using inland vessels for inter-terminal transport,
vessel operators can decide whether they are willing to cooperate to take extra ITT con-
tainers based on the possible extra round-trip times and waiting times that they may spend
(methods M2.1, M2.2, M2.3 and M3.1); last but not least, terminal operators can also esti-
mate how many extra inter-terminal containers could be transported by the incoming vessels
during different times of a day, so that they can plan the inter-terminal containers that could
be transported by inland vessels accordingly (method M3.1).

6.2 Recommendations for future research

To use the proposed methods for practical operations, firstly, an information platform for
exchanging information among vessel operators and terminal operators is required. In addi-
tion, a decision support software also needs to be developed and installed on each vessel to
send and receive messages to/from the information platform. Moreover, further investiga-
tions are also required, which are listed as future research directions. These future research
directions are presented and discussed from two perspectives: the methodological perspec-
tive and the logistical application perspective.

Methodological perspective

• Extension of DCOP algorithms

In the DCOP-based methods of Chapter 3, it is assumed that all the vessel agents
stay fair and do not consider the situation of manipulation of certain agents by mis-
reporting private information. To solve the issue of manipulation of certain agents,
auction-like side payments could be introduced in the future research on the appli-
cation of DCOP for VRPP. In [239], a faithful DCOP algorithm for solving efficient
social choice problem with private information and self-interest is proposed. It is
worth investigating how it could also be applied in VRPP. For example, payments
could be added to the utility functions of each vessel agent. Then the utility function
of a vessel agent is the original utility function minus the payment. The payment
could be designed as consisting of the sum of the negative effect that this agent im-
poses on the other agents, in terms of its preferences on the solutions to the VRPP.
Thus, no agent can improve its utility by misreporting its local information.

• Other potential solution methods

This thesis mainly used solution methods from mathematical programming, con-
straint programming, and heuristic procedures. While these methods have achieved
good performance, it is still worth studying the potential use of hybrids of meta-
heuristics (Tabu search, simulated annealing, ant colony optimization, ..., etc.) with
other optimization techniques to further speed up the process to find optimal rotation
plans for inland vessels.

• Extensive simulation study
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The simulation experiments in this thesis are based on several virtual seaports, the
relevant parameters of which are random but with reasonable estimations from liter-
ature. In addition, the mathematical models that are used in the thesis are simplified
to some extent. To enhance the applicability of this thesis, a more detailed simulation
study is important. If reliable historical data from certain seaports can be obtained,
the settings of the experiments can be more practical. By implementing the proposed
methods on a more practical simulation platform or system, the effectiveness of the
proposed coordination methods can be verified.

Logistical application perspective

• Further enhanced coordination model

While the inland vessels are usually full before they enter the port area, there might be
some space available when they are traveling between terminals in the port. The co-
ordination between inland vessels can be further enhanced by sharing part of the con-
tainer transport volume and by making use of this type of available space on board.
For example, if there is some extra space on inland vessel V1 when it departs from
terminal T1 to terminal T2, it can also transport the hinterland containers that are re-
quested by vessel V2 from terminal T1 to terminal T2, if vessel V2 will visit terminal T2
shortly after vessel V1. In this way, vessel V2 does not need to visit terminal T1 but can
directly travel to terminal T2. This can increase the number of containers transported
every time and decrease the number of visits of inland vessels to terminals, which can
result in higher efficiency of the port and container terminals.

• More efficient inter-terminal transport

To further investigate the potential of inland vessels for ITT, it is relevant to investigate
in detail how the time-related constraints on ITT containers can be included. By
keeping track of how long it takes for certain containers to travel from one terminal
to another, it is easier to schedule the transport of ITT containers based on real-time
requests.

• Implementation of coordination methods

A decision support system can be an potential application of the proposed coordina-
tion methods. To transform these methods into a decision support system, an informa-
tion platform is required. Assuming that each inland vessel has an installed decision
support system that helps to plan its rotation, it is important to decide on the types of
information needs to be sent to and received from the information platform. More-
over, in the process of information exchange, information loss or delay may happen.
This would affect the execution of the proposed methods. Therefore, it is also im-
portant to investigate how to improve the tolerance of the coordination methods for
information loss or delay.

• Integration with real-time control

This thesis used the perspective of operational planning. To further improve the ap-
plicability of the proposed methods, it is recommended to integrate this operational
planning level to the real-time control level. The real-time control of a inland vessel
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includes speed selection, path following and tracking, collision avoidance, ..., etc. By
integrating these two levels, more economic benefits can be gained. For example, the
proposed coordination methods can give out the exact arrival time that a inland vessel
should be at each terminal. Using this arrival time as a known information for the
controller of a vessel, the vessel can schedule the most cost-efficient way to reach the
destination terminal through speed selection, at the real-time control level.

• Integration with synchromodality

This thesis mainly focused on the inland vessels in the port area, and the number of
hinterland containers that they transported are assumed to be known in advance. To
promote synchromodal transport application, it is also critical to integrate the plan-
ning of the inland vessels into the planning of synchromodal transport. This implies
that the hinterland containers that are transported by inland vessels should be planned
in combination with the containers that are transported by the other transportation
modes.
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[127] Hennig, F., Nygreen, B., and Lübbecke, M. E. Nested column generation applied
to the crude oil tanker routing and scheduling problem with split pickup and split
delivery. Naval Research Logistics (NRL), 59(3-4):298–310, 2012.
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[167] Léauté, T. Distributed constraint optimization: privacy guarantees and stochastic
uncertainty. PhD thesis, Ecole Polytechnique Fédérale de Lausanne (EPFL), Lau-
sanne, Switzerland, Nov. 2011.
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[212] Mester, D., Bräysy, O., and Dullaert, W. A multi-parametric evolution strategies
algorithm for vehicle routing problems. Expert Systems with Applications, 32(2):
508–517, 2007.
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École Polytechnique Fédérale de Lausanne, Lausanne, Switherland, 2009.

[237] Petcu, A. and Faltings, B. A scalable method for multiagent constraint optimization.
In Proceedings of the 19th International Joint Conference on Artificial Intelligence,
volume 5, pages 266–271, Edingurgh, Scotland, 2005.

[238] Petcu, A. and Faltings, B. MB-DPOP: A new memory-bounded algorithm for dis-
tributed optimization. In Proceedings of the 20th International Joint Conference on
Artificial Intelligence, volume 7, pages 1452–1457, Hyderabad,India, 2007.

[239] Petcu, A., Faltings, B., and Parkes, D. C. M-DPOP: Faithful distributed implemen-
tation of efficient social choice problems. Journal of Artificial Intelligence Research,
pages 705–755, 2008.

[240] Petering, M. E., Wu, Y., Li, W., Goh, M., and de Souza, R. Development and simula-
tion analysis of real-time yard crane control systems for seaport container transship-
ment terminals. OR spectrum, 31(4):801–835, 2009.

[241] Pielage, B. J., Konings, R., Rijsenbrij, J., and Schuylenburg, M. Barge hub ter-
minals: a perspective for more efficient hinterland container transport for the port
of Rotterdam. In Proceedings of the 48th Transportation Research Annual Forum,
pages 15–17, 2007.
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Glossary

List of symbols and notations
Below follows a list of the most frequently used symbols and notations in this thesis.

am
i arrival time steps of vessel m at terminal i

amk arrival time of vessel m on segment k after coordination
A set of vessel agents and terminal agents
Am vessel agent m
Aas

m vessel agent m in the assignment problem
Asc

m vessel agent m in the scheduling problem
Am

kp arrival time of vessel m on segment k for its rotation plan p

bm
i number of containers on-board of vessel m when it departs from terminal i

Bi terminal agent i
Bas

i terminal agent i in the assignment problem
Bsc

i terminal agent i in the scheduling problem

Ci number of vessels that can be handled by terminal i simultaneously
Ccapacity

m carrying capacity of vessel m in TEU
Coriginal

m initial number of containers on vessel m before entering the port in TEU

dm
i departure steps of vessel m at terminal i

dmk departure time of vessel m on segment k after coordination
D set of discrete time slots
Ds set of discrete time steps
Dm set of finite variable domains
Das

m set of finite variable domains in assignment problem
Dsc

m set of finite variable domains in the scheduling problem
Dm

kp departure time of vessel m on segment k for its rotation plan p

emm′k binary variable, emm′k = 1 if the vessel m′ arrives at terminal j earlier than
vessel m; otherwise emm′k = 0

f q
jkr departure time at quay q of terminal j on segment k of the vessel

with rank r
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gq
jkr possible starting time at quay q for vessels that will visit terminal

j on segment k with the ranking of r

hq
jk latest departure time at q of terminal j on segment k

Im rotation plan that vessel m chooses

km
i the segment at which vessel m visits terminal i

Kmax
m number of segments in the rotation plan of vessel m

lm
i number of hinterland containers that need to be loaded by vessel m

at terminal i

M set of vessels entering the port

M+∞ a very large positive number

Nm set of terminal that vessel m needs to visit in the port

Pm set of candidate rotation plans in the solution pool of vessel m

Qi set of quays in terminal i

ri0 utility function of terminal i
rm1− rm7 utility functions of vessel m
ria

1 inter-agent utility function
rmk ranking of the arrival time of vessel m on segment k
rmaster

mi ranking of the arrival time of vessel m at terminal i in the
master problem

rsub
mi ranking of the arrival time of vessel m at terminal i in the

subproblem
Rm

i j number of inter-terminal containers that need to be transported
from terminal i to j by vessel m

Rm set of utility functions
R ia set of inter-agent utility functions
R as

m set of utility functions in the assignment problem
R sc

m set of utility functions in the scheduling problem

sm
i service time of vessel m at terminal i

smk service time of vessel m on segment k
[S j

q,E
j
q ] service time window of the sea vessel at quay q of terminal j

t load
i average loading time, per loaded container at terminal i

tunload
i average unloading time, per unloaded container at terminal i

tmk terminal vessel m visits on segment k after coordination
T entrance

i traveling time from the entrance of the port to terminal i
T travel

i j traveling time for a vessel from terminal i to j
[T k−1

i ,T k
i ] a fixed time window during which vessels can visit terminal i
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during time slot k
T m

kp terminal that is on segment k of vessel m’s rotation plan p
T departure

jq latest departure time of the vessels being served at quay q of
terminal j

T deadline
i deadline for inter-terminal containers to be delivered to terminal i

um
i number of hinterland containers that need to be unloaded by vessel

m at terminal i
Um

ik preference of vessel m of being at terminal i during time slot k

vm
i j number of inter-terminal containers directly transported from

terminal i to terminal j by vessel m

wm
i number of time steps vessel m has waited at terminal i

wmk waiting time of vessel m on segment k after coordination
W m

ik utility value of waiting time wm
i during time slot k

[W j
start,W

j
end] closing time window of terminal j

xm
i time slot at which vessel m is at terminal i

xstart,terminal
mi binary variable, xstart,terminal

mi = 1 if vessel m departures later than
the start of closing time of terminal i; otherwise xstart,terminal

mi = 0
xend,terminal

mi binary variable, xend,terminal
mi = 1 if vessel m arrives earlier than the

end of closing time of terminal i; otherwise xend,terminal
mi = 0

xstart,sea
mi binary variable, xstart,sea

mi = 1 if vessel m departures later than the
start of the handling time window of a sea-going vessel; otherwise
xstart,sea

mi = 0
xend,sea

mi binary variable, xend,sea
mi = 1 if vessel m arrives earlier than the end

of the handling time window of a sea-going vessel; otherwise
xend,sea

mi = 0
Xm set of decision variables
X as

m set of variables in the assignment problem
X sc

m set of decision variables in the scheduling problem

ym
i j binary variable, ym

i j = 1 if vessel m will travel from terminal i to j;
otherwise ym

i j = 0

zm
ik binary variable, zm

ik = 1 if terminal i is on segment k of vessel m’s
rotation; otherwise zm

ik = 0

αm
i arrival time of vessel m at terminal i

αmaster
i arrival time of vessel m at terminal i in the master problem

αsub
i arrival time of vessel m at terminal i in the sub-problem

βm
i departure time of vessel m from terminal i

βmaster
i departure time of vessel m from terminal i in the master problem

βsub
i departure time of vessel m from terminal i in the sub-problem

γm
i service time of vessel m at terminal i
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γmaster
i service time of vessel m at terminal i in the master problem

γsub
i service time of vessel m at terminal i in the sub-problem

δmm′i binary variable, δmm′i = 1 if the vessel m′ arrives at terminal i
earlier than vessel m; otherwise δmm′i = 0

εmm′i binary variable, εmm′i = 1 if the vessel m′ arrives at terminal i
earlier than vessel m; otherwise εmm′i = 0

ηi,r departure time of the vessel that visits terminal j with rank r
θ

q
mk binary variable, θ

q
mk = 1 if vessel m will be handled at quay q;

otherwise θ
q
mk = 0

λ
q
i,rsub

mi
departure time at quay crane q of terminal j after the vessel

with the ranking of rsub
mi has been handled

µm
i binary variable, µm

i = 1 if vessel m visits terminal i in the first
ξ

q
i,rsub

mi
possible starting time at quay crane q for the vessel that will visit

terminal j with the ranking of rsub
mi

σm
i binary variable, σm

i = 1 if vessel m visits terminal i in the end
τm

k−1,k traveling time between the terminal that vessel m visits at segment
k−1 and the terminal that vessel m visits at segment k

ωmaster
i waiting time of vessel m at terminal i in the master problem

ωsub
i waiting time of vessel m at terminal i in the sub-problem

List of abbreviations

The following abbreviations are used in this thesis:

ADOPT Asynchronous Distributed Optimization

AFB Asynchronous Forward Bounding

AGV Automated Guided Vehicle

AIS Automatic Identification System

BTS Barge Traffic System

CC Cycle-cut

CP Constraint Programming

CPA Current Partial Assignment

CR Cluster Root

CVRP Capacitated Vehicle Routing Problem

DCOP Distributed Constraint Optimization

DPOP Dynamic Programming Optimization Protocol

DSA Distributed Stochastic Algorithm

EDI Electronic Data Interchange

ICT Information and Communication Technology

IoT Internet of Things
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IP Integer Programming

ITT Inter Terminal Transport

KPI Key Performance Indicators

LB Lower bound

LNS Large Neighborhood Search

LP Linear Programming

LSP Logistic service provider

MAS Multi-agent System

MB-DPOP Memory Bounded Dynamic Programming Optimization Protocol

MGM Maximum Gain Message

MIP Mixed Integer Programming

MIR Maritime Inventory Routing Problem

MP Mathematical Programming

NLP Non-linear Programming

SRSP Ship Routing and Scheduling

SyncBB Synchronous Branch and Bound

TEN Trans European Network

TEU Twenty-foot Equivalent Unit

TSP Traveling Salesman Problem

UB Upper bound

VHF Very High Frequency

VRP Vehicle Routing Problem

VRPP Vessel Rotation Planning Problem

VRPPD Vehicle Routing Problem with Pickup and Delivery

VRPTW Vehicle Routing Problem with Time Windows

VTS Vessel Traffic Services

List of methods
The following methods are proposed in this thesis:

M1.1 Non-layered distributed constraint optimization method in Chapter 3

M1.2 Layered distributed constraint optimization method in Chapter 3

M2.1 The two-phase approach based on mixed-integer programming
and coordination rules in Chapter 4

M2.2 The two-phase approach based on mixed-integer programming
and CP solver in Chapter 4
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M2.3 The two-phase approach based on mixed-integer programming
and large neighborhood search-based heuristics in Chapter 4

M3.1 The hybrid method based on Benders decomposition and
large neighborhood search in Chapter 5
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Samenvatting

Zeehavens zijn cruciale knooppunten in de internationale handel en transport. Sommige
van de ladingen die aankomen op zeehavens worden overgeladen voor transport naar an-
dere havens, terwijl andere ladingen worden vervoerd naar bestemmingen in het achterland.
Iedere keer dat een binnenvaartschip een haven binnenkomt, bezoekt het verschillende ter-
minals verspreid over het havengebied. Er zijn twee belangrijke problemen in de planning
van binnenvaartschepen in grote zeehavens: (i) het lange verblijf van de binnenvaartsche-
pen in de haven; en (ii) de ontoereikende terminal en kadeplanning met betrekking tot de
vaarschema’s van zeeschepen en binnenvaartschepen.

Om deze problemen op te lossen heeft dit proefschrift als doel de operaties van bin-
nenvaartschepen in de zeehavens te verbeteren. Dit kan vervolgens de efficintie en be-
trouwbaarheid van de binnenvaartschepen van zeehavens naar het achterland en vice versa
verbeteren. Tegelijkertijd kan dit ook bijdragen aan de verbetering van het inter-terminal
transport in grote zeehavens, als een mogelijke manier om congestie op wegen te verlich-
ten. Bovendien kan efficinte afhandeling van binnenvaartschepen flexibele planning van het
vervoer over water bevorderen, zodat deze vorm van vervoer beter kan worden gentegreerd
in synchromodale vervoersketens.

Drie klassen van automatische cordinatiemethoden worden in dit proefschrift voorge-
steld voor toepassing in zeehavens van verschillend formaat: een gedeeltelijk coperatieve
cordinatiemethode met enkel-gelaagde interactie gebaseerd op gedistribueerde beperkings-
optimalisatie wordt voorgesteld voor kleine zeehavens; een gedeeltelijk coperatieve cor-
dinatiemethode met meervoudig-gelaagde interacties op basis van MIP, cordinatie regels
en constraint programming wordt voorgesteld voor middelgrote zeehavens; een volledig
coperatieve cordinatiemethode met meervoudig-gelaagde interacties op basis van Benders
decompositie en large neighborhood search wordt voorgesteld voor grote zeehavens.

Met de voorgestelde methoden kunnen scheepsbeheerders ten eerste bepalen in welke
mate zij acties willen cordineren, ofwel gedeeltelijk ofwel volledig; ten tweede kunnen
terminal operatoren deze methoden gebruiken om in te schatten hoeveel tijd elk binnen-
vaartschip bij de terminal zal besteden, wat mee kan worden genomen bij het bepalen van
planningen; ten derde kunnen de voorgestelde methoden nieuwe en betere rotaties genere-
ren op basis van up-to-date informatie, hierbij rekening houdend met real-time verstoringen
(bijvoorbeeld door ongelukken of niet-functionerende apparatuur), die eerder gegenereerde
rotaties mogelijk suboptimaal maken. Simulatieresultaten tonen aan dat de voorgestelde
aanpak de round-trip tijd en wachttijden van binnenvaartschepen aanzienlijk kunnen ver-
minderen.

Vanuit het perspectief van het gebruik van binnenvaartschepen voor inter-terminal trans-
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port (ITT) in zeehavens kunnen scheepsoperators de voorgestelde methoden daarnaast ge-
bruiken om op basis van besteedbare extra round-trip tijd en wachttijd te beslissen of ze
samen willen werken om extra ITT containers te transporteren. Bovendien kunnen termi-
nal operators ook inschatten hoeveel extra ITT containers door de binnenkomende schepen
vervoerd kunnen worden tijdens verschillende momenten van de dag, zodat zij de ITT con-
tainers overeenkomstig kunnen inplannen.

Samenvattend onderzoekt dit proefschrift de operationele planning van binnenvaartsche-
pen in zeehavens. Dit proefschrift toont het potentieel van de voorgestelde nieuwe benade-
ringen ter verbetering van de efficintie en betrouwbaarheid van het binnenvaarttransport in
zeehavens.



Summary

Seaports are crucial nodes in international trade and transport. Some of the cargoes arriving
at seaports are transshipped to other ports, while others are transported to inland destinati-
ons. Every time an inland container vessel enters the port, it calls at many different terminals
spread over the port area. Two coordination problems exist in the planning of inland vessels
in large seaports: firstly, the long stay in the port and secondly, the insufficient terminal and
quay planning with respect to the sailing schedules of sea-going vessels and inland vessels.
To solve these problems, this thesis aims to improve the reliability and efficiency of inland
vessel transport in seaports. To achieve this, efficient handling of inland container vessels
in large seaports is required. This could improve the efficiency and reliability of inland
waterway transport from seaports to hinterland and vice versa. Meanwhile, this could also
contribute to enhancing of the inter-terminal transport in large seaports, as a potential so-
lution for alleviating congestion on roads. Moreover, efficient handling of inland vessels
could facilitate flexible planning of transport over water, so that this transport mode can be
better integrated into the synchromodal transport chain.

Therefore, three classes of automatic coordination methods are proposed in this thesis
for seaports with different sizes: for small seaports, a partially-cooperative coordination me-
thod with single-level interaction based on distributed constraint optimization is proposed;
for medium-sized seaports, a partially-cooperative coordination method with multi-level in-
teractions based on MIP, coordination rules and constraint programming, is proposed; for
large seaports, a fully-cooperative coordination method with multi-level interactions based
on Benders decomposition and large neighborhood search is proposed.

With the proposed methods, firstly, the vessel operators can decide to what extent they
would like to be coordinated, either partially-cooperative or fully-cooperative; secondly, ter-
minal operators can also use these methods to estimate how much time each inland vessels
spends at the terminal, in order to determine the schedules of terminal operations; thirdly,
whenever real-time disturbances or accidents happen, the previously generated rotations
might be no longer optimal, the proposed methods can take into account these disturbances
and generate new and better rotations for vessel operators based on the up-to-date informa-
tion. Simulation results demonstrate that the proposed approach can significantly reduce the
round-trip time the inland vessels spend in the port, as well as reducing the time they spend
waiting at container terminals.

Moreover, from the perspective of using inland vessels also for inter-terminal transport
(ITT) in seaports, vessel operators can use the proposed methods to decide whether they are
willing to cooperate to take extra ITT containers based on the possible extra round-trip time
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and waiting time that they may spend. Moreover, terminal operators can also estimate how
much extra ITT containers could be transported by the incoming vessels during different
times of a day, so that they can plan the ITT containers to be transported by inland vessels
accordingly.

To conclude, this thesis investigates the operational planning of inland vessels in se-
aports. This thesis shows the potential of the proposed new approaches for improving the
efficiency and reliability of inland vessel transport in seaports.
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