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Transition and Turbulence
Modeling for the Prediction
of Cavitating Tip Vortices
This study evaluates the influence of transition and turbulence modeling on the prediction
of wetted and cavitating tip vortices for an elliptical wing, while investigating the numeri-
cal errors. Transition modeling increases the quality of numerical predictions since the
assumption of a fully turbulent boundary layer, commonly found in literature, contributes
to underprediction of the tip vortex cavity size. By applying the local correlation-based
transition model (LCTM) and controlling the boundary layer thickness using different
turbulent inflow conditions, the pressure in the vortex was found to reduce by 20% for an
Angle of Attack (AoA) of 5 deg. The consequent increase in cavity size was found to be of
a similar order of magnitude. At 9 deg AoA, transition always occurs just downstream of
the leading edge, making this AoA more suitable to investigate the effect of different tur-
bulence modeling approaches. Azimuthal and axial velocity fields are validated against
stereographic-particle image velocimetry (S-PIV) measurements. The time-averaged
velocity profiles predicted by delayed detached-eddy simulation (DDES) and improved
delayed detached-eddy simulation (IDDES) are close to the experiments; however, no
velocity fluctuations and vortex dynamics are observed around the vortex. A comparison
of wetted and cavitating simulations shows that the cavity leads to a change in the bal-
ance between production and destruction of turbulence kinetic energy, which reduces the
turbulent diffusion in and around the cavity compared to wetted flow conditions. Conse-
quently, the vapor flow exhibits the characteristics of a potential flow. Whether this is
physically plausible remains to be investigated. [DOI: 10.1115/1.4048133]

1 Introduction

There is increased awareness of the harmful environmental
impact of underwater radiated noise generated by marine traffic
[1,2], as well as increasing attention for on-board comfort [3,4].
Cavitating propeller tip vortices are known to be one of the main
contributors to ship noise, due to their dynamic behavior and dis-
tinct broadband sound spectrum [5]. To minimize underwater
radiated noise, it is therefore desirable to predict the occurrence of
tip vortex cavitation and their noise generation during the design
process [6,7].

Although flow-field measurements of cavitating vortices have
previously been made [8–10], such experiments are not suitable
for design purposes, with computational fluid dynamics (CFD)
offering the potential to gain additional insight into the details of
the flow at reasonable cost. However, knowledge regarding the
prediction of the dynamics of tip vortex cavitation is still insuffi-
cient to obtain reliable numerical results in relation to noise pre-
dictions [11–13]. Therefore, further research into CFD predictions
of cavitating flows is required, using simplified test cases. In this
study, an elliptical planform with a NACA 662-415 cross section

(known as the “Arndt” [14] wing) with a root chord-based
Reynolds number Re ¼ 8:95� 105 is used, since stereographic-
particle image velocimetry (S-PIV) measurements of the vortex
(in wetted and cavitating flow conditions) are available in open lit-
erature [10]. Numerical results in the literature often exhibit a pre-
mature decay of vorticity, and therefore an underpredicted cavity
size, compared to experiments. This is primarily attributed to
numerical diffusion, and overprediction of eddy viscosity. Results
in literature apply a range of different turbulence models, resulting
in a range of different reported lift coefficients, as shown in Fig.
1. Formulations relying on the Boussinesq hypothesis are not suf-
ficient, as shown by Ref. [11]. Curvature corrections are found to
improve results but modeling errors of the velocity profiles in the
vortex were still found to be large [11,16]. The application of
large eddy simulation (LES) and implicit large eddy simulation
decreases the modeling error for the integral quantities compared
to experiments and the models avoided early decay of vorticity
[12]. However, it is unclear whether turbulent velocity fluctua-
tions are properly developed, meaning that the predicted vortex
could be excessively laminar. Paskin [13] obtained velocity fluc-
tuations in the wake of the wing using detached eddy simulation
(DES). However, due to grid induced separation, the lift coeffi-
cient did not match the experimental results of Ref. [10]. Finally,
Pereira et al. [17] employed a Reynolds stress model (RSM) to
simulate the tip vortex of a rectangular planform with a NACA
0012 profile at 10 deg AoA. It was shown that the model was able
to accurately predict the pressure in the center of the wetted flow
vortex within the extent of available validation data.
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It is noteworthy that all approaches in literature assume a fully
turbulent boundary layer for the present test case, while the
Reynolds number (8:95� 105) lies in the transitional regime, and
decreases along the wing toward the tip. This study investigates
the hypothesis that this assumption contributes to the underpre-
dicted cavity sizes reported in literature. This hypothesis is con-
sidered both theoretically and numerically, using the local
correlation-based transition model (LCTM), for both wetted and
cavitating flow conditions. To investigate the effect of turbulence
models on the vortex, different approaches are employed. A num-
ber of Reynolds-averaged Navier–Stokes (RANS) approaches are
tested. The popular k � x shear stress transport (SST) model [18],
and the k �

ffiffiffi
k
p

L (KSKL) model [19] are both two-equation mod-
els, which make use of the Boussinesq hypothesis. The KSKL
model is expected to predict lower eddy viscosity than the SST,
which may affect the flow inside the vortex. Since anisotropy of
the Reynolds stresses may be important, an explicit algebraic
Reynolds stress model (EARSM) [20] and RSM [21] are also
investigated. Finally, two scale resolving simulation models are
applied, which make a different distinction between modeled and
resolved turbulence regions: delayed detached-eddy simulation
(DDES) [22] and improved delayed detached-eddy simulation
(IDDES) [23].

The paper is structured as follows: Section 2 derives the theo-
retical relation which forms the basis for the hypothesis concern-
ing the effect of including transition on the cavity size. The
mathematical transition and turbulence models are given in
Sec. 3. Section 4 presents the verification and validation strategy,
and Sec. 5 the numerical setup. Results concerning transition and
turbulence modeling are presented in Secs. 6 and 7, respectively.
Finally, Sec. 8 describes the conclusions.

2 Theoretical Argumentation for Applying Transition

Modeling

The hypothesis that the fully turbulent boundary layer assump-
tion affects the results is suggested by the reported observations
from the original experiments for this test case by Ref. [24]. It
was observed that “the tip vortex of the wing mainly interacts

with the boundary layer on the suction side, boundary layer fluid
is entrained in the vortex which affects the core radius.” When we
combine this observation with the McCormick hypothesis [25],
which relates the boundary layer thickness to the state of the
boundary layer, we obtain the relationship

gv / ds / Re�h
c (1)

Here, gv denotes the viscous core radius of the tip vortex, ds the
boundary layer thickness on the suction side of the wing, and
Rec ¼ U1c=� the chord-based Reynolds number, with U1 the
freestream velocity, c the local chord length, and � the kinematic
viscosity. The constant h accounts for the state of the boundary
layer; for a flat plate, this is typically around 0.2 for a fully turbu-
lent boundary layer and 0.4 for a transitional boundary layer [25].

The pressure in the vortex can be linked to the state of the
boundary layer, by combining Eq. (1) with two-dimensional semi-
analytical expressions for the velocity and pressure distributions
in a noncavitating vortex

p g ¼ 0ð Þ � p1 ¼ pmin � p1 ¼ �
qC2
1

2pgvð Þ2
fln 2ð Þ (2)

Bosschers [6] derived this expression by supplementing the
Lamb–Oseen vortex [26] with jump relations for the mass transfer
and shear stress as boundary conditions at the vapor–liquid inter-
face. In Eq. (2), p1 is the freestream pressure, f ¼ 1:2564, a con-
stant to ensure that the azimuthal velocity is maximum at the
viscous core radius, and C1 the freestream circulation of the
vortex. The latter is related to the circulation over the wing
(C0) through the roll-up process. Analytical expressions to relate
the freestream circulation to C0 exist (e.g., by Refs. [27] and
[28]). However, [11] observed that the roll-up process is
finished between 1:0 < x=c0 < 2:0, resulting in the assumption
that C1 � C0 in this work. Combining Eqs. (1) and (2) yields the
following proportionality

pðg ¼ 0Þ / ðC0=gvÞ2 / ðC0=dsÞ2 / ðC0=Re�h
c Þ

2
(3)

which shows that the pressure in the core of the vortex is related
to the state of the boundary layer on the suction side of the wing
and the wing’s circulation.

In CFD, the state of the boundary layer can be modified by
applying a transition model. Compared to the fully turbulent
boundary layer in traditional RANS turbulence models, the use of
a transition model yields a laminar boundary layer, which may
then transition to a turbulent boundary layer. This leads to a thin-
ner boundary layer which, according to the theory above, should
yield a smaller viscous core radius. The resulting larger pressure
difference between the freestream and the core pressure of the
vortex should therefore lead to a larger cavity. Section 6 investi-
gates to what extent the assumption of a fully turbulent boundary
layer in CFD simulations contributes to the underprediction of the
cavity sizes as published in prior research [11–13].

3 Mathematical Models

In this work, different approaches for solving the
Navier–Stokes equations are employed. All approaches decom-
pose the instantaneous quantities, U, into a resolved, hUi, and a
modeled (unresolved) component, /. Applying this decomposi-
tion to the unsteady mass conservation and Navier–Stokes equa-
tions for a Newtonian fluid including phase change by cavitation
yields

@q
@t
þ @hqUii

@xi
¼ 1

qv

� 1

ql

� �
_m (4)

Fig. 1 Reported lift coefficients (CL 5 L/(1/2qU2
‘A)) versus

number of grid cells (Nc) for the Arndt wing at 9 deg AoA
at two different Reynolds numbers in the computations,
Re 5 U‘c0/m 5 6:83105 (nonfilled symbols) and Re 5 8:953105

(filled symbols). Colors indicate employed turbulence models.
Numerical results by Refs. [11] (circles), [13] (diamonds), and
[12] (squares). Experimental results obtained by Ref. [15] (hori-
zontal lines).
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and

DhqUii
Dt

¼ � @hPi
@xi
þ � @

@xj

@hqUii
@xj

þ @hqUji
@xi

 !
þ q

@sij

@xj
(5)

Here, Ui denotes the velocity components, P is the static pressure,
� is the kinematic viscosity, q is the density, and D=Dt is the
material derivative. The subscripts l and v indicate liquid and
vapor, respectively, while symbols without subscript refer to the
mixture. Furthermore, _m is the source term due to the cavitation
model (see Sec. 3.3), and sij denotes the Reynolds stress tensor,
which is computed according to

sij ffi 2�thSiji �
2

3
kdij � aijk (6)

where �t denotes the eddy viscosity, Sij is the strain rate tensor, k
is the turbulence kinetic energy, dij is the Kronecker delta, and aij

is the anisotropic part of the Reynolds stress tensor. For the SST,
KSKL, DDES, and IDDES models, aij¼ 0, such that Eq. (6)
reduces to the Boussinesq’s hypothesis.

3.1 Turbulence Models. The turbulence models applied in
this work are divided into commonly used two-equation RANS
approaches (SST and KSKL), approaches which model the aniso-
tropic Reynolds stress tensor (explicit algebraic Reynolds stress
model (EARSM) and RSM) and scale resolving simulation (DDES
and IDDES). For all models, the main equations are given.

3.1.1 k � x Shear Stress Transport. The k � x SST model
[18] is a blending between k � x and k � � models and is widely
used for industrial applications. The model consists of a transport
equation for the turbulence kinetic energy (k) and specific dissipa-
tion rate (x)

Dk

Dt
¼ Pk � b�xk þ @

@xj
� þ rk�tð Þ @k

@xj

� �
(7)

Dx
Dt
¼ a
�t

Pk � bx2 þ @

@xj
� þ rx�tð Þ

@x
@xj

� �

þ 2 1� F1ð Þrx;2

x
@k

@xj

@x
@xj

(8)

The production of k and eddy viscosity are modeled as

Pk ¼ min �thSi2; 10b�kx
� �

and �t ¼
a1k

max a1x; hSið ÞF2

(9)

respectively. Here, hSi ¼
ffiffiffiffiffiffiffiffiffiffiffiffi
2SijSij

p
is the magnitude of the strain

rate tensor. The blending functions, F1 and F2, as well as the model
constants a, b�, rk, c, b, rx, and rx;2 are defined by Ref. [18].

3.1.2 k �
ffiffiffi
k
p

L. The KSKL model [19] introduces an addi-
tional length scale, the von Karman length scale (LvK), and
exhibits a reduced eddy viscosity. The model is also accompanied
by improved iterative convergence compared to the SST model.
The transport equations are defined as

Dk

Dt
¼ �thSi2 � C3=4

l
k3=2

L
þ @

@xj
� þ �t

rk

� �
@k

@xj

" #
� 2�

k

d2
w

(10)

D
ffiffiffi
k
p

L

Dt
¼

ffiffiffi
k
p

L

k
�thSi2 f1 � f2

L

L�k

� �2
 !

�f3k þ @

@xj
� þ �t

r ffiffi
k
p

L

� �
@

ffiffiffi
k
p

L
� �
@xj

" #
� 6�

ffiffiffi
k
p

L

d2
w

f ffiffikp L (11)

with dw denoting the distance to the closest wall, and f ffiffikp L acting
as a viscous sublayer model [19]. In these equations, the eddy vis-
cosity and von Karman length scale are defined as

�t ¼ C1=4
l

kLffiffiffi
k
p and LvK ¼ j

jU0j
jU00j (12)

with j being the von Karman constant and

jU0j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@hUii
@xj

@hUii
@xj

s
and jU00j

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
@2hUii
@xj@xj

@2hUii
@xk@xk

s
(13)

For the model constants Cl, f1, f2, f3, r ffiffi
k
p

L and function f ffiffikp L, see
Ref. [19].

3.1.3 Explicit Algebraic Reynolds Stress Model. The EARSM
[20], in addition to solving the transport equations for k and x,
models the anisotropic part of the Reynolds stress tensor aij,
resulting in a nonlinear constitutive relation between the Reynolds
stress tensor and the filtered velocity gradients (see Eq. (6)). The
anisotropic part is modeled by a tensor polynomial

aij ¼ b3 hX�ikihX�kji�
1

3
hIIXidij

� �
þb4 hS�ikihX�kji�hX�ikihS�kji

� �

þb6 hS�ikihX�klihX�ljiþhX�ikihX�klihS�lji�hIIXihS�iji�
2

3
hIVidij

� �

þb9 hX�ikihS�klihX�lmihX�mji�hX�ikihX�klihS�lmihX�mji
� �

(14)

in which the strain rate and vorticity tensors are included in nondi-
mensional form

hS�iji ¼
1

2b�x
@hUii
@xj

þ @hUji
@xi

 !
(15)

hX�iji ¼
1

2b�x
@hUii
@xj

� @hUji
@xi

 !
(16)

respectively. The transport equations for k and x are given by
Eqs. (7) and (8), respectively, with Eq. (9) being modified as
follows:

Pk ¼ �thSi2 and �t ¼
Cl

b�
k

x
(17)

The b-coefficients are a function of the three independent in-
variants of the tensors IIX and IV (for details on these formulations
and Cl, the reader is referred to Ref. [20]). This work employs the
calibration constants of Ref. [29].

3.1.4 Reynolds Stress Model. Instead of modeling the
Reynolds stress tensor according to the Boussinesq hypothesis,
the RSM [21] determines all components of the Reynolds stress
tensor separately. This is done by solving a transport equation for
each of them, which can be written as

DRij

Dt
¼ Pij þPij þ eij þ Dij (18)

with Rij ¼ �sij=q. In Eq. (18), Pij denotes production of the Reyn-
olds stresses

Pij ¼ �sik
@hUji
@xk

� sjk
@hUii
@xk

(19)
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Pij the pressure strain correlation term

Pij ¼ � b�C1kxþ 1

2
C�1Pkk

� �
aij þ b�C2kx aikakj �

1

3
aklakldij

� �
þ C3 � C�3

ffiffiffiffiffiffiffiffiffiffiffi
aklakl
p� �

khSiji þ C5k aikhXjki þ ajkhXiki
� �

þC4k aikhSjki þ ajkhSiki �
2

3
aklhSklidij

� �
(20)

eij the dissipation of sij

eij ¼
2

3
b�kxdij with k ¼ 1

2
sii (21)

and Dij the diffusion term

Dij ¼
@

@xj
� þ �t

C6

b�

� �
@sij

@xj

" #
(22)

The specific dissipation x is determined using Eq. (8), but with
Pkk instead of Pk. The values of constants a, b, and C are given by
Ref. [21].

3.1.5 Delayed Detached-Eddy Simulation. The hybrid models
employed in this work rely on applying RANS and LES in a zonal
manner. Both models applied use the SST model in the RANS
region and as a subfilter model in the LES region. The coupling
with the LES region is achieved by modifying Eq. (7) to

Dk

Dt
¼ Pk �

ffiffiffiffiffi
k3
p

lt
þ @

@xj
� þ rk�tð Þ @k

@xj

� �
(23)

The inclusion of the turbulent length lt reduces the eddy viscosity
in LES regions, allowing instabilities to develop, and is a function
of the RANS length scale

lRANS
t ¼

ffiffiffi
k
p

=ðClxÞ (24)

and the LES length scale

lLES
t ¼ CLES1F1Dc þ CLES2ð1� F1ÞDc (25)

In these equations, Dc denotes the maximum edge length of the
grid cell and F1 the blending function of the SST model.

In DDES, the entire boundary layer is solved using RANS. Fol-
lowing Ref. [22], the length scale is defined as

lDDES
t ¼ lRANS � ~f dmaxð0; lRANS � lLESÞ (26)

The auxiliary function ~f d is defined in Ref. [22].

3.1.6 Improved Delayed Detached-Eddy Simulation. In order
to improve the accuracy of the DDES model near the wall, IDDES
[23] also applies LES in the outer part of the boundary layer,
where the resolution is sufficient. The model relies on a different
formulation for the length scale

lIDDES
t ¼ ~f dð1þ feÞlRANS

t þ ð1� ~f dÞlLES
t (27)

Auxilliary functions ~f d and fe can be found in Ref. [23]; calibra-
tion constants are published by Ref. [30].

3.2 Transition Model. The LCTM [31] uses the intermit-
tency (c) to modify the turbulence kinetic energy production (Pk)
and destruction (Dk) terms of the SST turbulence model

~Pk ¼ ceffPk and ~Dk ¼ min½maxðceff ; 0:1Þ� (28)

where ceff ¼ maxðc; csepÞ. Here, csep is a modification to the inter-
mittency for predicting separation-induced transition. The trans-
port equation for the intermittency reads

Dc
Dt
¼ Pc � Ec þ

@

@xj
� þ �tð Þ

@c
@xj

� �
(29)

At the start of the boundary layer, c¼ 0, which corresponds to a
completely laminar flow. As the boundary layer develops, the
intermittency is mainly increased by the production term

Pc ¼ FlengthCa1jhSijij½cFonset�0:5ð1� Ce1cÞ (30)

In Eq. (30), Flength determines the transition length and the limiter
Fonset ensures that Pc is zero upstream of the transition point and
is activated when transition starts. The transition Reynolds num-
ber in the freestream is determined using the turbulence intensity
and pressure gradient, i.e., Reht

¼ f ðI; @p=@xiÞ. The global quan-
tity Reht

is translated to a local quantity ~Reht
in the boundary layer

by means of the transport equation

D~Reht

Dt
¼ Pht þ

@

@xj
rht � þ �tð Þ

@ ~Reht

@xj

" #
(31)

Information from the freestream is relayed into the boundary layer
by means of the diffusion term. When ~Reht

exceeds the critical
Reynolds number, c increases. In order to match the local and
global variables in the freestream, a production term is employed

Pht ¼
Cht

U2
1

500�
Reht � ~Reht

� �
1:0� Fhtð Þ (32)

The blending factor Fht
is responsible for deactivating production

inside the boundary layer and activating the term in the freestream.
For the definition of csep, Flength, Fonset, and Fht

see Ref. [31].

3.3 Cavitation Model. In cavitating conditions, the multi-
phase flow is modeled using the homogeneous mixture Eulerian
volume of fluid (VoF) approach [32]. An additional transport
equation is solved for the vapor volume fraction, av ¼ Vv=
ðVv þ V lÞ, with V indicating the phase volume. The transport
equation is formulated as

Dav

Dt
¼ _m

qv

(33)

From av, the mixture properties can be calculated using

q ¼ avqv þ ð1� avÞql and � ¼ av�v þ ð1� avÞ�l (34)

under the condition that

al þ av ¼ 1 (35)

The source term _m also appears in the continuity equation
(Eq. (4)), and is modeled by the Schnerr–Sauer cavitation model
[33], which is based on the Rayleigh–Plesset equation for bubble
dynamics and reads

_m

qv

¼
4pR2

Bnb 1� avð Þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3

jpv � pj
ql

s
; if p < pv

� 3av

RB

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
2

3

jpv � pj
ql

s
; if p > pv

8>>>>>><
>>>>>>:

(36)

RB indicates the maximum bubble radius, nb the bubble concentra-
tion, and pv the vapor pressure.

011202-4 / Vol. 143, JANUARY 2021 Transactions of the ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/fluidsengineering/article-pdf/143/1/011202/6571259/fe_143_01_011202.pdf by Bibliotheek Tu D

elft user on 06 January 2021



4 Error Analysis

4.1 Numerical Errors. The process of solving differential
equations numerically gives rise to numerical errors. The total
numerical error En of a variable u can be decomposed in

EnðuÞ � u� u0 ¼ ErðuÞ þ EitðuÞ þ EdðuÞ þ EsðuÞ (37)

where u0 denotes the exact numerical solution, ErðuÞ the round-
off error, EitðuÞ the iterative error, EdðuÞ the discretization error,
and EsðuÞ the statistical error. The numerical uncertainty UnðuÞ
consists of the same components given in Eq. (37).

In this work, all computations were run with double-precision
leading to a negligible round-off error. A (case dependent) con-
vergence criterion was set, to ensure an iterative error of at least
one order of magnitude below the discretization error. For more
details, the reader is referred to Ref. [34]. The spatial, and tempo-
ral (in the case of unsteady calculations), discretization errors
were determined by a systematic refinement study [35]. This
method relies on a (truncated) power series expansion

EdðuÞ � bsðhi=h1Þqs þ btðti=t1Þqt (38)

where hi=h1 and ti=t1 are the spatial (grid) and temporal (timestep)
refinement levels, the indices s and t the spatial and temporal com-
ponents, b the constants to be determined, and q the observed
orders of grid convergence. To increase robustness, q and b are
determined using a least-square fitting requiring at least four grids
and four timesteps for time-resolved simulations, and four grids
for steady simulations. This error is translated to a discretization
uncertainty UdðuÞ as reported by Ref. [35].

The statistical error is a result of the finite simulated physical
time, and the dependency of the result on the initial conditions. To
address both simultaneously, the transient scanning technique is
used, in which the standard deviation of the time signal is com-
pared to the theoretically expected trend for a stochastic stationary
process in order to determine how many timesteps can be used for
calculating flow statistics and the associated statistical uncertainty
[36].

4.2 Modeling Error. The modeling error was determined by
comparing the results against the S-PIV measurements by
Ref. [10]. Vortex wandering was accounted for in the analysis of
this dataset by using the correlation conditional weighted temporal
average. Validation was performed at the closest available mea-
surement location to the tip (x=c0 ¼ 0:50). The Reynolds number
was not matched exactly since the inflow velocity in the measure-
ment facility was set with a precision of 0.5% [10]. Arndt and
Keller [37] showed that the effect this has on the integral quanti-
ties is negligible.

Validation of velocity distributions was based on the multivari-
ate metric, which allows the modeling error to be determined
based on an arbitrary set of data points [38]. The metric r is
dependent on the modeling error, defined as the difference
between the simulation and the experiment, Em ¼ u� ue, and the
validation uncertainty, which is the sum of the numerical and
experimental uncertainties, UvðuÞ ¼ UnðuÞ þ UeðuÞ. For Np

points, the metric reads

r ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ET

mU�1
v Em

q
(39)

with

Em ¼ ½Em;N1
;…;Em;Np

�T (40)

and

Uv ¼ diagð½Uv;N1
;…;Uv;Np

�Þ (41)

If the uncertainties in the points are represented by a normal distri-
bution, the expected value of r is represented by a v2� distribu-
tion. This means that the reference value rref is the sum of the
expected value and the standard uncertainty [39]

rref ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Np þ

ffiffiffiffiffiffiffiffi
2Np

pq
(42)

When r=rref exceeds 1.0, the modeling error is globally higher
than the validation uncertainty. If r=rref 	 1, the difference
between experimental data and numerical results is within the
level of UvðuÞ, which indicates that the model is valid.

With respect to transition behavior, the best reference material
of the flow over the surface of the wing is flow visualization of
the suction side [37,40]. No quantitative measurements of the
boundary layer flow over the wing were found in literature mean-
ing that the modeling error for the transition simulations in Sec. 6
could not be assessed.

5 Numerical Setup

5.1 Solver. Computations were performed using ReFRESCO
[41], which is a community-based open-usage/open-source CFD
code for the maritime world. It computes multiphase unsteady
incompressible viscous flows using the Navier–Stokes equations,
complemented with turbulence and cavitation models. The equa-
tions are discretized using the finite volume approach with cell-
centered collocated variables, in strong-conservation form, with a
pressure-correction equation based on the SIMPLE algorithm
used to ensure mass conservation. Time integration was per-
formed implicitly by a second-order scheme. The gradients in all
diffusion terms were calculated using Gauss’ theorem and interpo-
lated to the cell faces by central differencing, which results in
second-order accuracy. For the discretization of the convective
terms, the second-order accurate quadratic upstream interpolation
for convective kinematics (QUICK) scheme was used. For robust-
ness reasons, the convective terms of the LCTM were discretized
by means of a first-order upwind scheme [42].

5.2 Computational Domain. The “Arndt” wing is an ellipti-
cal planform with a NACA 662 � 415 cross section, a root chord
of c0 ¼ 0:1256 m (4.9449 in.), a wingspan of b¼ 0.15 m (5.91
in.) and an area of A¼ 0.01465 m2 (22.7 in.2). The computational
domain corresponds to the cavitation tunnel used in the experi-
ments by Pennings et al. [10], with an inlet located 5c0 upstream
of the wing and an outlet located 10c0 downstream. The domain is
visualized in Fig. 2.

The domain topology consists of multiblock hexahedral struc-
tured grids, with additional refinement around the wing’s edges.
To minimize numerical diffusion, a priori grid refinement was
employed to increase the resolution in the vortex and wake
regions [43]. For the resolution in the vortex, the recommenda-
tions by Asnaghi et al. [44] of an in-plane and streamwise resolu-
tion of gv=8 and gv=4 were met for the finest grid. For the wake

Fig. 2 Computational domain including dimensions normal-
ized by c0, and boundary conditions. The grid topology in the
blue box, designated A, is shown in Fig. 3.
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region, a sensitivity analysis of the vortex variables to the refine-
ment levels in the wake region was carried out [42]. Table 1
presents the grid details and nondimensional wall cell sizes on the
wing surface for both 5 and 9 deg AoA. Figure 3 visualizes the
grid topology at the wall, wing’s surface and in the wake region.

5.3 Computational Setup. The most widely considered test
condition in literature is for a root chord-based Reynolds number
of 8:95� 105. Using � ¼ 1:002� 10�6m2=s (1.002 cSt) and
q¼ 998 kg/m3 (8.33 lb/gal), this yields an inflow velocity of
U1 ¼ 7:15 m/s (23.5 ft/s).

The convergence criterion for all variables was set to be at
least 10�5 for the maximum residuals (L1), normalized by the
diagonal element of the left-hand-side matrix of the linear system
of equations. This ensures that the iterative error was at least one
order of magnitude lower than the discretization error (Oð1Þ%).
The discretization error was determined using timesteps
½Dt1;Dt2;Dt3;Dt4� � U1=c0 ¼ ½1:09; 1:41; 1:75; 2:27� � 10�2 to
ensure that the Courant number in the LES regions of the hybrid
models was less than one in the vortex for the finest grid-timestep
combination.

In cavitating conditions, simulations were run for a cavitation
number

r ¼ p1 � pv

1=2qU2
1

(43)

of 1.6 to obtain tip vortex cavitation, while avoiding sheet cavita-
tion [11]. Although the specified number of seeds and bubble
radius are expected to affect the liquid–vapor interface, their
effect was considered to be out of the scope of this research.
These were set to nb ¼ 1� 109 and RB ¼ 3� 10�5 m (1:2� 10�4

in.), respectively, based on Refs. [11], [33], and [41].
The boundary conditions at the inlet are a Dirichlet condition

for all velocity components and turbulence quantities, and at the
outlet a Dirichlet condition for the pressure. The wing’s surface
was modeled as a nonslip wall, the other domain boundaries were

modeled as slip walls. At the inflow a turbulence intensity of
I¼ 1.0% and an eddy viscosity ratio �t=� ¼ 1:0 are prescribed,
unless mentioned otherwise.

6 Effect of Transition Modeling

To demonstrate numerically that the fully turbulent boundary
layer assumption is invalid for this test case and contributes to the
underpredicted cavity sizes as published in literature, the LCTM
model is applied. The SST turbulence model was used, since in
ReFRESCO the LCTM is only compatible with this model.

The numerical settings were based on Ref. [42]. In that work,
it was shown that the transition location on the suction side for
a ¼ 5 deg is sensitive to the turbulent inflow conditions, while for
a ¼ 9 deg, transition on the suction side is triggered just down-
stream of the leading edge (LE) regardless of the inflow condi-
tions. To obtain this sensitivity at a ¼ 5 deg, the eddy viscosity
ratio (�t=�) and turbulence intensity (I) should be varied simulta-
neously. In order to avoid problems with excessive decay of tur-
bulence in the freestream, the turbulence quantities are frozen
until 0:1c0 upstream of the LE. To vary the boundary layer thick-
ness of the wing on the suction side, turbulence intensities of
I¼ 0.5, 1.0, 2.0, and 4.0% and eddy viscosity ratios of �t=� ¼ 0:5,
1.0, 2.0, and 4.0 were used. In the remainder of this document
these combinations will be denoted as ½I=%; �t=��.

Only steady computations were performed since no unsteady
flow features around the surface of the wing were observed in lit-
erature, both numerically [11–13] and experimentally [14,40].
Section 6.1 relates the state of the boundary layer to the vortex in
wetted flow conditions, while Sec. 6.2 investigates the effect of
transition modeling on cavitating flow.

6.1 Boundary Layer—Vortex Interaction in Wetted Flow.
First, the relationship given in Eq. (1) is tested, i.e., ds / Reh

c .
Figure 4 displays the suction side of the wing with the limiting
streamlines for both AoA. The surface is colored by the magni-
tude of the wall shear stress. The SST simulations clearly yield a
turbulent boundary layer over the entire wing. Applying the tran-
sition model for ½I=%; �t=�� ¼ 4:0 results in natural transition at
xLE=c0 � 0:4 along the wing, and separation induced transition
near the tip for a ¼ 5 deg. Based on a visual comparison, the lim-
iting streamlines predicted by the transition model with
½I=%; �t=�� ¼ 1:0 and 0.5 are closest to the experimental visual-
izations by Refs. [37] and [40]. For the wing at 9 deg the boundary
layer is mostly turbulent for all inflow conditions. Decreasing the
turbulent inflow conditions increases the amount of laminar flow
for a ¼ 9 deg, but this change is much less compared to
a ¼ 5 deg. In order to quantify the change in boundary layer thick-
ness, Fig. 5 shows the boundary layer thickness along the chord at
half-span. It is clear that lower values of the inflow turbulence
quantities result in a smaller ds. The boundary layer thickness for
the wing at 5 deg is more sensitive to the turbulent inflow condi-
tions compared to a ¼ 9 deg: for the most laminar boundary layer
compared to the fully turbulent boundary layer, ds is decreased by
a factor of 3.0 and 1.2, respectively. When this information is
used in connection with Eq. (1), the difference in h for the fully
turbulent and most laminar boundary layer is approximately 0.1,

Table 1 Details of the geometrically similar grids for the wing at a 5 5 deg and 9 deg

Nc=106 hi=h1 xþn � 101 xþc =102 xþs =103

Grid 5 deg 9 deg 5 deg 9 deg 5 deg 9 deg 5 deg 9 deg 5 deg 9 deg

G1;a 5.72 6.59 1.00 1.00 1.17 1.25 2.65 2.71 0.53 0.61
G2;a 2.69 3.11 1.28 1.28 1.47 1.55 3.43 3.51 0.69 0.79
G3;a 1.40 1.61 1.59 1.59 1.85 1.96 4.26 4.36 0.86 0.98
G4;a 0.63 0.73 2.08 2.08 2.39 2.53 5.67 5.82 1.14 1.30

Note: Surface averaged (
) nondimensional normal (n), chordwise (c), and spanwise (s) wall cell sizes obtained from steady k � x SST simulations.

Fig. 3 Visualization of the wing surface grid, the wake region,
and the vortex region indicated by box A in Fig. 2
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which is in the same order of magnitude as the difference given
for flat plates by McCormick [25].

The effect of the sensitivity of the boundary layer thickness to
the turbulent inflow conditions on the pressure in the vortex is
considered next. This is the relationship given in Eq. (3), i.e.,
pðg ¼ 0Þ / gv and C0 / ds. Figure 6 shows the effect of the
change in ds on the vortex core radius and the wing’s circulation
relative to the fully turbulent boundary layer for both AoA. For
a ¼ 5 deg, the decrease in boundary layer thickness translates into
an average reduction of gv of 7% over the considered trajectory
and an increased circulation of 3.7%. For the wing at 9 deg these
differences become 1% and 6.2%, respectively.

Figure 7 presents the effect of the change in gv and C0, and so
indirectly of ds, on the pressure in the center of the vortex. For the
wing at 5 deg the pressure in the vortex center is reduced by 20%.
For a ¼ 9 deg, the reduction is 7%. This confirms the hypothesis

and shows that the fully turbulent boundary layer assumption is
not valid for a ¼ 5 deg. It can yield an input uncertainty of 20% if
the numerical results are compared to experimental results in
which the transition location is not controlled or measured. For
9 deg this input error is smaller since transition is triggered near
the LE regardless of the turbulent inflow conditions.

Referring to Eq. (2), the pressure coefficient is dependent on
1=g2

v and C2
0. Figure 7 displays the cumulative effect of both fac-

tors by the dashed line, i.e.,

Cpð Þg¼0;expected

Cpð Þg¼0;SST

¼ 1=g2
v

1=g2
v

� �
SST

C2
0

C2
0

� �
SST

(44)

It can be seen that this expected decrease in Cp agrees well with
the actual decrease in the simulations (solid lines), showing that
the CFD results agree with the proportionality of the semi-

Fig. 4 Limiting streamlines over the suction side of the wing at a 5 5 deg (top row) and a 5 9 deg (bottom row) predicted by
the SST and LCTM with different turbulence inflow conditions. The surface is colored by the skin friction coefficient
(Cf 5 jsw ;x j/(1/2qU2

‘)). In (e) cross section A-A, located at z /b 5 0:5, is indicated. (a) SST, (b) [I=%,mt=m] 5 4.0, (c) [I=%,
mt=m] 5 2.0, (d) [I=%, mt=m] 5 1.0, and (e) [I=%, mt=m] 5 0.5.

Fig. 5 Boundary layer thickness along the chord at section A-A (see Fig. 4(e)) for wetted flow conditions. (a) a 5 5 deg (b)
a 5 9 deg.
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analytical expression. Near the wing (i.e., for x=c0 < 1:0), the pro-
portionality consistently overpredicts the change in ðCpÞg¼0

because the roll-up process is not yet finished, and incorporating
the full effect of the change in C0 is not valid (see Sec. 2). One
exception is the a ¼ 9 deg; ½I=%; �t=�� ¼ 0:5 case which overesti-
mates the change in ðCpÞg¼0. For this computation, the predicted
wing circulation increases due to separation induced transition,
which prevents the flow from separating later near the trailing
edge of the wing.

Figure 8 compares the circumferentially averaged azimuthal
velocity profile within the vortex in sector I for a ¼ 5 deg. Sector
I designates the top quarter of the vortex (in positive lift direction)
since [10] illuminated the suction side of the wing, leading to less
reliable measurements in the bottom quarter (in negative lift direc-
tion). It is observed that for g=c0 > 0:025 applying the transition
model decreases the modeling error and that the lines converge
toward the experimental result as the boundary layer thickness
reduces. However, the figure highlights the limitation of the SST
turbulence model for accurately predicting vortical flows, espe-
cially for g=c0 < 0:025 where the experimental results show a sig-
nificantly higher azimuthal velocity.

Fig. 6 Vortex core radius along the vortex trajectory, and wing circulation, predicted by the transition model for wetted flow
conditions. All results are normalized with respect to a fully turbulent boundary layer (SST result) and line styles correspond
to the legend of Fig. 5. (a) a 5 5 deg (b) a 5 9 deg.

Fig. 7 Pressure coefficient of the simulations with transition model (solid lines) and expected (Cp)g 5 0 based on 1/g2
v and C2

0
(dashed lines) in the vortex center along the vortex trajectory for wetted flow conditions. All results are normalized with
respect to a fully turbulent boundary layer (SST result). (a) a 5 5 deg (b) a 5 9 deg.

Fig. 8 Azimuthal velocity profiles predicted by the transition
model at x /c0 5 0:50 and a 5 5 deg for wetted flow conditions.
The S-PIV measurements are obtained by Ref. [10].
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6.2 Boundary Layer—Vortex Interaction in Cavitating
Flow. In cavitating flow conditions, the wing is only considered
at 5 deg to maximize the effect of transition modeling. Figure 9
displays isocontours of av ¼ 0:1 near the tip of the wing. The
more laminar the boundary layer becomes, the larger the cavity.
Growth is predominantly observed in the positive lift (y) direction,
i.e., in the direction of the suction side of the wing. This is in line
with the observation by Maines and Arndt [45] that the vortex
mainly interacts with the boundary layer on the suction side of the
wing.

In order to quantify the cavity growth as function of inflow con-
ditions, Fig. 10 presents the cavity radius over the cavity trajec-
tory for all simulations. The cavity radius is not analyzed for
x=c0 < 0:04 because of the asymmetry of the vortex near the wing
tip just above the boundary layer (see Fig. 9). With a decrease of
turbulence quantities, the cavity length increases; the end point of
the cavity of the LCTM simulation with ½I=%; �t=�� ¼ 0:5 lies
20% further downstream compared to the SST and LCTM simula-
tion with ½I=%; �t=�� ¼ 4:0. The cavity radius at x=c0 � 10 ¼ 0:4
is similar for all simulations, however the cavity’s growth rate
(@gc=@x) increases with decreasing turbulent inflow conditions,
likely because more high momentum (laminar) boundary layer
fluid enters the vortex. The location of the maximum cavity radius
is at x=c0 � 10 � 1:0 but moves slightly downstream with
decreasing turbulence quantities. The LCTM simulation with
½I=%; �t=�� ¼ 0:5 results in a cavity which is about 20% thicker
compared to the fully turbulent boundary layer. This is in line
with the wetted flow results, and is a consequence of the

assumption of the Schnerr–Sauer cavitation model which relates
the mass transfer to the fluid static pressure. For x=c0 � 10 > 1:0,
excessive turbulent diffusion resulting from the SST model causes
the vortex to diffuse quickly. This results in a decreased size of
the low pressure zone in the vortex core, and therefore a smaller
cavity. The diffusion rate is similar for all simulations.

7 Effect of Turbulence Modeling

In this section, simulations using RANS closures were per-
formed steady, while simulations using hybrid models were time-
accurate. Based on the transient scanning technique, the results
are temporally averaged over 3.3 nondimensional time units
(defined as t� ¼ t� U1=c0) after the statistically nonstationary
period, this ensures that the statistical error is also at least one
order of magnitude smaller than the discretization error. These
start-up times for DDES and IDDES are 8.8 and 6.6 nondimen-
sional time units, respectively, and are found to be independent of
the timestep used [32]. Error bars in all graphs indicate the numer-
ical uncertainties (spatial and temporal discretization, plus statisti-
cal). For the DDES and IDDES results, an estimate of the
discretization uncertainties from a time-resolved SST simulation
are used since error entanglement in hybrid models violates the
assumptions made by the procedure to determine this uncertainty.

Simulations are performed at 9 deg so as to minimize the input
uncertainty, since then transition occurs at the leading edge. All
results shown are for the finest grid and timestep combination,
i.e., G1;9 and Dt1. The vortex is analyzed at x=c0 ¼ 0:5 down-
stream of the tip. First, Secs. 7.1 and 7.2 consider wetted flow con-
ditions. Thereafter, Sec. 7.3 concerns cavitating conditions.

7.1 Wetted Vortex Prediction. The lift coefficients obtained
by all models, with the exception of EARSM, are within the vali-
dation uncertainty bounds compared to the experimental value, as
shown in Table 2.

Figure 11 presents the azimuthal and axial velocity fields within
the vortex for different turbulence models in sector I. The figure
only includes the SST, RSM, and DDES results since results for
KSKL and EARSM are comparable to SST, and IDDES is similar
to DDES. Note that for all cases sector I is shown, with each result
rotated by p=2 radians in the figure.

The azimuthal velocity fields for the RANS simulations are
symmetric around the vortex axis of rotation. Furthermore, the
magnitudes near the viscous core are substantially underpredicted,
as already observed in Fig. 8. The RSM shows improved results
compared to the other RANS models both in terms of magnitude
and velocity distributions. However, the magnitudes around the
viscous core are still underpredicted by about 15%. Asymmetry of
the azimuthal velocity fields due to the roll-up process can be
observed for the RSM and DDES simulations. Both in experi-
ments and simulations, the magnitude is higher at side (b) of sec-
tor I compared to side (a) because the roll-up process is
counterclockwise. The contour lines of the DDES simulation
match the experimental measurements well, although the experi-
mental results have a larger region of uh=U1 � 1:2.

For all RANS simulations, deceleration of the flow in the vortex
core models is observed, while the flow is accelerated in the
experiments. The hybrid models also show deceleration near the

Fig. 10 Cavity radius along the vortex trajectory for the SST
and LCTM simulations for different turbulent inflow conditions.
Cavity radius is defined using the isocontour of av 5 0:1.

Table 2 Value, numerical uncertainty, and modeling error of
the lift coefficient for the different turbulence models at 9 deg
AoA

SST KSKL EARSM RSM DDES IDDES Exp.

CL 0.67 0.67 0.60 0.68 0.66 0.65 0.65
UnðCLÞ=% 0.80 0.35 1.08 1.63 1.93 1.93 5.0
EmðCLÞ=% 2.30 3.19 �8.25 4.63 1.61 �0.55

Experiments by Pennings et al. [10].

Fig. 9 Isocontours of the vapor volume fraction (av 5 0:1) for
the SST and LCTM simulations with streamlines. Cavities are
clipped to reveal their cross section. Colors are according the
legend of Fig. 8.
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center of the vortex but match the axial velocity well just outside
the core. The discrepancy at the vortex core can be related to the
lower pressure gradient in streamwise direction compared to
experiments, due to the use of slip-walls along the tunnel walls.
Again, more asymmetry is present in the axial velocity fields pre-
dicted by RSM and DDES than for SST. Whether the asymmetry
of the axial velocity field is also present in reality is difficult to
conclude based on the available experimental measurement data.-
The velocity distributions, circumferentially averaged around the
vortex radius, are shown in Fig. 12 for the different turbulence
models. The azimuthal and axial velocity profiles of the KSKL
model match the experimental results better compared to the SST
model. Still, the linear constitutive relation for the eddy viscosity
yields excessive turbulent diffusion. It is observed that the
EARSM does not improve results despite its nonlinear constitu-
tive relationship. However, this comparison is biased since the
wing circulation predicted by the EARSM is 10% lower compared
to the other models (see Table 2). The lower circulation yields a
weaker vortex and thus lower magnitudes of all velocities in the
vortex. To compare them more accurately, one should compare
the velocity profiles for a constant lift force instead. Nevertheless,
it can be observed that the viscous core radius of the EARSM is
smaller (and thus closer to the experiments) compared to SST and

KSKL models. Also, the slope of the azimuthal velocity (@uh=@g)
for g < gv is better captured by EARSM than SST or KSKL. For
the axial velocity, however, the flow is decelerated about 40%
more compared to the SST and KSKL models, which cannot be
explained by the underprediction of the lift. The same is observed
for the RSM, which predicts the azimuthal velocity better com-
pared to the SST and KSKL models. However, the axial velocity
for g=c0 < 0:01 is underpredicted 10% more relative to SST and
KSKL. Furthermore, the viscous core radius is decreased com-
pared to SST and KSKL, which is one of the reasons [17] obtained
a good prediction of the pressure in a tip vortex. From the azi-
muthal velocity distributions, it is clear that the hybrid models
predict a viscous core radius, which is closer to the experimental
value compared to RANS. Both hybrid models accelerate almost
all the axial flow in the vortex core (for g=c0 > 0:01) as observed
in the experiments. Although the discrepancy for g=c0 < 0:01 is
on average still 15%, it is an improvement over the other models,
which decelerate the flow.

A validation exercise was made by utilizing the multivariate
metric r=rref at x=c0 ¼ 0:50, 0.74, and 1.14, the results of which
are presented in Table 3. Only the local circumferentially aver-
aged velocity fields are considered due to a uniform vector spac-
ing in the S-PIV measurements. This causes the multivariate

Fig. 11 Azimuthaland axial velocity fields in sector I for SST, RSM, and DDES turbulence models at x /c0 5 0:5 for wetted
flow conditions. The S-PIV measurements are obtained by Ref. [10]. (a) uh=U‘ and (b) ux=U‘.

Fig. 12 Azimuthaland axial velocity profiles in sector I for wetted flow conditions using SST, KSKL, EARSM, RSM, DDES,
and IDDES turbulence models. Results sampled at x /c0 5 0:5, vertical lines indicate the viscous core radius (location of maxi-
mum azimuthal velocity). The S-PIV measurements are obtained by Ref. [10]. (a) uh=U‘ and (b) ux=U‘.
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metric to assign more “weight” to the freestream rather than to the
region of interest (the vortex), since more points are located in the
freestream. The multivariate metrics of the global flow fields
would therefore result in distorted conclusions. The values
reported in the table confirm observations previously made based
on Fig. 12.

For the hybrid models, r=rref is close to 1.0, but this increases
for the locations further downstream due to numerical diffusion of
uh and ux. For the RANS models, r=rref � 1:0. The lowest values
occur for the RSM. Note that from the velocity plots in Fig. 12, it
seems that the azimuthal velocity is predicted better than the axial
velocity, although the multivariant metric results imply the oppo-
site. This is because Fig. 12 shows the absolute nondimensional
velocity. The actual percentage error (on which the multivariant
metric is based) is higher for the azimuthal velocity due to the
lower magnitude, explaining the lower values of r=rref for the
axial velocity.

A further point of note is that the resolved Reynolds stresses in
the hybrid simulations are found to be negligible compared to the
unresolved stresses. In these simulations, the RANS statistical
representation of turbulence, developed in the wing boundary
layer, does not transfer to a resolved representation in the form of
velocity fluctuations, due to commutation errors. The destruction
of turbulence kinetic energy in the area where RANS and LES are
blended should decrease the stability of the flow whereby velocity
fluctuations in the LES region could develop. It is observed that
the absence of unsteady effects in the flow field near the wing or
in the freestream prevent this development [46]. For both meth-
ods, the viscous core lies completely inside the LES region; for
DDES, the LES region corresponds to g=c0�0:05, while for
IDDES g=c0�0:2. The absence of velocity fluctuations implies
that the results still contain a modeling error, despite matching
the experiments reasonably well. This behavior is in contrast
to the results by Paskin, who did observe velocity fluctuations, yet
the inflow conditions used in that work are unknown [13].

7.2 The Role of Modeled Turbulent Diffusion. As intro-
duced in Sec. 1, previous researchers encountered excessive tur-
bulent diffusion of the vortex when simulating the cavitating tip
vortex generated by the wing, leading to an underpredicted cavity
length. This is mainly related to overprediction of eddy viscosity,
since this amplifies the diffusion term in the momentum
equations.

Figure 13 shows a different behavior for the eddy viscosity pro-
files along the vortex radius for the different turbulence models in
wetted flow conditions. The eddy viscosity for the SST and KSKL
models increases toward the vortex core, and is more than
one order of magnitude higher compared to the hybrid models. In
k � x based models, the eddy viscosity is proportional to k=x,
while for the KSKL model the eddy viscosity is proportional to
kL=

ffiffiffi
k
p

(Eq. (12)). The turbulence kinetic energy for the RANS
models is found to be more than a factor of five higher compared
to the hybrid models. Furthermore, the specific dissipation rate is
inversely proportional to k. Together, this leads to a high eddy vis-
cosity and more turbulent diffusion near the vortex center. The
peak in eddy viscosity is within the viscous core radius, while for
the EARSM it is clearly outside the viscous core. For EARSM,

the values are comparable to SST for g=c0 � 0:04, but decrease to
the values for the hybrid models toward the vortex center. This
decrease near the center is related to an increase in the specific
dissipation rate, and the dependence on Cl which varies in space
as Cl / Ix / X�ij / s / 1=x (see Eq. (17)). Through this relation,
�t / 1=x2, leading to an amplification of the effect of the
increased specific dissipation. The eddy viscosity predicted by the
RSM lies between the values for the SST, KSKL and hybrid mod-
els, but remains constant for g=c0 	 0:04. The eddy viscosity pre-
dicted by the hybrid models remains low across the vortex radius
due to the increased destruction of turbulence kinetic energy (a
consequence of a decrease in the DES length scales, see Eqs. (26)
and (27)).

In previous work, the axial velocity deficit (deceleration) in the
vortex is also explained by the high eddy viscosity [11,12], yet the
current results contradict that explanation. In the region
g=c0 < 0:01, �t from the EARSM is comparable in magnitude to
the hybrid models. The axial velocity predicted by EARSM, how-
ever, is more than 50% lower (see Fig. 12). In the case of the
EARSM, the axial velocity deficit is instead related to the nonlin-
ear term, aij, in the definition of the Reynolds stress tensor
(Eq. (6)). This term redistributes the turbulence kinetic energy
over the different normal components of the tensor. This can be
observed in Fig. 14, where the unresolved (modeled) Reynolds
normal stresses for the EARSM simulation are dominant in the x
and y directions. Their distributions vary strongly along the radius.
The x component is highest just near the center of the vortex,
which explains the large diffusion of axial velocity. The same
holds for the RSM, although the differences are then smaller. For
the SST, KSKL, DDES, and IDDES models, u0iu

0
i has the same

magnitude in each direction conforming their expected isotropic
nature. The differences in the modeled Reynolds stresses are

Table 3 Multivariate metric r=rref of azimuthal and axial velocity profiles in sector I for different turbulence models

Velocity component Location SST KSKL EARSM RSM DDES IDDES

Azimuthal x=c0 ¼ 0:50 8.72 5.67 18.92 7.21 1.85 2.40
x=c0 ¼ 0:74 13.75 12.13 19.28 5.49 3.20 3.65
x=c0 ¼ 1:14 28.10 12.34 25.21 6.78 9.27 9.40

Axial x=c0 ¼ 0:50 3.83 4.38 7.54 3.13 1.71 1.87
x=c0 ¼ 0:74 4.16 5.23 19.28 8.03 2.02 1.96
x=c0 ¼ 1:14 6.20 9.58 19.66 6.55 4.35 4.50

Fig. 13 Radial distribution of eddy viscosity ratio in sector I for
wetted flow conditions using SST, KSKL, EARSM, RSM, DDES,
and IDDES turbulence models. Results sampled at x /c0 5 0:5,
vertical lines indicate the viscous core radius (location of maxi-
mum azimuthal velocity).
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proportional to the differences in eddy viscosity, as expected
based on Eq. (6).

7.3 Turbulence Model Behavior in Cavitating Flow. In lit-
erature, often isocontours of the vapor pressure are used to indi-
cate the region where cavitation can be expected from a wetted
flow simulation (see, e.g., Refs. [11] and [12]). However, the
effect of cavitation on other flow variables, and therefore implic-
itly on the cavity size, has received less attention. In order to
investigate this, the different turbulence models were also applied
for cavitating flow simulations and compared to the results of
Sec. 7.1. In this work, we focus on the interaction of the turbu-
lence and cavitation models. All results presented were obtained
for the finest grid and timestep, using the same numerical settings
as in Sec. 7.1. The results are compared at x=c0 ¼ 0:25. No vali-
dation was possible since the closest plane [10] measured in cavi-
tating conditions with respect to the tip is x=c0 ¼ 1:14, and the
cavities predicted by all models are already diffused upstream of
this point.

Table 4 shows that the cavity length in cavitating conditions is
significantly longer compared to the “cavity” length in wetted
flow conditions, for all models investigated. This is related to the
effect of the cavity on the eddy viscosity, as shown in wetted and
cavitating conditions in Fig. 15. Note that the eddy viscosity is
normalized by the viscosity of the pure liquid rather than the mix-
ture. The results for the KSKL, EARSM, and IDDES simulations
are excluded since they are similar to the SST, RSM, and DDES
simulations, respectively. The eddy viscosity becomes almost
zero inside the cavity and is reduced by a factor of two just out-
side the cavity, due to a decrease in k and an increase in x.

To understand what happens when fluid enters the cavity, the
production (Pk) and destruction (Dk) terms of the k equation for
the SST, RSM and DDES models are considered (see Sec. 3.1 for
their definitions). Figure 16 shows that Pk decreases toward zero
within the cavity and is reduced outside the cavity compared to
wetted flow conditions. Dk is less affected inside the cavity, result-
ing in a strong reduction of modeled turbulence in and around the
cavity. This imbalance between Pk and Dk originates from
the lack of velocity gradients (and thus strain rate) in and around
the cavity. Since Pk is directly related to the magnitude of the
strain rate tensor, it can decrease rapidly, while Dk is only depend-
ent on the two turbulence quantities meaning an abrupt drop is not
expected. The lack of velocity gradients is due to a constant pres-
sure within the cavity as can be seen in Fig. 17. The pressure coef-
ficient levels out to a value just below the cavitation number, as
the cavitation model keeps increasing the vapor volume fraction.
The absence of velocity gradients yields constant axial and azi-
muthal velocities in the cavity (the magnitude of the axial compo-
nent of the vorticity vector is also almost zero meaning the flow is
also irrotational), almost no eddy viscosity since the Pk vanishes
while Dk remains, and much lower Reynolds normal stresses in
the cavity, due to Eq. (6). This results in the vapor flow in the cav-
ity having the same characteristics as a potential flow. No pressure
(nor velocity) measurements of the flow within a tip vortex cavity
were found in the literature to verify or disprove this finding.

8 Conclusions

The elliptical Arndt wing is a well-known test case for studying
cavitating tip vortices. In literature, the underprediction of the tip
vortex size is commonly attributed to numerical diffusion and an
overprediction of eddy viscosity. In this study, it was shown, both
theoretically and numerically, that the assumption of a fully turbu-
lent boundary layer in CFD simulations also contributes to the
underprediction of the tip vortex cavity size, especially for cases
where the inflow turbulence quantities strongly affect the location
of transition. The iterative, statistical, spatial, and temporal discre-
tization errors were estimated and found to be below 2% for the
lift coefficient. The results are compared against measurements by
Pennings et al. [10].

The use of a transition model, while controlling the boundary
layer thickness using different turbulent inflow conditions, pre-
dicts a decrease of the viscous core radius, and consequently the
pressure in the vortex, of 20% for the wing at 5 deg AoA in wetted
flow conditions. At 9 deg AoA, deg reduces to 7%, due to transi-
tion occurring at the leading edge of the wing. Similar behavior

Fig. 14 Modeled normal Reynolds stress profiles in sector I for
wetted flow conditions SST, KSKL, EARSM, RSM, DDES, and
IDDES turbulence models. Solid lines indicate u0u0, dashed
lines v 0v 0, and dashed-dotted lines w 0w 0. Results sampled at
x /c0 5 0:5.

Table 4 Quantitative comparison of cavity length in wetted
and cavitating flow conditions using different turbulence
models

Turbulence model xend;wet=c0 xend;cav=c0 xend;cav=xend;wet

SST 0.288 0.461 1.595
KSKL 0.321 0.481 1.498
EARSM 0.303 0.510 1.687
RSM 0.505 0.859 1.702
DDES 0.980 1.104 1.126
IDDES 0.961 1.098 1.142

Fig. 15 Radial distribution of eddy viscosity ratio in sector I for
SST, RSM, and DDES turbulence models in cavitating (solid
lines) and wetted flow (dashed lines) conditions at x /c0 5 0:25.
Vertical lines indicate the cavity radius (av 5 0:1).
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was found for the increase in vapor volume in cavitating flow con-
ditions. Considering the known shortcomings of the SST model in
predicting vortical flows, it is expected that further improvements
to the results could be obtained by applying the LCTM model in
combination with other turbulence models.

To compare different turbulence models, an AoA of 9 deg was
udeg due to the transition occurring at the leading edge, regardless
of the inflow condition. The lift coefficients predicted by the SST,
KSKL, RSM, DDES, and IDDES turbulence models were within
the uncertainty bounds of the experimental results. The EARSM
simulation underpredicted the lift, which biases the comparison of
velocity profiles in the vortex. Furthermore, the anisotropy in the
normal Reynolds stresses in the EARSM simulation yielded a
large axial velocity deficit. Although the velocity profiles in the
vortex predicted by DDES and IDDES are close to the experimen-
tal results, the outcome still suffers from commutation errors.
Specifying time-varying stochastic velocity fluctuations in the
inflow could stimulate the development of turbulent structures in
the LES regions. This could allow the effect of turbulent velocity
fluctuations on the cavity to be assessed.

It is shown that the presence of cavitation reduces turbulent dif-
fusion in the vortex due to a constant pressure inside the vapor
region. The absence of velocity gradients in all directions yields
constant axial and azimuthal velocities in the cavity, almost zero
eddy viscosity, and lower Reynolds normal stresses. Whether this

is physically plausible is uncertain, yet no evidence to verify or
disprove this was found in literature.
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