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ABSTRACT

To effectively mitigate environmental changes and to manage coastal environments, a good under-
standing of nearshore bathymetry and its evolution is required. The coastal zone is expected to be
vulnerable in the foreseeable future due to the combined effects of increased coastal impacts and
a growing coastal population. The use of spaceborne remote sensing methods has been developed
in recent decades to estimate nearshore bathymetry. Compared to traditional methods, spaceborne
remote sensing techniques offer a relatively large spatial coverage as well as frequent temporal mon-
itoring. The Sentinel-2 mission is potentially able to provide regular bathymetry estimations, mainly
due to its significant revisit time and freely accessible data.

This research focuses on the development of a spatio-temporal cross-correlation model in order
to construct a one-minute wave-representing video. The video is used to show the potential for
wave-derived bathymetry estimation, exploiting a depth inversion algorithm (DIA) based on dy-
namic mode decomposition (DMD) to invert depth. The model is applied to two distinct datasets:
a synthetic FUNWAVE dataset and Sentinel-2 imagery. The Sentinel-2 imagery covers research sites
in Saint-Louis, Senegal and Capbreton, France.

Three model requirements are created based on the research objectives. The model should show
wave propagation for at least one minute and, moreover, the waves in the video should accurately
represent the wave field. Both requirements are demanded by the use of a DMD-based DIA. Lastly,
the resulting video should enable an accurate bathymetry estimation. Based on the requirements,
the developed spatio-temporal cross-correlation model includes four model parts: pre-processing,
image resolution augmentation, wave characteristics estimation and video construction.

The research has led to a range of insights. A discrepancy between the quality of constructed videos
and related bathymetry estimations is observed. The videos as constructed by the model generally
show a good representation of average wave propagation for a sufficiently long duration, while the
bathymetry estimations are less accurate. The low quality of bathymetry estimations is explained
by three main error sources: celerity estimation errors, the applied filtering methods and the way in
which the video is constructed. These three error sources together lead to videos that lack pixel-wise
detail and therefore decrease the bathymetry estimation quality. The developed application frame-
work shows that estimating wave characteristics from Sentinel-2 imagery by means of the model is
at the edge of possibilities. In temporal sense, relatively large celerity estimation errors are expected
for wave periods lower than 5 s and higher than 8 s. The model is less sensitive for spatial parame-
ters: as long as wavelengths are larger than circa 150 m the celerity estimation error is acceptable.

All together, the developed model and related video constructions offer added value, although not
for the purpose of a bathymetry estimation by means of a DMD-based DIA. The constructed videos
represent wave propagation in an average sense and can therefore be exploited for wave-related
purposes, e.g. obtaining wave spectra, estimating dominant wave direction and estimating wave
climates. In general, the video offers a way to enlarge the temporal range of Sentinel-2 imagery.
It is furthermore concluded that the model is probably more suitable for use in combination with
other types of imagery, including satellite imagery with larger burst duration and increased spatial
resolution as well as standard video imagery.
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GLOSSARY

Acoustic Doppler current profiler (ADCP) Instrument for observing waves and ocean currents based
on sampling the range-gated Doppler return of acoustic beams.

Bathymetry The ocean’s depth relative to sea level, the study of the 'submarine topography’.

Burst duration The overall temporal offset between the first and last band of satellite imagery.

Constellation A group of artificial satellites working together as a system.

Cross-correlation Measuring the similarity of two (time) series as a function of the displacement
of one relative to the other.

Depth inversion algorithm (DIA) Technique that analyses wave features in order to obtain depth.

Domain radius Radius that defines the size of the calculation domain: the area that is used to pro-
vide information for the estimation of wave characteristics at a certain pixel.

Dynamic Mode Decomposition (DMD) A post-processing technique that extracts dynamic infor-
mation of a physical process from snapshots.

Echo-sounding Determining the depth of the seabed by measuring the time taken for sounds echoes
to return to the listener/observer.

EMODnet The European Marine Observation and Data Network, an organisation that aims to pro-
vide a single access point to a range of available marine measurements, such as bathymetric
charts.

GEBCO The General Bathymetric Chart of the Oceans.

Imagery A collection of visual images.

In-situ Measurements performed on site.

LiDAR Light Detection and Ranging, aremote sensing method that uses light in the form of a pulsed
laser to measure variable distances to the Earth.

Low-elevation coastal zone (LECZ) The contiguous and hydrologically connected zone ofland along
the coast and below 10 m of elevation.

Metadata A set of data that describes other data (imagery) and/or provides background informa-
tion.

Multi Spectral Instrument (MSI) An instrument that measures the Earth’s reflected radiance in mul-
tiple spectral, or frequency bands.

Multi-spectral Consisting of multiple frequency bands.

Nearshore The zone extending from the offshore zone (where waves and seabed hardly interact) to
the breaker, or swash zone (where waves start to dissipate and break) [1].
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GLOSSARY viii

Ortho-image A computer-generated image of an aerial photograph in which displacements and
distortion due to terrain relief and camera tilts have been removed.

Radar A detection system that uses radio waves to determine the range, angle or velocity of objects.

Remote sensing The process of detecting the physical characteristics of an area by measuring its
reflected and emitted radiation at a distance, typically from an aircraft or satellite.

Revisit Time The time elapsed between observations of the same point on Earth by a satellite.

Satellite An artificial body placed in an orbit around the earth or moon or another planet for com-
munication or monitoring purposes.

Spatial Relating to information regarding position, area or size.

Spatial resolution The physical dimension that represents a pixel of an image. Can be interpreted
as the linear spacing between each pixel.

Spectral Relating to frequencies or analysis in the frequency domain.

Sun-synchronous orbit Circulating around the Earth while being in the same ’fixed’ position rela-
tive to the sun, which means in practical that a certain location at the Earth is always visited
at the same time of the day and therefore experiences the same light circumstances.

Synthetic dataset A dataset that is artificially manufactured instead of generated from real-world
measurements.

Temporal Relating to information regarding time.

Time lag The temporal offset between each separate band of satellite imagery.
Video A recording of moving visual images.

Wave characteristics (Statistical) parameters that define the propagation of waves.

Wave parameters (Statistical) parameters that define the propagation of waves. Is used interchange-
ably with the term 'wave characteristics.
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INTRODUCTION

To effectively mitigate environmental changes and to manage coastal environments, a good un-
derstanding of bathymetry and its evolution is required [5, 6]. The coastal environment is more
frequently and more intensely exposed to a range of climatological extremes and coastal hazards
due to global climate change [5]. Local impacts, such as sea-level rise, increased storm surge and
severe wave load, lead to an increase of coastal floodings and the change of erosion/sedimentation
patterns within the coastal zone [5, 7, 8]. Moreover, the coastal areas are inhabited by a large amount
of citizens. These coastal zones house a significant part of the world’s population; nearly 2.4 billion
people - about 40% of the total number of people on earth (2009) - live within 100 km of the coast
[9]. Furthermore, the population density in the coastal areas is larger than the population density in
non-coastal environments [10]. This difference is only expected to increase, since globally, people
tend to migrate seawards: the population of the Low-Elevation Coastal Zone (LECZ) is predicted to
more than double from 625 million in 2000 to 1.4 billion by 2060 [7].
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Figure 1.1: Estimated population in the low-elevation coastal zone (LECZ) by 2060. Following the most extreme scenario,
a total LECZ population increase from 625 million (2000) to 1.4 billion (2060) is expected [7].

As a consequence of the combined effects of increased impacts on the coastal zone and a rapidly
growing coastal population, the coastal communities are expected to be highly vulnerable in the

3
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foreseeable future [11, 12]. To develop adequate adaption and mitigation policies, a broad under-
standing of the coastal zone and its processes is indispensable [13]. Among other characteristics,
there is specific interest in the nearshore bathymetry, mainly because it dictates the storm surge
and wave impact; sea level height, wave characteristics and coastal bathymetry are strongly re-
lated to each other [5, 14, 15]. It should be acknowledged that understanding coastal bathymetry is
paramount for effective coastal management strategies such as nourishment programs as well [6].
Assessing the nearshore bathymetry is therefore essential to managing coastal areas [7, 8, 11, 12], as
well as to the enhancement of economy, recreation and ecology in the coastal zone [6].

ESTIMATING NEARSHORE BATHYMETRY

A range of methods exists to estimate the local nearshore bathymetry. Ship-based in-situ tech-
niques have been quite popular in the past centuries. Historically, a conventional pre-measured
rope or leadline was used to measure the local depth [16, 17]. Although recently, more advanced
techniques based on echo-sounding [18] and radar technology [19] have been commonly applied
when measuring from ships or other moving vessels. Airborne remote sensing techniques have
been around for a long time as well. One of the first known missions to assess the local bathymetry
from the air was performed during World War II in an attempt to identify the gradients of enemy-
held beaches using aerial photographs to recognise wave patterns [20, 21]. In the last few decades
these airborne techniques have been improved significantly. Nowadays, techniques based on laser
technology (LiDAR) provide accurate measurements [22-24]. A more recent development is the us-
age of shore-based remote sensing methods. The main technological approaches within this field
are based on video imagery [25-27] and radar technology [28-30].

Each measuring method comes with its own advantages and limitations. Although relatively ac-
curate, ship-based measurements are generally time-consuming and expensive, while their spatial
and temporal range is quite low [17, 27]: it is relatively costly to do regular ship-based measurements
on a small and local spatial scale. Since the coastal zone is known for its highly dynamic environ-
ment, the need for cost-effective and frequently repeated measurements is clear [5, 25, 31]. In this
way the main disadvantage of ship-based measurements is disclosed. Airborne (LiDAR) technolo-
gies make a decent attempt to overcome these issues by providing an increase of spatial scale while
preserving the same order of accuracy as ship-based measurements. However, these airborne tech-
nologies are still quite expensive, especially when a high measuring frequency is demanded [16, 32].
On the other hand, shore-based remote sensing systems (video and radar) provide an accurate, cost-
effective alternative that measures continuously [27, 29], but these methods are restricted by their
local spatial coverage [5, 33].

SPACEBORNE REMOTE SENSING FOR NEARSHORE BATHYMETRY ESTIMATION

A development over the last few years is the use of satellite imagery to estimate coastal bathymetry
[5, 16, 33, 34]. These spaceborne remote sensing techniques provide significant advantages com-
pared to traditional methods: a large spatial coverage, together with frequent temporal monitoring
[33]. Most satellite missions cover (nearly) the entire planet, while still visiting each location on a
frequent basis (in the order of days or weeks). This provides useful long-term datasets for the mon-
itoring of coastal processes [35]. When the data of those satellite missions is used for the retrieval of
intermediate to shallow water nearshore bathymetry the estimation is generally based on one of two
different concepts: 1) the recognition of radiative transfer in water to produce optical images of the
bathymetry based on reflectance and absorption and 2) the recognition of hydrodynamic processes
(waves, currents etc.) to estimate the bathymetry, using the relation between those processes and
the nearshore bathymetry. Within this last method, both optical and radar images could be used to
assess the hydrodynamic processes [33].

Imagery of a range of satellite missions has the potential, or has already been used, to estimate
nearshore bathymetry. Some examples of those missions are the SPOT, LandSat-8, Worldview, Quick-
bird, IKONOS, Pleiades, ERS-1, ERS-2, TerraSar-X, Sentinel-1 and Sentinel-2 missions [33]. Although
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very auspicious, the main challenge within this field of remote sensing is achieving bathymetry esti-
mations of the same order of vertical accuracy as the most accurate traditional measuring methods,
or at least obtaining an order of accuracy that is meeting the user requirements [33]. The Sentinel-2
mission [36] has proven to be one of the promising missions in providing such reliable information
for the purpose of nearshore bathymetry estimation, mainly since it delivers freely accessible data
with a significant revisit time [5, 32, 37-39].

1.1. SENTINEL-2 MISSION

The Sentinel-2 mission consists of a constellation of two polar-orbiting satellites. The two satel-
lites are placed in the same sun-synchronous orbit, experiencing a 180 degree phase difference [36].
The revisit time of the total constellation is five days at the equator [40], corresponding with two
to three days at mid-latitudes [36]. This revisit time is high in comparison with e.g. the popular
LandSat-8 satellite (16 days [41]). The mission is part of the Copernicus programme, which is an
Earth observation programme, headed by the European Commission (EC) and the European Space
Agency (ESA) [42]. Copernicus is formerly known as the Global Monitoring for Environment and
Security (GMES) programme [38]. The goal of it is to "provide accurate, timely and easily accessible
information to improve the management of the environment, understand and mitigate the effects
of climate change and ensure civil security" [42], from which the three key mission objectives of the
Sentinel-2 mission are distilled: 1) delivering global high-resolution multi-spectral imagery with a
high revisit frequency, 2) continuing the multi-spectral imagery of the SPOT mission and 3) provid-
ing information of next generation operational products, such as land-cover maps [38].

(a)

Figure 1.2: Examples of the Sentinel-2 constellation and its imagery. In (a) an artist impression of a Sentinel-2 satellite
[36] is provided, while (b) shows an example of Sentinel-2 optical imagery: a projection of the Bahamas in blue, green
and red light [43].

In order to fulfill the objectives of the mission, the design of Sentinel-2 has led to a set of relevant
specifications. The constellation could be characterised as a multi-spectral Earth-observation sys-
tem, which means that it features a multi spectral instrument (MSI) with 13 spectral bands [38]. The
MSI of Sentinel-2 is an instrument that measures the radiance that is reflected by the Earth in 13
colour bands; each of the bands measures a fraction of the total spectrum of the radiation returned
by the Earth [44]. The spatial resolution on the ground of those bands varies from 10 m to 60 m,
while each band provides a field of view of 290 km [38]. Four of the bands deliver a spatial resolu-
tion of 10 m, six bands provide a 20 m resolution and the last three bands are of 60 m resolution [38].
A last relevant property of the Sentinel-2 imagery is the time lag that exists between each spectral
band. For example, the total lag between the first and last band amounts 2.586 s [36]. In practice,
above specifications mean that the provided imagery of Sentinel-2 consists of a set of 13 images
of differing resolutions, picturing a certain location on Earth with a total time lag of 2.586 s. This
protocol is repeated every few days.
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1.2. RESEARCH GAP

The imagery of the Sentinel-2 mission has already been used for a broad range of Earth monitoring
purposes. These applications reach from geological [40, 45], hydrological [46-48], benthic mapping
[39] and snow-cover monitoring [49] purposes, to the detection of vegetation [50, 51] and land-
use patterns [52, 53]. Given the broad variety in applications, the description of the research gap
in this thesis solely focuses on the usage of Sentinel-2 and other remote sensing methods for the
assessment of nearshore bathymetry.

COLOUR-BASED BATHYMETRY ESTIMATION

Most spaceborne bathymetry estimation techniques are based on the physical principle of recog-
nising radiative transfer in water to estimate depth: the 'colour-based bathymetry estimation’. Sim-
ply stated, this measures the water-leaving reflectance of light at several spectral bands (the water
colour) to provide the local bathymetry [54]. Casal et al. [55] applied this concept to Sentinel-2 data
for the estimation of nearshore bathymetry using two different traditional empirical algorithms:
the linear band model [56] and the log-transformed band ratio model [57]. Others improved these
so-called empirical algorithms by processing the Sentinel-2 data using neural networks [58], ma-
chine learning models [54], random forest models [59] and Support Vector Machine (SVM) tech-
niques [60, 61]. More examples using the same physical principle are of Chybicki [32], Kabiri [62]
and Traganos et al. [63]. Note that these methods are not solely used in the coastal zone; there are
applications of Sentinel-2 imagery in other aquatic environments like coral reefs [39].

WAVE-DERIVED BATHYMETRY ESTIMATION

A significantly different approach is the so-called 'wave-derived bathymetry estimation’ [64]. In-
stead of directly translating the optical images to a bathymetry, it uses a two-step strategy. First, the
wave characteristics are estimated from (satellite) imagery and secondly, these wave parameters can
be converted to a local bathymetry by using the linear dispersion relation [5, 64, 65], relating wave
characteristics to local depth (d):

w? = gktanh(kd) (1.1

in which g represents the gravitational acceleration, w is angular frequency (%) and k is wave num-
ber (%). T and L respectively represent wave period and wavelength and are related to each other
through celerity, or phase speed (c = L/ T = w/k). Since bathymetry only dictates the wave param-
eters when waves are propagating in intermediate to shallow water depths, the deep and shallow
water limits act as boundary for the applicability of this approach. Both limits depend on the wave-
length and are typically expressed by d;;,; = % and dgj, = % [65]. The main advantage of this wave-
derived method is that it avoids the challenges of above depth-by-colour routines that are induced
by e.g. the turbidity of coastal waters and the need of in-situ calibrations [64]. It also has the poten-
tial to estimate depths beyond the limitations of colour-based methods (typically 10 to 20 m) [5, 66].

Work has been done in the past few years regarding the field of wave-derived coastal bathymetry
estimation, using Equation 1.1 as basis for the method. One segment of these techniques relies on
shore-based video systems [25] or drones [67, 68]. The advantage of these techniques is the avail-
ability of longer duration video imagery instead of single images, which makes the estimation of
wave characteristics and therefore depth, more straightforward. Wave characteristics could also be
obtained from high resolution satellite imagery with larger temporal range, such as the Pleiades mis-
sion in persistent mode [64, 69]. Although very promising, there are only a few satellites that could
offer such high resolution data of a certain location on Earth (e.g. Pleiades [69] and WorldView-2
[70]) and moreover, the use of those satellites is generally expensive [71].

The Sentinel-2 mission offers a low-cost and freely accessible, open source alternative to these ex-
pensive "high-performance" satellites [5, 41]. However, like most other satellite missions, Sentinel-2
provides very limited data. Only a short burst of lower resolution images is taken instead of a longer,
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high resolution sequence or video [71]. This leads to restricted temporal information of a relatively
low spatial resolution. Although some recent efforts have been made to get wave-derived coastal
bathymetry using limited Sentinel-2 imagery [72] as well as to develop a method for the processing
of restricted temporal information [73], it remains challenging to accurately estimate wave-derived
nearshore bathymetry from this sparse source of information. However, given the open source and
widely available character of the data, there is broad consensus regarding the potential of utilising
Sentinel-2 images for these purposes [5, 41, 73].

Wave-derived nearshore bathymetry estimation using Sentinel-2 imagery is considered a
promising technique due to the freely accessible and widely available data, while avoiding the
complications of colour-based routines. Nonetheless, the main challenge to overcome is the
lack of temporal information in combination with a low spatial resolution.

MATHEMATICAL APPROACHES TO ESTIMATE WAVE CHARACTERISTICS

Determining wave-derived bathymetry relies on solving Equation 1.1. Knowing two of five wave
parameters (L, T,w, k, ¢), either in the spatio-temporal domain (L, T, ¢) or in the spectral domain
(w, k, ¢) leads to an estimation of the local depth (d) [5]. Several types of mathematical approaches
have proven to obtain these wave parameters from different kinds of datasets.

Several methodologies are based on spectral methods, which generally aim to solve phase differ-
ences in the spectral wave number domain (w, k) [5, 66, 72, 74-76]. Although very powerful, a clear
disadvantage of these methods is the need for sufficient temporal or spatial information (in the
order of a few wavelengths) to solve wave characteristics; multiple waves have to be 'observed’ to
accurately derive spectral information [64]. A second, possibly more important complication of
spectral methods is induced by the shape of the raw signal. Since the acquisition of spectral wave
characteristics depends on Fourier [77] or Wavelet [78] transformations, deviations of the signal
from a perfect sinusoidal wave introduces errors [64].

A way to overcome these issues is provided by methods based on cross-correlation in the space-
time domain. Instead of obtaining wave characteristics in spectral form (w, k, ¢), the analysis is
performed by applying correlations in temporal or spatio-temporal sense (L, T, ¢). Since correla-
tion in space and time does not depend on signal shape, it is expected that these approaches better
handle non-linear wave features [64]. The first results using a method based on these principles are
achieved by Almar et al. [79], who present a protocol to solve wave celerity from video imagery based
on temporal correlation. A comparison of this method with a spectral approach is done thereafter
in Bergsma and Almar [80]. A large advantage of these applications to video imagery is the temporal
range of the datasets, which makes the assessment of wave characteristics less challenging. Almar
et al. [64] did a first application to much shorter time series by using the imagery of the Pleiades
constellation in persistent mode (12 images, 8 s apart, 0.5 m resolution). This research has led
to good agreement between estimated and measured bathymetry: a correlation of 0.92 and root-
mean-square error of 1.4 m for the COMBI 2017 Capbreton experiment [64], which is stated to be
the best performance obtained for regional spatial bathymetry [73].

The question that arises is whether these kinds of spatio-temporal cross-correlation methods are
applicable to datasets of significantly shorter temporal duration and/or lower spatial resolution,
such as Sentinel-2 imagery (13 images, in total 2.586 s apart and 60 to 10 m resolution). Recently,
the potential has been shown by estimating wave parameters from a synthetic dataset, mimicking
Sentinel-2 data [73]. The conclusion is justified that it remains challenging to obtain accurate results
for less-than-a-wave-period time series [73]. Furthermore, Almar et al. [73] used a synthetic dataset
of 1 m resolution, instead of actual Sentinel-2 resolutions. The development of a spatio-temporal
cross-correlation model for the estimation of wave parameters from real Sentinel-2 data is therefore
a natural and valuable next research step. It thereby forms a part of the objective of this research.
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Further details about the spatio-temporal cross-correlation model are provided in the methodology
section.

DEPTH INVERSION FROM WAVE CHARACTERISTICS

A wave-derived bathymetry estimation consists roughly of two parts: 1) the estimation of wave char-
acteristics and 2) a depth inversion. When wave characteristics are obtained, the plainest way of in-
verting depth is by explicitly using Equation 1.1. More sophisticated ways of solving bathymetry are
offered by a Depth Inversion Algorithm (DIA). DIAs are techniques that have been developed to es-
timate depth by utilising a range of different methods. Most of the DIAs are frequency-based: they
exploit the linear dispersion relationship by decomposing the wave signal in harmonics [75, 81].
Enabling a wave-derived nearshore bathymetry estimation from Sentinel-2 data by combining a
spatio-temporal cross-correlation and a DIA makes sense. The cross-correlation is applied to de-
rive wave parameters, while a DIA converts the parameters to depth.

When deploying a DIA, the main complication is found in the required temporal range. Most DIAs
are designed as post-processing techniques [82]. That implies they could rely on longer duration
information: an increased temporal range eases the decomposition of harmonics [82]. A relatively
new approach that aims to solve depth on the fly is developed by Gawehn et al. [82], by proposing
an algorithm that utilises dynamic mode decomposition (DMD) [83, 84]. Although less demanding,
the algorithm still requires a minimum time serie of 40 to 60 s [82]. To combine a spatio-temporal
cross-correlation of Sentinel-2 data with the DMD-based DIA, the challenge is therefore to enlarge
the temporal range of information. That introduces the need to construct a longer duration video
from the Sentinel-2 imagery, representing the propagation of waves. The video then acts as a link
between the satellite imagery and depth estimation.

Developing a spatio-temporal cross-correlation model to obtain wave characteristics from
Sentinel-2 imagery is a natural next research step. The potential to estimate depth could
possibly be shown by using a DMD-based DIA, of which the use is enabled by enlarging the
temporal range of information: from a 2.586 s burst to a longer duration video (40 - 60 s).

1.3. PROBLEM STATEMENT AND RESEARCH OBJECTIVES

Due to the combined effects of increased coastal impacts and a rapidly growing coastal popula-
tion, the coastal zone is expected to be highly vulnerable in the foreseeable future. A good under-
standing and assessment of the nearshore bathymetry is essential for the effective management of
coastal areas. The use of spaceborne remote sensing methods has been developed in recent decades
to estimate nearshore bathymetry. Compared to traditional methods, spaceborne remote sensing
techniques offer a relatively large spatial coverage as well as frequent temporal monitoring. The
Sentinel-2 mission - part of the Copernicus programme and initiated by the European Commission
and the European Space Agency - offers potential to enable regular bathymetry estimations, mainly
due to its significant revisit time and freely accessible data.

This research focuses on the development of a spatio-temporal cross-correlation model in order
to construct a video representing wave propagation. The motivation is to show the potential of
the video for the estimation of a wave-derived nearshore bathymetry from Sentinel-2 imagery. En-
abling wave-derived bathymetry avoids the complications of colour-based routines, i.e. turbidity
challenges and limitations to relatively shallow water. On the other hand, the choice for a spatio-
temporal cross-correlation method is induced by the expected potential of the method to better
handle non-linear wave signals, as well as the need for less temporal information. The developed
spatio-temporal cross-correlation model is used to construct a longer duration video that shows the
propagation of waves. The video forms a link between the raw satellite imagery and the potential
bathymetry estimation. A DMD-based DIA is used to invert depth, leading to the research objective
statement:
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The explicit aim of this research is to construct a one-minute” video from a short burst of
Sentinel-2 imagery (2.586 s), a video that accurately represents the propagation of waves. In
addition, the potential of the video to estimate wave-derived nearshore bathymetry is shown. A
DMD-based DIA is exploited for that purpose. The video is constructed by developing a
spatio-temporal cross-correlation model.

%The required temporal range to enable the use of the DMD-based DIA is case-dependent and somewhere between 40
and 60 s [82]. It is therefore decided to use a duration of one minute in the research objective statement as well as in
the main research question.

DISTINCTION BETWEEN VIDEO CONSTRUCTION AND DEPTH ESTIMATION

In the research objective statement, a clear distinction is made between the video construction and
depth estimation. This thesis focuses on the video construction and is therefore explicitly stated as
the sole aim of the research. The motivation to construct a video is formed by enabling wave-derived
depth estimation; the video acts as a connection between Sentinel-2 imagery and the exploiting
of a DMD-based DIA. It thereby forms a way to combine the available spatial information of the
satellite imagery towards a product of siginificant temporal range. Therefore, the potential to assess
bathymetry is shown in this research as well. Another advantage of a video construction is that it
possibly allows for a range of other applications, beyond the purpose of bathymetry estimation: a
video construction is a way to project Sentinel-2’s short burst of temporal information in a form that
potentially unlocks a wider range of applications. The demands for a video construction and a wave-
derived bathymetry estimation both are requirements that have been imposed by the facilitator of
this research: the Labratory of Space Geophysics and Oceanography Studies (LEGOS) [85].

DEVELOPING A SPATIO-TEMPORAL CROSS-CORRELATION MODEL

A second part of the objective to be emphasised is the development of a spatio-temporal cross-
correlation model. As argued, these kinds of methods have been proven to be promising in accu-
rately solving wave characteristics, mainly due to the ability of assessing non-linear wave features.
While acknowledging the strength and advantages of other mathematical approaches, e.g. spectral
methods, this research focuses therefore on the development of a spatio-temporal cross-correlation
model.

RESEARCH SUB-OBJECTIVES
The full spatio-temporal cross-correlation model - from raw Sentinel-2 imagery to a video construc-
tion that represents wave propagation - can be subdivided upfront in three consecutive steps:

1. The enabling of the use of more temporal Sentinel-2 information by augmenting the resolu-
tion of the satellite’s lower resolution spectral bands;

2. The estimation of wave characteristics;

3. The construction of a video that represents the propagation of waves;

A fourth step can be added to show the potential of the model for the estimation of wave-derived
bathymetry:

4. The use of the DMD-based DIA to estimate nearshore bathymetry.

One of the key points of this work is to enlarge the temporal information that is obtained from
Sentinel-2 data. The first step is therefore to allow for the use of more temporal information by aug-
menting the resolution of the satellite’s lower resolution bands. The obtained imagery is then used
to estimate wave characteristics in the second step. From these wave characteristics a video is con-
structed that significantly enlarges the range of temporal information. Step 3: a video representing
the propagation of waves. When the temporal range of the video is sufficient, the DMD-based DIA
[82] is used to show the potential in estimating wave-derived depth. The four steps can be seen
as the sub-objectives of this thesis. A full description of the methodology and the spatio-temporal
cross-correlation model is provided in Chapters 4 and 5.
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1.4. RESEARCH QUESTIONS

Developing a set of methods to fulfill each of the above introduced sub-objectives, and knowing the
accuracy of the particular method, together lead to an answer to the research question. The main
research question underlining the sub-objectives is the following:

Is it possible to construct a one-minute video that represents the propagation of waves, from a
2.586-second burst of Sentinel-2 satellite imagery, by developing a spatio-temporal
cross-correlation model, in order to show the potential for the estimation of wave-derived
nearshore bathymetry using a DMD-based DIA?

To be able to answer the main research question, it is divided into 10 sub-questions. The first three
questions aim to develop a spatio-temporal cross-correlation model:

1. What is an adequate way to augment the resolution of Sentinel-2’s lower resolution spectral
bands in order to enable the use of more temporal information?

2. What is an adequate way to estimate wave characteristics from the available Sentinel-2 im-
agery following the mathematical principle of spatio-temporal cross-correlation?

3. What is an adequate way to construct a longer duration video that represents the propagation
of waves from Sentinel-2 imagery and the obtained wave characteristics?

The constructed video should be able to represent wave propagation for at least one minute, leading
to the following sub-questions:

4. Does the constructed video show wave propagation for at least one minute?
5. What is the accuracy of the waves that are represented by the video?

The potential of the constructed video for bathymetry estimation purposes is shown by using a
DMD-based DIA. The model is therefore applied to a synthetic dataset as well as to Sentinel-2 im-
agery. This introduces the questions:

6. What is the accuracy of a bathymetry estimation when a DMD-based DIA is used to invert
depth from the created video, when applied to a synthetic dataset?

7. What is the accuracy of a bathymetry estimation when a DMD-based DIA is used to invert
depth from the created video, when applied to Sentinel-2 imagery?

Furthermore, it is interesting to benchmark the bathymetry estimations by using the model to di-
rectly invert wave characteristics to depth, avoiding the use of a video:

8. What is the accuracy of a bathymetry estimation when estimated wave characteristics are
directly inverted to depth, without using a video, when applied to a synthetic dataset?

9. What is the accuracy of a bathymetry estimation when estimated wave characteristics are
directly inverted to depth, without using a video, when applied to Sentinel-2 imagery?

At last, the validity of the developed spatio-temporal cross-correlation model is defined by finding
the theoretical application range of the model:

10. What is the theoretical application range of the proposed spatio-temporal cross-correlation
model?

1.5. STRUCTURE OF THE REPORT

In this thesis a spatio-temporal cross-correlation model is developed. The report consists of three
parts: a 'Base’ part, a 'Results’ part and a 'Reflection’ part. In the 'Base’ part, Chapter 2 provides
background information regarding the Sentinel-2 constellation as well as information regarding the
observation of waves from satellite imagery. Chapter 3 subsequently introduces the datasets that are
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used in the context of this thesis. The next chapter, Chapter 4, proposes the methodology of the re-
search. The methodology consists of the development of a spatio-temporal cross-correlation model
and the application of the model to two different datasets. The results of these two methodology
parts are presented in the 'Results’ part of the report. First, the spatio-temporal cross-correlation
model is discussed in Chapter 5. Next, the results of the second methodology part, the applica-
tion to two datasets, are elaborated upon in Chapter 6. Both, Chapters 5 and 6 are concluded by
a summarising section. The last part of the report is the 'Reflection’ part. The research results are
discussed and put in perspective in Chapter 7, the Discussion. Starting from the discussion, the re-
search questions and sub-questions are answered and an overall conclusion is formed in Chapter 8.
Lastly, recommendations for further research are proposed in Chapter 9. An overview of the report
structure is presented in Figure 1.3.

BASE

PART ]

RESULTS

PART II

REFLECTION

PART III

Figure 1.3: Structure of the report.



WAVES AND SENTINEL-2 IMAGERY

In order to obtain wave characteristics from Sentinel-2 imagery it is required to observe actual waves
in the satellite images. A thorough understanding of the imagery of Sentinel-2 and the way waves
are revealed is therefore essential. Section 2.1 elaborates upon the characteristics of the Sentinel-
2 imagery, after which Section 2.2 discusses the specific user products of the Sentinel-2 mission.
Lastly, Section 2.3 explains how waves and their propagation are observed from these user products.

2.1. SENTINEL-2 IMAGERY

The multi spectral instrument of the Sentinel-2 constellation provides observations in 13 separate
spectral bands. Every time a location on Earth is revisited, a particular part of the Earth’s reflected
radiance is measured by each of these bands: the radiance is split into 13 spectral channels cover-
ing the visible, near infrared and shortwave infrared ranges. The total spectral domain varies from
wavelengths (1)' of 400 nm (visibile radiance) to wavelengths of 2400 nm (shortwave infrared radi-
ance) [86]. For the purpose of (water) wave observations the specific details of the measured radia-
tive wavelengths are not of interest. More details are provided in Cazaubiel et al. [36].

(@) (b)

Figure 2.1: Example of Sentinel-2 imagery off the coastline of Senegal. In (a) blue (1 = 492 nm), green (A = 559 nm) and
red (A = 664 nm) colour bands are combined to produce one resulting image, while (b) represents the near infrared
(A = 704 nm) colour band [43]. The total coverage of both images is 109.8 km by 109.8 km.

INote that the wavelengths of light observed by the MSI - for which A is chosen as abbreviation - are meant. This differs
from the wavelength of water waves (L), which is an essential parameter in the remainder of this thesis.

12
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Each of the 13 spectral bands is characterised by a spatial resolution and a temporal offset. An
overview of these is provided in Table 2.1 [36].

Table 2.1: Overview of spectral bands of the Sentinel-2 constellation. Note that the temporal offset and reversed (rev.)
temporal offset are presented with respect to B02. The central wavelength is the mid-wavelength of the particular band’s
bandwidth [36]. The bands are presented in order of detection.

Spectral Band || Central Wavelength (1) | Temporal Offset | Rev. Temporal Offset | Spatial Resolution

B02 492.4 nm 0.000 s 0.000 s 10 m
B08 832.8 nm 0.264 s -0.264 s 10 m
B03 559.8 nm 0.527 s -0.527 s 10 m
B10 1373.5 nm 0.851s -0.851s 60 m
B04 664.6 nm 1.005s -1.005 s 10 m
B05 704.1 nm 1.269 s -1.269 s 20m
B11 1613.7 nm 1.468 s -1.468 s 20m
B06 740.5 nm 1.525s -1.525s 20m
B07 782.8 nm 1.790 s -1.790 s 20m
B8A 864.7 nm 2.055s -2.055s 20 m
B12 2202.4 nm 2.085s -2.085s 20m
BO1 442.7 nm 2.314s -2.314s 60 m
B09 945.1 nm 2.586 s -2.586's 60 m

The difference in spatial resolution between bands is the result of three engineering considerations
[36]. First of all, the signal-to-noise ratio is of relevance. Each of the bands has a different band-
width: the spectral range that it detects. This is a consequence of the varying purposes of different
bands. Bands with larger bandwidth detect more light and can therefore observe higher resolutions,
while preserving a sufficient signal-to-noise ratio. A second argument can be found in the observed
wavelength (1). In general, the observation of larger wavelengths leads to lower allowable resolu-
tions. The last consideration is one of data transfer size. Since the amount of data transfer per day
from satellite to Earth is large, an attempt is made to decrease the total data size. Therefore, the
most frequently used bands (e.g. visible light) are provided in a higher resolution rather than less
frequently needed bands (e.g. bands for the purpose of atmospheric correction of other bands).
More details can be found in the Sentinel-2 Mission Guide [36] and in Cazaubiel et al. [86].

VNIR

=" | | N

L BH d
B/H cross-band §—|
=

(b)

(a)

Figure 2.2: Schematic representation of the focal plane configuration showing the visible and near infrared detectors (a)
[86]. In (b) the detectors are shown in more detail, including the stacked colour bands [36].

Another feature is the temporal offset between the spectral bands: the bands do not observe the
Earth’s surface at the exact same moment in time. This is due to the layout of the focal plane, the
plane at which the detectors of the satellite are placed [36]. There are two focal planes, each con-
taining 12 detectors.” One focal plane contains the detectors that measure the visible and near

2Note that detectors and spectral bands are two different concepts.
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infrared radiance (i.e. the spectral bands B01, B02, B03, B04, B05, B06, B07, B08, B8A, B09), while
the other one contains the shortwave infrared detectors (i.e. the spectral bands B10, B11, B12). This
distinction is made because a different kind of detector and electronic set-up is needed for the mea-
surements of these radiative wavelengths [36]. Figure 2.2a and Figure 2.2b show a schematic of the
focal plane containing the detectors for visible and near infrared radiance. The focal plane for short
wave infrared radiance looks similar. As can be seen, each detector measures all 10 spectral bands
- in the case of visible and near infrared radiance - and these bands are stacked horizontally above
each other. This staggered configuration, together with the angle of the focal plane with respect to
the Earth’s surface leads to the temporal offsets as shown in Table 2.1 [36].

The design consisting of 12 detectors is invented to enable the wide field of view (290 km), hence the
high revisit time of the Sentinel-2 constellation [36]. Since the detectors are placed alternately, as
can be seen in Figure 2.2b, a complication for the processing of the data is induced: the sequence of
band detection switches from detector to detector. This means that, given the 12 detectors together
cover the total field of view, the order of temporal offset switches approximately every 10 kilometers
within a single satellite image. This reversed order is indicated in Table 2.1 as well. It is an important
concept to account for in the developed spatio-temporal cross-correlation model.

Sentinel-2 imagery consists of 13 spectral bands varying in spatial resolution. The bands are
characterised by a temporal offset with respect to each other. An important concept to account
for is the switching of the order of this offset within the field of view of a satellite image.

2.2. SENTINEL-2 USER PRODUCTS

The Sentinel-2 constellation regularly provides imagery of locations on Earth [43]. The information
is obtained in the form of different user products, of which Level-1C and Level-2A are made freely
available. The processing of Sentinel-2 products is more extensive as the number-letter combina-
tion of the product name increases. In short, Level-0 products deliver the raw sensing data, while in
Level-1A products a rough pixel alignment between the spectral bands as well as between the de-
tectors is added. Level-1B products are subsequently radiometrically corrected, which means that
the raw instrument measurements are converted to radiances. All three products (Level-0, Level-1A
and Level 1-B) are projected in sensing geometry [37].

The creation of Level-1C products starts with the reprojection of Level 1-B products in a carto-
graphic reference frame. It is represented in the form of granules, or tiles. A tile is an ortho-image, a
geometrically corrected satellite image, of 109.8 km by 109.8 km. The reference frame of the tiles is
the Universal Transverse Mercator / World Geodetic System 1984 (UTM/WGS84) projection. For the
gridding of the tiles, the US-Military Grid Reference System (US-MGRS) is used, which introduces
the tiles’ naming conventions [36, 87, 88]. Separate tiles are created for each of the 13 spectral bands.
The processing of Level-2A products mainly adds an atmospheric correction to the imagery [36, 88].
The Level-2A products are projected in the same cartographic reference frame and are provided in
the same structure as the Level-1C products. For more details, see S2P [88] and Gascon et al. [87].

CLoUD COVERAGE

The indicator of cloud coverage [%] is an important parameter to assess the usability of a certain set
of imagery. A large cloud coverage significantly complicates the observation of free surface height,
since the clouds reflect radiance and therefore hide the sea surface. An indication of the cloud
coverage is found in the metadata of the imagery.

RESOLUTIONS OF SENTINEL-2 USER PRODUCTS

As is explained in Table 2.1 the Sentinel-2 products are provided in tiles of 10 m, 20 m and 60 m
resolution. Figure 2.3 shows the effect of the varying resolutions to the imagery of a particular lo-
cation on Earth, a 3000 m by 3000 m, nearshore location off the coast of Saint-Louis, Senegal. Note
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the disappearance of smaller wave features in Figure 2.3b (20 m resolution). In Figure 2.3c (60 m
resolution) almost all wave features are unrecognisable.
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Figure 2.3: Sentinel-2 imagery off the coast of Saint-Louis, Senegal. In (a) the spectral band B02 (10 m resolution) is
shown. (b) Represents B05 (20 m resolution) and (c) shows B10 (60 m resolution).

2.3. OBSERVING WAVES FROM SENTINEL-2 IMAGERY

The temporal offset of Sentinel-2 imagery allows for observing the propagation of waves [41, 73, 80].
Single wave features can be obtained from the images since the water surface reflects solar radiance,
which is measured by the MSI. Therefore, a Sentinel-2 image of a waterbody can be interpreted as
a representation of surface height in a 3D plane (x, y,n), e.g. Figure 2.4a. The actual propagation
of waves becomes visible when the sequence of images is analysed. Even in raw satellite data this
propagation is already visible, as is shown in Figure 2.4b. Note that the most distinct wave feature
in this example shows up just to the right of 400 m cross-shore distance. A simple calculation in-
dicates a displacement of the crest of the particular wave of ca. 20 * v/2 = 30 m (wave direction is
diagonally to the lower right). This would correspond with a celerity of ¢ = 30/2.055 = 15 m/s, given
the temporal offset between B02 and B8A of 2.055 s.” Although it is only a rough example for illus-
tration purposes, the possibilities of Sentinel-2 imagery to obtain wave characteristics are clearly
demonstrated.

0 100 200 300 400 500
(a) Cross-shore Distance (m)

(b)

Figure 2.4: Sentinel-2 image (B02) showing wave patterns that are visible due to the reflection of solar radiance (a). The
red line indicates the cross-section that is focused on in (b), which shows the propogation of waves from B02 to B8A in
positive cross-shore direction.

3NB: the methodology of this thesis does not follow this specific approach for the estimation of the actual wave celerity.
For the actual methodology see Chapter 4.



DATASETS

Two distinct datasets are analysed in this thesis. Each of the datasets provides for a specific set of
input parameters and therefore forms a different kind of research environment. The two datasets
are: a synthetic FUNWAVE dataset (Section 3.1) and actual Sentinel-2 imagery (Section 3.2).

In the context of this thesis, three terms are frequently used to characterise a certain dataset, e.g.
Sentinel-2 imagery. The burst duration indicates the overall temporal offset between the first and
last snapshot - or band - of the imagery. In the case of Sentinel-2 imagery, the burst duration is
2.586 s. The time lag represents the temporal offset between two specific subsequential snapshots.
That means, all time lags of a dataset together accumulate to the burst duration. The term spatial
resolution is used to indicate the spatial sampling of an image.

3.1. DATASET 1: SYNTHETIC FUNWAVE DATASET

The synthetic FUNWAVE dataset is produced by a simulation using FUNWAVE: a nonlinear Boussi-
nesq wave model [89, 90]. This implies that it numerically solves Boussinesq-type equations to
model the propagation of water waves [89]. The exact nature of FUNWAVE and other Boussinesq-
type models is beyond the scope of this thesis'. The input data of the FUNWAVE simulation consists
of a set of statistical wave parameters, together with a forced bathymetry for a certain domain. Fur-
thermore, the spatial resolution, time lag and burst duration of the output file are imposed. An
overview is provided in Table 3.1.

Table 3.1: Overview input and output parameters FUNWAVE simulation.

Name || Parameter Value
Significant Wave Height H; 1l4m
Wave Peak Period Ty 10s
Wave Direction Dir 15°
Domain Size - 900 by 1400 m
Spatial Resolution Output - 1m
Temporal Time Lag Output - 0.5s
Burst Duration - 45s

The bathymetry acting as input for the FUNWAVE simulation is shown in Figure 3.1a. Note that a
complex bathymetry is used, featuring an arrhythmic sandbar. When the FUNWAVE simulation is
performed, using the bathymetry and wave parameters as input, a free surface height is obtained.
This is shown in Figure 3.1b. The resulting free surface height forms the actual dataset for the pur-
pose of this thesis. This dataset, consisting of 10 frames representing a free surface height, is mod-
ified to improve the similarity with Sentinel-2 imagery, as well as to be better able to analyse the

1Eor more details please see other relevant literature (e.g. Kirby et al. [89], Brochinni [91]).

16
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Figure 3.1: Input bathymetry of the FUNWAVE simulation (a). The red square indicates the newly created domain. (b)
Shows the free surface height as a result of the FUNWAVE simulation.

dataset. Two changes are made. First of all, the total domain size is decreased to a square of 800 m
by 800 m, covering the upper left part of the domain. The square is indicated in Figure 3.1a and Fig-
ure 3.1b. The motivation is to cut off the shoreline from the domain: the developed spatio-temporal
cross-correlation model is not expected to solve bathymetry at the boundary between sea and shore.
A second change is made to the resolution of the dataset. Sentinel-2 imagery is characterised by
resolutions of 10 m, 20 m and 60 m. The dataset is therefore resampled to similar characteristics:
four snapshots of 10 m resolution, four snapshots of 20 m resolution and two snapshots of 60 m
resolution. The snapshots are sampled in similar order as the first 10 bands of Sentinel-2 imagery.
The original FUNWAVE simulation provides frames of 1 m resolution, therefore the resolution is
decreased to lower resolutions (10 or 20 m) by a simple averaging method: the intensity of all "old’
pixels that together form a 'new’ pixel is averaged to produce the intensity of the 'new’ pixel. For
example: to decrease the resolution from 1 m to 10 m, the average of a square of 10 by 10 pixels is
taken to calculate the intensity of the resulting pixel. Figure 3.2 shows the result of this approach.
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Figure 3.2: Decreasing the resolution of FUNWAVE bands from 1 m (a) to 10 m (b) and 20 m (c). The red line shows the
cross-sections that are plotted in (d), (e) and (f).
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3.2. DATASET 2: SENTINEL-2 IMAGERY

The Sentinel-2 dataset consists of imagery from two different research sites: Capbreton, France and
Saint-Louis, Senegal. The research locations, the available bathymetry data and the imagery itself
are discussed separately.

DATES AND LOCATIONS OF INTEREST: CAPBRETON, FRANCE AND SAINT-LOUIS, SENEGAL

Both research sites, Capbreton and Saint-Louis, are situated on the Atlantic Ocean. The locations
are indicated in Figure 3.3. The dates of interest are 30/03/2018 for the location of Capbreton and
04/03/2019 for the location of Saint-Louis. The wave climate of the locations differs slightly. In
general, the wave climate in Capbreton is characterised by shorter waves (lower peak wave period,
Tp) than the wave climate in Saint-Louis. Both wave climates are generally dominated by swell
waves however. Appendix A shows the GFS-Wave model wave measurements of Capbreton in March
2018, while Appendix B does the same for Saint-Louis in March 2019 [3, 4]. The date in Saint-Louis is
one of which in-situ (Acoustic Doppler current profiler (ADCP)) wave measurements are available:
the Saint-Louis 2019 field experiment. The date in Capbreton is chosen because it is characterised
by preferable wave conditions [5].
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Figure 3.3: Both research sites: the area of Capbreton (a), as well as the area of Saint-Louis (b) [92].

BATHYMETRY DATA IN CAPBRETON AND SAINT-LOUIS

For both locations bathymetry data is made available by the European Marine Observation and Data
Network (EMODnet) [93], an organisation that aims to provide a single access point to a range of
available measurements, such as bathymetric products. EMODnet provides a digital terrain model
(DTM): a map of the bathymetry and topography in coastal areas. These DTMs are based on the
combination of three different sources [94]:

1. Bathymetric surveys: multi- and singlebeam surveys and echosoundings;
2. Composite datasets: a set of surveys merged and gridded together;
3. Anintegration of the worldwide GEBCO [95] data grid.

The bathymetric data of EMODnet is provided every two years. For both research locations the
bathymetric maps of 2018 are used.

SENTINEL-2 IMAGERY IN CAPBRETON AND SAINT-LOUIS

The specific tile names corresponding to the locations of Capbreton and Saint-Louis are T30TXP
and T28PCC respectively. The cloud coverage is an important parameter to assess the usability of
a certain set of imagery; a large cloud coverage significantly complicates the observation of free
surface height since the clouds reflect radiance and therefore hide the sea surface. An indication of
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the cloud coverage is found in the metadata of the imagery. In Table 3.2 an overview of the Sentinel-
2 imagery and corresponding cloud coverage is provided. A first estimate of the wave height and
wave period per day is presented as well. It is chosen to use the median significant wave height and
median peak wave period of the hourly measurements of GFS-wave for that purpose [3, 4].

Table 3.2: Overview of Sentinel-2 imagery in Saint-Louis and Capbreton. Wave height and wave period are represented
by the median values of the GFS-wave measurements [3, 4].

Date | Location | Product || Cloud Coverage | Wave Height | Wave Period
30/03/2018 Capbreton, France | Level 1C 8.18 % 29m 13s
04/03/2019 | Saint-Louis, Senegal | Level 1C 18.04 % 2.0m 15s
04/03/2019 | Saint-Louis, Senegal | Level 2A 1.93 % 20m 15s

SITE SELECTION

In both locations a specific site has been selected to analyse. The selection is based on the available
ground truth bathymetric data, using an area that is probably located in intermediate water depths.
Since the expected wavelengths are in the range of 50 to 300 m, the depth range lies in between 15
m and 25 m. Therefore Area SL.1 is introduced as research site off the coast of Saint-Louis. The
area is indicated by the red square in Figure 3.4f. The total size of the area is 2320 m by 2320 m.
Analogously, the red square in Figure 3.4c shows the specific area: CPB.1, of which the size is 4240
m by 4240 m. The site selection is such that it corresponds to the location of the wave buoy mea-
surements. Furthermore, the well-known deep water canyon [64] is an interesting area to focus on;
it possibly ranges from deep water to intermediate and shallow water.
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Figure 3.4: Site selection of the coast off Capbreton and Saint-Louis. In (a) an overview of the specific tile, T30TXP, from
the Sentinel-2 imagery of Capbreton is shown. (b) presents the corresponding bathymetry, obtained from EMODnet
2018 data. The red square in (b) indicates the area in (c), which shows the specific site location: Area CPB.1. In (d), (e),
and (f) the site in Saint-Louis (SL.1, T28PCC) is shown in a similar way.



RESEARCH METHODOLOGY

This research aims to determine whether constructing a longer duration video from a short burst
of Sentinel-2 imagery is possible. The video should accurately represent the propagation of waves.
Afterwards, the potential for the estimation of a wave-derived nearshore bathymetry is shown by ex-
ploiting a DMD-based DIA [82]. The research is separated into two parts. At first, a spatio-temporal
cross-correlation model' is developed. Secondly, in the 'Dataset Analysis), the model is applied to
two distinct datasets and bathymetry estimations are performed. The model, as well as the results
of the 'Dataset Analysis’ are presented in the 'Results’ part of this thesis, consisting of the following
chapters:

* Chapter 5: Spatio-Temporal Cross-Correlation Model. An overview of the developed model;
* Chapter 6: Dataset Analysis. The application of the developed model to two different datasets:
Dataset 1, a synthetic FUNWAVE dataset and Dataset 2, Sentinel-2 imagery.

Below, the specific research methodology is discussed for each of the two research parts. Figure 4.1
provides a schematic overview of the methodology. The methodology is summarised in Section 4.3.

4.1. METHODOLOGY: SPATIO-TEMPORAL CROSS-CORRELATION MODEL

The spatio-temporal cross-correlation model forms the core of this work. Fundamentally, the prin-
ciple of the model is based on Almar et al. [64], although it is emphasised that the model is specif-
ically designed and developed for this thesis. Moreover, the application to Sentinel-2 imagery is a
novelty as well. The main model parts are introduced first (Section 4.1.1), after which model require-
ments are defined (Section 4.1.2). Lastly, the development of model variants is discussed (Section
4.1.3).

4.1.1. MODEL OVERVIEW AND MODEL PARTS
Four model parts are introduced:

* Model part 0: Pre-processing;

° Model part 1: Image resolution augmentation;
° Model part 2: Wave characteristics estimation;
* Model part 3: Video construction.

These four predefined model parts relate to the research sub-objectives that are introduced in Chap-
ter 1. The development of the entire model is based and structured on these parts. The model
is designed to handle raw Sentinel-2 user products. It is therefore first needed to pre-process the
products in model part 0. The second step results from the essence of the model: the aim to enlarge
the range of temporal information, from a short burst of Sentinel-2 imagery to a longer duration

In the remainder of this thesis the spatio-temporal cross-correlation model is also referred to as 'the model’.

20
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Figure 4.1: Schematic overview of methodology

video. Therefore, model part 1, image resolution augmentation, is required to increase the amount
of available temporal information upfront. Model part 2 is introduced as a result of the aim to con-
struct a video that represents the propagation of waves; a wave characteristics estimation in the
space-time domain acts as basis of the video. Model part 3 eventually performs the last part: the
video construction itself.

BATHYMETRY ESTIMATION

The motivation behind the research is to show the potential of a video construction in order to
estimate wave-derived nearshore bathymetry. The depth inversion itself is performed using a DMD-
based DIA [82], exploiting frequency-based solving of the linear dispersion relation [65]:

w? = gktanh(kd) (4.1)

in which w is angular frequency, g is gravitational acceleration, k is the wave number and d is local
depth. The constructed video acts as input for the DIA. That is why an accurate representation
of wave propagation in the video is an essential aspect the model. The bathymetry could also be
assessed without the use of a video: directly converting the estimated wave characteristics of model
part 2 to a local depth. To that end, the linear dispersion relation is rewritten in the space-time
domain, since the model solves wave characteristics in the space-time domain as well:
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2
L= £tanh(@) (4.2)

2n L
in which L is wavelength and T is wave period. Note that Equations 4.1 and 4.2 are two different
forms of the same equation, since w = 1/T and k = 1/L. The latter method is introduced to bench-
mark the performance of the DMD-based DIA. It is expected that solving the linear dispersion rela-
tion based on a wave-representing video construction and a DMD-based DIA leads to more accurate

results, because it solves the linear dispersion relation for multiple harmonics [75, 82].

MODEL GRID

The model defines wave characteristics (model part 2) per single location, or pixel on a grid, e.g.
the grid of Sentinel-2 imagery which is defined by a pixel every 10, 20 or 60 m. The resulting video
construction (model part 3) and resulting bathymetry estimation are defined on the same grid.

4.1.2. MODEL REQUIREMENTS

Considering the motivations behind the video construction - showing the potential to estimate a
nearshore wave-derived bathymetry estimation - there are three requirements to the developed
model. These three requirements are presented in Table 4.1.

Table 4.1: Model requirements

Model Requirement

1. Accurate representation of wave propagation in the resulting video
2. One minute duration of wave visibility in the resulting video
3. Accurate bathymetry estimation as result of the video

MODEL REQUIREMENT: 1. WAVE PROPAGATION IN VIDEO

The first requirement is based on the aim to solve a wave-derived bathymetry, which means that
bathymetry is estimated using the linear dispersion relation (Equations 4.1 and 4.2) [65]. These
equations show that the quality of bathymetry estimation is dependent on the accuracy of the rep-
resented wave characteristics in the video. The first requirement is therefore an accurate represen-
tation of wave propagation in the video.

MODEL REQUIREMENT: 2. VISIBLE WAVE DURATION IN VIDEO

The second requirement is imposed by the choice to estimate bathymetry using a DMD-based DIA:
aminimal duration of visible waves of 40 - 60 s is needed [82]. In the research question this require-
ment is stated as the need to construct a one-minute video. The second requirement is therefore a
minimal duration of wave visibility in the video of one minute.

MODEL REQUIREMENT: 3. ACCURACY OF BATHYMETRY ESTIMATION

The third requirement is formed by the accuracy of the bathymetry estimation as result of the
video. As said, the motivation of this research is to show the potential of a video construction for
bathymetry estimation. This aim leads to the last requirement.

4.1.3. MODEL VARIANTS

The model as presented in the main report, results from the development and comparison of a range
of variants. Each of these variants consists of a combination of different methods. The resulting,
proposed model consists of the combination of methods that best performs. Three tests have been
designed to evaluate the performance of the variants, respectively related to model parts 1, 2 and
3: the first test has evaluated the quality of image resolution augmentation, the second test has
evaluated the performance to estimate wave characteristics and the third test has analysed the video
construction. This report only presents the best performing model variant, while leaving the other
variants and designed tests out of scope.
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4.2. METHODOLOGY: DATASET ANALYSIS

The model is applied to two distinct datasets: Dataset 1, a synthetic FUNWAVE dataset (Section
4.2.1), and Dataset 2, Sentinel-2 imagery (Section 4.2.2). The motivation to use two different datasets
is given by the different characteristics of both. The performance of the model in relation to the
'Dataset Analysis’ is evaluated based on the introduced model requirements (Section 4.2.3).

4.2.1. ANALYSIS OF DATASET 1, SYNTHETIC FUNWAVE DATASET

The synthetic FUNWAVE dataset provides a research environment of which the input and output
parameters are known upfront. The input parameters consist of a set of short-term wave statistics
(Hs and Tp) [65] and an input bathymetry, while the output is a resulting surface height over time,
structured in a Sentinel-2 mimicking way. The model is designed to analyse surface height, resulting
in a wave-representing video and a bathymetry estimation. The input bathymetry of the FUNWAVE
simulation therefore acts as ground-truth for the bathymetry estimation, while the input short-term
wave statistics are used to compare with the video construction. As a result, analysing the synthetic
FUNWAVE dataset leads to a step-wise insight into the performance and bottlenecks of the model.

4,2.2. ANALYSIS OF DATASET 2, SENTINEL-2 IMAGERY

Dataset 2, the Sentinel-2 imagery, is used to test the performance of the model when applied to
real satellite data. In general, the irregularity of satellite data leads to more complications [5]. Both
research sites are analysed. The ground-truth of the Sentinel-2 imagery is formed by the ADCP
measurements and EMODnet bathymetric data. The research site in Saint-Louis acts as a more in-
depth research environment compared to the case in Capbreton, since ADCP measurements are
only available for the research site of Saint-Louis. The site in Capbreton is added to the research to
show the capabilities of the model in relation to a wave environment that is generally dominated by
relatively shorter waves.

4.2.3. EVALUATING THE MODEL PERFORMANCE BASED ON THE MODEL REQUIREMENTS

The performance of the model in relation to the 'Dataset Analysis’ is evaluated based on the require-
ments as introduced in Table 4.1. Table 4.2 shows these model requirements in abbreviated form
together with proposed quantitative and qualitative evaluation criteria.

Table 4.2: Model requirements, together with quantitative evaluation criteria (quant. criteria) and qualitative evaluation
criteria (qual. criteria).

Model Requirement I Quant. Criteria | Qual. Criteria

1. Wave propagation in video - 1) Pixel-wise wave char. assessment
- 2) Wave spectra assessment
2. Visible wave duration in video || Visible wave duration [s] -
3. Accuracy of depth estimation p [-1 & RMSE [m] Visual assessment

EVALUATING MODEL REQUIREMENT 1: WAVE PROPAGATION IN VIDEO

The accuracy of wave propagation representation is evaluated based on two distinct indicators. A
first indication is provided by assessing the pixel-wise estimation of the specific wave characteris-
tics in model part 2 since these estimations form the basis of the video. Secondly the resulting 2D
variance-density spectra and frequency-direction spectra of the video [65] are estimated and com-
pared to available ground-truth data, which are the input short-term wave statistics in the case of
the synthetic FUNWAVE dataset and ADCP measurements in the case of Sentinel-2 imagery. Both
indicators are evaluated in a qualitative sense.

EVALUATING MODEL REQUIREMENT 2: VISIBLE WAVE DURATION IN VIDEO
The performance of the model in relation to model requirement 2 is evaluated based on a quanti-
tative evaluation criterion. The temporal range between the start of wave visibility and the end of
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wave visibility in the resulting video is measured. To that end, screenshots of the resulting videos
showing the start of wave propagation and the end of wave propagation are presented as results.

EVALUATING MODEL REQUIREMENT 3: ACCURACY OF BATHYMETRY ESTIMATION

The accuracy of bathymetry estimation is evaluated based on three indicators: two quantitative
parameters, the Pearson correlation coefficient (p) and the root-mean-square error (RMSE), and
a qualitative visual assessment. The ground-truth data is provided by the input bathymetry in
the case of the synthetic FUNWAVE dataset and by the EMODnet bathymetric data in the case of
Sentinel-2 imagery.

In the context of this research, the Pearson correlation coefficient is expressed as’:

po COVLY) YN (X -X)(Y;-Y)
IO PN 06 =302\ 2N, (v - T2

in which X represents the pixel values of the estimated bathymetry, Y the pixel values of the ground-
truth, N is the number of data points and i indicates the data point number with i = 1,2,3,...N. The
data point numbers represent the pixels of the model grid.

(4.3)

The root-mean-square error is represented by:

RMSE = (4.4)

in which again X represents the pixel values of the estimated bathymetry, Y the pixel values of
the ground-truth, N is the number of data points and i indicates the data point number with i =
1,2,3,...N.

The visual assessment is performed by looking for similarities between estimated and ground-truth
bathymetry. Both, similarities in absolute sense as well as similarities in gradients are of interest.

4.3. SUMMARY OF METHODOLOGY

The methodology of this research consists of two parts: 1) the development of a spatio-temporal
cross-correlation model and 2) the application of the developed model to two distinct datasets.
The datasets of interest are a synthetic FUNWAVE dataset and Sentinel-2 imagery. The
performance of the model in relation to the datasets is evaluated based on three model
requirements: 1) the representation of wave propagation in the resulting videos, 2) the duration
of wave visibility in the videos and 3) the accuracy of bathymetry estimations that result from
the videos. The model requirements relate to quantitative and qualitative evaluation criteria.

2Note that the standard convention is to use p as abbreviation of the Pearson correlation coefficient with respect to an
entire population, while r is used to quantify the correlation of a certain sample. In this thesis it is chosen to use p as
standard abbreviation.



25

§ |

RESULTS



SPATIO-TEMPORAL CROSS-CORRELATION
MODEL

The spatio-temporal cross-correlation model is based on the fundamental principle in Almar et al.
[64]. It is emphasised that the model is specifically designed and developed for this research. An
overview of the model is provided in Section 5.1. To illustrate the concept of the model, a so-called
illustrating sinusoidal wave is introduced afterwards in Section 5.2. Section 5.3 explains the main
mathematical principle in the model: cross-correlation. The following four sections, Sections 5.4,
5.5, 5.6 and 5.7, separately discuss the four model parts. A summary of the chapter and the de-
veloped model is provided in Section 5.8. Although the model is designed to analyse FUNWAVE
imagery and Sentinel-2 imagery, the description of the model focuses on Sentinel-2 imagery. The
model code is written in Python.

5.1. OVERVIEW OF THE SPATIO-TEMPORAL CROSS-CORRELATION MODEL
Four model parts have been introduced in Chapter 4. An overview of the model is provided in Figure
5.1. Each of these model parts consists of a set of specific operations:

Model Part 0: Pre-Processing

Manual selection of the area of interest;

Selection of usable imagery;

Equalisation of the time lag between spectral bands;
Determination of the order of spectral bands;
Detrending and normalising;

Filtering the imagery using a 2D Fourier transform.

o e W=

Model Part 1: Image Resolution Augmentation
1. Augmentation of lower resolution spectral bands.
Model Part 2: Wave Characteristics Estimation

1. Estimation of dominant wave direction;
2. Estimation of wavelength;
3. Estimation of wave celerity.

Model Part 3: Video Construction

1. Median filtering of estimated wave characteristics;
2. Creation of time vectors and video construction.

26
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SPATIO-TEMPORAL CROSS-CORRELATION MODEL
T WAVE DATASET

Model part 0 " Pre-processing

Model part 1 Image Resolution Augmentation

Model part 2 Wave Characteristics Estimation

Model part 3 Video Construction

Figure 5.1: Overview spatio-temporal cross-correlation model.
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DESIGN CHOICES

Design choices are introduced in the description of the model parts. These design choices repre-
sent case-dependent parameter settings of the model: the design choices are based on the specific
dataset of interest. The design choices are clearly indicated and the corresponding parameter set-
tings are provided when presenting the related results.

The spatio-temporal cross-correlation model consists of four model parts in order to analyse
(FUNWAVE / Sentinel-2) imagery: 0) pre-processing, 1) image resolution augmentation, 2) wave
characteristics estimation and 3) video construction. A set of design choices is introduced in the

description of the model. These design choices are case-dependent parameter settings.

5.2. ILLUSTRATING SINUSOIDAL WAVE
The illustrating sinusoidal wave is solely used to illustrate the concept of the model. It is represented
in a 3D plane (x, y,n) by:

n(x,y, 1) = asin(wt - kyx—kyy) (5.1)

in which 7 is surface height, x is the cross-shore direction, y is the longshore direction, ¢ is time,
a is wave amplitude, w is angular frequency and ky and ky represent the wave number in x- and
y-direction, respectively. The wavelength (L) and wave period (T) of the illustrating sinusoidal wave
are set to be constant at L = 100 m and T = 10 s, respectively, while the wave direction is imposed to
be constant at 0° with respect to the positive x-axis. That means, the wave is propagating in positive
x-direction having a celerity of ¢ = L/ T = 10 m/s. The amplitude of the wave is set to be a = 1 m.
The wave, defined over a 3D domain (x, y,1) of 1000 by 1000 m is shown in Figure 5.2a and a cross-
section of the wave in Figure 5.2b.
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Figure 5.2: Illustrating sinusoidal wave defined over a 3D domain (x, y,17) of 1000 by 1000 m, L =100 m and 7' =10 s (a).
In (b) the cross-section indicated by the red line in (a) is provided.

According to the linear dispersion relationship (Equation 4.2) [65] such a wave could only exist when
the wave is propagating over a constant bathymetry, of which the depth amounts: d = 12.08 m. An
important note here is that the wave propagates in intermediate water depth (ds;, < d < djpr —
L/120<d < L/2—5<d <50). Aschematic of the wave in a 2D plane (x,n), including the position of
the bottom, is provided in Figure 5.3a. The structure in which the sinusoidal wave is provided more
or less mimics Sentinel-2 imagery. It is presented as a set of 10 snapshots, with a constant time lag
of 0.5 s. That means the wave propagates from snapshot to snapshot over a total duration of 4.5 s.
An impression of that propagation is shown in Figure 5.3b in which cross-sections of 10 snapshots
from t = 0.0 s (dark blue line) to ¢ = 4.5 s (light blue line) are provided. The dataset is sampled in 10
m resolution.
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Figure 5.3: In (a) a cross-section of the illustrating sinusoidal wave is shown. The bottom and mean sea level are
indicated as well. (b) shows 10 snapshots of the sinusoidal wave in which the propagation of the wave can be observed.

5.3. MAIN MATHEMATICAL PRINCIPLE OF THE MODEL: CROSS-CORRELATION
The main mathematical principle in the model is the correlation of time series in a spatial sense: a
cross-correlation. In model part 2, time series per pixel are correlated with each other in order to
estimate wave characteristics. The other three model parts consist of steps that improve or prepare
the correlation, or make use of the estimated wave characteristics. A general introduction of cross-
correlation is therefore provided first before discussing the specific model parts in the following
sections.

PEARSON CORRELATION COEFFICIENT
Time series are correlated with each other using the Pearson correlation coefficient [96]. In general
form it is expressed as:

po COVLY) N (X -X)(Y;-Y)
TR PN 06 =302\ 2N, (- T2

where X and Y represent two variables that are possibly correlated, N is the number of data points
and i indicates the data point number with i = 1,2,3,...N. In the context of time serie correlation,
X and Y could be seen as the representatives of two time series and i as a certain moment in time.
When time series are considered, p can be written as:

(5.2)

be cov(TSy, TSp) LI (TS~ TSN (TS~ TSy)
0(TS1)a(TSy) \/Zﬁ\il(Tsl,i_T_Sl)z\/z?il(TSz'i_T_Sz)z

in which T'S; and TS, both represent a certain time serie. The value of p is always defined between
-1 and 1. When two timeseries, T'S; and TSy, are fully positively correlated (p = 1), it means that the
relation between both time series could be described perfectly as a linear equation [96]:

(5.3)

TS1=a*TS,+b (5.4)

or described per moment in time, i:

TSl,i =axTSy;+ b (5.5)

The interpretation is that all points in a domain (7S, T S») lie exactly on a straight line for which T'S;
increases as TS, increases. The opposite holds for a fully negative correlation (p = —1): all points in
adomain (T'S;, T'S») are exactly located on a straight line for which T'S; increases as TS, decreases.
When there is no correlation (p = 0) there is no linear relation between both time series.
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CROSS-CORRELATION AND WAVES

The above theory is translated to waves. The surface height (1)) represented by Sentinel-2 imagery is
defined over the dimensions (x, y, ), in which x and y form the spatial dimensions and ¢ forms the
time serie, e.g. 4.5 s, defined over 10 snapshots in the case of the illustrating sinusoidal wave. That
means, in every pixel (x, y) a time serie of 4.5 s is defined. Figure 5.4a shows a cross-section of the
first snapshot (¢ = 0 s) of the illustrating sinusoidal wave. In this cross-section the markers indicate
a certain location on the x-axis, ranging from X = 450 m to X = 550 m for every 10 m. Each of these
markers indicates the start of a time serie that represents the surface height over the upcoming 4.5
s. These time series are provided in Figure 5.4b, using corresponding colours.
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Figure 5.4: A cross-section of the first snapshot (¢ = 0 s) of the illustrating sinusoidal wave (a). The markers indicate the
starting points of the time series in (b). In (c) the Pearson correlation coefficients (p) for correlations of the time serie at
X =450 m and the time series indicated at the x-axis is presented.

Correlating the time serie of X = 450 m with itself and with the other 10 time series (X = 460 m
to X =550 m), leads to 11 values of p. These values are shown in Figure 5.4c. A clear variation in
the value of p is observed. A self-correlation, or auto-correlation, leads to p = 1. This corresponds
with theory, since both time series are exactly equal. Looking at the correlation of the time serie
at X = 450 m and the time serie at X = 500 m, a value of p = —1 is obtained. That indicates a fully
negative correlation, which is logical since both time series are exactly opposite. Another interesting
correlation is obtained between the time series starting at X = 450 m and X = 550 m. Since these
two time series are exactly equal, the correlation value is p = 1. An important note here is that
the value of p would be 1 as well, if both time series are not equal in absolute sense but only their
gradient is the same. An example of that is shown in Figure 5.5a where a value of n = 2 m is added
to the time serie at X = 450 m. The correlation of those two time series amounts to exactly 1. These
examples show the power of correlating time series in order to determine locations in space where
the gradient, or form, of time series are similar.
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Figure 5.5: (a) Shows two time series of the illustrating sinusoidal wave. Both are time series at X = 450 m, while to one of
them a value of 7 =2 m is added. The correlation between both time series is p = 1. In (b) the time serie in X = 500 m,
Y =500 m (red marker) is correlated with the time series of all other pixels in the domain of the illustrating sinusoidal

wave.

The same principle is used to determine locations that show wave similarities. In Figure 5.5b the
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concept is applied to a 3D domain (x, y,17). The figure shows the result of a correlation of the time
serie at X =500 m, Y = 500 m and the time series at all other pixels in the domain of the illustrating
sinusoidal wave. At every location where p = 1 the wave form is exactly equal to the wave form at
X =500 m, Y =500 m. Note thereby that the result of these correlations forms a wave pattern by
itself. Figure 5.5b shows that the correlation of time series can be used to reproduce a wave pattern
showing similarities with the original wave pattern of the illustrating sinusoidal wave (see Figure
5.2a). This principle is used in various ways in the model.

The main mathematical principle that is used in the model is cross-correlation. A
cross-correlation is the correlation of time series in spatial sense. The principle of
cross-correlation can be used to observe the propagation of waves since maximum correlation
values between time series are obtained for locations showing similar wave forms.

5.4. MODEL PART 0: PRE-PROCESSING
The aim of model part 0 is to pre-process raw Sentinel-2 data. A set of operations is performed to
manipulate the data in order to enable the recognition of wave propagation.

5.4.1. MANUAL SELECTION OF THE AREA OF INTEREST

Sentinel-2 imagery comes in the form of tiles. Since the purpose of the model is to derive nearshore
bathymetry, they contain land as well as sea areas. The automatic recognition of these areas is
beyond the scope of this thesis. A nearshore sea area is therefore manually selected. Moreover, it is
made sure that the area of interest does not contain cloud coverage.

5.4.2. SELECTION OF USABLE IMAGERY

Sentinel-2 imagery is provided in 13 spectral bands. In principle, enabling the usage of more tem-
poral information leads to a more accurate wave characteristics estimation [64]. However, two com-
plications lead to the use of only 8 bands: B02, B08, B03, B04, B05, B06, B07, B8A. These two compli-
cations include the impossibility to sufficiently increase the resolution of the 60 m resolution bands
as well as the small time lag between B11 and B06 and between B8A and B12. Therefore, the use of
B10, B01, B09, B11 and B12 is avoided.

5.4.3. EQUALISATION OF THE TIME LAG BETWEEN SPECTRAL BANDS
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Figure 5.6: Interpolation of a time serie from an irregular time vector (a) to a regular time vector (b), using cubic spline
interpolation.

As can be observed in Table 2.1, the time lag between each spectral band of the Sentinel-2 imagery
is fluctuating. It varies in a range of 0.030 s to 0.324 s. In the model, time serie correlations are
applied frequently. These correlations are not only performed between time series as a whole, but
also between parts of time series or between shifted time series. That declares the need to equalise
the time lag between each time step of the time series. Cubic spline interpolation is used for that
operation: the time series of the satellite imagery are interpolated and resampled over a time vector
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with constant time lag, which is the average time lag over 8 bands: 0.298 s. An example, using the
illustrating sinusoidal wave, is provided in Figure 5.6. In this example, a time serie of the original
wave is resampled over an irregular time vector (Figure 5.6a). Subsequently, the irregular time vector
is interpolated. The resulting values of 17 in the resampled snapshot are indicated by the markers in
Figure 5.6b. It is decided to use spline interpolation instead of some other interpolation methods,
since spline interpolation ensures that the interpolation matches the known values of the provided
snapshots, contradictory to e.g. trigonometric interpolation.

5.4.4. DETERMINATION OF THE ORDER OF SPECTRAL BANDS

Due to the placing of the 12 detectors of the Sentinel-2 satellites, the sequence of band detection
switches approximately every 10 kms. For standard users, these locations of switching order are not
known. Therefore the band order at the area of interest is assessed manually by looking at the raw
satellite data. This is accomplished by observing the wave propagation in figures like Figure 2.4b.

5.4.5. DETRENDING AND NORMALISING

The satellite imagery is detrended: a linear trend in the surface height is removed in x- and y-
direction, per spectral band. A normalising protocol is applied afterwards. In the context of this
thesis, normalising defines the resampling between values of 1 and -1. The purpose is to equalise
the information of all 13 spectral bands, which are not necessarily defined by the same ranges of
pixel intensities. Both operations are only performed after manually selecting a nearshore sea area,
since otherwise they are affected by the pixel intensities of land areas. An example of real satellite
imagery, clarifying the need for detrending and normalising, as well as the need to be aware of sea
and land areas is shown in Figure 5.7. In Figure 5.7b the pixel intensities corresponding to the cross-
section indicated by the red line in Figure 5.7a are presented. It is obvious that a distinction between
sea and land area exists (around X = 35 km) and furthermore a linear trend in the data containing
sea area (X = 0 km to X = 35 km) is observed.
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Figure 5.7: Example of Satellite Imagery in Saint-Louis, Senegal. In (b), showing the cross-section indicated by the red
line in (a), a linear trend and clear distinction between sea and land area can be observed.

5.4.6. FILTERING THE IMAGERY USING A 2D FOURIER TRANSFORM

A 2D Fourier Transform [97] filter is applied in spatial sense and repeated for every spectral band
of the satellite imagery. The surface height represented by the imagery is described by a variance-
density spectrum, or energy-density spectrum. Both form a description of the surface height in a
statistical sense by providing the distribution of the total variance, or total energy of the sea surface
elevation over a range of frequencies, or wave periods (T = 1/ f) [65]. The 2D Fourier transform filter
is applied to remove a certain range of frequencies of the variance-density spectrum.

The variance-density spectrum is normally obtained by transforming the surface height data from
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the temporal domain to the frequency, or spectral domain. A sufficient range of temporal informa-
tion is needed to do so, a range that is not existent when Sentinel-2 imagery is regarded. There-
fore, the filtering is based on offshore wave periods/frequencies. When waves are in offshore water
(d > L/2) the temporal wave parameter T can be explicitly converted to the spatial wave parameter
L using Equation 5.6 [65]:

gr’

Lo=—
2

in which Ly is the offshore wavelength and g represents the gravitational acceleration constant. In
this way a range of wave periods can be defined and converted to a range of offshore wavelengths,
which is then converted to a range of offshore wave numbers (k = ZL—’J). Subsequently a Fourier
transform in the spatial domain - of which sufficient information is available - is then applied per
satellite image, after which a spatial bandpass filter [98] is used to remove the wave numbers outside
the defined range.

(5.6)

DESIGN CHOICE: REDUCING NOISE AND FINDING THE PEAK SWELL WAVE PERIOD

There are two possible main grounds to filter out a range of wave numbers, and thereby frequencies.
First of all, some high frequency noise can be filtered out. A second possible reason is found in the
need to find the peak swell wave period. Wave spectra are often characterised by two distinct peaks,
indicating waves from two different sources. The wind sea waves are waves that are created locally
and are therefore relatively less uni-directional (more short-crested) and defined over a broader
range of wave periods [65]. In comparison, swell waves are created in a distant storm and due to
frequency and direction dispersion they are relatively uni-directional. It is expected that these lat-
ter kind of waves are more easy to analyse due to three effects. First, wave parameters such as the
(peak) wave period and wave direction are more clearly defined. Secondly, the swell waves are prob-
ably better visible on satellite imagery, due to the relatively coarse resolution of the imagery; longer
wave patterns are thus better visible. And lastly, swell waves are relatively more affected by depth
and less affected by external effects, such as wind [65]. It is therefore the peak swell wave period that
is searched for when filtering based on the second ground is applied.

It has been chosen to use a filter that isolates the peak swell wave period as well as reduces noise.
This corresponds with Almar et al. [64]. The typical filtering range that is required can be found in
wave periods ranging from 6/7/8 s to 15 s. The filtering range is indicated when presenting related
results.

Model part 0 includes six separately performed operations. First, the area of interest is
manually selected from the raw imagery. The second operation consists of the selection of 8 - of
a total of 13 - bands. This selection is based on two considerations: 1) the impossibility to
sufficiently increase the resolution of 60 m resolution bands to 10 m and 2) the small time lag
between some of the bands. In the third operation, the specific order of the bands is manually
determined, after which the fourth operation aims to equalise the time lag between the bands.
Fifthly, the imagery is detrended and normalised. The sixth and last operation applies a 2D
Fourier filter based on offshore wave characteristics to the imagery. The 2D Fourier filter is
meant to reduce noise and isolate the peak swell wave period. The specific filtering range acts as
a design choice.

5.5. MODEL PART 1: IMAGE RESOLUTION AUGMENTATION

Model part 1 aims to augment, or increase, the resolution of the lower resolution spectral bands. An
increase from 20 m resolution towards 10 m resolution is performed. The operation only includes
the 20 m resolution bands, since the use of 60 m bands is avoided. A cubic spline interpolation in the
Radon domain is introduced to augment the resolutions, since it is expected that a Radon transform
enhances dominant wave features [5, 64]. It is therefore the favourable method for the aim of this
thesis.
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RADON TRANSFORM AND WAVES

The Radon transform [99] is a technique that is used commonly in order to find and enhance linear
patterns in imagery [5]. It is already used in several applications regarding wave analyses [100], al-
though it is mainly known from medical purposes [101]. There is a potential of the Radon transform
for the purpose of image resolution augmentation. Bergsma et al. [5] already proved that augment-
ing the 20 m resolution bands of Sentinel-2 imagery to 10 m resolution, using a Radon transform,
resolves the wave patterns remarkably well for longer wave features.

Figure 5.8: Schematic of Radon transform [2].

CONCEPT OF THE RADON TRANSFORM

The Radon transform is a way of transforming images from a standard spatial domain (x, y) to polar
coordinates (6, p). When @ is defined over a range from 0° to 360 °, or from —180° to +180° as in
this thesis, for every 6 a line through the origin of the image can be defined. The origin is commonly
taken as the center of the image. 6 then represents the angle between the particular line and the line
of 0° through the origin. At those lines, p indicates the distance between a particular location and
the origin. Now, for every combination of § and p a line integral of the pixel intensities (I(x, y)) of
the image is taken, perpendicular to the earlier defined line. An example of that is shown in Figure
5.8, in which x’ defines a line, related to a certain 6, f(x, y) represents the pixel intensity, the arrows
specify the line integrals and Ry is the result of the Radon transform for the particular 6. Note that
the abbreviations as provided in the text above, and not as in the figure, are used in the context of
this thesis. The Radon transform is mathematically notated as:

R;(8,p) = ff I(x,y) 6 (p—x cos(@) — ysin(@)) dy dx (5.7
D

When an image is transformed using Radon, a so-called sinogram is created. In the sinogram, per
combination 8 and p, the pixel intensity is shown. Figure 5.9 presents an example containing the
illustrating sinusoidal wave. As can be seen in Figure 5.9b the highest absolute values of the pixel
intensity are observed at 8 = 0° and 6 = +/—180°. This corresponds with the pattern of the sinusoidal
wave. Furthermore, the signal at those angles varies from a pixel intensity of +1000 to -1000, which
corresponds to the values of an integral overn=1mand n=—-1m: y =1000 m % n =1 m = 1000.

UPSAMPLING OF AN IMAGE USING A RADON TRANSFORM

The upsampling of an image is obtained by interpolating over p in the sinogram: the p-vector is
resampled to 10 m resolution. After upsampling, the image is again transformed using an inverse
Radon transform, leading to an image of higher resolution. It is expected that this method works
quite well for the resolution augmentation of images containing waves. This is because the inter-
polation is performed per 8, which results in the isolation of the wave signal in one direction. The
interpolation is therefore more focused on the wave signal itself; it interpolates an actual wave signal
instead of other cross-wave-direction signals. Bergsma et al. [5] even suggested to solely perform an
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Figure 5.9: Example of a Radon transform in (a), the resulting sinogram is shown in (b). 8 Is defined from -180 ° to +180 °.

inverse Radon transform to the 8 showing maximum pixel intensity variance. This is in fact a fil-
ter that isolates the dominant wave direction in the signal. Although very efficient, it is not needed
within this part of the model, since a similar wave isolation is performed during the estimation of
wave characteristics in model part 3. The interpolation of the p-vectors is performed using a cubic
spline interpolation.

In model part 1 the resolution of lower resolution bands is augmented. This is done by means of

a cubic spline interpolation in Radon space. Upsampling in Radon space is beneficial since the

wave signal in dominant wave direction is isolated; the interpolation is thus performed over the
isolated wave signal instead of over other cross-wave-direction signals.

5.6. MODEL PART 2: WAVE CHARACTERISTICS ESTIMATION

The aim of model part 2 is to estimate wave characteristics. Three separate wave characteristics are
obtained: dominant wave direction, wavelength and wave celerity. Each of these wave characteris-
tics is estimated per pixel of the domain (10 m resolution).

5.6.1. ESTIMATION OF DOMINANT WAVE DIRECTION
The estimation of the dominant wave direction consists of two operations: a cross-correlation and
a Radon transformation.

CROSS-CORRELATION

In Section 5.3 the concept of cross-correlation is explained. This idea is exploited in order to esti-
mate the dominant wave direction. For a certain pixel (x = X, y = Y) a time serie consisting of 8 time
steps is provided by the selected spectral bands of the Sentinel-2 imagery. By correlating the time
serie in (x = X,y = Y) with time series of surrounding pixels, the similarity of the temporal signal
in those pixels with the signal in pixel (x = X,y = Y) can be assessed: a high, positive correlation
indicates a lot of similarity, while a low, negative correlation indicates the opposite. For the pur-
pose of wave characteristics estimation, a second feature is added to the correlation protocol. The
time series of the surrounding pixels are purposely shifted with respect to the time serie in the pixel
of interest. The imposed shift is 0.298 s, the average time lag of the selected spectral bands. The
shifted correlation leads to insights regarding the propagation of the wave in the pixel of interest: a
maximum correlation in a surrounding pixel indicates that the wave has propagated in that direc-
tion; the wave is in the pixel of interest at £ = 0 s and is near the pixel with maximum correlation at
t = 0.298 s. An example of a shifted correlation, or cross-correlation, between the pixel of interest
and surrounding pixels is shown in Figure 5.10a. The pixel of interest in the figure is (x = 500 m,
¥ =500 m). Note in Figure 5.10a the pixel of maximum correlation, which is slightly to the right of
the pixel of interest. This is the effect of the imposed time shift.
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Figure 5.10: Cross-correlation for a pixel of interest. The resulting correlation is shown in (a). A sinogram, obtained by a
Radon transform is provided in (b). The pixel of maximum correlation in (a) is slightly to the right of the pixel of interest,
which is an effect of the imposed time shift.

RADON TRANSFORM TO ESTIMATE DOMINANT WAVE DIRECTION

The cross-correlation in Figure 5.10a is used to derive the dominant wave direction in the pixel of
interest. A Radon transform is applied for that purpose, creating a sinogram of the cross-correlation
image. It is shown in Figure 5.10b. The sinogram represents the pixel intensity, or energy per 8 in an
image. By calculating the variance per 0 in the sinogram, the dominant wave direction is provided
by the 6 that shows maximum variance. As can be seen in Figure 5.10b there are two directions that
show maximum variance: +/ —180° and 0°. The proposed method is unable to make a distinction
between the propagating direction and the direction of which the waves come from. This should
be assessed manually, which is straightforward, since the evaluation regards nearshore areas; the
waves propagate into the direction of the shore. It is emphasised that the dominant wave direction
is estimated separately for each pixel of the domain on the 10 m resolution grid. Figure 5.11 shows
the result for a range of pixels of the illustrating sinusoidal wave. In this particular example it is
chosen to provide the wave direction for a pixel every 100 m.
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Figure 5.11: Overview of estimated wave direction for a range of pixels of the illustrating sinusoidal wave.

DESIGN CHOICE: DOMAIN RADIUS

The domain radius defines the size of the domain in which the surrounding points are located; no
cross-correlations outside the domain are performed for a certain pixel of interest. The choice for
a certain domain radius acts as a design choice. One could imagine a certain minimum domain
size in order to observe the correct wave propagation. On the other side, a maximum domain size
exists as well. Since the wave characteristics in satellite imagery are not constant over the domain
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- wave direction, celerity and wavelength are varying values - a too large domain size would imply
accounting for information of waves that are not of influence to the pixel of interest. The domain
radius is defined as the distance between the point of interest and the most far away point in which
a cross-correlation is performed.

5.6.2. ESTIMATION OF WAVELENGTH

The second wave characteristic that is estimated pixel-wise is the wavelength (L). Since it is esti-
mated based on a filtered wave signal it should be interpreted as the wavelength corresponding to
the peak of the wave spectrum, the peak wave period (T,). The basis for the method is the cross-
correlation image in Figure 5.10a, of which a sinogram is created in Figure 5.10b. The wave signal in
dominant wave direction is isolated by taking the column in the sinogram corresponding to 6 with
maximum variance, which is a reconstruction of the wave signal. The wavelength is defined by us-
ing four typical locations on the isolated signal: the zero down-crossings, the zero up-crossings, the
wave crests and the wave troughs [65]. It is proposed to calculate four separate wavelengths, based
on those four wave locations. The resulting wavelength is the average of these four calculations. In
this way, the errors per separate calculation are averaged out, e.g. the error that is induced by the
skewness of the reconstructed signal in Figure 5.12. The proposed method is chosen above some
other methods, e.g. a wavelength estimation based on a correlation of the reconstructed signal and
a mirror of the reconstructed signal, resulting in half of the wavelength. The main reason for this is
the expectation that the proposed method, based on locations on the wave, better handles vertically
asymmetric wave forms.
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Figure 5.12: Estimation of wavelength for a pixel of the hypothetical sinusoidal.

DESIGN CHOICE: DOMAIN RADIUS
The domain radius of the performed cross-correlation for the purpose of wavelength estimation is
again a design choice.

5.6.3. ESTIMATION OF WAVE CELERITY

The wave celerity forms the third and last wave characteristic that is estimated pixel-wise. Analo-
gous to the estimation of wavelength, the estimated wave celerity can be seen as the celerity corre-
sponding to the peak wave period. It is chosen to estimate wave celerity based on a correlation of
two separated signals.

The method is explained using the illustrating sinusoidal wave. For a certain pixel of the sinusoidal
wave, e.g. (x =500 m,y = 500 m), a cross-correlation image with imposed time shift, likewise Figure
5.10a, is created. Figure 5.13a shows the resulting image. By taking the dominant wave direction in
the pixel and performing a Radon transform to the correlation image, the wave signal in dominant
wave direction is isolated and obtained from the sinogram. Figure 5.13b shows a normalised form
of that signal. Now, a slightly different correlation is applied using the same point of interest and
surrounding pixels. Instead of correlating the time series with an imposed time shift, the time series
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are correlated without a time shift. This leads to a correlation image (Figure 5.13c) that shows max-
ima at the exact location of interest and at locations where the wave form is similar to that location;
it is in fact a reconstruction of the raw wave signal. This correlation image is Radon transformed
and normalised as well. By using the dominant wave direction, the isolated signal in Figure 5.13d is
obtained. Note the subtle spatial shift between both wave signals.
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Figure 5.13: Correlation images and corresponding isolated signals. In (a) the cross-correlation that is obtained by
cross-correlating a shifted signal is shown, the corresponding isolated singal is provided in (b). (c) Shows a correlation
image that results from a correlation without a time shift. The corresponding isolated signal is shown in (d).

The existing spatial shift between both signals provides essential information, since it is the direct
result of the imposed time shift. Therefore, by knowing the spatial shift, it is possible to estimate a
celerity, which is defined as the spatial phase shift divided by the temporal phase shift. The spatial
shift is obtained by applying a correlation. The signal in Figure 5.13b is shifted over small spatial
steps, until a maximum correlation between both isolated wave signals (Figures 5.13b and 5.13d)
shows up. The point of maximum correlation indicates the spatial phase shift between the signals.
To obtain higher precision, both signals are linearly interpolated upfront on a grid of 0.1 m reso-
lution. The estimated spatial phase shift is then divided by the imposed temporal shift, leading to
an indication of the wave celerity in the pixel of interest. It should be noted that the window in
which a maximum correlation is searched for is bound. Given the irregular nature of the satellite
imagery, there is a possibility that a maximum correlation of the isolated signals is obtained some
wavelengths away from the pixel of interest. This leads to unrealistic estimations of the celerity.
Therefore, the maximum correlation has to be found in a pre-set window, corresponding to realistic
estimations of the celerity. Figure 5.14 shows the way in which the celerity estimation is performed.
The pre-set window is indicated by the green and red line.
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Figure 5.14: Celerity estimation of a certain pixel of the illustrating sinusoidal wave. (a) presents the two isolated wave
signals. In (b) the location of maximum correlation between both signals is shown.

DESIGN CHOICE: DOMAIN RADIUS
The domain radius of the performed cross-correlation for the purpose of wave celerity estimation
is a design choice.

Model part 2 includes the pixel-wise estimations of three distinct wave characteristics: 1)
dominant wave direction, 2) wavelength and 3) wave celerity. All three estimations are obtained
by performing a cross-correlation using shifted time series, leading to a cross-correlation
image. To assess the dominant wave direction, the cross-correlation image is Radon
transformed after which the variance over each direction in the resulting sinogram is
calculated. Maximum variance indicates the dominant wave direction. The isolated signal in
dominant wave direction is subsequently used to estimate the wavelength per pixel. A relatively
plain protocol, using zero-crossings, crests and troughs, is used for that purpose. At last, wave
celerity is estimated by assessing the spatial shift between two isolated wave signals. The first
isolated wave signal is the one resulting from a shifted cross-correlation, while the second
signal is obtained by a non-shifted cross-correlation. In each of the three distinct estimations,
the domain radius that is used to construct the correlation images acts as a design choice.

5.7. MODEL PART 3: VIDEO CONSTRUCTION
The purpose of model part 3 is to construct a longer duration, wave-representing video. The wave
characteristics estimation of model part 2 is used as basis.

5.7.1. MEDIAN FILTERING OF ESTIMATED WAVE CHARACTERISTICS

The wave characteristics 'dominant wave direction, 'wavelength’ and 'wave celerity’ are estimated
per pixel. Concerning the irregularity of satellite imagery, it is expected that errors are induced when
these parameters are estimated over the entire domain. A post-processing step is therefore added.
The induced errors, or outliers, should be removed to ensure the quality of the resulting video. A
median filter applied in spatial sense is proposed for that purpose. Per pixel, a square domain is
defined, after which the median of the wave parameters in that domain is taken. This median value
is applied as substitute for the wave parameter in the particular pixel. The operation is repeated for
each pixel and each wave characteristic (direction, wavelength and celerity).

DESIGN CHOICE: SIZE OF THE MEDIAN FILTER DOMAIN
The size of the median filter domain is a design choice, indicated when presenting related results.

5.7.2. CREATION OF TIME VECTORS AND VIDEO CONSTRUCTION

The last part of the model consists of the actual video construction. For the entire area of interest a
video showing the propagation of waves over the domain is created. The video is created using the
following two steps:
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1. The estimation of time vectors per pixel;
2. The combination of all time vectors to create a video.

STEP 1: THE ESTIMATION OF TIME VECTORS PER PIXEL

The time vector in a pixel, say pixel (x = X m, y = Y m) of the illustrating sinusoidal wave, forms a
representation of surface height variation over a certain range of time. It is in fact the variation of
surface height that is noticed by an observer at the particular pixel. The explanation of the method
concerns the creation of one single time vector, for one specific pixel of the domain. For the purpose
of illustration, the pixel (x = 500 m, y = 500 m) from the illustrating sinusoidal wave is taken. In
reality, the creation of a time vector is repeated for every pixel of the entire domain. The estimation
of a time vector consists of the following steps:

1. Estimating the perpendicular distance between surrounding pixels and the wave crest through
the pixel of interest;

2. Estimating the travel time from surrounding pixels to the wave crest through the pixel of in-
terest;

3. Creating temporal bins;

4. Estimating surface height per temporal bin and creating time vector for the pixel of interest.

ESTIMATING THE PERPENDICULAR DISTANCE BETWEEN SURROUNDING PIXELS AND THE WAVE CREST
TROUGH THE PIXEL OF INTEREST

The celerity and dominant wave direction are known per pixel of interest. The wave direction makes
an angle of 90° with the wave crest; when the wave direction is 0° with respect to the positive x-
axis, the wave crest makes an angle of 90° with the positive x-axis. For all surrounding pixels in the
domain, the perpendicular distance between the particular pixel and the wave crest through the
pixel of interest, is estimated. This perpendicular distance represents the distance that information
in a surrounding pixel has to travel until it reaches the pixel of interest. It is thereby assumed that the
information over a wave crest is constant, which is true for infinitely long-crested waves: the surface
height in a certain pixel on an infinitely long wave crest is equal to the surface height of all other
points on the same wave crest. An example representing the introduced perpendicular distance is
provided in Figure 5.15. Another sinusoidal wave propagating with an angle of —45° with respect to
the positive x-axis is added to visualise how the perpendicular distance changes with changing wave
direction. Note that the surface height over these infinitely long-crested wave crests is constant.
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Figure 5.15: Perpendicular distance from a surrounding point (yellow marker) to the wave crest in the point of interest
(red marker). The wave crest is indicated by a dashed red line and the perpendicular distance by a solid yellow line. In (a)
the waves are propagating at an angle of 0° with respect to the positive x-axis, while in (b) the wave propagates with an
angle of —45° with respect to the positive x-axis.



5. SPATIO-TEMPORAL CROSS-CORRELATION MODEL 41

ESTIMATING THE TRAVEL TIME FROM SURROUNDING PIXELS TO THE WAVE CREST THROUGH THE
PIXEL OF INTEREST

The travel time is the time it takes to travel from a surrounding point to the wave crest through the
pixel of interest. It is the time it takes for information in the surrounding points to reach the pixel of
interest. Information that travels from a surrounding point to the pixel of interest follows a certain
path: the perpendicular distance between the surrounding point and the wave crest through the
pixel of interest. During the defined travel, the information 'experiences’ several celerities. It is in
fact forced by each celerity that it comes across. Information could ideally be forced by all celerities
(and wave directions) that it meets: a full 'langrangian’ method would be created. It appears that
such a method is computationally expensive. Therefore, a compromise is introduced: the travel
time that corresponds to a certain surrounding point is determined by the celerity in the pixel of
interest and the celerity in the surrounding point. The travel time is then obtained by first taking
the integral of the celerities over the perpendicular distance - from surrounding point to wave crest
- and secondly dividing the perpendicular distance by the integrated celerity. In this way a method
is created in which not only the celerity of the pixel of interest is relevant, but also the celerity of
surrounding points.

CREATING TEMPORAL BINS

The next step is to gather all travel times in temporal bins. These temporal bins are of pre-defined
size and depend on the required resolution of the video. As standard, a video of two frames per
second is taken. This leads to a temporal bin size of 0.5 s. Each bin now contains a set of travel times
that are related to a certain surrounding location. The surface height in these surrounding locations
is known at t = 0 s, since it is provided by the (resampled) satellite imagery. The satellite image in
the middle of the 8 spectral bands is taken to provide the surface height at £ = 0 s. Each bin now
contains a set of (nearly equal) travel times, corresponding to a surrounding point and to a surface
heightat £ =0s.

ESTIMATING SURFACE HEIGHT PER TEMPORAL BIN AND CREATING TIME VECTOR FOR THE PIXEL OF
INTEREST

The last step is to take the surface heights per temporal bin and estimate one resulting surface height
per bin from that. The resulting time vector for the pixel of interest is represented by the combining
of resulting surface heights in all temporal bins. It has been chosen to obtain the resulting surface
height in a temporal bin by taking a weighted average. The weights are based on the perpendicular
distance from the surrounding points to the wave ray, or line of wave propagation, through the pixel
of interest. Note that this implies a different concept than the perpendicular distance to the wave
crest. The difference is shown in Figure 5.16. The weights are applied in a linear way. The surround-
ing points that are located exactly on the wave ray get a full, 100% weight, while the points of the
domain that are located most far away of the wave ray get a 0% weight. The gradient between those
points is linear. The weights are multiplied with the particular surface heights in the surrounding
points.

In summary, the main point is that surrounding points located closer to the wave ray through the
pixel of interest are made more important. It is expected that this approach is more realistic when
real waves are evaluated, since they are not infinitely long-crested. Therefore, the information ly-
ing on the wave ray is more likely to influence the wave propagation in the pixel of interest than
information that comes from a location far away of the propagation line.

NOTE: ESTIMATING WAVELENGTH FOR THE PURPOSE OF VIDEO CONSTRUCTION

In the Introduction (Chapter 1) it is explained that the linear dispersion relationship (Equation 1.1)
can only be solved when two wave parameters are known. As can be read in above variants only one
is used to construct the time vectors: the wave celerity. However, a second wave characteristic is
hidden in the data that is used for it. The satellite image that is utilised to define the surface height
at ¢t = 0 s contains information regarding the wavelength; it forms a surface profile. In this way, the
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Figure 5.16: Example showing the difference between the perpendicular distance from a surrounding point to the wave
crest in the pixel of interest and the perpendicular distance from a surrounding point to the wave ray in the pixel of
interest. In (a) the waves are propagating at an angle of 0° with respect to the positive x-axis, while in (b) the wave
propagate with an angle of —45° with respect to the positive x-axis.

time vectors contain information regarding the wavelength as well. If a time vector would be plotted
over time and divided by the celerity in the pixel of interest, the wavelength would become visible.

STEP 2: COMBINATION OF ALL TIME VECTORS TO CREATE A VIDEO

In all pixels of the domain a time vector is created. The video emerges by aligning these time vec-
tors, making sure that they include the same temporal range. The maximum duration of the video
depends on the estimated celerities and the size of the overall chosen domain. Note that this is not
the same concept as the duration of wave visibility.

In model part 3, the estimated wave characteristics of model part 2 are converted to a resulting
video. Two distinct operations are performed for that purpose. At first, a post-processing step is
added: the application of a median filter. The median filter replaces the value of an estimated
wave characteristic by the median value of the surrounding pixels. The size of the median filter
is a design choice. The second operation is the video construction itself. To that end, a time
vector is created per pixel of interest; the video results from the combination and alignment of
time vectors corresponding to each pixel of the domain. For a certain pixel of interest, the time
vector is created following a set of steps. The first step includes calculating the distance from
each surrounding point to the wave crest through the pixel of interest. This distance is thereafter
converted to a travel time by using the celerities in the pixel of interest as well as the celerities in
the surrounding pixels. The surface heights in surrounding points corresponding to (nearly)
equal travel times are gathered in temporal bins. The resulting surface height in a temporal bin
is then calculated by a linearly weighted average protocol, providing larger weights to pixels
relatively closer to the line of wave propagation. The time vector in a pixel of interest is created
afterwards by combining the resulting surface heights of all temporal bins. Repeating these
steps for each pixel of the domain and combining the time vectors leads to the resulting video.
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5.8. SUMMARY CHAPTER 5: SPATIO-TEMPORAL CROSS-CORRELATION MODEL
A spatio-temporal cross-correlation model is developed to construct a longer duration video from
FUNWAVE / Sentinel-2 imagery. It consists of four model parts:

0. Pre-processing;

1. Image resolution augmentation;
2. Wave characteristics estimation;
3. Video construction.

An overview of the model is provided in Figure 5.1. Each of the model parts includes a set of oper-
ations. Moreover, several design choices corresponding to the model are introduced. These design
choices are case-dependent parameter settings corresponding to a particular operation.

AIM OF THE MODEL PARTS

The four model parts relate to the research sub-objectives that are introduced in Chapter 1. The
development of the entire model is based on and structured in these parts. The model is designed
to handle raw Sentinel-2 user products. It is therefore first needed to pre-process the products in
model part 0. The second step results from the essence of the model: the aim to enlarge the range of
temporal information, from a short burst of Sentinel-2 imagery to a longer duration video. There-
fore, model part 1, image resolution augmentation, is required to increase the amount of avail-
able temporal information upfront. Model part 2 is introduced as a result of the aim to construct
a video that represents the propagation of waves; a wave characteristics estimation in the space-
time domain acts as basis for the video. Model part 3 eventually performs the last part: the video
construction itself.

CROSS-CORRELATION

The main mathematical principle that is used in the model is cross-correlation. A cross-correlation
is the correlation of time series in spatial sense. The principle of cross-correlation can be used to ob-
serve the propagation of waves since maximum correlation values between time series are obtained
for locations showing similar wave forms. Each of the four model parts makes use of or contributes
to the cross-correlation. In model part 2, time series per pixel are cross-correlated with each other
in order to estimate wave characteristics. The other three model parts consist of steps that improve
or prepare the cross-correlation or make use of the estimated wave characteristics.

MODEL PART 0: PRE-PROCESSING

Model part 0 includes six separately performed operations. First, the area of interest is manually
selected from the raw imagery. The second operation consists of the selection of 8 - of a total of 13
- bands. This selection is based on two considerations: 1) the impossibility to sufficiently increase
the resolution of 60 m resolution bands to 10 m and 2) the small time lag between some of the
bands. In the third operation, the specific order of the bands is manually determined, after which
the fourth operation aims to equalise the time lag between the bands. The fifth operation includes
the detrending and normalising of the imagery. The sixth and last operation applies a 2D Fourier
filter based on offshore wave characteristics to the imagery. The 2D Fourier filter is meant to reduce
noise and isolate the peak swell wave period. The specific filtering range acts as a design choice.

MODEL PART 1: IMAGE RESOLUTION AUGMENTATION

In model part 1 the resolution of lower resolution bands is augmented. This is done by means of a
cubic spline interpolation in Radon space. Upsampling in Radon space is beneficial since the wave
signal in dominant wave direction is isolated; the interpolation is thus performed over the isolated
wave signal instead of over other cross-wave-direction signals.
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MODEL PART 2: WAVE CHARACTERISTICS ESTIMATION

Model part 2 includes the pixel-wise estimations of three distinct wave characteristics: dominant
wave direction, wavelength and wave celerity. All three estimations are obtained by performing a
cross-correlation using shifted time series, leading to a cross-correlation image. To assess the domi-
nant wave direction, the cross-correlation image is Radon transformed after which the variance over
each direction in the resulting sinogram is calculated. Maximum variance indicates the dominant
wave direction. The isolated signal in dominant wave direction is subsequently used to estimate the
wavelength per pixel. A relatively plain protocol, using zero-crossings, crests and troughs, is used
for that purpose. Finally, wave celerity is estimated by assessing the spatial shift between two iso-
lated wave signals. The first isolated wave signal is the one resulting from a shifted cross-correlation,
while the second signal is obtained by a non-shifted cross-correlation. In each of the three distinct
estimations, the domain radius that is used to construct the correlation images acts as a design
choice.

MODEL PART 3: VIDEO CONSTRUCTION

In model part 3, the estimated wave characteristics of model part 2 are converted to a resulting
video. Two distinct operations are performed for that purpose. The first operation includes a post-
processing step: the application of a median filter. The median filter replaces the value of an esti-
mated wave characteristic by the median value of the surrounding pixels. The size of the median
filter is a design choice. The second operation is the video construction itself. To that end, a time
vector is created per pixel of interest; the video results from the combination and alignment of time
vectors corresponding to each pixel of the domain. For a certain pixel of interest, the time vector is
created following a set of steps. The first step includes calculating the distance from each surround-
ing point to the wave crest through the pixel of interest. This distance is thereafter converted to a
travel time by using the celerities in the pixel of interest as well as the celerities in the surrounding
pixels. The surface heights in surrounding points corresponding to (nearly) equal travel times are
gathered in temporal bins. The resulting surface height in a temporal bin is then calculated by a
linearly weighted average protocol, providing larger weights to pixels relatively closer to the line of
wave propagation. The time vector in a pixel of interest is created afterwards by combining the re-
sulting surface heights of all temporal bins. Repeating these steps for each pixel of the domain and
combining the time vectors leads to the resulting video.



DATASET ANALYSIS

The spatio-temporal cross-correlation model has been applied to two different datasets: Dataset
1, a synthetic FUNWAVE dataset and Dataset 2, Sentinel-2 imagery. The results of the analyses
are discussed per dataset based on the structure as provided by the model requirements (see Ta-
ble 6.1). First, results corresponding to the wave direction estimations, the wavelength estimations
and the wave celerity estimations are presented. These results relate to the first qualitative criterium
of model requirement 1: a pixel-wise wave characteristics assessment. The results are followed by
the wave spectra that are obtained from the video construction, which are related to the second
criterium of model requirement 1: a wave spectra assessment. Next, an indication of the video du-
ration is provided: the temporal range of visible wave propagation in the constructed video. These
results are used to evaluate model requirement 2. The last results correspond to the use of the model
in order to estimate bathymetry: model requirement 3. Relevant design choices are provided in the
description of each particular result. These include the domain radius, the 2D Fourier filtering range
and the size of the median filter that have been applied.

Table 6.1: Model requirements, together with quantitative evaluation criteria (quant. criteria) and qualitative evaluation
criteria (qual. criteria).

Model Requirement I Quant. Criteria | Qual. Criteria

1. Wave propagation in video - 1) Pixel-wise wave char. assessment
- 2) Wave spectra assessment
2. Visible wave duration in video || Visible wave duration [s] -
3. Accuracy of depth estimation p [-] & RMSE [m] Visual assessment

Section 6.1 provides the results related to the analysis of the synthetic FUNWAVE dataset. In Sec-
tion 6.2 thereafter the results of the analysis of Sentinel-2 imagery in Saint-Louis are shown. The
third section, Section 6.3, discusses the analysis of Sentinel-2 imagery in Capbreton. A concluding
overview and interpretation of the results is provided in Section 6.4, making an attempt to point out
the most important aspects that could be observed in the presented results. These observations are
based on the research objective and model requirements. The research objective has been stated
as:

The explicit aim of this research is to construct a one-minute video from a short burst of
Sentinel-2 imagery (2.586 s), a video that accurately represents the propagation of waves. In
addition, the potential of the video to estimate wave-derived nearshore bathymetry is shown. A
DMD-based DIA is exploited for that purpose. The video is constructed by developing a
spatio-temporal cross-correlation model.

45
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6.1. RESULTS: SYNTHETIC FUNWAVE DATASET
No 2D Fourier filtering protocols have been applied during the analysis of the synthetic FUNWAVE
dataset. The applied median filter is indicated where relevant.

6.1.1. WAVE DIRECTION ESTIMATIONS

Wave direction estimations have been obtained for every pixel of the synthetic FUNWAVE domain.
The results are shown in Figure 6.1b. A domain radius of 100 m has been used for each single esti-
mation. An overview of the synthetic FUNWAVE domain is provided in Figure 6.1a.
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Figure 6.1: Wave direction estimations for the entire domain of the synthetic FUNWAVE dataset (b). A domain radius of
100 m has been used. In (a) an overview of the domain is provided. The red marker in (a) corresponds to the red markers
in Figure 6.2.

The cross-correlation image that corresponds to the red pixel in Figure 6.1a is presented in Figure
6.2. A domain radius of 100 m has been used.
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Figure 6.2: Cross-correlation images corresponding to a wave direction estimation for pixel (X =450 m, Y = 900 m) of
the synthetic FUNWAVE dataset. A domain radius of 100 m has been used.
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6.1.2. WAVELENGTH ESTIMATIONS

The wavelength has been estimated for every single pixel of the synthetic FUNWAVE domain. Re-
sults are shown in Figure 6.3b. A domain radius of 100 m has been used.
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Figure 6.3: Wavelength estimations for the entire domain of the synthetic FUNWAVE dataset (b). In (a) an overview of

the domain is provided. A domain radius of 1

00 m has been used.

A wavelength has been estimated for the same pixel as above: the red pixel in Figure 6.3a. Figure 6.4

shows the results for a domain radius of 100 m.
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Figure 6.4: Wavelength estimation for pixel (X =450 m, Y =900 m) of the synthetic FUNWAVE dataset. A domain radius

of 100 m has been used.
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6.1.3. CELERITY ESTIMATIONS
Celerity estimations have been performed for every pixel of the entire synthetic FUNWAVE domain.
It is provided in Figure 6.5.
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Figure 6.5: Celerity estimations for the entire domain of the synthetic FUNWAVE dataset. In (a) an overview of the
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celerity field without medan filtering is provided. The domain in (b) shows the field with median filtering, the size of the

applied median filter is 100 m. A domain radius of 100 m has been used.

A celerity has been estimated for the red pixel in Figure 6.5a. A domain radius of 100 m has been
used. It is provided in Figure 6.6.

Normalised Intensity

1.00 A

0.75

0.50 A

0.25 A1

0.00 A

0.25 4

0.50 A
—— Signal in Dominant Wave Direction, No Imposed Time Shift
—— Signal in Dominant Wave Direction, Imposed Time Shift of 0.5 s

1 0% Point of Interest

-100 -75 -50 =25 0 25 50 75 100
o (m)

Figure 6.6: Celerity estimation for pixel (X =450 m, Y = 900 m) of the synthetic FUNWAVE dataset. A domain radius of

100 m has been used.
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6.1.4. WAVE SPECTRA
Wave spectra have been obtained from the video that is constructed based on the synthetic FUN-

WAVE dataset. The 2D variance-density spectrum and the frequency-direction spectrum are pre-
sented in Figure 6.7. The size of the applied median filter is 100 m.
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Figure 6.7: Frequency-direction spectrum (a) and 2D variance-density spectrum (b). Both have been obtained from the
constructed video that is related to the synthetic FUNWAVE dataset. The size of the applied median filter is 100 m.

6.1.5. VIDEO DURATION

Figure 6.8 shows two snapshots of the constructed video that is related to the synthetic FUNWAVE
dataset. The first snapshot is of £ = —30 s while the second snapshot is of £ = 29.5 s. In both figures
waves are visible: the duration of the video is at least one minute. The size of the applied median

filter is 100 m.
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Figure 6.8: Snapshots of the constructed video that relates to the synthetic FUNWAVE dataset. (a) Is the snapshot at
t =-30 s and (b) is the snapshot at t =29.5 s.
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6.1.6. BATHYMETRY ESTIMATIONS
Abathymetry has been derived from the constructed video related to the synthetic FUNWAVE dataset.
Two methods have been applied to obtain a bathymetry estimation. In Figure 6.9b, the DMD-based
DIA [82] has been used to estimate a depth profile. The third figure, Figure 6.9c shows the obtained
bathymetry when the linear dispersion relation is used pixel-wise. The ground truth, including
arythmic sandbar, is shown in Figure 6.9a. The size of the applied median filter is 100 m in both
bathymetry estimations.
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Figure 6.9: Bathymetry estimation for the domain of the synthetic FUNWAVE dataset. In (a), the ground-truth input
bathymetry of the FUNWAVE simulation is shown. (b) Presents the bathymetry estimation obtained by a DMD-based
DIA, while (c) shows the bathymetry estimation based on explicitly solving the linear dispersion relation. The size of the
median filter is 100 m.

Figure 6.10a shows the difference between the DMD-based DIA bathymetry estimation and the
ground truth. In Figure 6.10b a similar figure is presented related to the difference between the
bathymetry estimation based on pixel-wise solving the linear dispersion relation and the ground-
truth. The DMD-based DIA bathymetry estimation shows a correlation of 0.218 between the esti-
mated and ground-truth bathymetry. This corresponds to a RMSE of 6.44 m over the entire domain.
The estimation based on a plain, explicit solution of the dispersion relation presents a correlation
of 0.221. The RMSE of this estimation is 6.80 m over the entire domain.
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Figure 6.10: Comparison of a bathymetry estimated by a DMD-based DIA and the FUNWAVE ground-truth (a), as well as
a comparison between bathymetry estimated by explicitly solving the linear dispersion relation and the ground-truth
(b). The difference in both figures is calculated as: 'bathymetry estimation’ - 'ground-truth
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6.2. RESULTS: SENTINEL-2 IMAGERY IN SAINT-LOUIS

The results related to the application of the model to Sentinel-2 imagery in Saint-Louis are presented
analogously to those in Section 6.1. The results regard the site of Saint-Louis at 04/03/2019. The
applied (Fourier and median) filter range is provided where necessary.

6.2.1. WAVE DIRECTION ESTIMATIONS

The dominant wave direction has been estimated pixel-wise using a domain radius of 450 m. An
overview is provided in Figure 6.11b. A narrow 2D Fourier filter ranging from T'=7 s to T = 15 s for
offshore wave conditions has been applied upfront. A raw Sentinel-2 image is provided in Figure
6.11a.
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Figure 6.11: Estimations of wave direction applied to the domain of the research site off the coast of Saint-Louis (b). A 2D
Fourier filter ranging from T =7 s to T = 15 s for offshore wave conditions has been applied upfront. (a) Shows the raw
Sentinel-2 image. The red square corresponds to the domain in which the directions are estimated.

6.2.2. WAVELENGTH ESTIMATIONS

The wavelength has been estimated pixel-wise using a domain radius of 450 m. An overview is
provided in Figure 6.12b. A narrow 2D Fourier filter ranging from T =7 s to T = 15 s for offshore
wave conditions has been applied upfront.
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Figure 6.12: Estimations of wavelength applied to the domain of the research site off the coast of Saint-Louis (b). A 2D
Fourier filter ranging from T =7 s to T = 15 s for offshore wave conditions has been applied upfront. (a) Shows the raw
Sentinel-2 image. The red square corresponds to the domain in which the wavelengths are estimated.
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6.2.3. WAVE CELERITY ESTIMATIONS

Figures 6.13a and 6.13b show the pixel-wise celerity estimations for the domain of Saint-Louis. In
Figure 6.13a a narrow 2D Fourier filtering is applied: T =7 sto T = 15 s for offshore wave conditions.
In Figures 6.13b a median filter has been applied afterwards to the celerity domain. The median
filter has a size of 500 m.
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Figure 6.13: Celerity estimations for the domain of Saint-Louis. A narrow 2D Fourier filter has been applied to (a): T=7s
to T = 15s. In (b) a median filter has subsequently been added to the domain of (a). The size of the median filter is 500
m. Note that the colourbars do not match by purpose, otherwise characteristic variability would disappear.

6.2.4. WAVE SPECTRA

In Figure 6.14 a 2D variance-density spectrum and a frequency-direction spectrum obtained from
the video related to the Sentinel-2 imagery in Saint-Louis are shown. Both spectra relate to a video
that has been constructed using a narrow 2D Fourier filter: T =7 s to T = 15 s. The median filter
that has been applied to the video has a size of 500 m.
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Figure 6.14: Frequency-direction spectrum (a) and 2D variance-density spectrum (b) corresponding to the video that
represents wave propagation in the domain of Saint-Louis. A narrow 2D Fourier filter has been applied: T=7sto T =15
s. A median filter of size 500 m is used.
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6.2.5. VIDEO DURATION

Figure 6.15 shows two snapshots of the constructed video that is related to the Sentinel-2 imagery
in Saint-Louis. The first snapshot is of = —30 s while the second snapshot is of f = 29.5 s. In both
figures waves are visible: the duration of the video is at least one minute. The applied 2D Fourier
filter ranges from T =7 s to T = 15 s, the median filter has a size of 500 m.
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Figure 6.15: Snapshots of the constructed video that relates to the Sentinel-2 imagery in Saint-Louis. (a) Is the snapshot
at t =—-30s and (b) is the snapshot at £ =29.5 s.

6.2.6. BATHYMETRY ESTIMATIONS

Figure 6.16a presents the EMODnet ground-truth bathymetry for Saint-Louis. The red square indi-
cates the area of which the bathymetry is estimated. In Figure 6.16b a bathymetry estimation for
the same location has been performed using a filtered signal. The 2D Fourier filter ranges from
T =7sto T =15s. Amedian filter of size 500 m has been applied. The bathymetry has been esti-
mated using a DMD-based DIA. Figure 6.16¢ provides a bathymetry estimation that has exploited
a pixel-wise solving of the linear dispersion relation. The same filtering ranges have been applied.
Table 6.2 provides the correlation coefficients and root-mean-square errors that correspond to the
estimation.
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Figure 6.16: EMODnet ground-truth bathymetry (a) and a bathymetry estimations in Saint-Louis (b,c). (b) Represents a
bathymetry estimation using a DMD-based DIA, (c) shows the bathymetry estimation when a pixel-wise solving of the
linear dispersion relation is exploited. In (b) and (c) a 2D Fourier filter ranging from T =7 s to T = 15 s and median filter
of 500 m have been applied.

Table 6.2: Overview of Pearson correlation coefficients (p) and RMSE between estimated bathymetry and ground-truth
in Saint-Louis.

Filtering || p | RMSE
Fourier: T =2sto T =25s, Median: 50 m || 0.070 | 8.87 m
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6.3. RESULTS: SENTINEL-2 IMAGERY IN CAPBRETON

The results related to the application of the model to Sentinel-2 imagery in Capbreton are presented
analogously to those in Section 6.1 and Section 6.2. The results refer to the site of Capbreton at
30/03/2018. The applied (Fourier and median) filter range is provided where necessary.

6.3.1. WAVE DIRECTION ESTIMATIONS

The dominant wave direction has been estimated pixel-wise using a domain radius of 450 m. An
overview is provided in Figure 6.17b. A narrow 2D Fourier filter ranging from T'=6 s to T = 15 s for
offshore wave conditions has been applied upfront. A raw Sentinel-2 image is provided in Figure

6.17a.
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Figure 6.17: Estimations of wave direction applied to the domain of the research site off the coast of Capbreton (b). A 2D
Fourier filter ranging from T =6 s to T = 15 s for offshore wave conditions has been applied upfront. (a) Shows the raw
Sentinel-2 image. The red square corresponds to the domain in which the directions are estimated.

6.3.2. WAVELENGTH ESTIMATIONS

The wavelength has been estimated pixel-wise using a domain radius of 450 m. An overview is
provided in Figure 6.18b. A narrow 2D Fourier filter ranging from T =6 s to T = 15 s for offshore

wave conditions has been applied upfront.
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Figure 6.18: Estimations of wavelength applied to the domain of the research site off the coast of Capbreton (b). A 2D

Fourier filter ranging from T =6 s to T = 15 s for offshore wave conditions has been applied upfront. (a) Shows the raw
Sentinel-2 image. The red square corresponds to the domain in which the directions are estimated.
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6.3.3. WAVE CELERITY ESTIMATIONS

Figures 6.19a and 6.19b show the pixel-wise celerity estimations for the domain of Capbreton. In
Figure 6.19a a narrow 2D Fourier filtering is applied: T =6 sto T = 15 s for offshore wave conditions.
In Figures 6.19b a median filter has been applied afterwards to the celerity domain. The median
filter has a size of 100 m.
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Figure 6.19: Celerity estimations for the domain of Capbreton. A narrow 2D Fourier filter has been applied to (a): T=6s
to T =15s. In (b) a median filter has subsequently been added to the domain of (a). The size of the median filter is 100
m. Note that the colourbars do not match by purpose, otherwise characteristic variability would disappear.

6.3.4. WAVE SPECTRA

In Figure 6.20 a 2D variance-density spectrum and a frequency-direction spectrum obtained from
the video that is related to the Sentinel-2 imagery in Capbreton is shown. The figure relates to a
video that has been constructed using a narrow 2D Fourier filter: T =6 s to T = 15 s. The median
filter that has been applied to the video has a size of 100 m.
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Figure 6.20: Frequency-direction spectrum (a) and variance-density spectrum (b) corresponding to the video that
represents wave propagation in the domain of Capbreton. Narrow 2D Fourier filter has been applied: T=6sto T =15s.
The median filter has a size of 100 m.
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6.3.5. VIDEO DURATION

Figure 6.21 shows two snapshots of the constructed video that is related to the Sentinel-2 imagery in
Capbreton. The first snapshot is of = —10 s while the second snapshot is of £ = 12 s. In both figures
waves are visible: the duration of the wave-representing video is 22 s. The waves disappear outside
this range. The applied 2D Fourier filter ranges from T = 6 s to T = 15 s, the median filter has a size
of 100 m.
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Figure 6.21: Snapshots of the constructed video that relates to the Sentinel-2 imagery Cepbreton. (a) Is the snapshot at
t =-10s and (b) is the snapshotat t =12 s.

6.3.6. BATHYMETRY ESTIMATIONS

Figure 6.22a presents the EMODnet ground-truth bathymetry for Capbreton. The red square in-
dicates the area of which the bathymetry is estimated. In Figures 6.22b and 6.22c a bathymetry
estimation for the same location is performed using a signal that is filtered upfront by a narrow
2D Fourier filter: T =6 sto T = 15 s. The result is also filtered afterwards using a median filter of
size 100 m. Table 6.3 provides the correlations and root-mean-square errors that correspond to the
estimations.
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Figure 6.22: EMODnet ground-truth bathymetry (a) and a bathymetry estimation in Capbreton. 2D Fourier filter: T =6 s
to T =15 s, median filter: 100 m. (b) Shows the bathymetry estimation that is produced using a DMD-based DIA, in (c)
the bathymetry is estimated by pixel-wise solving of the linear dispersion relation.

Table 6.3: Overview of pearson correlation coefficients (p) and RMSE between estimated bathymetry and ground-truth
in Capbreton.

Filtering H p ‘ RMSE
Fourier: T =6sto T =15 s, Median: 50 m H 0.068 ‘ 54.05 m
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6.4. INTERPRETATION OF DATASET ANALYSIS
The most imporant observations to make in the presented results are provided below. These obser-
vations are based on the model requirements and research (sub-)objectives.

6.4.1. INTERPRETATION OF SYNTHETIC FUNWAVE DATASET ANALYSIS
Figure 6.1 The dominant wave direction estimations correspond to the observed refraction pat-
terns in the raw imagery. A domain radius of 100 m leads to sufficient similarity.

Figure 6.2 The cross-correlation image visually represents the raw imagery. A domain radius of
100 m leads to a wave direction estimation that corresponds to the raw imagery in Figure 6.1.

Figures 6.3 and 6.4 The estimated wavelengths (domain radius 100 m) range between 30 m and
130 m, which corresponds to the raw imagery.

Figures 6.5 and 6.6 The estimated celerity (domain radius 100 m) shows a decreasing gradient to-
wards the shore, together with a sudden decrease at the input sandbar (middle of the domain). Both
observations correspond with the expectations since celerity is expected to decrease for smaller
depths. (b) Shows that a small median filter (100 m) removes the wavy variability of (a). Further-
more, both figures slightly resemble the pattern of the arrhythmic input sandbar.

Figure 6.7 The wave spectra corresponding to the video show a peak at circa 0 degrees and at circa
0.1 Hz. The spectra are compared to the input wave statistics in Chapter 7.

Figure 6.8 Both snapshots of the resulting video show wave propagation - a wavy pattern is visible.
This means the video is able to represent wave propagation for at least one minute.

Figures 6.9 and 6.10 Both bathymetry estimations show a decreasing gradient towards the shore.
This gradient is similar to the input bathymetry. The typical bathymetric features of the arrhythmic
sandbar have mostly disappeared. The corresponding value of p is relatively low, while the RMSE is
relatively high.

6.4.2. INTERPRETATION OF SENTINEL-2 IMAGERY ANALYSIS IN SAINT-LOUIS
Figure6.11 The estimated wave direction (domain radius 450 m) resembles the wave propagation
in the raw imagery.

Figure 6.12 The wavelength estimations are in the range of 150 m to 200 m. This resembles the
wavelengths as observed in the raw imagery.

Figure6.13 The celerity field without median filtering shows wavy variations. The estimated celer-
ity varies between realistic and unrealistic values. When the field is median filtered (size 500 m), the
wavy variations disappear.

Figure 6.14 The wave spectra corresponding to the video show a peak at circa 315 or -45 degrees
and at circa 0.1 Hz. The spectra are compared to the in-situ measurements in Chapter 7.

Figure 6.15 Both snapshots of the resulting video show wave propagation - a wavy pattern is visi-
ble. That means the video is able to represent wave propagation for at least one minute.

Figure 6.16 Both bathymetry estimations show a recognisable gradient, although it is not similar
to the input bathymetry. The corresponding value of p is relatively low, while the RMSE is relatively
high.
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6.4.3. INTERPRETATION OF SENTINEL-2 IMAGERY ANALYSIS IN CAPBRETON

Figure 6.17 The estimated wave direction (domain radius 450 m) resembles the wave propagation
in the raw imagery. The field is messier than the field in Saint-Louis, which corresponds to the more
short-crested waves.

Figure 6.18 The wavelength estimations are in the range of 50 m to 100 m. This resembles the
wavelengths as observed in the raw imagery. The waves are shorter than those in Saint-Louis, which
corresponds to the expectations.

Figure6.19 The celerity field without median filtering shows wavy variations. The estimated celer-
ity varies between realistic and unrealistic values. When the field is median filtered using a median
filter of 100 m, the wavy variations slightly disappear, although they are still recognisable.

Figure 6.20 The wave spectra corresponding to the video show a peak at circa 315 or -45 degrees
and at circa 0.025 Hz.

Figure 6.21 Both snapshots of the resulting video show wave propagation - a wavy pattern is vis-
ible. However, the snapshots are at -10 s and + 12 s. That means the video is not able to represent
wave propagation for at least one minute.

Figure 6.22 Both bathymetry estimations do not show arecognisable gradient. The corresponding
value of p is relatively low, while the RMSE is relatively high.
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DISCUSSION

The results of this work are discussed and put in perspective. First, the main results in relation to
the research objective are elaborated upon in Section 7.1. Section 7.2 thereafter provides the most
important delimitations and assumptions. These form the boundaries of the work. In Section 7.3
a retrospection to the thesis is provided, followed by a specific discussion of the added value of the
work in Section 7.4.

7.1. INTERPRETATION OF RESULTS
The structure as provided by the research objective and corresponding model requirements is roughly
followed to give an interpretation of the results. The research objective has been stated as:

The explicit aim of this research is to construct a one-minute video from a short burst of
Sentinel-2 imagery (2.586 s), a video that accurately represents the propagation of waves. In
addition, the potential of the video to estimate wave-derived nearshore bathymetry is shown. A
DMD-based DIA is exploited for that purpose. The video is constructed by developing a
spatio-temporal cross-correlation model.

The four sub-objectives that together define the research objective are presented in Chapter 1. The
research objective has led to three model requirements which indicate the most important demands
of the developed model.

* Requirement 1: An accurate representation of wave propagation in the constructed video;
* Requirement 2: A one minute duration of wave visibility in the constructed video;
* Requirement 3: An accurate bathymetry estimation as consequence of the constructed video.

7.1.1. WAVE PROPAGATION IN THE CONSTRUCTED VIDEOS

Waves are observed for at least one minute in the FUNWAVE-related video construction (Figure
6.8). The corresponding wave spectra also show good alignment with the input wave characteristics
(Figure 6.7). The peak of the obtained wave spectrum is found at 0.1 Hz while the dominant wave
direction appears at 0 degrees. Both values correspond to the input values being T, =10 s = 1/ f
and Dir = 15 degrees. These results indicate a proper representation of average wave propagation
in the constructed video.

The results related to the Sentinel-2 imagery in Saint-Louis provide for similar observations. It ap-
pears to be possible to construct a video that shows wave propagation for at least a minute (Figure
6.15). A comparison between the in-situ measured 2D variance-density spectrum in Saint-Louis
and the video-obtained spectrum reveals that the video on average represents wave propagation
quite well (Figure 7.1). The video that results from the analysis in Capbreton shows less satisfac-
tory results (Figure 6.21). The total duration of wave visibility in this video is 22 s. There is no wave
spectrum available to compare the results in Capbreton.
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Figure 7.1: Comparison of in-situ measured and video-obtained 2D variance-density spectrum in Saint-Louis.

7.1.2. BATHYMETRY ESTIMATIONS

The bathymetry estimations corresponding to the synthetic FUNWAVE dataset, as well as to both
research sites of the Sentinel-2 imagery, show (almost) no quantitative correlation with the ground-
truth. The obtained RMSE’s are significant compared to other literature (e.g. Almar et al. [64]). A
visual inspection of the results related to the synthetic FUNWAVE dataset leads to more insights.
The existing gradient in the bathymetry - from offshore to onshore - is recognisable in the esti-
mated bathymetries (Figures 6.9b and 6.9c). This trend is also observed in Figure 7.2, which shows
a cross-section of the ground-truth FUNWAVE bathymetry and corresponding estimated bathyme-
tries. The bathymetries estimated by the DMD-based DIA as well as by pixel-wise solving the linear
dispersion relationship' are included. Pixel-wise solving of the linear dispersion relationship gen-
erally shows an underestimation of the existing bathymetry while a correct linear trend towards the
shore is apparent. This result is also visible in Figure 6.10b. The DMD-based DIA bathymetry es-
timation performs worse: the linear trend is barely recognisable. Furthermore, it is interesting to
observe a slightly wavy pattern in the bathymetry estimation following from pixel-wise solving of
the linear dispersion relationship. The particular bathymetry (orange line) follows the structure of
the sandbar as well.
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Figure 7.2: Cross-section of ground-truth bathymetry and estimated bathymetries related to the synthetic FUNWAVE
dataset. The cross-section is at Y = 700 m.

1By ’pixel-wise solving of the linear dispersion relationship’ the benchmark method introduced in Chapter 4 is meant. In
this method wave characteristics are directly converted to depth, avoiding the use of a video.
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The bathymetry estimations in Saint-Louis provide for other observations (Figure 6.16). Both esti-
mations show a gradient from the upper left part of the image to the lower right. This gradient does
not correspond to the gradient in the ground-truth, which is fully orientated from left to right. The
case in Capbreton (Figure 6.22) does not show any visible correspondence between the ground-
truth and estimated bathymetries. Based on the above observations some initial conclusions are
made. These conclusions are used as a starting point to analyse the performance of the model in
more detail.

There is a distinct difference in performance between the video constructions and the
bathymetry estimations. The videos generally represent average wave propagation in good
order, while the bathymetry estimations are less accurate. The video constructions related to the
synthetic FUNWAVE dataset and the Sentinel-2 imagery in Saint-Louis show correct wave
propagation for sufficient duration. The video construction in Capbreton shows waves for less
temporal range. Regarding bathymetry, a correct linear trend is observed in the estimations
related to the FUNWAVE dataset, although the model underestimates the local depth. An
interesting gradient is visible in the bathymetry estimations related to Saint-Louis. The
bathymetry estimations in Capbreton do not show any correspondence with the ground-truth.

7.1.3. ESTIMATION OF WAVE CHARACTERISTICS IN THE FUNWAVE DOMAIN

An accurate bathymetry estimation or correct wave-representing video is largely determined by the
estimation of wave characteristics. It is therefore interesting to evaluate the accuracy of the model’s
three different wave characteristics estimations in the FUNWAVE domain.

DOMINANT WAVE DIRECTION ESTIMATIONS IN THE FUNWAVE DOMAIN

The dominant wave direction is estimated first in the model, hence the accuracy of the other wave
characteristics depends on it: the isolated wave signal in the dominant wave direction is used pixel-
wise for the estimation of wavelength and wave celerity. The dominant wave direction estimations
have appeared to be stable and to be of good quality in the case of the FUNWAVE domain: for
instance, the estimations follow the expected refraction patterns around the sandbar (Figure 6.1b).
It is noted that a proper choice of domain radius is essential for accurate estimations. As is shown
in Figure 7.3 a small domain radius results in the loss of detail and thereby the loss of wave visibility,
while a large domain radius results in accounting for waves that are too far away from the pixel of
interest. A domain radius in the order one wavelength has appeared to be the most robust for the
purpose of dominant wave direction estimation.
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Figure 7.3: Cross-correlation images corresponding to a wave direction estimation for pixel (X =450 m, Y =900 m) of
the synthetic FUNWAVE dataset (Figure 6.1a). In (a) a domain radius of 50 m has been applied, in (b) a domain radius of
100 m and in (c) a domain radius of 200 m.

DISCREPANCY BETWEEN WAVELENGTH AND CELERITY ESTIMATIONS FOR LARGER DEPTHS

In Figure 7.4 wavelength and celerity estimations are presented for the same cross-section of the
synthetic FUNWAVE domain. In Figure 7.4a the orange line represents the wavelength estimation
as performed by the model. The black dashed line indicates the wavelength as a result of solving
the linear dispersion relationship, in which the ground truth bathymetry and the estimated celerity
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act as input values. The opposite holds true for Figure 7.4b: the blue line represents the celerity
estimation of the model, while the black dashed line shows the celerity as a result of the linear dis-
persion relationship, in which the ground-truth bathymetry and the wavelength estimation act as
input values. It is observed that the coloured and black dashed lines in both figures are relatively
close to each other in the nearshore areas (X = 650m to X = 800 m), while they deviate in larger
depths. This indicates a discrepancy between the estimated wavelengths and estimated celerities
in larger depths, which is probably induced by either an error in wavelength estimations, an error
in celerity estimations or an error in both.
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Figure 7.4: Cross-sections of the synthetic FUNWAVE domain at Y = 700 m, presenting celerity and wavelength
estimations. (a) represents the wavelength estimation, while (b) shows the celerity estimation.

The observed discrepancy between wavelength estimations and celerity estimations for larger depths
in the FUNWAVE domain is explained by the analyses in Figure 7.5. This figure provides an overview
of the theoretical application range of the developed model.
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Figure 7.5: Theoretical application range of the model. (a) and (b) show the temporal and spatial wavelength estimation
errors. (c) and (d) represent the temporal and spatial celerity estimation errors. All for 0 m spatial wave phase shift.
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THEORETICAL APPLICATION RANGE

The results in Figure 7.5 represent the theoretical application range of the model. In Figure 7.5a, the
theoretical Percent Error (PE) related to the estimation of wavelength as performed by the model
is presented for combinations of two temporal dimensionless values: "Time Lag / Wave Period"
(At/T) and "Burst Duration / Wave Period" (Dur/T). On the other hand, Figure 7.5b shows the
theoretical PE in relation to two spatial dimensionless values: "Spatial Resolution / Wavelength"
(Res/L) and "Domain Radius / Wavelength" (Radius/L). Figures 7.5c and 7.5d analogously provide
similar results regarding the theoretical celerity estimation errors. The theoretical application range
of the model is defined by applying the model to a set of synthetic sinusoidal waves. The figures
as provided show the PE for 0 m spatial wave phase shift. Please see Appendix C for an extensive
explanation of these analyses.

ACCURACY OF WAVELENGTH ESTIMATIONS IN THE FUNWAVE DOMAIN

The typical wave period in the FUNWAVE analysis is T, = 10 s. The wavelength related to this peak
wave period and the largest depth in the domain (d = 13 m), calculated by using the linear disper-
sion relationship, is circa 100 m. Knowing the utilised domain radius of 100 m, the dimensionless
value Radius/ L is circa 1 for the most offshore waves in the FUNWAVE domain. On the other hand,
the dimensionless value Res/L is circa 0.1 for the same waves. Note that Res = 10 m. The corre-
sponding PE is indicated by the black marker in Figure 7.6b. Both dimensionless values increase
towards the shore because wavelengths typically decrease towards lower depths [65]. The black
dashed square in Figure 7.6b indicates the area for L < 50 m in relation to the characteristics of
the synthetic FUNWAVE dataset. The results show that the estimations of the most offshore wave-
lengths in the FUNWAVE domain correspond to the lower left of the figure and thus to relatively high
percent errors. Estimations at the onshore side correspond to the relatively upper right of the figure
since wavelengths have decreased. The percent errors therefore also decrease towards the shore”.
Furthermore, the wave period is also influencing the wavelength estimations in the FUNWAVE do-
main. The obtained PE for a At of 0.5 s and a burst duration of 4.5 s is represented by the black
marker in Figure 7.6a. However, the typical wave period does not decrease towards the shore: the
PE related to the wave period is constant over the domain. It is therefore concluded that the overall
wavelength estimation error decreases towards lower depths, as a result of decreasing wavelengths.

The wavelength estimation errors in the FUNWAVE domain decrease for lower wavelengths and
therefore towards lower depths. The wave period does not influence the error decrease.
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Figure 7.6: Theoretical application range of the model in relation to the estimation of wavelength. (a) Shows the
temporal analysis, while (b) presents the spatial analysis. The black marker in (a) represents the PE for typical FUNWAVE
characteristics and a wave period of T = 10 s. In (b), again for typical FUNWAVE characteristics, the black marker
represents the PE for the most offshore wavelength, while the black dashed square shows the error for L < 50 m.

2There is of course a limit to these decreasing errors when shallow water depths are reached.
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ACCURACY OF CELERITY ESTIMATIONS IN THE FUNWAVE DOMAIN

The celerity estimations in the FUNWAVE domain show a different pattern. Figure 7.7b indicates
large errors for a typical value of Res/L = 0.1 at the offshore side of the FUNWAVE domain in rela-
tion to the characteristics of the synthetic FUNWAVE dataset: Radius = 100 m and Res 10 m. The
corresponding PE is represented by the black marker. These errors increase or decrease for decreas-
ing wavelength, depending of the pixel position with respect to the wave phase (see Appendix C).
In Figure 7.7b, for instance, the results for 0 m spatial shift are provided. The black dashed square
again indicates the area for L < 50 m in relation to typical FUNWAVE characteristics.
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Figure 7.7: Theoretical application range of the model in relation to the estimation of celerity. (a) Shows the temporal
analysis, while (b) presents the spatial analysis. The black marker in (a) represents the PE for typical FUNWAVE
characteristics and a wave period of T, = 10 s. In (b), again for typical FUNWAVE characteristics, the black marker
represents the PE for the most offshore wavelength, while the black dashed square shows the error for L < 50 m.

Figure 7.8 shows the average celerity estimation errors for a range of wavelengths, averaged over the
different pixel positions with respect to the wave phase. The domain radius and spatial resolution
are kept constant: Radius = 100 m and Res = 10 m. It is observed that on average the absolute celerity
estimation errors increase for decreasing wavelengths. Furthermore, a clear underestimation of
celerities is observed for wavelength ranges corresponding to the FUNWAVE domain.
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Figure 7.8: Celerity estimation errors for varying wavelength. The domain radius and spatial resolution are as used in the
FUNWAVE analysis: 100 m and 10 m, respectively.

The wave period appears to be less relevant for the same reasons as above. The corresponding PE

for T, =10 s, a At of 0.5 s and a burst duration of 4.5 s is indicated by the black marker in Figure
7.7a.

The celerity estimation errors in the FUNWAVE domain increase for decreasing wavelengths
and therefore towards lower depths. The wave period does not influence the error increase.
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CELERITY ESTIMATION ERRORS DOMINATE WAVELENGTH ESTIMATION ERRORS

The celerity estimation errors seem to be dominating the wavelength estimation errors with respect
to the bathymetry estimation in the FUNWAVE domain. This is because the celerity estimation error
mostly increases towards the shore, while the error in wavelength estimation decreases. Further-
more, typical celerity estimation errors are several factors larger than typical wavelength estimation
errors, for example see Figures 7.6 and 7.7. Figure 7.8 also provides for an explanation of the un-
derestimation of bathymetry in the FUNWAVE domain (Figure 7.2): following the linear dispersion
relationship, an underestimation of celerity leads to an underestimation of depth, especially since
the error in celerity is dominating the error in wavelength. The following is therefore concluded:

The celerity estimation errors appear to be a dominant influencing factor for the accuracy of
bathymetry estimation and act as the main explanation for the underestimation of depth in the
FUNWAVE domain. The celerity estimation errors are sensitive to the present wave
characteristics while the Percent Errors are relatively large.

An explanation of the most probable reasoning behind the observed errors is provided later on.
First, the results related to the Sentinel-2 imagery are discussed.

7.1.4. ESTIMATION OF WAVE CHARACTERISTICS IN SENTINEL-2 IMAGERY

The observations in the FUNWAVE domain are translated to the analysis of Sentinel-2 imagery.
There is no ground to doubt the accuracy of the estimations of dominant wave direction. Figures
6.11b and 6.17b show results that seem reasonable. The results related to wavelength estimations
are satisfactory as well (Figures 6.12b and 6.18b). This is supported by the observations in Figure
7.9, the theoretical application range of the model. Typical wavelengths at both research sites range
from 100 m to 300 m, meaning that as long as the domain radius is large enough - larger than 1.5
times the wavelength - the results are expected to be accurate. This is the case if a domain radius of
450 m is used. The corresponding area is indicated by the black square in Figure 7.9b. The temporal
analysis shows similar results. Assuming a wave period of at least 5 s, in relation to a At of 0.29...
s and a burst duration of 2.055 s - both after pre-processing, no significant error is expected. The
corresponding PE is indicated in Figure 7.9a.
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Figure 7.9: Theoretical application range of the model in relation to the estimation of wavelength for Sentinel-2 Imagery.
(a) Shows the temporal analysis, while (b) presents the spatial analysis. The black dashed squares indicate the expected
errors for present wave characteristics and typical characteristics of Sentinel-2 imagery.

ACCURACY OF CELERITY ESTIMATIONS IN THE SENTINEL-2 IMAGERY

The celerity estimations again tell a different story. Starting from the results in Figure 7.5 it is clear
that the celerity estimation error is strongly influenced by the present wave characteristics. The At
of Sentinel-2 imagery after pre-processing is 0.29... s, while the burst duration is 2.055 s. The area
that corresponds with the typical Sentinel-2 characteristics and a wave period ranging from 5 s to 25
s is projected by the black dashed square in Figure 7.10a. The dimensionless value of Dur/T shows
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that the Percent Errors generally become larger than 10% for wave periods larger than circa 8 s: left
of the orange dashed line. On the other hand, the Percent Errors also become larger than 10% for
wave periods smaller than 5 s when the value of A¢/T is analysed. The area above the red dashed
line indicates this area. These observations mainly show that analysing Sentinel-2 imagery using
the spatio-temporal cross-correlation model is on the edge of possibilities due to the characteristics
of the Sentinel-2 constellation: a short burst of temporal information combined with a relatively
small amount of snapshots.
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Figure 7.10: Theoretical application range of the model in relation to the estimation of celerity for Sentinel-2 Imagery. (a)
Shows the temporal analysis while (b) shows the spatial analysis. In (a) the black dashed square indicates the expected
errors for present wave characteristics and typical characteristics of Sentinel-2 imagery. The orange dashed line
represents wave periods of 8 s, while the red dashed line represents wave periods of 5 s. In (b) the black dashed square
represents wavelengths of at least 150 m. Both figures are in relation to Sentinel-2 imagery characteristics.

The celerity estimations in Saint-Louis and Capbreton show a clear difference. The estimations in
Saint-Louis (Figure 6.13a) present a rather smooth celerity field, while the field in Capbreton is a
lot messier (Figure 6.19a). An explanation is found in the theoretical application range in spatial
sense. As Figure 7.10b shows, the error in estimated celerities is relatively low as long as the wave-
length is larger than 150 m, taking into account a spatial resolution of 10 m. Both research sites are
characterised by a different wave climate: typically the waves in Saint-Louis are longer and more
long-crested than those in Capbreton [5, 64]. This result is also observed in Figures 6.12b and 6.18b.
This difference in wave climate declares the difference in celerity estimations; due to shorter and
short-crested waves, the waves in Capbreton are a lot harder to accurately analyse. The related Per-
cent Errors in Capbreton are probably found above the black dashed square in Figure 7.10b.

The temporal application framework shows that estimating celerity from Sentinel-2 imagery by
using the developed spatio-temporal cross-correlation model is at the edge of possibilities. For
almost all wave periods, a significant error is expected. The difference between the rather
smooth celerity field in Saint-Louis and the messy celerity field in Capbreton is explained by the
difference in present wavelengths in relation to the spatial theoretical application range.

INFLUENCE OF WAVE PHASE TO THE CELERITY ESTIMATIONS

The celerity estimations in Saint-Louis show another interesting feature. As could be observed in
Figure 6.13a, the estimations follow a wavy pattern: there is a clear correlation between remarkably
high celerity estimations and the wave forms in raw satellite imagery (Figure 6.11a). These varia-
tions are probably explained by the way in which the celerity estimation protocol is defined.

The model estimates celerity by searching for maximum cross-correlation values in surrounding
pixels: the locations that show maximum correlation with a shifted time series are the pixels to
which the wave propagates. Dividing the obtained spatial shift by the imposed temporal shift leads
to a celerity estimation. This celerity estimation protocol is sensitive for cross-correlation errors, es-
pecially for longer wave periods. When wave periods increase, the part of the wave that is observed
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during a certain range of time - the burst duration - decreases. For increasing wave periods, even-
tually the observed part of the wave per pixel becomes rather small. This leads to the phenomenon
that observed wave parts become similar to other observed wave parts, although both wave parts
are in reality not the same.

For example, for shorter wave periods a cross-correlation of a time series that represents the part of
the wave between the backface and the crest will show maximum correlations with time series that
represent the same part: between backface and crest. That means the wave has propagated towards
the location with maximum correlation during the imposed time shift. When wave periods increase,
the part of the wave between backface and crest becomes similar to the part of the wave between
trough and backface. When a cross-correlation is applied for the particular time series, there is a
possibility that maximum correlation is obtained between the two different wave parts: the part be-
tween the backface and crest and the part between the trough and backface. This leads to an error
in the estimation of the spatial shift; it is not the particular wave propagation that is observed, but
the wave propagation plus, or minus a quarter of a wavelength. This ultimately leads to errors in the
celerity estimations. The same principle is observed for cross-correlations between the parts of the
wave between the crest and frontface and between the frontface and trough.

It is interesting to observe the different behaviour in the estimated celerity fields of the FUNWAVE
domain, the domain in Saint-Louis and the domain in Capbreton. The field in Saint-Louis clearly
shows the wavy pattern as explained above. A similar structure is recognised in the celerity field cor-
responding to the FUNWAVE domain, although less persistent. This is probably due to lower wave
periods. The domain in Capbreton does not show a clear wavy pattern in the celerity field. That is
because the error in these particular results is dominated by the short wavelength in combination
with typical Sentinel-2 characteristics.

For longer wave periods the celerity estimation fields show variations following a wavy pattern,
explained by cross-correlation errors that become more persistent when wave periods increase.

7.1.5. FILTERING
Two filtering methods have been applied in the model to reduce the obtained celerity estimation
errors: 2D Fourier filtering and median filtering. The influence of both methods is discussed briefly.

2D FOURIER FILTERING

A 2D Fourier filtering has been applied upfront to the raw satellite imagery. The range of the filtering
is such that it isolates the swell wave signal. The specific ranges have been determined empirically:
T =7sto T =15 s for the domain in Saint-Louis and T =6 s to T = 15 s for the domain in Capbreton.
Both filtering ranges correspond to offshore wave conditions. The result of the 2D Fourier filtering is
significant: it improves the celerity field and the duration of the video. Figure 7.11 shows the celerity
field in Saint-Louis, with and without 2D Fourier filtering. In both figures no median filter has been
applied. As can be observed, the pixel-wise variations in Figure 7.11b are decreased compared to
Figure 7.11a. This is explained by removing shorter wavelengths and wave periods of the spectrum,
leading to the reduction of errors as shown in Figure 7.5. A smoother celerity field is favourable for
the resulting duration of the video. It increases the wave visibility from 14 s to more than a minute
in the case of Saint-Louis. A question that arises is whether the 2D Fourier filtering removes too
much information from the wave signal, e.g. the DMD-based DIA solves the wave signal for multiple
harmonics so a broad spectrum should be favourable. The constructed video certainly represents a
more 'averaged’ signal than without the 2D Fourier filtering. These effects are discussed later on.

2D FOURIER FILTERING BASED ON OFFSHORE WAVE PARAMETERS

A remark is made about the consequences that are induced by filtering based on offshore wave pa-
rameters. The wave periods and frequencies are actually filtered based on the filtering of wave num-
bers (k). Therefore, when regarding intermediate water depths, an error is induced to the range of
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Figure 7.11: Celerity estimations for the domain of Saint-Louis. A narrow 2D Fourier filter has been applied to (b): T=7s
to T =15s. In (a) no 2D Fourier filter has been applied. Both results are provided without a median filter.

wave periods that is filtered out. When waves enter intermediate water, their wavelengths decrease.
As aresult, when a certain wave number in intermediate water is related to a wave period using the
offshore relation, the actual result is a wave period that is too low; e.g. when a wave period of 5 s is
targeted, in reality the particular wave number relates to a wave period of 6 or 7 s. Therefore, the
lower and upper limit of the range of filtered wave periods will be somewhat higher than intended
when filtering in intermediate waters. The consequence is that there will be too many wave periods
filtered out on the lower side of the range, while there are too few wave periods filtered out on the
upper side.

MEDIAN FILTERING

After estimating the celerity field a median filter has been applied. The intention of the median
filter is to smooth out the wavy variations in the celerity field. The consequences of a median filter
are illustrated in Figure 7.12. Clearly, the median filter smooths out the variations. Assuming that
wave characteristics are constant over a wavelength, the results of the median filter are favourable.
A median filter larger than 500 m (Figure 7.12b) would lead to too much smoothing and removal
of typical gradients in the case of Saint-Louis, e.g. in Figure 7.12c the effect of a 1000 m median
filter is shown. In Appendix D the effect of a range of median filters to the celerity estimations is
presented. Like the 2D Fourier filter, the median filter also extends the duration of wave visibility in
the resulting videos while details are removed. The implications of that are discussed later on.
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Figure 7.12: Celerity estimations for the domain in Saint-Louis. The median filter increases over the figures. In (a) a
median filter of 100 m has been applied, in (b) a median filter of 500 m has been used and in (c) a median filter of 1000 m.

The application of a 2D Fourier filter as well as a median filter leads to smoothening of the
resulting wave field. Both filters therefore extend the duration of wave visibility in the video
while important details are probably lost.
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7.1.6. AVERAGE REPRESENTATION OF WAVE CHARACTERISTICS IN THE VIDEO

The constructed videos appear to represent the wave spectra in good order. However, a discrepancy
between the quality of the resulting bathymetries and the quality of the videos is observed. This
is probably explained by the fact that the video represents wave characteristics in an average way,
while it lacks detailed information per pixel. There are two distinct reasons for this: 1) the "averag-
ing" filters that have been applied to reduce the celerity estimation errors and 2) the way in which
the video is constructed leading to even more "averaging".

INFLUENCE OF FILTERS

As explained, the pixel-wise estimation of celerity is characterised by relatively large errors. In an
attempt to reduce those errors two filtering methods have been applied: a 2D Fourier filter and a
median filter. Both filters are used to remove the variations in the celerity field. As a consequence
of the filters the resulting celerity field is averaged, leading to loss of pixel-wise detail. For example,
an extreme variant of the median filter, one that is as large as the entire domain, would lead to a flat
celerity field; the celerity over the domain would be uniform. A video construction based on such a
celerity field would lead to a video that perfectly shows a propagating wave for sufficient duration,
however the propagation would be incorrect. This example shows that applying filters leads to loss
of detail per pixel, meaning that the resulting video lacks pixel-wise details as well.

INFLUENCE OF VIDEO CONSTRUCTION METHOD

The videos are constructed by combining time vectors per pixel. The way in which these time vec-
tors are created is another source of averaging in the resulting video. There are two ways in which
the information in the video is averaged. First, the time vectors are created by combining pixels in
temporal bins. Each temporal bin, corresponding to a certain travel time to the pixel of interest,
consists of number of surface heights. These surface heights are combined using a weighted aver-
age protocol, leading to loss of detailed information. The second source of averaging is due to the
way travel times are calculated. Each travel time, from a surrounding pixel to the pixel of interest,
is calculated by means of dividing the spatial distance by the average of the celerity in the pixel of
interest and the surrounding pixel. This assumption is valid for pixels that are relatively close to
each other, but becomes less true for pixels far away. As a consequence, details per pixel are lost.

The constructed videos represent wave characteristics quite well in average sense. This is due to
the "averaging" effect of the applied filters and the video construction method.

7.1.7. VIDEO DURATION

One of the model requirements is the sufficient duration of wave visibility in the constructed videos.
It has been observed that the videos related to the FUNWAVE domain and the domain in Saint-Louis
are able to show waves for at least a minute. The video in Capbreton performs less: waves are only
visibile for 22 s. An explanation is found in the corresponding celerity fields. As explained, the
celerity field in Capbreton is messier than the other two celerity fields. This is a result of the rela-
tively small wavelengths in Capbreton in relation to typical Sentinel-2 characteristics, which leads
to larger celerity estimation errors. The consequence of a messy celerity field is the loss of wave
stochasticity. When celerity estimations in pixels close to each other differ more than they do in
reality, the created time vectors in those pixels lose coherence for time steps far away from ¢ =0 s:
the wave signals in neighbouring pixels become diverged. This effect explains the short duration of
wave visibility in the video of Capbreton.

Above explanation also emphasises the need for a smooth celerity field and therefore the need for
the application of a 2D Fourier filter and median filter. As explained, finding correct filter ranges is
in fact an act of fine balance: too large of a filter removes important details, while too small of a filter
reduces the duration of wave visibility in the resulting video. This holds true for the 2D Fourier filter
as well as for the median filter.
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7.1.8. CELERITY, VIDEO AND BATHYMETRY

In this thesis bathymetry has been estimated using two different methods. The first method makes
use of a video construction and a DMD-based DIA. In the second method, the video is avoided and
bathymetry is directly estimated by pixel-wise solving of the linear dispersion relationship. The re-
sulting bathymetries of both methods have already been discussed in Section 7.1.2. The upcoming
section elaborates upon the bathymetries in relation to the celerity estimations and video construc-
tion.

BATHYMETRY ESTIMATION USING A DMD-BASED DIA

Estimating bathymetry using a DMD-based DIA makes use of a video construction. The bathymetry
estimations show almost no correspondence to the ground-truth in a qualitative and quantitative
perspective, except for a correct linear trend in the bathymetry estimation related to the FUNWAVE
domain (Figure 6.9b). The low correlations are explained by the "averaging" effect: several factors
have resulted in a video that represents wave characteristics solely in average sense. A lot of de-
tails per pixel are lost due to the influence of the applied filters and the way in which the video is
constructed. Although these measures extended the duration of wave visibility in the constructed
videos, apparently they have removed a too large range of frequencies from the wave spectrum. The
DMD-based DIA is a frequency-based algorithm, separating the provided signal in harmonics. The
removing of a part of these harmonics clearly leads to too much loss of information.

BATHYMETRY ESTIMATION BY PIXEL-WISE SOLVING OF THE LINEAR DISPERSION RELATIONSHIP

The second method avoids the use of a video and thereby the use of a DMD-based DIA. It is inter-
esting to observe the relation between celerity and bathymetry estimations. In both the FUNWAVE
dataset (Figures 6.5b and 6.9c) and the case in Saint-Louis (Figures 6.13b and 6.16c) the bathymetry
estimations seem to follow the pattern of celerity estimations: similar gradients are observed in the
celerity fields and bathymetry fields. In Appendix E a range of bathymetry estimations in Saint-
Louis is provided.

Especially in the case of Saint-Louis these results lead to questions regarding the validity of the
ground-truth bathymetry. Assuming that the celerity estimations are characterised by similar er-
rors per pixel, the resulting celerity field in Saint-Louis probably shows errors in an absolute sense
while the gradient of the estimations can be trusted. This assumption is supported by the results in
Figure 7.8. Furthermore, the resulting bathymetry (Figure 6.16c) shows a quite natural pattern. On
the other hand, the ground-truth bathymetry is obtained from a rough bathymetric chart created in
2018 while the estimated bathymetry relates to March 2019. It is therefore not a bold assumption to
state that the bathymetry estimation in Saint-Louis probably performs better than can be proven by
comparing to the ground-truth. The main takeaway from these last observations is that the celerity
estimation errors are the most dominating factor in the context of this thesis: reducing those errors
would certainly lead to better bathymetry estimations.

When the construction of a video is avoided, the resulting bathymetry estimations seem to
follow the pattern of the celerity estimations. Moreover, there are reasons to doubt the validity of
the ground-truth in Saint-Louis. All together, this leads to the key message that the celerity
estimation errors are probably the most important factor in the context of this thesis.
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7.2. DELIMITATIONS AND ASSUMPTIONS

The delimitations and assumptions form the boundaries of this study. They consist of conscious de-
cisions upfront about the subjects and methodologies that have been included during the research.
Only the most important delimitations and assumptions are mentioned.

7.2.1. SCOPE OF THE THESIS
The research objective has been stated in the beginning of this section. The following delimitations
follow from this research objective statement:

» The research has focused on the construction of a one-minute video in order to show the po-
tential of Sentinel-2 imagery for bathymetry estimation using a DMD-based DIA. Bathymetry
estimations are benchmarked by using a plain pixel-wise solving of the linear dispersion re-
lationship, avoiding the use of a video construction. Other bathymetry estimation methods
have been ignored;

* A wave-derived bathymetry estimation has been deployed instead of a bathymetry estimation
based on other physical principles;

* The research has covered nearshore bathymetry, meaning that the focus is on intermediate to
shallow water depths and the boundary between sea and shore is out of scope;

* Aspatio-temporal cross-correlation model has been developed for the purpose of a video con-
struction. Other mathematical approaches have been ignored.

7.2.2. DATASETS

Three distinct datasets have been used during the research. The first of these, a set of synthetic
sinusoidal waves, has been used to define the theoretical application range in Appendix C. This im-
plies that the theoretical application range is based on the analysis of linear wave forms instead of
non-linear wave forms such as Sentinel-2 data. The wave characteristics of this dataset are uniform
as well. The other two datasets, a synthetic FUNWAVE dataset and Sentinel-2 imagery, have been
used to perform the dataset analyses. The lack of typical satellite noise in the FUNWAVE dataset
compared to Sentinel-2 data influences the particular analysis. The FUNWAVE simulation is forced
by Hy = 1.4 m and T, = 10 s, indicating typical swell wave conditions. The input bathymetry ranges
between depths of 13 m and 0 m, which corresponds to intermediate to shallow water depths when
typical estimated wavelenghts of 40 to 100 m are taken into account (Figure 6.3b). The wave solving
capabilities of the FUNWAVE simulation are not seen as delimitation, since literature shows that a
FUNWAVE simulation performs well in intermediate to shallow water [89, 102, 103].

The Sentinel-2 imagery focuses on two research sites: one in Saint-Louis and one in Capbreton.
The imagery of 4 March 2019 in Saint-Louis and of 30 March 2018 in Capbreton has been analysed.
The selection of both sites and dates has been based on a range of arguments: cloud coverage,
preferable wave conditions and available wave measurements. Furthermore, both research datasets
are characterised by a persistent swell wave climate and probably range from deep to intermediate
and shallow water depths.

7.2.3. GROUND-TRUTH WAVE SPECTRUM

The wave spectrum that has been used to compare the result of the Sentinel-2 imagery analysis in
Saint-Louis is provided by the Saint-Louis 2019 experiment. The obtained in-situ wave spectrum
is the result of measurements provided by an ADCP. It is assumed that these measurements repre-
sent the present wave spectrum at 11:33h, 04/03/2019, which is the sensing date of the Sentinel-2
imagery. The ADCP measurements are conducted at 11:30h, 04/03/2019.

7.2.4. GROUND-TRUTH BATHYMETRIC DATA
The ground-truth bathymetry data of the Sentinel-2 imagery analysis is formed by EMODnet bathy-
metric data [93, 94]. For both locations, the EMODnet dataset of 2018 is used. It is assumed that this
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dataset is representative of the bathymetric situation at the sensing moments of the Sentinel-2 im-
agery: 30/03/2018 in Capbreton and 04/03/2019 in Saint-Louis. As explained in Section 7.1 there
are reasons to doubt this assumption.

7.2.5. CURRENTS AND WIND
Currents and wind have not been taken into account in the research. Both effects influence the
propagation of waves and thereby directly influence wave characteristics.

7.3. RETROSPECTION
The following four aspects of the research could have been executed differently, only the most im-
portant aspects are mentioned:

* Choice of research sites. The area in Capbreton is known as a challenging area [64]. The
bathymetry is characterised by a high gradient and the typical waves are relatively short. In
hindsight, it would have been better to base the model on a set locations that are known for
more easy conditions such as Saint-Louis.

° Wave spectrum in Capbreton. For the research site in Capbreton no in-situ wave spectra
corresponding to the date of interest was available. This was a conscious choice: the dates of
which in-situ wave spectra for the site in Capbreton exist did not provide for reliable Sentinel-
2 imagery due to large cloud coverage and/or low wave heights.

* Reliability of ground-truth bathymetry. The accuracy of the ground-truth bathymetries in
Saint-Louis and Capbreton should be doubted. Both ground-truths are provided by a rough
bathymetric chart. Detailed in-situ measurements would have been better data to compare
with.

* Synthetic FUNWAVE dataset. The analysis based on the FUNWAVE simulation has provided
for the most valuable results. Since the input data of such a synthetic dataset is known, the
performance of the model could accurately be assessed. It would have been interesting to
evaluate more datasets like the synthetic FUNWAVE dataset, for example FUNWAVE simu-
lations with different input wave characteristics or different bathymetry. These simulations
would have provided for valuable insights.

7.4. ADDED VALUE OF THE RESEARCH
The research is put in perspective. The added value of the research is discussed based on the retro-
spection, the assumptions and delimitations and the interpretation of the results.

A distinct difference in performance between the video construction and the bathymetry estima-
tions is observed. The video construction represents average wave propagation in good order. The
resulting bathymetry estimations are of lesser quality. The bathymetry estimations based on pixel-
wise solving of the linear dispersion relationship, avoiding the use of a video construction, show
that the celerity estimation errors are a dominant aspect in the context of the developed spatio-
temporal cross-correlation model. The dominant wave direction estimations and wavelength esti-
mations performed by the model are generally accurate.

As main product of the model, the video construction is not suitable to estimate bathymetry using a
DMD-based DIA. However, the video construction and corresponding model may be used for some
other applications:

» The video as constructed by the model represents average wave propagation in a decent way.
It can therefore be used to obtain the wave spectrum from Sentinel-2 imagery for a certain
date and location of interest;

* In general, the video offers a way to enlarge the range of temporal information based on
Sentinel-2 imagery. It is therefore a useful tool to combine Sentinel-2 imagery with a set of
other applications that need more temporal information;
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* The model is able to estimate dominant wave direction per pixel from Sentinel-2 imagery
for a certain date and location of interest. The dominant wave direction provides valuable
information such as refraction and diffraction patterns which can be used to indicate typical
bathymetric features, e.g. the sandbar in Figure 6.1b;

* The model can also be used to determine a partial wave climate for a certain location on
Earth. By estimating dominant wave direction and wavelength over the duration of a year, an
indication of a wave climate is obtained.

Besides applications of the video construction related to Sentinel-2 imagery, the obtained knowl-
edge can be translated to other fields of interest:

* The results of Figure 7.5 and Appendix C show that the accuracy of the model possibly in-
creases for changing satellite characteristics. For example, increasing the burst duration leads
to decreasing celerity estimation errors. The same holds for an increase of spatial resolution.
That means the model should work well for satellites that provide a longer burst duration
combined with higher resolution, such as Pleiades in persistent mode [64]. Even the anal-
ysis of shorter waves would then be enabled. An increase of burst duration is indicated by
the red arrow in Figure 7.13a, a decrease of resolution by the red arrow in Figure 7.13b. The
black dashed square in Figure 7.13a indicates typical Sentinel-2 characteristics in relation to
a wave period of 5 to 25 s. The black marker in Figure 7.13b shows the PE for a wavelength of
100 m in relation to typical Sentinel-2 characteristics, indicating that an increase of resolution
would enable the model to analyse shorter wavelengths from imagery, such as the waves in
Capbreton;

* The model should also perform quite well for data with lower At such as standard video im-
agery. Typical Percent Errors corresponding to video imagery are projected by the red box in
Figure 7.13a, combining a low At and a large burst duration.
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Figure 7.13: Theoretical application range corresponding to celerity estimation errors. In (a) the temporal analysis is
presented, while (b) shows the spatial analysis. The black dashed square in (a) corresponds to typical Sentinel-2
characteristics and a wave period ranging from 5 s to 25 s. The red arrow in (a) shows the effect of an increasing burst
duration, while the red dashed square in (a) indicates typical errors corresponding to video imagery: a low At and a large
burst duration. In (b) the black marker shows the PE for a wavelength of 100 m in relation to Sentinel-2 characteristics,
e.g. waves in Capbreton. The red arrow in (b) shows the effect of an increasing resolution, e.g. from 10 m to 1 m.



CONCLUSION

The results and discussion are used to provide answers to the main research question and the 10
underlying sub-questions. The main research question has been stated as:

Is it possible to construct a one-minute video that represents the propagation of waves, from a
2.586-second burst of Sentinel-2 satellite imagery, by developing a spatio-temporal
cross-correlation model, in order to show the potential for the estimation of wave-derived
nearshore bathymetry using a DMD-based DIA?

It is concluded that it is possible to construct a one-minute video representing wave propagation
from Sentinel-2 imagery as long as wave conditions are preferable. The constructed videos have
been used to estimate a wave-derived nearshore bathymetry by means of a DMD-based DIA. This
has led to the conclusion that the videos as constructed lack the ability to estimate an accurate
bathymetry using a DMD-based DIA. The arguments on which these conclusions are based are elab-
orated upon in more detail. The sub-questions that correspond to each section are indicated in the
header of the particular section, e.g. SQ1 = sub-question 1. (see Chapter 1).

SPATIO-TEMPORAL CROSS-CORRELATION MODEL (SQ1, SQ2, SQ3)
A spatio-temporal cross-correlation model has been developed in this work to construct a wave-
representing video. The model consists of four parts:

Model part 0: Pre-processing;

Model part 1: Image resolution augmentation;
Model part 2: Wave characteristics estimation;
Model part 3: Video construction.

In model part 1 the resolution of a set of 20 m resolution spectral bands has been augmented by
means of a cubic spline interpolation in the Radon domain. Subsequently, in model part 2, three
wave characteristics have been estimated separately per pixel: dominant wave direction, wave-
length and celerity. A spatio-temporal cross-correlation method has been used for this purpose.
The estimated wave characteristics have ultimately been used to construct a video in model part
3. The video construction method combines time vectors which are created by taking the weighted
average of surface heights per predefined temporal bin.

WAVE PROPAGATION IN THE CONSTRUCTED VIDEOS (SQ4, SQ5)

It is concluded that the constructed videos are generally able to show wave propagation for at least
one minute. The required video duration of one minute is not obtained in the case of Capbreton
due to large errors in the corresponding celerity field. These large celerity estimation errors are the
result of relatively short wavelengths. It appears furthermore that the constructed videos represent
wave propagation accurately in an average sense. The wave spectra obtained from the videos show
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good alignment with input wave characteristics and in-situ measurements. A pixel-wise and de-
tailed description is lacking in the videos. This is a consequence of the "averaging" effects which
are induced by three different sources: the 2D Fourier filtering, the median filtering and the way in
which the videos are constructed.

BATHYMETRY ESTIMATION USING A VIDEO AND A DMD-BASED DIA (SQ6, SQ7)

Using the constructed videos to estimate bathymetry by means of a DMD-based DIA does not pro-
vide satisfactory results. The obtained errors are large in a quantitative and qualitative perspec-
tive, although a correct linear trend is recognised in the analysis of the synthetic FUNWAVE dataset.
The large errors are explained by the "averaging" effects as mentioned. The DMD-based DIA is a
frequency-based algorithm, inverting depth by separating the signal in harmonics. These harmon-
ics have disappeared to a large extent by the "averaging" effects. The demands of the DMD-based
DIA to the constructed videos appear to be contradictory in relation to the developed model: along
duration of wave visibility requires a large amount of filtering in order to reduce variations in the
celerity field, while an accurate, detailed and pixel-wise representation of wave propagation asks
for the reduction of filtering.

BATHYMETRY ESTIMATION USING PIXEL-WISE SOLVING OF THE LINEAR DISPERSION RELATIONSHIP
(SQ8, SQ9)

Estimating bathymetry by pixel-wise solving of the linear dispersion relationship, avoiding the use
of a video, provides for interesting insight. The bathymetry estimations follow the pattern of the es-
timated celerity fields. From the FUNWAVE analysis and the estimated theoretical application range
the celerity estimation is concluded to be the other dominant source of errors, next to the applied
filters and the way in which the videos are constructed. When the use of a video is avoided, reduc-
tion of the celerity estimation errors should therefore lead to an increasing accuracy of bathymetry
estimation.

APPLICATION LIMITS OF THE MODEL IN RELATION TO SENTINEL-2 IMAGERY (SQ10)

A theoretical application range of the model has been defined. It shows that estimating wave charac-
teristics from Sentinel-2 imagery by means of the developed model is in the realm of possibilities. In
a temporal sense, relatively large celerity estimation errors are expected for wave periods lower than
5s and higher than 8 s. The model is less sensitive for spatial parameters: as long as wavelengths are
larger than circa 150 m the celerity estimation error is acceptable in relation to Sentinel-2 imagery
characteristics.

ADDED VALUE OF THE SPATIO-TEMPORAL CROSS-CORRELATION MODEL

In conclusion, the developed model and related video constructions offer added value, although not
for the purpose of a bathymetry estimation by means of a DMD-based DIA. The constructed videos
represent wave propagation in an average sense and can therefore be exploited for wave-related
purposes, e.g. obtaining wave spectra, estimating dominant wave direction and estimating wave
climates. In general, the video offers a way to enlarge the temporal range of Sentinel-2 imagery.
It is furthermore concluded that the model is probably more suitable for use in combination with
other types of imagery, including satellite imagery with larger burst duration and increased spatial
resolution as well as standard video imagery.



RECOMMENDATIONS

The discussion of recommendations is separated into three sections. First, an overview of suggested
next research steps regarding the improvement of the model is provided in Section 9.1. Section 9.2
thereafter makes suggestions from a broader perspective. It focuses on recommendations about
other applications of the developed model. The last section, Section 9.3, takes the broadest view. It
elaborates upon recommendations regarding the use of Sentinel-2 imagery for bathymetry estima-
tion purposes, thereby leaving the constraints of this thesis: a wave-derived nearshore bathymetry
by using a spatio-temporal cross-correlation model. Section 9.3 is in fact an answer to the question:
"What would I do if I had to repeat the research, solely taking Sentinel-2 imagery as input data and
bathymetry estimation as aim?"

9.1. IMPROVING THE MODEL
A set of suggestions is made regarding the improvement of the developed spatio-temporal cross-
correlation model. Each is discussed separately.

9.1.1. IN-DEPTH RESEARCH ON CELERITY ESTIMATION

From the discussion it appears that celerity estimation errors are one of the main bottlenecks in the
model. An accurate celerity estimation is essential, either for representing correct wave propagation
in the video or for the purpose of bathymetry estimation, with or without using a video construc-
tion. The decrease of celerity estimation errors would also lead to a decreasing need for filtering,
which is beneficial to the accuracy of results. The celerity estimation errors are large and are gener-
ally underestimating. These results are supported by the theoretical application range (Figure 7.5,
Appendix C). Itis interesting to observe that even using the plainest type of dataset, a set of synthetic
sinusoidal waves, the celerity estimation errors appear to be large. In this research some suggestions
regarding the sources of these errors have been provided. It would be valuable to conduct research
on the reasons for these errors and thereby develop methods to decrease them.

9.1.2. IN-DEPTH RESEARCH ON IMAGE RESOLUTION AUGMENTATION

The defined theoretical application range (Figure 7.5, Appendix C) shows that the spatial resolution
of Sentinel-2 imagery is one of the limitations in this research (Figure 7.13b). A higher spatial res-
olution would lead to a decrease of celerity estimation errors by the model, especially for shorter
wavelengths. In this research it has been decided to develop the model based on an interpolation in
Radon space. It has appeared during the research that a resolution augmentation to higher resolu-
tions, for example 5 m, does not lead to better results. Other upsampling methods have briefly been
investigated as well. These methods include normal interpolation and interpolation based on deep
learning algorithms. Further development of these methods would be a valuable next research step.
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9.1.3. IN-DEPTH RESEARCH ON VIDEO CONSTRUCTION METHOD

Another significant bottleneck in the model is the way in which the video is constructed. The
method results in loss of pixel-wise detail which is unfavourable for the use of a DMD-based DIA
in order to invert depth. A different video construction method could possibly solve these prob-
lems. A ’full langrangian’ method would be most promising from an idealistic point of view. In such
a method the propagation of a certain wave part would be forced by every celerity and wave direc-
tion it experiences on its pathway. It is recognised that such a method is computationally expensive
and leads to non-linearities. Research on finding a good compromise would be valuable.

9.1.4. RESEARCH USING DETAILED DATASETS

It appears that the synthetic FUNWAVE dataset has provided for valuable insights. The main ad-
vantage of this dataset has been the availability of detailed and structured ground-truths: knowing
the ground-truths of separate model parts leads to precise insight and therefore knowledge regard-
ing the performance of the model. It is therefore advised to conduct further research using more of
these kinds of datasets. Two different types are suggested:

* Multiple variants of a synthetic dataset such as the FUNWAVE dataset. The synthetic FUN-
WAVE dataset could, for example, be reused with different input parameters, such as input
bathymetry, input resolution and input wave characteristics;

* An actual Sentinel-2 dataset based on detailed in-situ experiments. Research using Sentinel-2
imagery of good quality (low cloud coverage, high and long waves) together with specific in-
situ measurements would be very valuable. The in-situ measurement would ideally include
bathymetry and wave characteristics (including celerity).

9.2. OTHER APPLICATIONS OF THE MODEL
In chapter 7 a discussion is provided about other applications of the model. Based on this discussion
some suggestions for further research are provided.

9.2.1. RESEARCH ON OTHER TYPES OF IMAGERY

The model has appeared to be more accurate in relation to other temporal and spatial character-
istics, mainly a higher spatial resolution, a longer burst duration and a shorter time lag (Figures
7.13aand 7.13b). It would be interesting to assess the value of the spatio-temporal cross-correlation
model in relation to imagery that corresponds to these characteristics, e.g. higher quality satellite
data or video imagery.

9.2.2. RESEARCH ON THE VALUE OF OTHER APPLICATIONS
The constructed videos are able to represent wave propagation in an average sense. It would be
interesting to assess the value of these possibilities, for example in relation to coastal management
strategies. Research that explores these possibilities is advised.

9.3. SENTINEL-2 IMAGERY AND BATHYMETRY ESTIMATION

It is interesting to reflect on the research from a wider point of view. The focus of this thesis has
purposely been narrowed upfront: a spatio-temporal cross-correlation model has been developed
to construct a wave-representing video, a video that initially has been meant to estimate a wave-
derived nearshore bathymetry by using a DMD-based DIA.

Discarding these constraints leads to a different perspective. The only two starting points that re-
main are the use of Sentinel-2 imagery as input data and the ultimate aim of a bathymetry esti-
mation. The question is: "What would I do if I had to repeat the research, solely taking Sentinel-2
imagery as input data and bathymetry estiation as aim?". This leads to the following recommenda-
tions. Note that these recommendations are written from the writer’s perspective and are therefore
subjective.
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9.3.1. KEEP FOCUSING ON A WAVE-DERIVED BATHYMETRY

The wave-derived bathymetry is still very promising, mainly because it avoids the calibration com-
plications of colour-based routines. This makes wave-derived methods significantly more useful in
a generalist sense.

9.3.2. KEEP FOCUSING ON A CROSS-CORRELATION IN SPACE-TIME DOMAIN

A cross-correlation in space-time domain remains an interesting technique. Although it has not yet
led to sufficiently accurate results in relation to Sentinel-2 imagery. The resulting cross-correlation
images in this thesis resolve the existing wave pattern of the raw imagery remarkably well. That
means, a cross-correlation is a very effective way to reproduce a wave signal from a short burst of
temporal information. The question is: how to get accurate wave characteristics estimations from
these cross-correlation images?

9.3.3. FOCUS ON CELERITY ESTIMATION BY IMPROVING RESOLUTION AUGMENTATION

The celerity estimation seems to be the key for an accurate bathymetry estimation. In this research
it is not yet accomplished to reduce the celerity estimation errors significantly. However, it is in-
teresting to observe some results. First of all, the wavy variability in the estimated celerity fields is
remarkable (Figure 6.19). Apparently, there is a correlation between the part of the wave that is ob-
served and the estimation error. Furthermore, increasing the resolution while still representing the
actual wave, should lead to a reduction of these errors. This is probably because there is less risk of
cross-correlation errors (see Section 7.1.4). Both aspects would have the writer’s full attention when
the research had to be repeated.

9.3.4. MAKE THE CELERITY ESTIMATION PERFECT FOR SINUSOIDAL WAVES

In this research the analysis of plain synthetic sinusoidal waves has been used to explain the ob-
tained results. A suggestion would be to start the research by analysing these simple waves. A next
research question - e.g. for a next thesis - could be: "How can the celerity estimation error for a linear
sinusoidal wave be reduced to zero, while using a spatio-temporal cross-correlation method?".

9.3.5. AVOIDING VIDEO CONSTRUCTION FOR BATHYMETRY ESTIMATION PURPOSES

The discussion in Chapter 7 shows that constructing a video leads to a lot of ’averaging’ compli-
cations. At the same time, the filtering methods that lead to the averaging are needed to provide
a video of sufficient duration for the use of a DMD-based DIA. It should therefore be doubted if a
video construction is a correct method to estimate bathymetry from Sentinel-2 imagery. Although
the video is meant to enlarge the temporal information and therefore to convert spatial wave char-
acteristics to temporal wave characteristics, it is also a source of more processing: wave character-
istics are converted to a video, which is reconverted to wave characteristics and depth. Avoiding a
video construction and translating wave characteristics directly to depth could probably be a more
satisfactory method.
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WAVE CLIMATE CAPBRETON, FRANCE,
MARCH 2018
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Figure A.1: GFS-Wave wave climate of Capbreton, France, in March 2018 [3, 4]
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WAVE CLIMATE SAINT-LOUIS, SENEGAL,
MARCH 2019

R — Wave (m) Wave period (s) Wave direction
00h 03h 06h 09h 12h 15h 18h 21h 00h 03h 06h 03h 12h 15h 18h 21h 00h 03h 06h 09h 12h 15h 18h 21h
01.03.2019 N
02.03.2019 N
03.03.2019 N
04.03.2019 5k 4 N
05.03.2019 13 13 13 13 13 13 N
06.03.2019 122 12 12 12 12 11 M
07.03.2019 1 13
08.03.2019 15 14
09.03.2019 13 13 12 12
10.03.2019 1 11 11 11 10 12 12

11 1 [@\uu 13

13 13 12 11 12 12 1
10 10 10 10 10 11 10
1.5 1.6 15 15 15 10 10 10 10 10 10 10
15032019 1413 1312121112121 9 9 9 9 9 1
16032019 1.2 1.2 1.3 1.3 13 13 13 1.
17032019 1.2 12 12 12 1.2 1.1 11 1.3 14 13 13 13 12
18032019 |1 1 14 %4 14 111114 12 12 12 12 12 11 11 N
19.032019 1212131313131414 11 1010 7 8 8 8 8
1414141313131314 8 8 13 12 13 13 13 13
1.4 141 13 12 12 13 12
11 11 11 11 1
11 11 10 10 10
; 14 14 13 14 14 14 13 13
25032019 1.4 14 13 13 13 13 14 13 12 12 12 12 12
26032019 1211 1411 11111114 11 12 122 12 11 11 11 N

11.03.2019
12.03.2019
13.03.2019
14.03.2019

20.03.2019
21.03.2019
22.03.2019
23.03.2019
24.03.2019

/L NSNS SN e Nvee N\ Ve L L L L AL
e NS ISASANNN v e SN\ e L L S AL LY
e/ L NNNSNSN e NN e L LA
e ] SSSNASNec e I NN e e L I L LYY
e S e SSNSANSNee L e SN e e N L ALY
e e ] SNVNNSNS e e SN I et e L L L LA
e L el NNSSNSeNvees!NN I e e L L LY

e/ L el L SSNSNNNeNevee NV el

27.032019 11 1.2 1.3 1 12 12 12 11 11 11 10 10
28.03.2019 7 5

29.03.2019 14 14 14 13 13 13 13 13
30.03.2019 el 7 7 7 7 7 7
31.03.2019 Jod G g 7

Figure B.1: GFS-Wave wave climate of Dakar, Senegal, a city nearby Saint-Louis, in March 2019 [3, 4]
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THEORETICAL APPLICATION RANGE OF THE
MODEL

A theoretical application range corresponding to the developed spatio-temporal cross-correlation
model is defined. The theoretical application range provides insight regarding the performance of
the model with respect to existing wave characteristics and is used to support the discussion in
Chapter 7. First, the motivation to define a theoretical application range of the model is discussed
in Section C.1. The dataset that is used for the purpose, dataset 3, is thereafter introduced in Section
C.2. Section C.3 subsequently elaborates upon the specific methodology that is used to developed
the theoretical application range, after which Section C.4 presents the results that together define
the theoretical application range of the model. Some remarks and conclusions regarding the results
are presented in Section C.5.

C.1. MOTIVATION TO DEFINE A THEORETICAL APPLICATION RANGE

The model is expected to be sensitive for existing temporal and spatial wave characteristics: the
wave period and wavelength. Research has demonstrated that the restricted temporal range of
Sentinel-2 imagery, compared to the wave period, leads to significant complications for the esti-
mation of wave characteristics [72, 73]. The same holds for Sentinel-2’s coarse sensing resolution
with respect to the wavelength. Almar et al. [64] shows that coarser spatial resolutions result in less
accurate estimations. Both conclusions are in line with the theory of Nyquist: one needs to observe
at least two pixels per wave to recognise wave patterns [104]. In practice, a limit of four to five points
per wavelength seems to be even more viable [5]. The expected sensitivity of the model to existing
wave characteristics forms the ground to define a theoretical application range corresponding to
the model.

C.2. DATASET 3: SET OF SYNTHETIC SINUSOIDAL WAVES
A set of synthetic sinusoidal waves is used to define the theoretical application range of the model.
Sinusoidal waves, or sine waves, are the simplest representations of a wave. In a 2D plane (x,n),
according to linear wave theory [65], such a wave is typically represented as a long-crested harmonic
wave propagating in positive x-direction:
. . 27m 27

n(x,t) =asin(wt—kx)=a sm(7 r— Tx) (C.1)
in which 7 is surface height, x is the horizontal direction, ¢ is time, a is wave amplitude, w is angular
frequency, k is wave number, T is wave period and L is wavelength. Since Sentinel-2 images of a
water body represent surface height in a 3D plane (x, y,1), it makes sense to define the sinusoidal
waves in the same plane:

n(x,y, 1) = asin(wt — kyx—kyy) (C.2)
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in which ky and ky represent the wave number in x- and y-direction, respectively. The sinusoidal
waves propagate in a direction making an angle of —45° with respect to the positive x-direction. This
is to ensure that diagonal wave features are included. The dataset is created in such form that the
waves more or less mimic Sentinel-2 imagery: the representation of a single propagating sinusoidal
wave consists of a certain amount of snapshots of 1920 by 1920 m, with a defined time lag between
each snapshot. An example of such a snapshot is provided in Figure C.1. Note that the spatial
resolution, temporal time lag and amount of snapshots can vary per representation of a sinusoidal
wave. All sinusoidal waves are imposed to have a constant wavelength: L = 240 m. By assuming the

waves to be in deep water, a constant wave period for each wave follows from T = % ~12.39...s
and a constant celerity from ¢ = % =~ 19.35... m/s [65]. The amplitude of the sinusoidal waves is set
tobe 1 m.
1750 1.004
0.75
1500 7]
0.50 0.50 1
1250 0.25 025
E 1000 000 E E 000
> = =
750 ~0.25 -0.251
500 ~0.50 —0.501
—0.751
250 -0.75
—1.00 4
9 0 500 1000 1500 0 250 500 750 1000 1250 1500 1750 2000
X (m) X (m)
(@ (b)

Figure C.1: Example of a sinusoidal wave snapshot (L = 240 m) propagating in a direction of —45° with respect to the
positive x-direction. (a) Shows the 3D representation (x, y,n). (b) Provides the cross-section of the red line in (a).

C.3. METHODOLOGY: THEORETICAL APPLICATION RANGE OF THE MODEL

A comparison between estimated and actual wave characteristics defines the theoretical application
range of the model. Dataset 3, a set of synthetic sinusoidal waves is used for that purpose as it
provides for an environment with known ground truth wave characteristics.

C.3.1. PERCENT ERROR AND DIMENSIONLESS PARAMETERS
In the model, the wavelength and celerity are obtained per pixel on a grid. It makes sense to define
the estimation accuracies per pixel, by the percent error (PE) [105] in that pixel. For example, related
to celerity:

|Estimated Value Celerity — Actual Value Celerity|

PE (0] = 100% C3
pixel (%] Actual Value Celerity ) ’ 7

The analysis of Sentinel-2 imagery is characterised by amongst others four parameters: a burst du-
ration, a time lag, a spatial resolution and a domain radius. The first three parameters are charac-
teristics of the satellite imagery. The last parameter is a design choice of the spatio-temporal cross-
correlation model: the radius of the domain that is used to estimate wave characteristics. These two
temporal parameters (burst duration and time lag) and two spatial parameters (spatial resolution
and domain radius) can be deployed to define the theoretical application range of the model. Divid-
ing by the wave period and wavelength introduces dimensionless forms of these four parameters.
An overview of the dimensionless parameters and their proposed abbreviations is shown in Table
C.1.

C.3.2. TEMPORAL AND SPATIAL ANALYSIS
Two separate analyses are performed to define the application framework: a temporal and a spa-
tial analysis. The temporal analysis aims to define PEx for a range of combinations of the two
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Table C.1: Overview of dimensionless temporal and spatial parameters.

Dur/T Burst Duration / Wave Period
AtlT Time Lag / Wave Period
Res/L Spatial Resolution / Wavelength

Radius/L Domain Radius / Wavelength

dimensionless temporal parameters: Dur/T and A¢/T. The spatial analysis does the same for the
two spatial parameters: Res/L and Radius/L. In practice, the analyses are performed by computing
PEpixel While varying the parameters 'Dur’ and "A¢’ or 'Res’ and "Radius’ for each sinusoidal wave.
The analyses are solely applied to one single pixel in the exact middle of the domain of the dataset (x:
960 m, y: 960 m). The ranges of the parameters per sinusoidal wave are chosen as such that Dur/T
varies from 0.01 to 1.0, At/ T varies from 0.01 to 0.1, Res/L varies from 0.01 to 0.25 and Radius/L
varies from 0.5 to 3.5. Each of these ranges is the result of empirical fitting and is chosen so that typ-
ical ranges of wave periods and wavelengths with respect to Sentinel-2 imagery characteristics eas-
ily fit within the resulting graphs. During the spatial analysis - varying Res/L and varying Radius/L
- the temporal parameters are chosen exactly like typical Sentinel-2 imagery: Dur = 2.055 s and
At =0.2935... s. This is to avoid influence of the temporal parameters to the outcome of the spatial
analysis. Within the temporal analysis, the choice of spatial parameters is less straightforward, since
especially the parameter Radius/L depends on the settings of the model, instead of the characteris-
tics of the satellite. Therefore, it is decided to use settings of both spatial parameters that correspond
with the lowest achieved PEpix; in the spatial analysis.

C.3.3. WAVE PHASE DIFFERENCES

Since the burst duration of Sentinel-2 imagery is relatively short compared to the wave period -
Dur/T = 0.10 — 0.67, for wave periods between 20 s and 3 s -, only a small part of a wavelength is
‘observed’ by the model. It is therefore expected that PExe is influenced by the pixel position with
respect to the wave phase. Figure C.2a shows four examples of such pixel positions for a sinusoidal
wave propagating in positive x-direction. In this figure the position at ¢ = 0 s is indicated by the
marker. The part of the wave that is observed during the burst duration is presented by the thicker
line. The same four surface paths are plotted in the time domain (z,7) in Figure C.2b. The theoretical
application range is defined for eight different pixel positions with respect to the wave phase at t =0
s; the sinusoidal wave of L = 240 m, is divided into parts of 30 m. The positions in the (x,7n) plane
are indicated in Figure C.2c. In practice, the position of interest (x: 960 m, y: 960 m) is kept constant
with respect to the x- and y-axis, while the only change that is made is to the spatial phase of the
wave, according to:

n(x,y, 1) = asin(@t — ky(x+¢x) — ky(y +dy)) (C.4)

in which ¢, and ¢,, indicate the spatial phase change of the wave in x- and y-direction.

t=0s at Frontface
= t =0 at Backface
m— t = 0 s at Trough 0.75
—— t=0satCrest
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—— t=0sat Backface X 9=60m
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— t=0satCrest
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(@ (b) (©

Figure C.2: Example of pixel positions at ¢ = 0 s (a) and surface pathways (b) of a sinusoidal wave with wavelength,
L =240 m, a burst duration of 4.5 s and a time lag of 0.5 s. In (c) pixel positions with respect to the wave phase of the
sinusoidal wave are shown.
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C.4. RESULTS: THEORETICAL APPLICATION RANGE
The results of the temporal and spatial analysis are provided in Figures C.3, C.4, C.5 and C.6. The

results are projected per pixel position at ¢ = 0 s with respect to the wave phase. These positions are
presented in Figure C.2c.

C.4.1. RESULTS: TEMPORAL ANALYSIS WAVELENGTH ESTIMATIONS
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Figure C.3: Overview of results temporal analysis regarding wavelength estimations.
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C.4.2. RESULTS: SPATIAL ANALYSIS WAVELENGTH ESTIMATIONS
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Figure C.4: Overview of results spatial analysis regarding wavelength estimations.
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C.4.3. RESULTS: TEMPORAL ANALYSIS CELERITY ESTIMATIONS
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Figure C.5: Overview of results temporal analysis regarding celerity estimations.
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C.4.4. RESULTS: SPATIAL ANALYSIS CELERITY ESTIMATIONS
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Figure C.6: Overview of results spatial analysis regarding celerity estimations.
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C.5. INTERPRETATION OF THEORETICAL APPLICATION RANGE
Figures C.3, C.4, C.5 and C.6 together define the theoretical application range of the developed
model. The following aspects are noted:

» All figures present the Percent Error (PE) in relation to temporal and spatial dimensionless
values. The colours in the graphs correrspond to a certain absolute error;

* Each analysis is performed for 8 different pixel locations with respect to the wave phase. That
means, a different part of the wave is observed over the burst duration;

* Some parts of the graphs are blank. That means no results have been obtained for those com-
binations of dimensionless values. In the case of wavelength estimations, that is due to the
lack of one of the separate wavelength estimations (zero-crossings, crests, troughs, see Chap-
ter 5). In most cases, this is the result of a too shortisolated wave signal: less than a wavelength
is reconstructed in the cross-correlation image. Regarding the blanks in the celerity estima-
tion graphs, those are the result of too few available snapshots.

The relationship between the presented results and the other results in this thesis is discussed in
Chapter 7.



CELERITY FIELDS IN SAINT-LOUIS
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Figure D.1: Celerity Field in Saint-Louis. Median filters: (a) 50 m, (b) 100 m, (c) 150 m, (d) 200 m.
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Figure D.2: Celerity Field in Saint-Louis. Median filters: (a) 250 m, (b) 300 m, (c) 350 m, (d) 400 m, (e) 450 m (f) 500 m, (g)
550 m, (h) 600 m.
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Figure D.3: Celerity Field in Saint-Louis. Median filters: (a) 650 m, (b) 700 m, (c) 750 m, (d) 800 m, (e) 850 m (f) 900 m, (g)
950 m, (h) 1000 m.
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Figure E.1: Bathymetry Estimations in Saint-Louis. Median filters: (a) 50 m, (b) 100 m, (c) 150 m, (d) 200 m.
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Figure E.2: Bathymetry Estimations in Saint-Louis. Median filters: (a) 250 m, (b) 300 m, (c) 350 m, (d) 400 m, (e) 450 m (f)
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Figure E.3: Bathymetry Estimations in Saint-Louis. Median filters: (a) 650 m, (b) 700 m, (c) 750 m, (d) 800 m, (e) 850 m (f)

900 m, (g) 950 m, (h) 1000 m.
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