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Summary

Attached cavitation is a form of cavitation that is prevalent on nearly all ship propellers.
The technical and financial constraints of the hull form and propulsion plant rarely allow
for a propeller with a low loading, a low rate of revolutions, and a favorable inflow. Al-
though some science vessels and surface combatants have propellers designed to operate
free of cavitation, above their so-called inception speed excessive sheet cavitation occurs.
To design a propeller is to control its cavitation behavior. Although the extent of sheet
cavitation can be predicted with reasonable accuracy, the collapse of that cavity (i.e.,
shedding) is ill-controlled and can lead to serious blade erosion and pressure fluctuations
battering on the hull.

The accurate prediction of cavitation behavior is important to naval hydrodynamics and
the tools to calculate that behavior require benchmark data, as well as an understanding
of the mechanisms of the shedding behavior. Surprisingly, most cavitation experiments are
aimed at either axisymmetric and two-dimensional objects, while the propeller is a highly
three-dimensional object. In this thesis, the influence of three dimensionality is addressed
by means of experiments using a series of foils with a spanwise-varying loading reminiscent
to propeller loading. A gust-generator is used to simulate the inhomogeneous inflow to the
propeller.

The application of PIV to cavitating flows

The application of Particle Image Velocimetry (PIV) to cavitating flows introduces several
additional difficulties to the experimenter. Incident laser light reflected from the cavity can
overexpose and locally saturate the camera, and even damage it. The use of fluorescent
particles and optical filters is an easy and effective method to solve the problem of overex-
posure by removing all incident laser light and recording particles only. Nevertheless, two
problems remain. The first remaining problem is the illumination of out-of-plane particles
by the reflection and refraction of the light sheet, although this can be partially solved by
purposely applying a very narrow focal depth so that out-of-plane particles quickly lose
focus and give a low correlation (With the application of high speed PIV, the energy per
pulse of the lasers is often low giving a modest light budget, so low f-stops are common).
The second problem is the error introduced by the unintended correlation of vapor cap-
tured by the camera. The correlation of vapor is not necessarily a problem of PIV and
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cavitating flows per se. From the two cameras that were used, no vapor was recorded when
using the less sensitive (but faster) camera. One would prefer a more sensitive camera to
capture more information from the light sheet. Whenever vapor is visible, the solution
of the PIV interrogation will deteriorate due to correlation of illuminated vapor. This
problem is inherent to the application of PIV to multiphase and multicomponent flows.
Sheet cavitation is visible from length scales as large as the PIV image to the size of tracer
particles, and the velocity scale of the vapor ranges to the maximum in the flow to a near
standstill of vapor trapped in vaporous vortex cores. Various techniques have been pro-
posed to distinguish between the phases, ranging from image pre-processing to processing
of the so-called PIV correlation map.

The image-analysis presented this thesis offers one solution to remove the cavity while
leaving the solution of the fully-wetted flow unaffected, using an image processing kernel
developed specifically for the retention of only tracer particles. Upon close inspection of
the result of pre-processed and unprocessed images, it can be concluded that the solutions
are virtually identical in the fully-wetted domain. With the use of synthetic PIV images
it was shown that the error is reduced significantly when applying the pre-processing, so,
removal of reflections by using fluorescent particles and optical filters alone is an insufficient
condition for accurate PIV measurements. In order to apply PIV effectively and accurately
to cavitating flows, the combined use of fluorescent particles and image pre-processing is
strongly recommended.

Interface tracking

The cavitation was not visible without additional illumination with a less sensitive camera.
With the use of image pre-processing, the cavity can be purposely lit and tracked. The
cavity outline was deduced using a variation of image pre-processing used to track particles.
So, both the velocity field and cavity outline could be determined from a single image
without the need of a more complicated setup with several cameras and filters. By placing
the camera perpendicular to the light sheet—placed at the plane of symmetry—with the
optical axis striking the hydrofoil surface, combined with the knowledge from observations
that the cavity surface is symmetric, it can be stated with confidence that the surface of
the attached cavity is measured accurately even though it is a side view and not a slice
of the cavity at the measurement plane. The visualizations offer an accessible view of the
extent and frequency of the shedding, resolving waves on the interface of the stable cavity
on the Twist-11E hydrofoil that were not visible in the observations.

Side-entrant flow

The re-entrant flow from the side of the cavity dictates the behavior of the shedding cycle
and the flow from the sides depends on the cavity closure line. Its shape and motion govern
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its behavior and the convex cavity shapes seem to be intrinsically unstable. The re-entrant
flow direction is roughly mirrored at the cavity closure line, so the re-entrant flow can be
both moving upstream but also in span wise direction denoted as the side-entrant compo-
nent. For any convex cavity shapes, side-entrant components of the re-entrant flow focus in
the closure region of the sheet, creating a disturbance causing a local break-off of the main
sheet structure. Side-entrant components may collide before the re-entrant flow reaches
the leading edge or the upstream directed re-entrant flow is too weak to cause shedding at
the leading edge.

By using a hydrofoil with a flat pressure distribution—the Eppler YS-920—in a Twisted
configuration, a cavity was created that was slender, covered 70% of the chord at the mid
plane, and was relatively thin at moderate angles of attack. The slenderness of the cavity
resulted in side-entrant jets continuously aimed at the closure causing an open closure.
The thin cavity with its low pressure gradient had thin and weak re-entrant jets that did
not disturb the sheet cavity upon contact. The re-entrant jet was recirculated over the
cavity interface so that the cavity was stable in length for the entire observed period.
From these observations follow that impingement of a re-entrant on the cavity detachment
location is an insufficient condition for cloud shedding. This is distinctly different from
the classical point of view that re-entrant flow always causes shedding, as is observed on
two-dimensional hydrofoils.

The closure of the attached cavity

The shedding mechanism observed after side-entrant jet collision at the central plane is
a pinch-off of a part of the attached cavity. The observed (cavitating) vortices after the
shedding lead to the conclusion that a mixing layer is present with its characteristic span
wise and stream wise vortices, clearly visible on the images presented for a large scale
cavity. Thin cavities have a smooth pressure recovery at the cavity closure generating
re-entrant flow with a minimum of momentum. In these experiments continuous mixing
can be present with thick cavities with a significant length (over 50% chord) yet they have
an open closure and do not show large structure shedding (Intermittent and irregular large
structure shedding was sometimes observed). In the absence of shedding of large struc-
tures, the closure region is relatively steady with side-entrant flow continuously aimed at
the same location of the sheet leading to continuous vortex shedding. A cavity does not
need to be thin to have an open closure if its closure is continuously supplied with fluid
from the sides. Therefore, a long and thin sheet cavity could be fully stable if its closure
consists of a mixing layer and the weak adverse pressure gradient precludes the formation of
a re-entrant jet as is the case on the Twist-11E hydrofoil. Again, the basic cause for break-
off of these small structures is impingement of high-momentum flow on the cavity interface.

With three observed shedding mechanisms—from full-length cavity shedding, to local
sheet break-off, and eventually the turbulent closure with its characteristic small vortex
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shedding— the basic mechanism is sheet cavity interface impingement. With the exper-
iments with the Twist hydrofoils primary and secondary sheddings were identified to be
the same collapse mechanism on different scales. The scale of the eventual shedding is
determined by the topology of the re-entrant flow. The importance of its (local) momen-
tum was shown by the hydrofoils with a flat pressure distribution. So, the cavity topology
largely dictates the re-entrant flow directions and focal points of this flow. It is therefore
essential that the direction and momentum of the re-entrant flow are captured accurately
in numerical simulations to simulate cloud shedding.

From photographs the shed structure indeed resembles an indefinite and opaque region,
collapsing into bubbly remains, but from these experiments follows that the shed structure
mainly consists of cavitating vortices. The low nuclei content in the water tunnel allows for
the observation of the structure without bubbles clouding the view and at no time was a
pure bubbly cluster observed. From the case study for the Twisted hydrofoil, it was shown
that the wake of the sheet cavity consists of smaller stream wise vortices stretched around
the main co-rotating span wise vortices. The entire wake quickly rolled up and convected
into the central plane by the time it passed the trailing edge. As a result, the wake of the
cavity is highly turbulent and it was difficult to perform PIV as many particles left the
measurement plane due to a high out-of-plane velocity component.

When simulating cavitation shedding using volume-of-fluids methods, it is often difficult
to capture the sharp interface of the sheet cavity, an interface, which is considered unsharp
for the cloud structure. The cloud structure has been identified as a structure of vortices,
not an agglomeration of bubbles. It is expected that for simulating the cloud one must try to
conserve a sharp interface in order to prevent diffusion—either numerically or physically—
of the vortex cores.

The two-dimensional cavity

The two-dimensional cavity has a highly three-dimensional structure making it a more
difficult study object, either numerically or experimentally, with re-entrant flow constantly
changing direction and forming new focal points. The alternating shedding seen for the
presented hydrofoils results in a distinct cycle, but the two-dimensional hydrofoils used for
most cavitation research lack the symmetry plane, resulting in the seemingly random local
shedding along its cavity closure. Any disturbance at its closure will redirect the re-entrant
flow into side-entrant flow resulting in focal points and subsequently into local shedding.
The three-dimensional cavity is shown to have a repeatable collapse mechanism making
it a more reliable candidate for numerical validation studies of cloud shedding. Also, the
cavity does not interact with the boundary layer of a tunnel wall. These interactions are
not captured when simulating cavitation using inviscid flow models.
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Unsteady inflow

The shedding of the sheet cavity fully locks in with the frequency of perturbation gener-
ated by the oscillator when its frequency approaches the natural shedding frequency of the
cavity. The naturally shedding cavity is shedding reasonably periodically, the frequency
and phase show some modulation complicating ensemble averaging. This uncertainty is
removed when using the flow oscillator. For validation purposes, the quality of the measure-
ments is improved at the additional computational cost of simulating the flow oscillator.
As the flow oscillator was designed to be able to be simulated by using a fixed mesh with a
perturbation function, the additional computational cost is thought to be low. The Twist
hydrofoil with the Eppler profile and its steady cavity with its open closure is exempt from
this recommendation and can be considered stationary (or alternatively phrased: shedding
from the open closure of a cavity occurs at a time scale unreachable by the flow oscillator).
Rebounding structures, a sign of erosive cavitation, were observed during the experiments
with unsteady inflow and not during natural shedding. The natural collapse is enhanced
by the increase in pressure as the foil loading decreases. From hereon it is hypothesized
that if the natural shedding frequency is lower than the frequency of the variations of the
incoming flow field, the risk of erosion is reduced. This will have to be verified during
erosion oriented experiments.





Samenvatting

Vliescavitatie is een vorm van cavitatie welke op nagenoeg alle scheepsschroeven aanwezig
is. De financië en technische restricties van de rompvorm en voortstuwingsinstallatie laten
zelden een schroef toe die opereert bij een lage belasting, laag toerental en bij een gunstige
instroming. Alhoewel onderzoeksschepen en de schepen van de marine ontworpen worden
cavitatievrij te varen zullen deze schroeven boven een cavitatie inceptiesnelheid excessieve
vliescavitatie vertonen. Het ontwerp van een scheepsschroef is dan ook voornamelijk het
beheersen van cavitatie. De extensie van vliescavitatie kan redelijk worden voorspeld, maar
het opbreek- en afschudgedrag niet, at leidt tot erosie van de bladen en drukfluctuaties op
de scheepshuid.

Het nauwkeurig kunnen voorspellen van het afschudgedrag van vliescavitatie is dus be-
langrijk voor de scheepshydromechanica en de gereedschappen die dit gedrag voorspellen
behoeven zowel experimenteel vergelijkingsmaterieel als een fysische interpretatie van het
opbreekmechanisme. Verassend genoeg zijn nagenoeg alle experimentele studies naar cavi-
tatie gericht op rotatiesymmetrische op tweedimensionale opstellingen terwijl de scheepss-
chroef sterk driedimensionaal is. In dit proefschrift wordt aandacht geschonden aan het
belang van driedimensionaliteit met een aantal experimenten met profielen met een in
breedte variërende belasting, vergelijkbaar met de belasting op een scheepsschroef. Een
variërende instroom is opgewekt met een stromingsoscillator om het effect van een inho-
mogene instroming naar een scheepsschroef te simuleren.

Het toepassing van PIV op caviterende stromingen

Het toepassen van Particle Image Velocimetry (PIV) op caviterende stroming confronteert
de experimentator met een aantal nieuwe uitdagingen. Het laserlicht wordt op het opper-
vlak van de cavitatie weerkaatst wat kan leiden tot overbelichting van de camera of zelfs
schade aan de optische chip. Fluorescente deeltjes en optische filters zijn een makkelijke
manier op overbelichting te voorkomen door het laserlicht te blokkeren en slechts het flu-
orescente licht van de deeltjes door te laten. Echter zijn hiermee twee problemen nog niet
opgelost. Ten eerste worden de deeltjes buiten het meetvlak ook verlicht door het laser-
licht dat door de cavitatie weerkaatst wordt, alhoewel de toepassing van een zeer geringe
scherptediepte er voor zorgt dat deze deeltjes slecht gefocust zijn en niet snel zullen bijdra-
gen aan de correlatie van het PIV algoritme (Voor het toepassen van hoge snelheids-PIV is
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de energie per laserpuls al zodanig laag dat er vaak met een maximale diafragmaopening
gewerkt wordt). Ten tweede verlichten de fluorescente deeltjes de testsectie en de cavitatie
welke dus ook door de camera worden opgenomen. Dit kan leiden tot een meetfout als de
damp wordt meegenomen in de correlatie van het PIV algoritme. De correlatie van damp is
niet noodzakelijkerwijs een typisch probleem van PIV in caviterende stromingen. Bij som-
mige experimenten was de camera niet gevoelig genoeg om de damp waar te nemen, maar,
een gevoeligere camera neemt wel meer informatie waar. Als dampaanwezig is op de op-
names zal de oplossing van de PIV meting sterk achteruit gaan vanwege juiste de correlatie
van damp. Dit is een inherent probleem van het meten in meerfase of meercomponenten
stromingen. Vliescavitatie kent sterk wisselende lengteschalen, variërende van de ordeg-
rootte van de gehele opname tot enkele pixels, en sterk wisselende snelheden, variërende
van de maximaal te verwachten snelheid in de meting tot nagenoeg stilstaande gebieden in
bijvoorbeeld de caviterende wervelkern. Voor het scheiden van de fasen zijn verscheidende
technieken in het verleden gepresenteerd, voornamelijk beeldbewerkingstechnieken en het
bewerken van de correlatiemap van het PIV algoritme.

Dit proefschrift presenteert een beeldbewerkingstechnieken welke de meting in de niet-
caviterende stroming niet aantast, door gebruik te maken van een techniek speciaal on-
twikkeld voor het herkennen van deeltjes. Een studie naar het resultaat van PIV plaatjes
met en zonder deze filtertechniek laat zien dat de stroming zonder cavitatie niet wordt
aangetast. Met behulp van een synthetisch PIV plaatje is aangetoond dat de meetfout
significant is gereduceerd bij gebieden met damp. Dus, het verwijderen van reflecties met
fluorescente deeltjes is alleen niet genoeg voor een nauwkeurige meting in caviterende stro-
mingen. Voor het toepassen van PIV in caviterende stromingen is het gecombineerd gebruik
van optische filters met fluorescente deeltjes en beeldverwerking dat ook sterk aangeraden.

Het meting van de locatie van het cavitatieoppervlak.

De cavitatie was zonder extra verlichting niet zichtbaar met een relatief lichtongevoelige
camera. Omdat de beeldverwerking in staat is deeltjes te volgen en niet gevoelig is voor
achtergrond ruis, is de cavitatie bewust belicht. Met een variatie van het beeldbewerking
algoritme om deeltjes te herkennen is de locatie van het cavitatieoppervlak afgeleid. Met
de beeldverwerkingstechnieken is het dus mogelijk om zowel een PIV meting uit te voeren
en tegelijkertijd de oppervlakte van de cavitatie vast te leggen met een enkele camera.
Door de camera loodrecht op het lichtvlak te richten zodat het kijkas van de camera net
over het oppervlak van het profiel strijkt, en wetende dat het afschudden van de cavitatie
symmetrisch is ten opzichte van het meetvlak, is het cavitatie oppervlak met redelijke
zekerheid vast gesteld, ook al is dit oppervlak een zijaanzicht van alle cavitatie in de
testsectie en niet alleen ter plaatse van het meetvlak. De resulterende visualisaties geven
een toegankelijke representatie van de hoeveelheid cavitatie en het afschud gedrag. Kleine
golfjes op het cavitatieoppervlak zijn zichtbaar gemaakt die uit de gewone observaties niet
zijn opgemerkt.
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Side-entrant flow

De zogenaamde re-entrant stroming van de zijkanten van de cavitatie bepalen het af-
schudgedrag van die cavitatie en de stroming van de zijkant van die cavitatie hangt af
van de vorm van zijn achterrand. Vanwege de vorm en dynamica van die achterrand bli-
jkt de convexe vliescavitatie inherent instabiel te zijn. De richting van de re-entrant jet
wordt grofweg gespiegeld op de sluitingslijn zodat bij een driedimensionale stroming de
re-entrant flow buiten een opwaartse snelheidscomponent ook een sterk zijwaartse snel-
heidscomponent bezit. Deze component wordt ’side-entrant jet’ genoemd. Voor iedere
convexe vliescavitatie zullen deze side-entrant jets zich focussen in het achter gebied van
de vliescavitatie wat resulteert in een locale verstoring die een gedeelte van de achterrand
van de vliescavitatie doet afschudden. Deze side-entrant jets kunnen elkaar raken voordat
de re-entrant jet de voorrand van het profiel heeft bereikt en deze re-entrant het kan ook
een dusdanig lage impuls hebben dat de vliescavitatie zich in het geheel niet afschud.

Er is een vliescavitatie gegenereerd op een profiel met een zeer vlakke drukverdeling—
met een EPPLER YS-920 vleugelsectie—welke lang was (70% van de hoorde) en tegelijk-
ertijd dun. Vanwege de hoge lengte-breedte verhouding was de stroming van de re-entrant
jet bijna geheel in het achter gebied gericht waar een continuë afschudding van kleine
caviterende werveltjes is geobserveerd. De re-entrant jet zelf is waargenomen tot aan de
voorrand van het profiel maar in plaats van afschudding te veroorzaken werd het opper-
vlak van de cavitatie zichtbaar meer turbulent. Hieruit is afgeleid dat de re-entrant jet is
afgevoerd via het oppervlak van de vliescavitatie. Blijkbaar is het bereiken van re-entrant
jets van de voorrand van het profiel een onvoldoende voorwaarde voor het afschudden van
vliescavitatie, een observatie die duidelijk anders is van de aanname dat het bereiken van
die re-entrant jet aan de voorrand van het profiel altijd leidt tot instabiliteit.

De sluiting van vliescavitatie

Het afschudmechanisme volgende uit het botsen van side-entrant jets in het symmetrievlak
van het profiel is het afschudden van het achter gebied van de vliescavitatie. Uit observatie
van de structuur van dit gebied is geconcludeerd dat dit een ’mixing layer’ is vanwege
de typische wervelstructuren zowel in als haaks op de stromingsrichting. Zeer dunne vli-
escavitatie met een vlakke drukgradiënt stroomafwaarts van die vliescavitatie heeft een
re-entrant jet met een relatief lage impuls en schudt kleine caviterende werveltjes af. Uit
deze experimenten blijkt dat ook dikke vliescavitatie een afschudmechanisme kan hebben
bestaande het kleine caviterende werveltjes, onder het afschudden van grote dampstruc-
turen, als de side-entrant jets een continuë bron van verstoring vormen. Relatief grote
vliescavitatie kan als gevolg stabiel zijn als de achterrand een ’mixing layer’ vormt in een
gebied van een lage drukgradiët zoals op het Twist-11E profiel.

Van de drie geobserveerde afbreektypes—van het afschudden van de gehele vliescavi-
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tatie, tot het afbreken van locale dampstructuren tot het continue afschudden van kleine
caviterende werveltjes—is het basismechanisme steeds het raken van re-entrant flow aan
het vliescavitatieoppervlak. Uit de experimenten met de Twist profielen is duidelijk dat
primaire en secundaire afschuddingen hetzelfde mechanisme vormde maar op verschillende
lenteschalen. Deze schalen worden bëıvloed door de stromingsrichting van de re-entrant
flow. De vorm van de vliescavitatie bepaalt de richting van de re-entrant flow en het fo-
cuspunten van die re-entrant flow. Het is dus van essentiëel belang dat zowel de richting
als de impuls van de re-entrant flow nauwkeurig moet worden berekend om het afschudden
van vliescavitatie nauwkeurig te kunnen voorspellen.

Uit opnamen lijkt het afgeschudde dampgebeid vaak een diffuus en ondoorzichtig gebied
dat verdwijnt naar een bellenwolk, maar uit de observaties in dit proefschrift volgt dat dit
afgeschudde gebeid een sterke wervelstructuur heeft. Juist omdat er weinig gaskernen in de
watertunnel aanwezig waren kon de wervelstructuur goed worden geobserveerd en een bel-
lenwolk is op geen enkel moment gezien. Deze wervelstructuur bestond uit een combinatie
van wervels in zowel de stromingsrichting als haaks op deze richting en waren in een klein
gebeid geconcentreerd op het moment dat ze de achterrand van het profiel passeerden. De
volgstroom van de vliescavitatie is als gevolg sterk turbulent. De damp-vloeistof scheiding
is in numerieke methoden een overgangsgebied en de scherpe overgang van de vliescavitatie
wordt hierdoor niet goed benaderd. Bij een bellenwolk wordt aangenomen dat deze vage
overgang een goede beschrijving van de werkelijkheid is. Omdat het afschudde dampge-
beid een wervelstructuur is een geen diffuse bellenwolk is wordt verwacht dat voor het
afgeschudde gebeid de damp-vloeistof scheiding eveneens goed moet worden voorspeld.

Tweedimensionale cavitatie

Een tweedimensionale vliescavitatie heet een zeer sterk driedimensionaal karakter met con-
tinue van richting veranderende re-entrant flow, waardoor een dergelijke cavitatie voor
zowel numerieke als experimentele doeleinden minder geschikt is. Het afschudmechanisme
van de hier gepresenteerde driedimensionale profielen is aantoonbaar gestructureerd en her-
haalbaar, maar het tweedimensionale profiel zonder symmetrievlak vormt continue nieuwe
focuspunten van re-entrant flow en heeft als gevolg een afschudmechanisme met een schi-
jnbaar willekeurig karakter. Vanwege de structuur en herhaalbaarheid worden driedimen-
sionale profiel geacht een betere kandidaat te zijn voor de validatie van numerieke modellen
voor cavitatievoorspelling. Bijkomend voordeel is dat deze profielen geen cavitatie aan de
tunnelwanden hebben, zodat men geen rekening hoeft te houden met de grenslaag aan die
tunnelwand.
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Instationaire instroming

De afschudfrequentie van de vliescavitatie is gelijk aan de frequentie van de verstoring van
de stromingsoscillator, wanneer die frequentie in de buurt komt of groter is dan die van
de natuurlijke afschudfrequentie van de vliescavitatie. Het natuurlijke afschudproces is
redelijkerwijs periodiek, maar zowel de frequentie als fase laten een modulatie zien die het
tijdsmiddelen bemoeilijken. Deze onzekerheid wordt tenietgedaan bij het gebruik van de
stromingsoscillator. Alhoewel het mee modelleren van deze stromingsoscillator voor nu-
merieke complicaties kan zorgen wordt de kwaliteit van de validatiedata wel verhoogd voor
het gebruik van die oscillator. De oscillator is wel zo ontworpen dat zijn bewegingsamplitu-
den klein zijn zodat deze kan worden gemodelleerd als vast object met transpiratiesnelheden
op de achterrand, zodat men met een tijdsinvariant rekenrooster kan werken. Zogenaamde
’rebounds’, dat wil zeggen, het weer doen toenamen van dampvolume na het in elkaar
klappen van dampstructuren, zijn slechts geobserveerd wanneer de stromingsoscillator is
gebruikt en niet tijdens het natuurlijk afschudden. Hieruit wordt gepostuleerd dat het
risico van cavitatie-erosie klein is als de natuurlijke afschudfrequentie van cavitatie lager is
dat de frequentie van de variaties van de instroming.





Nomenclature

Small Roman

c [m/s] Speed of sound
c [mm] Chord length
cR [mm] Chord length at the root (tunnel wall) of the Ellipse hydrofoil series
cT [mm] Chord length at the tip of the Ellipse hydrofoil series
cV [-] Correction constant for determining tunnel velocity
e [J ] Internal energy
ei [-] Unit vector
f [-] Probability distribution function,appendix B

[Hz] Frequency
fFO [Hz] Foil oscillator frequency
fr [-] Reduced frequency, see eq. 3.11
g [m/s2] Gravitational acceleration
k [1/m] Wave number
p [N/m2] Pressure
r [-] Pearson’s correlation coefficient, appendix B

[-] Degrees of freedom, r ≡ N − 1, appendix B
rT [◦] Maximum geometric rake
rγ [-] Hydrofoil geometry definition parameter for rake
t [m] Profile thickness

[-] Student’s variable, appendix B
u [%] Standard uncertainty
u [m/s] Velocity vector
�
x,

�
y,

�
z [-] Normalized coordinates

Large Roman

A [m2] Cross sectional area of the water tunnel at some location

CD [-] Drag coefficient, CD =
D

1
2
ρV 2Sref

CL [-] Lift coefficient, similarly defined as CL
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D [N ] Drag
D [1/s] Deformation tensor, see eq. 2.38
E [%] Total error
G [var] Dyadic product tensor, see eq. A.14
H (ξ) [-] Heaviside step function
H [var] Hessian tensor (operator), see eq. A.13
I [-] Image
J [var] Jacobian, see eq. A.12
KC [-] Kernel, circular, see eq. 4.4
KG [-] Kernel, Gaussian, see eq. 4.5
KL [-] Kernel, Laplacian, see eq. 4.7
KM [-] Kernel, modified standard deviation, see eq. 4.13
Kφ [-] Kernel, with some function φ
Kσ [-] Kernel, standard deviation, see eq. 4.11
L [N ] Lift
N [-] Number of independent parameters, measurement values, or trials
NK [-] Unity Kernel
P [-] Cumulative probability distribution function
R [1/s] Rotation tensor, see eq. 2.39
Re [-] Reynolds number
S [m] Span
Sref [mm2] Reference area for coefficients CL,D

T [◦ C] Temperature
V [m/s] Velocity

Small Greek

αM [◦] Maximum geometric angle of attack
αR [◦] Location of center of rotation
αγ [-] Hydrofoil geometry definition parameter for α
δij [-] Kronecker delta, see eq. A.3
εijk [-] Levi-Civita permutation symbol, see eq. A.6
εB [%] Bias error
εf [%] Precission error
γ [-] Liquid fraction, s. 2.4

[J/m2] Surface tension, appendix J
γ̂i [-] Skewness (i = 1) or kurtosis (i = 2)
φ [-] Statistical weighing function, s. 4.2

[rad] Phase angle
φΔ [-] Discretized phase angle
κ [kg/ms] Bulk viscosity
λ [m] Wave length
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[kg/ms] Second viscosity term, equal to λ = κ − μ
μ [kg/ms] Dynamic viscosity
μ̂ [-] Sample mean
μ̂i [-] ith Order sample mean
μ̂M [-] Population mode
ν [m2/s] Kinematic viscosity
ρ [kg/m3] Medium density
ρ̂ij [-] Correlation coefficient
σ [-] Cavitation number
σ̂ [-] Standard deviation
σ̂M [-] Modified standard deviation, see eq. 4.13
θ [%] Sensitivity coefficient
ω [1/s] Vorticity

Large Greek

Γ [m] or [m2] 1. Surface or volume integration boundary, chapter 2
2. Bound circulation, chapter 5
3. Gamma function, appendix B

Ω [m2] or [m3] Surface or volume integration domain





Preface

Spithead, June the 26th, 1897. Each year, from the 14th century onward, the Royal Navy
gathered her ships for her annual fleet review by the monarch, this year celebrating the
60th anniversary of the accension of Queen Victoria. One hundred and forty warships lay
4 rows wide, each 25 miles long, spearheaded by immense battleship hulls. Yachts and
passenger ships carried European royalty to watch the event. The Royal yacht Victoria,
carrying the Prince of Wales, was led by the Trinity House yacht Irene. The Enchantress
carried the Lords of the Admiralty, Danube the House of Lords. The enormous Cunard
Lines Campania hosted the members of the House of Commons and Eldorado carried the
foreign dignitaries. Prince Henry of Prussia was aboard his ship König Wilhelm.

Just when Prince Edwards appeared and the band started playing the national anthem,
a small craft darted through the lines at an astonishing speed of over 30 knots. Spectators
shouted in excitement and amazement as a patrol craft sent to intercept her was easily
outmaneuvered and nearly sunk in her wake as the unknown craft sped along the lines,
barely avoiding ramming into the battleships. Although the futile pursuit lasted embar-
rassingly long for the navy, she finally escaped apprehension by the authorities as Prince
Henry of Prussia requested an encore. The unknown craft was the Turbinia, the fastest
ship the world had yet seen. Turbinia was unlike any of the ships present that day as she
was powered by an engine that would revolutionize warship design; the steam turbine, the
brainchild of Charles Parsons.

At the closure of the 19th century both merchant and warship were powered by the
triple expansion steam engine. The steam engine as deviced by James Watt used a cylinder
where steam is alternatively entering either side of the cylinder (hence the name reciprocal)
but Watt’s engines were heavy and inefficient. For the warship, steam cylinders were not
to be fitted vertically, as to not expose them to enemy fire, leading to horizontal recipro-
cating piston engines. The friction of the horizontal piston on its jacket reduced both its
efficiency further and increased wear.

By expanding steam in two stages rather than one, the efficiency increased to twice the
value of Watt’s engines thought was theoretically possible but did require higher steam
pressures. High pressure boilers were initially not used in ships due to the safety concerns.
The more complex and unreliable machinery was initially not met with enthusiasm. It was
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not until the introduction of Andrew Holt’s relatively efficient compound steam engine that
double stage expansion became a success and with it the long distance steamer. Although
steamers required a wide range of refueling points and a skilled staff, the sailing ship was
gradually replaced. The opening of the Suez Canal in 1869 finalized that success as it
was prohibitively expensive to tow sailing ships through the canal, forcing them to make
a quarter-year detour around the Cape.

Around 1880, boiler pressures increased further, largely due to the introduction of steel,
a much stronger material than wrought iron. Adding a third cylinder to the compound
engine was feasible, leading to the triple expansion engine. Furthermore, vertical engines
could be used for warships due to improvements in engine technology, armor quality, and
improved armor layout schemes. Steam was now used to generate on-board electricity to
light the engine room and passenger spaces aboard ships. Large auxiliary plants powered
fans to supply a forced draft to the water-tube boilers, producing steam faster and at a
higher rate to multiple shafts and engine rooms. Warships attained speeds of 20 to 23
knots. Fuel consumption dropped significantly compared with the compound engine and
many ships were refitted. Around 1890 the warship had grown sufficiently large to fit a
vertical triple expansion engine with a good efficiency, though still heavy and requiring a
large number of high-pressure boilers and stokers. Technology was directed to reduce both
weight and size of the propulsion plant and to further increase fuel efficiency.

Despite being initially rather careful with adopting the steam turbine, the incident
with the Turbina sparked the interest of the Royal Navy for this light-weight and pow-
erful engine. The turbine was not necessarily more fuel efficient, therefore not of interest
to the slower ships, comprising the bulk of the merchant fleet. But with the launch of
the revolutionary 21-knot battleship Dreadnought in 1906—rendering all existing warships
obsolete virtually overnight—the turbine was firmly established as the prime mover for
both warships and fast passenger liners. Ten years later, on June the 31st 1916, while the
largest naval battle between turbine driven battleships raged at Jutland, the keel of HMS
Hood was laid. This 35,000 ton ship reached 32 knots with engines rated at 150, 000 BHP,
a more than six-fold increase in power, indicating the tremendous influence of Parsons’
turbine on ship design. However, the turbine has the distinct disadvantage of operating
at a very high rate of revolutions and reduction gears were difficult to construct with the
power installed in the turbine-driven warship. Damage of naval propellers due to cavitation
had become such a serious problem that the Admiralty initiated a special committee on
cavitation erosion in 1915.

Parsons Marine Steam Engine Turbine Company started its trials with the Turbinia as
early as 1894, experiencing the direct disadvantages of the high rotation rate first hand as
the first trials resulted in a meager speed of only 20 knots. By building a torque-measuring
coupling Parsons concluded that it was the propeller, not the turbine, that was at fault.
In a letter, Parsons commented that ”there appears to be a vacuum behind the blades”.
In 1885, a paper by Thornycroft supplied him with the proof Parsons needed. When the
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thrust of a propeller exceeds a certain value, a vacuum occurs that was termed cavitation
by William Froude. The thrust required to propel Turbina exceeded that critical value
more than five times. The following two years, Parsons varied the number of propellers,
pitch settings and number of blades before reaching a velocity of over 30 knots. During
this period of testing, he built the first world’s cavitation tunnel, heating water near its
boiling point. To observe the rapidly rotating propeller, stroboscopic lighting triggered by
the propeller’s angular position was applied. Parsons observed that

”a cavity or blister first formed a little behind the leading edge and near the tip of the
blade. [...] These cavities contained no air but only vapour of water, and the greater posi-
tion of the power of the engine was consumed in the formation and maintenance of these
cavities instead of the propulsion of the vessel”.

Parsons finally settled with three turbines each driving a shaft. The high pressure tur-
bine drove the starboard shaft, the remaining steam was fed to the intermediate pressure
turbine at the port shaft and finally a low pressure turbine for the inner shaft. As steam
turbines cannot be put into reverse, a separate astern turbine was fitted to the central
shaft as well. Turbinia could manage 34.5 knots with 2000 BHP at 2000 rpm. Although
the steam turbine would become a great success, Parsons later reminisced

”The advent of the marine steam turbine was greatly delayed, if not frustrated at its
very inception, by difficulties due to cavitation in its most aggravated form”.

While Parsons would be knighted in 1911 and would continue with a telescope workshop,
the problem of cavitation erosion would linger on and is an active topic of research today.
The Turbinia itself is presently on display at Newcastle-upon-Tyne’s Discovery Museum.
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Chapter 1

Introduction

1.1 Introduction

The most common problem and challenge for a propeller designer is controlling cavita-
tion; the explosive evaporation of liquid water in low pressure regions and the subsequent
implosions when the pressure has increased again. The detrimental consequences range
from noise and vibration and in worst cases to efficiency losses and severe erosion to the
propeller. Nearly all ship propellers have cavitation to some degree and many can sail
without any hindrance. Propeller efficiency is rarely affected, but cavitation restricts the
number of design choices. Despite the advance of more sophisticated numerical simulation
tools and model tests, unexpected cavitation erosion or excessive noise and vibration oc-
casionally occur. The sources of cavitation noise are diverse, but cavitating tip vortices
and collapsing sheet cavities are the main culprits. Not only is the propeller affected, the
rudder can also be critically damaged by the cavitating vortices in the wake of the propeller
or cavitation on the rudder itself. Cavitation is not a problem exclusive to the maritime
industry. Hydraulic machinery such as pump impellers, water mains, dams, and spilways
are all subjected to cavitation erosion as well. The damage may occur gradually but can be
spectacularly catastrophic in case of failure of a fuel feed pump in a space rocket sending
it plummeting back to earth. Although such incidents are more spectacular and prone to
media coverage than the average eroding marine propeller or pump impeller, the total cost
of repair and maintenance is a serious issue for ship yards and owners. Recently the brand
new P&O cruise liner Oriana underwent a multi-million Euro conversion to counteract
unexpected noise and vibration, despite initial model testing and calculations.

The difficulty with modern propeller design is not so much a matter of efficiency—as
gaining a high efficiency is now well understood—but combining a high efficiency with
low noise requirements within acceptable cavitation related constraints. Especially in the
cruise and ferry market, noise requirements are becoming more stringent. Large container
ships are now reaching the limits of a single propeller propulsion system with a very high
loading leading to very high pressure fluctuations. Cruise ships, ferries, oceanographic re-
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search vessels, and combatants have a well-designed twin propeller hull so that the propeller
operates in a favorable wake field. Additionally, these ships are often extensively tested
on model scale. However, ost ships are not subjected to thorough research and the wake
field can be particularly bad as well. The operating conditions for a ship can vary greatly
so that the propeller has to be designed for both high and low loading. The problem with
low loading, especially in combination with a high rate of revolution, is that the propeller
may begin to cavitate on the pressure side as well. Pressure side cavitation is currently a
limiting design factor for highly loaded propellers with a poor wake field as its erosiveness is
poorly understood. It is not surprising that a good prediction of cavitation behavior, sound
production, and erosiveness is required by ship owners, yards, and propeller manufacturers.

Cavitation erosion is quite obviously a serious concern warranting continuous research,
but is one of the last items in a chain of flow predictions. Before the eroding collapse of
a cavity can be classified as harmful, one must first predict the cavity extent and collapse
mechanism accurately. The influence of the wake field has a strong influence on the be-
havior of the propeller. The individual blades encounter a periodic inflow behavior that
will on its turn influence the cavitation. It is known from experiments with hydrofoils that
the erosiveness of a cavity can be greatly enhanced when the hydrofoil is oscillating. If
one wants to understand cavitation on a propeller, it is necessary to not only study cavita-
tion on a geometry other than two-dimensional, but to do so in a periodically changing flow.

Cavitation in all of its forms has been researched extensively. Depending on the inflow
conditions and position of a test subject, many forms of cavitation can be found (Franc &
Michel 1985). Cavitation is found in three basic forms; in vortices, as detached flow, and
as a bubbly mixture. As cavitation is merely vaporization, it is the interaction with the
flow conditions, which determines its eventual appearance. The governing non-dimensional
parameter of cavitation is the cavitation number

σ =
p0 − pv

1
2
ρV 2

0

(1.1)

with the ambient pressure p0, the vapor pressure pv, density rho, and velocity V0, or the
pressure head to vaporisation over the dynamic pressure. The lower σ, the larger the risk
or extent of cavitation.

1.1.1 Sheet cavitation

The attached or partial sheet cavity is a region of detached flow filled with vapor, typically
forming downstream steep drecreasing pressure gradients. When the length of the attached
cavity exceeds the object upon where it originates, it is called super cavitation. An attached
cavity can be described as a detached flow region, filled with vapor, with reattachment
downstream on the same object (fig. 1.1). Due to its glossy and often (locally) steady
appearance, it is mostly referred to as sheet cavitation.



1.1. INTRODUCTION 31

1.1 1.2

Figure 1 At left, an attached cavity can be seen on a two-dimensional hydrofoil, as a
stationary region filled with vapor. At right, the sheet cavity has been shed from
the foil. This form of cavitation is designated as cloud cavitation and is often
erosive.

Cp,min Detachment

Separation

Figure 2 The detachment of the flow at the leading edge of a section. At left, the streamline
detaches tangential to the hydrofoil surface, as described by the Brillioun-Villat
detachment condition. At right, the actual situation is shown with a small recir-
culating region between the minimum pressure point and the actual detachment
point. The pressure at the minimum pressure point was measured to be in tension.

The detachment point of the sheet cavity interface presents an interesting challenge.
Note that there is a difference between fully-wetted boundary layer separation and sheet
cavity intercace detachment. When cavitating, the detached streamline defines the in-
terface of the attached cavity (see fig.2). The Brillioun-Villat condition (Brillouin 1911,
Villat 1914) is an early approach defining the detachment of the cavity streamline, stating
that the streamline at the detachment point detaches tangentially to the surface (smooth
detachment). Arakeri (1975)—using hemispherical head forms—observed that attached
cavitation occurred only when laminar boundary layer separation was present at fully-
wetted conditions and that the point of separation was downstream of the location of the
predicted smooth-detachment location. When cavitating, however, the actual location of
the detachment point was found downstream of the point of fully-wetted laminar boundary
layer separation. The distance between boundary layer separation and cavity detachment
depends on the Reynolds number and not on the cavitation number, but the location of
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boundary layer separation was only dependent on the cavitation number; the extent of the
attached cavitation influences the boundary layer upstream of the detachment.

It was previously assumed that the fluid could not support a pressure lower than the va-
por pressure if nuclei are present offering a possibility for the fluid to evaporate—completely
degassed water can resist a tension of 150 bar—and normally water is teeming with nu-
clei. But, if the flow is separated upsteam of the incipient cavity, it must do so due to
an adverse pressure gradient, meaning that the pressure upstream of the incipient cavity
is below the vapor pressure. Farhat et al. (2002b) measured the pressure upstream of the
boundary layer separation point with a miniature pressure transducers and concluded that
the pressure at fully-wetted conditions was as low as −0.8 bar. With cavitation present the
pressure upstream of the cavity interface detachment point was higher, but still negative
and increased to the vapor pressure as the cavity covered the sensor when the cavitation
number was progressively lowered.

Farhat & Avellan (2001) observed the influence of travelling bubble cavitation on a
hydrofoil without laminar flow separation, leading to a attached sheet cavity as the angle
of attack was increased. Laminar separation is not a requirement for the appearance at-
tached cavitation as bubble cavitation can interact with the boundary layer. Farhat et al.
suggested that sheet cavitation does not necessarily form downstream of the separation
point, but may also be formed by traveling nuclei exploding after passing the low pressure
regime at the leading edge forming a sheet cavity. This is a different mechanism from
Arakeri (1975) and Katz (1984) who observed that a sheet cavity in laminarly separated
flow starts by bubbles filling in the reattachment zone, expanding upstream toward the
leading edge. The sheet cavity is not formed by nuclei traveling through the minimum
pressure point, as the pressure gradient usually defeflects nuclei away from that point, an
effect called ’nuclei screening’.

Near the interface detachment point itself, a small recirculation zone was observed
between the flow detachment point and cavity interface detachment point. Apparently,
this small recirculation zone allows for the non-tangent detachment of the cavity interface
streamline. The complex fluid dynamics at the leading edge occur on a very small scale.
From the leading edge onward. the minimum pressure point is formed, followed by laminar
separation and a region of recirculating liquid to the interface detachment point. These
intricate dynamics are currently beyond the abilities of most numerical calculations and
can present a challenge for viscous as well as potential flow methods. When using poten-
tial flow models, the tangential interface detachment criterion is often used although its
exact location is determined a priori. The Brillioun-Villat condition is usually set at the
minimum pressure point and subtle changed in its location influence the calculated cavity
length (Vaz 2005).

Tangent reattachment, like tangent detachment, is not a possible flow situation. If the
interface were to reattach smoothly, with the vapor pressure present along the interface,
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the exact point of reattachment on the surface would be in a pressure imbalance. If the
cavity interface streamline is reattaching non-tangent to the surface a stagnation point is
formed, but the cavity streamline is also required to be at vapor pressure. Thus (station-
ary) boundary conditions prohibit a non-tangent reattachment that is both continuous in
the velocity as well as in the pressure field near the wall. As a result, the streamline over
the interface is directed back into the cavity by the pressure gradient.

A stagnation point forms behind the cavity locally increasing the pressure and a thin
stream of liquid is forced into the cavity. This thin stream is called the re-entrant jet
and is considered by many researchers as the precursor for the ensuing sheet instability.
Impingement of this jet with the vapor-liquid interface results in a disturbance leading to a
portion of the attached cavity to be pinched off and advected with the flow. This advected
structure is termed cloud cavitation, as it quickly turns into a frothy and highly turbulent
structure, as observed as early in 1955 by Knapp (1955) (fig. 1.2). This intrinsic system
instability is the cause for cloud shedding. The role of the re-entrant jet as the main cause
for shedding was proved conclusively by Kawanami et al. (1997), by blocking the re-entrant
jet and altering the shedding behavior of the cavity. Le et al. (1993b) used dye injected
near the cavity closure to visualize the re-entrant flow. Ink was observed near the leading
edge, confirming an upstream flow component. Early computations by de Lange (1996)—
using a potential flow paneling method—predicted the formation and development of the
re-entrant jet.

For thick cavities a significant pressure increase or overshoot was measured by Le et al.
Le et al. (1993a) while for thinner sheets the pressure increases smoothly. The thickness of
the re-entrant jet is thus coupled to the relative thickness of the cavity itself (Michel 1978,
Dang & Kuiper 1999) and a very thin cavity has a re-entrant jet with a small momemtum.
Callenaere et al. (2001) observed attached cavitation behind a step and the ceiling above
the step of the test section could be changed in height. Changing the angle and height
of the ceiling changed the adverse pressure gradient and manipulated the re-entrant jet
thickness. When the pressure gradient was small or non-existent, the cavity did not shed
large structures but had a turbulent and unsteady closure that was termed ’open’: small
vortical structures were continuously formed. This behavior was also reported when the
pressure gradient was large and the re-entrant jet thickness was as thick (or nearly so) as
the cavity itself.

1.1.2 Vortex cavitation

Vortex cavitation occurs when vapor fills the core of a vortex. Such a vortex is usually
present at tips of loaded wings or near propeller hubs and can be extremely noisy in the
broadband range, typically between 4th to 7th order harmonics of a propellers blade passage
frequency (van Wijngaarden et al. (2005)). Cavitating vortices interacting with the rudder
can cause critical damage to the rudder. The vortex near the tip of the propeller is classified
into three types by van Terwisga et al. (1999); trailing, leading-edge, and local tip vortex
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cavitation

• The local tip vortex is generated by flow around a wing tip or propeller blade due
to the pressure difference between suction and pressure side of the wing when the
tip loading is very low. It appears as attached to or near the tip and its position
of maximum strength is close to this region and appears after local boundary layer
separation.

• The trailing vortex forms some distance behind the blade as the wake of the propeller
rolls up and concentrates into regions of high vorticity. Additionally, as the slipstream
of the propeller decreases in diameter downstream of the propeller, the vortices are
stretched. These vortrices are often seen to start cavitating at some distance behind
the propeller.

• The leading-edge vortex is a vortex along the leading edge, typically for propellers
with skew. It is isimilar to the leading-edge vortex on a delta wing and appears after
flow separation at the leading edge.

All three vortices can mix, but may all appear simultaneously as three distinct struc-
tures. When sheet cavitation occurs near the propeller tip, the distinction between attached
sheet and vortex cavitation is not clear due to the strong interaction of the vortex cavity
with the attached sheet cavity. A solitary tip vortex does not necessarily lead to broadband
noise but may interact strongly with fluctuating sheet cavities resulting in increased 1st

harmonic pressure pulses. The diameter of the cavitating core of the vortex depends on
the vortex strength, Reynolds number, and the rate of diffusion of dissolved gasses into the
core. The trajectory of the developed tip vortex cavitation is insensitive to nuclei content
or Reynolds number. Although vortex cavitation is beyond the scope of the present work,
the interaction between sheet cavitation will be touched upon briefly.

1.2 An overview of previous work on cavitation

Measurement techniques

Detailed flow measurements are required in order to acquire an understanding of cavitat-
ing flows. As cavitation can be aggressive on inserted sensors, many of these measurement
techniques are inevitably non-intrusive. Observation of the flow is the most straightfor-
ward method of experimenting. Due to a difference of index of refraction between vapor
and liquid in water, cavitation is well visible and can be observed without any additional
equipment (barring the need of illumination). With the advent of high-speed digital cam-
eras visual observation remains a powerful tool (e.g., de Lange et al. 1993, Sato & Shimojo
2003 or Grekula & Bark 2001). For most types of cavitation, a framerate between 102

and 103 Hz is sufficient. Researchers studying the collapse of individual bubbles use a
frame rate in the 105 to 108 Hz range (Lindau & Lauterborn 1999). More complicated
forms of observations are for example holography (Kato et al. 1999, Yu & Ceccio 1996) or
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stereoscopy (Mettin et al. 2001, Takahashi et al. 2003). Pereira (1997) used stereoscopy
(termed as stereo tomography) to visualize the shedding vortices from the closure region
of a sheet cavity into three-dimensional images and thus allowing for an estimation of the
vapor volume in the vortex core.

Laser Doppler Velocimetry

Laser Doppler Velocimetry (LDV) has been used by various researchers. Kubota et al.
(1989) used LDV to measure the flow velocity around cloud cavitation. Due to the inability
of LDV to give a good time resolved signal, Kubota used the pressure signal as a trigger
for periodic averaging. The mean velocity in the cloud was lower than the mean stream
velocity and an increase in vorticity was measured. Brewer & Kinnas (1997) measured the
velocity near a steady hydrofoil but noted that the measurement accuracy degraded near
the cavity interface. Summarizing, LDV has been applied successfully, but cannot yield
time-resolved measurements of the velocity field. It can also measure only at one location
and has difficulties near the cavity interface.

Particle Imaging Velocimetry

Tassin Leger et al. (1995) used Particle Imaging Velocimetry (PIV) to measure the velocity
field around traveling cavitating bubbles. Light scattering of the cavitation prevented the
determination of velocity vectors close to the interface. Shridhar & Katz (2000) used fluo-
rescent tracer particles and an optical filter to cancel all incident laser light and measured
the velocity field in the wake of a cloud cavity. Reynolds shear stresses were found to have
increased by 25 to 40% due to cavitation. Using fluorescent particles and optical filters,
incident laser light and reflections of the cavity interface are removed. PIV has the benefit
of resulting in both time-resolved and instantaenous measurements of the flow field and is
a whole-field measurement technique as accurate as LDV.

Pressure measurements

A common form of a surface measurement is a pressure measurement. Due to the implosive
force of a collapsing cavity exerted on the transducer, damage is often unavoidable. Le
et al. (1993b) mounted an array of 9 pressure transducers in a rotatable disk in a plano-
convex hydrofoil. The pressure pulses radiated by the collapsing cavity could be captured
as the sensors had a very high natural frequency necessary to capture such a steep pressure
gradient. Le concluded from pressure measurements that the pressure pulses from cloud
cavitation were much higher than from attached cavitation—as cloud cavitation always
collapses quickly—and that the location of the highest pressure amplitude was present at
the center of the cloud. Similar results were obtained by McKenney & Brennen (1994)
when the hydrofoil was oscillating. Reisman et al. (1998) mounted four piezo electric
pressure transducers inside a hydrofoil and monitored the pressure transients of imploding
cloud cavitation, which could be over 30 bar during a 10−4s duration. The authors noted
that less robust transducers were occasionally lost due to excessive pressure. Farhat et al.



36 CHAPTER 1. INTRODUCTION

(2002a) used miniature piezo-resistive transducers fitted into recesses but filled with a
plastic compound in order to keep the hydrofoil surface smooth.

Cavity interior

The interior of the attached cavity remains difficult to probe other than with pressure
transducers. Stutz & Reboud (1997) applied optical probes; Infra red light is emitted from
the probe and partly reflected back depending on the index of refraction of the surrounding
medium. Using a double optical probe at various locations resulted in a void fraction on
average between 10 and 25 percent. Ceccio & Brennen (1991) inserted electric probes on
the surface of axisymmetric head forms. A change in void fraction registers as a change
of the impedance of the conductive medium. This setup was successfully used to locate
individual bubbles. An array of either optical probes or electrodes can be used to measure
the speed of the re-entrant jet front by cross correlation as it wets the sensors.

Shear layers

The structure of a shear layer is well-known for fully-wetted conditions (e.g., steps, jets),
consisting of series of stream wise and span wise vortices (Jimenez 1983, Bernal & Rosko
1986, Lasheras et al. 1986 ,Lasheras & Choi 1988, Shridhar et al. 1999) At cavitating con-
ditions and lower Reynolds numbers (smaller separated flow regions) cavitation inception
occurs first in the span wise vortices. At higher Reynolds numbers (plane shear flow be-
hind steps) cavitation inception occurs in the stream wise vortices and the larger span wise
vortices cavitate at pressures estimated below the vapor pressure (O’ Hern 1990, Belahadji
et al. (1995)). The Reynolds stress in the wake of the cavitating shear layer is less than
that of a fully-wetted shear layer. As a non-cavitating vortex line is stretched its rotation
rate increases due to the conservation of vorticity. In case of a cavitating vortex, the core
diameter also depends on the ambient pressure, changing the rotation rate. As a result,
the stretching and rotation rate of cavitating vortex core are not fully coupled. (Belahadji
et al. 1995, Iyer & Ceccio 2002).

1.2.1 Three-dimensionality

Crimi (1970) studied the effect of sweep (skew) and concluded the inception velocity in-
creased with an increase in the skew angle. Hart et al. (1990) used an oscillating three
dimensional hydrofoil. Hart et al. concluded that the cavity collapse was most violent
when the natural shedding frequency of the cavity coincided with the oscillation frequency.
de Lange & de Bruin (1998) studied three transparent hydrofoils in the cavitation tunnel
at the University of Delft. One hydrofoil had a 23◦ sweep angle. de Lange & de Bruin
concluded that the re-entrant jet of the two-dimensional hydrofoil was directed upstream,
but in the three-dimensional case the re-entrant jet component normal to the closure line
was reflected inward. As the pressure gradient is perpendicular to the closure line, it is to
be expected that the tangential component remains unchanged. (Of course, the same is
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true to the two-dimensional re-entrant jet, which has no transverse velocity component).
Laberteaux & Ceccio (2001) studied a series of swept wedges. The cavity planform was sig-
nificantly changed by the sweep and the re-entrant jet was directed into the cavity allowing
for a steady sheet that only shed cloud cavitation at the far downstream edge. Dang &
Kuiper (1999) studied the re-entrant jet on a hydrofoil with a span wise varying angle of
attack numerically and found the re-entrant jet direction to be strongly influenced by the
cavity topology. The change in the cavity shape was determined by span wise distribution
of the loading and not by the sweep angle.

Shen & Gowing (1986) studied the relation between cavitation inception and laminar
separation on an oscillating hydrofoil. The pressure measured inside the cavity was found
to be frequency dependent. Franc & Michel (1988) studied the influence of the boundary
layer on inception on an oscillating hydrofoil using dye injection. They concluded that—
for the unsteady flow cases presented—the cavity was suppressed when the boundary layer
was turbulent. Hart et al. (1990) studied cavitation on an oscillating three-dimensional
hydrofoil and concluded that there is a strong interaction between the reduced frequency
and the shedding cavitation formation, especially near the natural shedding frequency.
Reisman et al. (1994) used oscillating hydrofoils to study cloud cavitation and found that
radiated noise dropped when air was injected through the surface of the hydrofoil.

1.2.2 Physical modeling

The simulation of cavitation by mathematical models is currently an active field of re-
search. Early attempts consist of analytical descriptions of bubble dynamics or linearized
cavitation streamline equations, the latter is described in more detail by Wu (1972). Such
analytical models do not predict the re-entrant jet as the closure model is a boundary con-
dition, not a part of the solution. Panel methods in potential flow were used by de Lange
(1996), to predict a re-entrant jet on a two-dimensional foil. The interface is considered
as a dynamic surface without vaporisation or condensation. Potential flow methods are
currently the industries standard, but more extensive methods are under development as
paneling methods cannot predict shedding and the ensuing erosion. Computational meth-
ods using barotropic flow assumption calculate the vaporization by directly coupling the
density to the pressure. Kubota et al. (1992) modeled the vapor production by calculating
the rate of growth of bubbles in the flow and thus estimating the percentage of void per
unit volume. Several methods use an empirical vapor production and destruction rate
relation, (e.g., Senoçak & Shyy 2002, Kunz et al. 1999). These models empirically predict
transfer of mass between liquid and vapor phases. The basis of such codes can be Eu-
ler, Reynolds-Averaged Navier-Stokes, or Large Eddy Simulation. Currently models are
developed using thermodynamic equilibrium models to capture the vaporization and fully-
compressible flow aspects of the liquid and gaseous states of the flow, without the need for
a priori assumptions or empirical relations (Schnerr et al. 2006). With the advent of these
numerical cavitation models, the availability of useful and detailed validation material is
essential
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1.3 Objectives

The present thesis addressed the lack of validation material indispensable for validating
cavitation models in numerical flow calculuations, considered an essential step in the pro-
cess of deriving a reliabke method for the prediction of cavitation erosion and radiated
noise and for getting a better understanding of scale and interaction effects of unsteady
cavitation. The objectives of this study are threefold:

1 To provide a better insight in the physical mechanisms that govern the dynamics and
(internal) structure of a sheet cavity.

2 To provide a detailed and accurate database of benchmark tests of an unsteady
cavity on various configurations that can be used for the validation of computational
methods.

3 To interpret the results and to contribute to the development guidelines for propeller
design

One could choose to study a rotating object, but this has several disadvantages. The
area of interest may rotate out of the field of view, another propeller blade may block the
field of view, the flow at the inner radii may be laminar, and so forth. Numerical simulation
would require a rotating grid as the square test section is not axi-symmetric. Choosing
a hydrofoil with a cavity plan form reminiscent to propeller cavitation greatly facilitates
the experiment and utilizes the limited dimensions of the test setup to a maximum. The
hydrofoils need to have a span wise change in loading and be subjected to a variable inflow
in order to observe three dimensional cavitation in an unsteady inflow. Not only is this
practical approach beneficial to the experiment, it will also assist the numerical modeler by
having a stationary test subject, removing the need for a continuously changing or rotating
mesh. The periodic inflow to the propeller blades is simulated by means of a flow oscillator.

The measurement setup will be discussed in chapter 3. The hydrofoil geometry will
be presented including the flow oscillator positioned upstream of the hydrofoil. Special
attention has been paid to the application of leading edge roughness. This chapter has
several appendices with an detailed error analysis. Chapter 4 discusses the techniques used
to adapt PIV to be used for cavitating flows. This chapter will demonstrate the importance
of removing cavitation regions from PIV images to reduce the measurement error, for which
image analysis is used. A brief introduction is presented first to get the reader acquainted
with this technique. The results of the experiments are discussed in chapter 5 for steady
and unsteady conditions, complemented with the results from the PIV and image analysis.
The observed cavitation is described in detail. The conclusions and recommendations are
presented in chapter 6



Chapter 2

Physical background

2.1 Introduction

The choice of a physical flow model for cavitation has its repercussions on the ability of
a model to capture physical flow effects. The experiment must be set up so that only
the relevant physical flow effects of unsteady attached sheet cavitation occur, flow effects
that the numerical calculation must be able to capture. The experimental data used for
validation of numerical calculations need to be free of other phenomena. This chapter
will discuss the physical cavitation models briefly. It is not the goal to give a complete
overview, nor to discuss their implementation.

The fundamental laws of fluids dynamics are conservation of mass, momentum and
energy. The conservation of mass—or continuity—equation is a scalar conservation of the
total mass of the flow. The conservation of momentum equation dictates that momentum is
conserved along each possible vector in space and can be decomposed into three mutually
independent directions. The conservation of energy equation conserves energy along a
vector in time.

These three conservational laws—using constitutive relations for the viscous stresses
and heat flux, and equations of state of the fluid—form a closed system of equations
that are generally sufficient to determine the independent variables density, pressure, and
all three velocity components. Cavitation adds the complexity of a two-fluid flow with
phase transitions requiring additional constitutive relations to determine, e.g, constitutive
relations of all fluid components, and evaporation and condensation conditions. These
relations form a cavitation model.

The second part of this chapter derives the equations of the transport of vorticity for
two-fluid models, in order determine if cavitation can act as a source of vorticity at the
liquid-gas interface or merely acts to redistribute vorticity.

The notation used in this chapter—summation convention—is presented in appendix A.

39
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2.2 Conservational relations

2.2.1 Reynolds Transport Theorem

Consider an arbitrary scalar or vector quantity ξ (x, t). The total amount of quantity can
be obtained by integrating over a control volume Ω (t) with a boundary Γ (t). Now, the
rate of change of the total amount of ξ (x, t)within Ω (t) not only depends of its coordinates
x and time, t, but also on the rate of change of the Ω (t)with respect to the flux of ξ (x, t)
over Γ (t)

d

dt

∫
Ω(t)

ξ (x, t) dΩ =
∂

∂t

∫
Ω(t)

ξ (x, t) dΩ +

∫
Γ(t)

ξ (x, t)
(
ui − uΓ

i

)
nidΓ (2.1)

with n the normal point out of Ω (t). Applying the Leibniz integration rule to the first
term of the left-hand side
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∂t
ξ (x, t) dΩ +

∫
Γ(t)

ξ (x, t)uΓ
i nidΓ (2.2)

results in

d

dt

∫
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ξ (x, t) dΩ =

∫
Ω(t)

∂

∂t
ξ (x, t) dΩ +

∫
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ξ (x, t)uinidΓ (2.3)

Using the Gauss divergence theorem∫
Ω(t)

∂ξi

∂xi

dΩ =

∫
Γ(t)

ξinidΓ (2.4)

the boundary integral can be rewritten into a volume integral

d

dt

∫
Ω(t)

ξ (x, t) dΩ =

∫
Ω(t)

[
∂

∂t
ξ (x, t) +

∂

∂xi
ξ (x, t) ui

]
dΩ, ∀x, t (2.5)

and the Reynolds transport theorem is obtained. It states that the rate of change of the
total amount of any quantity ξ (x, t) within Ω (t) is equal to the rate of change of ξ (x, t) in
time plus the net flux of ξ (x, t) over the (dynamic) boundary Γ (t), either due to convection
or changes in the control volume Ω (t).

2.2.2 Continuity equation

The conservation of mass in the arbitrary control volume Ω (t) and boundary Γ (t) in a
velocity field u (x, t), states that the change of total mass inside the control volume must
equal the mass flux over the control boundary, or:

d

dt

∫
Ω(t)

ρdΩ +

∫
Γ(t)

ρ (ui − ui,Γ) nidΓ = 0 (2.6)
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Applying eq.2.5 results in ∫
Ω(t)

[
∂ρ

∂t
+

∂ρui

∂xi

]
dΩ = 0 (2.7)

As the above must be valid for any control volume Ω (t), the differential form of the
continuity equation is obtained

∂ρ

∂t
+

∂ρui

∂xi

= 0, ∀x, t (2.8)

2.2.3 Conservation of momentum

Conservation of momentum states that the rate of change of momentum within Ω (t) and
the flux of momentum through Γ (t) must be equal to all forces exerted on and in the
fluid in the control volume. These forces fall in two categories, volume forces (e.g., gravity
and magnetism, but also coriolis and centrifugal forces in rotating frames of reference) and
surface forces (pressure and viscous stress)
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Similar to the derivation of Reynold’s transport theorem and the continuity equation, this
equation is rewritten as∫
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with τ the stress tensor

τij = μ
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+ δijλ

∂uk

∂xk
(2.11)

with μ is dynamic viscosity of the fluid and λ a second viscosity term, such that the bulk
viscosity, κ, equals κ = μ + λ. From eq. 2.11 follows that λ is not consequential for
incompressible flows. Stokes’ hypothesis prescribes a zero bulk viscosity, or 2μ + 3λ = 0.
Note that if the viscosity is assumed constant that the gradient of the stress tensor is equal
to1
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1∇ (∇u + ∇T u
)

= 2∇2u + ∇× ω
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Similar to the continuity equation, the above is valid for any control volume Ω (t), and the
Navier-Stokes equations are obtained
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Note that the left-hand side, using the continuity equation, can be written as

∂ρui

∂t
+

∂ρuiuj

∂xj
= ρ

∂ui

∂t
+ ρuj

∂ui

∂xj
= ρ

dui

dt
(2.14)

with the material derivative defined as
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Alternatively, the LHS of the Navier-Stokes equation can be written in the Lamb-
Gromeka form
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where ω—the curl of the velocity—is the vorticity vector.

2.2.4 Euler equations

The Euler equations are the inviscid-flow variant of the Navier-Stokes equations, so
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∂xi
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The Euler equations describe inviscid flows, but vorticity can be produced and ad-
vected. The application range of the Euler equations is high Reynolds number (non-
)isentropic flows, naturally without viscous flow effects. The Euler equations can describe
fully-compressible multiphase flows, requiring additional equations of state for the various
phases, as well as additional relations describing the phase changes when applicable2.
When the force field is conservative

fi = −∂F

∂xi
(2.18)

and if the flow is barotropic with
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2as do the Navier-Stokes equations
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and if the flow is steady, then the dot product of Euler equations—starting from the Lamb-
Gromeka form in eq. 2.16—with the velocity u can be written as

ui
∂

∂xi

[
1
2
ujuj +

∫
dp

ρ
+ Fi

]
− εijkuiuj

∂ωk

∂xj︸ ︷︷ ︸
≡0

= 0 (2.20)

Bernoulli’s equation for steady barotropic flow is recognized within the brackets and
as this expression is tangent to the velocity vector it represents a streamline. If the sheet
cavity interface is a streamline at the vapor pressure, the fluid is considered incompressible,
and the forces are neglected, then the velocity at the interface is equal to

VV =
√

(1 + σ)V0 (2.21)

with V0 and σ as in eq. 1.1.

Large vaporous-structure shedding by re-entrant flow pinching off a part of the sheet
cavity is an inertia dominated flow phenomenon and is captured by the Euler equations.
For a proper validation of Euler-based calculations, it is essential that flow separation is
not present on the test hydrofoils and that vorticity production in e.g., shear layers is
absent or negligible. Intermittent vortex shedding is reported for cavities with turbulent
reattachment and during cloud shedding. Still, Laberteaux & Ceccio (2001)—studying a
series of cavitating swept wedges—found the from their PIV measurements that the wake
was free of vorticity. The vorticity in the wake of the cavity of the present hydrofoils has
to be addressed in the experimental results.

2.2.5 Potential flow

The underlying assumption of potential flow is that the flow is irrotational. By defining
the velocity as the gradient of a scalar field, this assumption is met as the curl of a gradient
of a scalar is always zero. This scalar field is called the potential field, Φ. For this inviscid
flow, equation 2.13 reduces to
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]
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If the force field is conservative (eq. 2.18) and if the flow is barotropic (eq. 2.19) then
eq. 2.22 can be written back into a surface integral using Gauss divergence theorem (eq. 2.4),∫

Γ(t)
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ρ
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2
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)
nidΓ = 0 (2.23)

Now the unsteady Bernoulli equation is recognized. For many applications of potential
flow, the flow is considered incompressible so that the continuity equations reduces to the
Laplace equation of the potential, or

∂

∂xi

∂Φ

∂xi
= 0 (2.24)
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With this condition of divergence-free flow and with eq. 2.23 for streamlines intersection
the flow domain, the entire flow domain is known from the boundary (The numerical
implementation is hence termed a boundary-integral method). Note that the assumption
of irrotationality in potential flow implies a no-slip boundary condition in the absence of
shear in either compressible or incompressible flow. For incompressible potential flows, it
is noted that the gradient of the stress tensor for a constant viscosity (eq. 2.12)
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Here the Laplacion of Φ, the rotation of Φ, and the divergence of the velocity are
recognized; terms which defined zero for potential flow. The phase changes inherently
present with cavitating flows cannot be described and the interface of the cavity must
be considered as a part of the flow domain boundary. A pressure on that interface is
prescribed—a required boundary condition—as being equal to the vapor pressure requir-
ing that VV = V0

√
1 + σ for a stationary interface. The bounadary element methods used

for the prediction of cavitation can capture the re-entrant jet, but intersection of the re-
entrant jet with the cavity interface is fatal to the solution as it isolates the cavity from
the boundary.

Boundary element methods have a tendency to over-predict cavity lengths and the
location of streamline detachment is pre-described. Despite the advent of more modern
flow methods, potential flows methods are used—especially during the design phase—as
they can be solved with a modest computer load and can give accurate result for flow
problems such as the prediction of a wave pattern of a ship or a propeller loading. For
validation studies, shedding of sheet cavitation or production cannot be present and the
premise of the boundary condition on the cavity interface must be confirmed by measuring
the velocity at that interface. Considering the unsteady nature of attached cavitation,
these are stringent demands.

2.3 Cavitation models

Most RANS and Euler-based cavitation models are based on a continuum approach in the
liquid-vapor distribution and introduce a fraction α, defined as the volume of fluid per
specified control volume. For instance, the mixture density is written as a combination of
several fluids, or

ρ̄ = αiρi (2.26)

For cavitation modeling the basic components are water and a number of contaminant
gases. Neglecting gaseous contaminants, the fraction α can be taken as a void-fraction so
that

ρ̄ = αρv + (1 − α) ρl (2.27)

Note that the void fraction is here defined as the instantaneous ratio of vapor per unit
volume, while experimentalists use the void fraction as the time-averaged presence of vapor
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in a measurement volume (e.g., the fraction of a measurement period when vapor bubbles
are near a measurement probe). Substituting the above in the continuum equation and
assuming no slip between phases results in[

∂α

∂t
+

∂αui

∂xi

]
=

α

ρl − ρv

[
∂ρv

∂t
+

∂ρvui

∂xi

]
+

1 − α

ρl − ρv

[
∂ρl

∂t
+

∂ρlui

∂xi

]
+ α

∂ui

∂xi

(2.28)

with ρv and ρl the vapor and liquid density, respectively. This equation is the transport
equation of the void fraction. Note that for incompressible fluids the above reduces to[

∂α

∂t
+

∂αui

∂xi

]
=

[
ρ̄

ρl − ρv

+ α

]
∂ui

∂xi

(2.29)

The RHS of eq. 2.29 is nonzero implying production or destruction of vapor when the
flow is not divergence-free. The rate of change of the void fraction is determined by taking
an empirical relation for the RHS, either a vapor production model or a vapor rate of
production model.

A straightforward vapor production model is a barotropic model to directly link the
density to the pressure, or ρ = f (p) (Hoeijmakers et al. 1998, van der Heul et al. 2000,
Koop et al. 2006). A smooth density transition is implemented near transition from vapor
to liquid. The model captures the near-instantaneous evaporation of the liquid when a
cavity is produced, but can predict a condensation shock at the closure of the cavity.
No shock is observed in the experiments at the closure of the cavity when it smoothly
reattaches with a re-entrant jet. Still, the speed of sound, c, in mixtures according to
Wallis (1969) is equal to

1

ρc2
=

α

ρvc2
v

+
1 − α

ρlc
2
l

(2.30)

From this relation if follows that the speed of sound for α = 0.5 is as low of 5 m/s, a
velocity that is certain to occur in cavitating flows, as a consequence supersonic speeds are
easily obtained. van der Heul et al. 2000 used a barotropic production term with an Euler
method, successfully predicting the re-entrant jet and the shedding of cavitation.

Empirical rate of vapor production models capture the evaporation and condensation
rate by production and destruction rate functions. Such models have been used by e.g.,
Senoçak & Shyy (2002), Kunz et al. (1999), and are in the form of

∂α

∂t
+

∂αui

∂xi
= − ρv

t∞

(
Cprod (1 − α) (p − pv)H (pv − p) + Cdestα (1 − α)2

)
(2.31)

with a empirical constants for vapor production (Cprod) and destruction (Cdest), showing
some variation among researchers. The production term is ”switched on” by the Heavi-
side function H when the pressure falls below the vapor pressure. The production coef-
ficient itself is large, as high as possible according to Wikström & Bark (2003), implying
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near-instantaneous evaporation. The destruction term allows for some retardation in the
condensation.

A different approach, based on cavitation inception, is the bubble model as developed
by Kubota et al. (1992) who assumed that water is seeded with nuclei and that the growth
of a nucleus is captured by the Rayleigh equation. Given a certain number of nuclei per
unit volume, n0, the vapor fraction can then be estimated as:

∂α

∂t
+

∂αui

∂xi
= ρv

n04πR2

1 + n0
4
3
πR3

dR

dt
(2.32)

and

dR

dt
= sgn (pv − p)

√
2

3

|pv − p|
ρv

(2.33)

with R the bubble radius. The elegant approach has the proper physical approach when
estimating nuclei inception, but the physical interpretation inside sheet cavities with vapor
fractions of 100% remains uncertain. To illustrate, at 100% vapor fraction, a fluid volume
would be filled with bubbles partly overlapping with the overlapping volume equal to the
volume of fluid between bubbles. The models requires a given number of nuclei with a
radius distribution spectrum, a property known to change during cavitation tests in water
tunnels, but has nonetheless been applied successfully and results are comparable with the
model used by Kunz et al. (1999).

Schmidt et al. (2006) and Koop (2007) model cavitating flows by taking the fluid as a
fully compressible medium capable of phase changes. Vapor production is not prescribed by
empirical functions but controlled by conservation of energy at thermodynamic equilibrium
conditions. The flow is a homogeneous mixture that is in thermodynamic and mechanical
equilibrium, with temperatures and pressure equal for both the liquid and gaseous phase
(in a control volume). A mean internal energy per unit volume is defined as

e = εev (T ) + (1 − ε) el (T ) (2.34)

with ε the mass fraction

ε =
αρv

ρ̄
(2.35)

With this mass fraction the conservation of energy equation, for an inviscid flow, reads

∂ρ̄E

∂t
+

∂(ρE + p) ui

∂xi

= 0 (2.36)

with the total energy E equal to E = e + 1
2
uiui.

By using the conservation of energy, a constitutive relation is substituted for the trans-
port of void fraction equation and no a priori assumptions need to be made present in the
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vapor rate of production models. The above should hold for any (inviscid) flow, so equa-
tions of state are required for the two phases of water and the mixture. Schmidt et al. and
Koop use a modified Tait equation to describe the liquid phase and stiffened gas equation
to describe the gas phase. For details the reader is referred to Koop (2007).

2.4 Transport of vorticity in two-phase flows

The production of vorticity has several origins. Boundary layers, forming from a no-slip
boundary condition at the wall, produce a layer of vorticity, baroclinic torque is known
to affect weather patterns, etcetera. Cavitation introduces large density and viscosity
gradients in the flow, possibly introducing additional vorticity due to variations in shear
stress and vapor distributions. A basic analysis is made of the transport of vorticity
equation for flows with strong and non-negligible viscosity gradients. The derivation is
presented below. Starting with the Navier-Stokes equations divided by ρ

ei

[
∂ui

∂t
+ uj

∂ui

∂xj

]
= ei

[
fi

ρ
− 1

ρ

∂p

∂xi

+
1

ρ

∂

∂xj

(
2μDij + δijλ

∂uk

∂xk

)]
(2.37)

with D the symmetrical deformation or rate of strain tensor, so that

2D ≡ ∇u + ∇T u = eiej

(
∂ui

∂xj
+

∂uj

∂xi

)
(2.38)

Parenthetically, the rotation tensor R is defined as

2R ≡ ∇u −∇T u = eiej

(
∂ui

∂xj
− ∂uj

∂xi

)
(2.39)

The transport of vorticity equation can be now derived by taking the curl of equa-
tion 2.37

eiεijk
∂

∂xj

[
Duk

Dt

]
= eiεijk

∂

∂xj

[
fk

ρ
− 1

ρ

∂p

∂xk
+

1

ρ

∂

∂xl

(
2μDkl + δklλ

∂um

∂xm

)]
(2.40)

For single fluid flows one usually takes μ constants with negligible or zero derivatives.
Here we will include their derivatives. The left hand side (LHS) and right hand side (RHS)
of the above equation are treated separately

Left hand side I

The LHS of the equation equals

eiεijk
∂

∂xj

[
∂uk

∂t
+ ul

∂uk

∂xl

]
= eiεijk

⎡⎢⎢⎣ ∂

∂t

(
∂uk

∂xj

)
+ ul

∂2uk

∂xj∂xl

+
∂ul

∂xj

∂uk

∂xl︸ ︷︷ ︸
A

⎤⎥⎥⎦ (2.41)
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and term A is written as

εijk
∂ul

∂xj

∂uk

∂xl
= εijk

∂uk

∂xj

∂ul

∂xl
+ εijk

∂ui

∂xj

∂uk

∂xi

=
∂ul

∂xl

εijk
∂uk

∂xj

− εjkl
∂ui

∂xj

∂ul

∂xk

= ωi
∂uj

∂xj

− ωj
∂ui

∂xj

(2.42)

Substituting in eq. 2.41

eiεijk
∂

∂xj

[
∂uk

∂t
+ ul

∂uk

∂xl

]
= ei

⎡⎢⎢⎣∂ωi

∂t
+ uj

∂ωi

∂xj

+ ωi
∂uj

∂xj

− ωj
∂ui

∂xj︸ ︷︷ ︸
B

⎤⎥⎥⎦ (2.43)

Expanding term B

ωj
∂ui

∂xj
= 1

2

(
∂ui

∂xj
+

∂uj

∂xi

)
ωj + 1

2

(
∂ui

∂xj
− ∂uj

∂xi

)
ωj = Dijωj + Rijωj︸ ︷︷ ︸

C

(2.44)

Note that elements of the rotation tensor R can be written as

Rij = −1
2
εijkωk (2.45)

or

ωi = εijkRkj (2.46)

Term C now equals

ωj

(
∂ui

∂xj

− ∂uj

∂xi

)
= −1

2
εijkωjωk = 0 (2.47)

The LHS is now written as

eiεijk
∂

∂xj

[
Duk

Dt

]
= ei

[
Dωi

Dt
+ ωi

∂uj

∂xj
− Dijωj

]
(2.48)

or in vector notation

∇× Du

Dt
=

Dω

Dt
+ (∇ · u)ω − Dω (2.49)
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Right hand side I

The RHS is taken in two steps, as the force and pressure terms are straightforward

eiεijk

[
∂

∂xj

(
fk

ρ

)
− ∂

∂xj

(
1

ρ

∂p

∂xk

)]
= eiεijk

⎡⎢⎢⎣1

ρ

∂fk

∂xj

− fk

ρ2

∂ρ

∂xj

− 1

ρ

∂2p

∂xj∂xk︸ ︷︷ ︸
=0

+
1

ρ2

∂ρ

∂xj

∂p

∂xk

⎤⎥⎥⎦
(2.50)

The curl of the stress tensor is taken in its two parts

eiεijk
∂

∂xj

[
1

ρ

∂

∂xl

(
2μDkl + δklλ

∂um

∂xm

)]
= eiεijk2

∂

∂xj

(
1

ρ

∂μDkl

∂xl

)
︸ ︷︷ ︸

A

+eiεijk
∂

∂xj

(
1

ρ

∂

∂xl

(
δklλ

∂um

∂xm

))
︸ ︷︷ ︸

B

(2.51)

For term A, the chain rule of differentiation is applied

eiεijk2
∂

∂xj

(
1

ρ

∂μDkl

∂xl

)
= eiεijk2

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎣

ν
∂2Dkl

∂xj∂xl︸ ︷︷ ︸
C

+
∂ν

∂xj

∂Dkl

∂xl︸ ︷︷ ︸
D

+
1

ρ

∂μ

∂xl

∂Dkl

∂xj︸ ︷︷ ︸
E

+
1

ρ
Dkl

∂2μ

∂xj∂xl︸ ︷︷ ︸
F

+
∂μ

∂xl
Dkl

∂ρ−1

∂xj︸ ︷︷ ︸
G

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎦
(2.52)

Note that the first and second derivatives of μ appear in the relation

Term C 3:

2eiεijkν
∂2Dkl

∂xj∂xl

= 2eiεijkν
∂

∂xl

(
∂Dkl

∂xj

)
= eiεijkν

⎡⎢⎢⎣ ∂3uk

∂xj∂x2
l

+
∂

∂xl

∂2ul

∂xj∂xk︸ ︷︷ ︸
=0

⎤⎥⎥⎦
= eiν

∂2

∂x2
l

(
εijk

∂uk

∂xj

)
= eiν

∂

∂xl

(
∂ωi

∂xl

) (2.53)

3 2∇× u = νΔω
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Term D 4:

2eiεijk
∂ν

∂xj

∂Dkl

∂xl
= eiεijk

(
1

ρ

∂μ

∂xj
− μ

ρ2

∂ρ

∂xj

)
∂Dkl

∂xl

= eiεijk

(
1

ρ

∂μ

∂xj

− μ

ρ2

∂ρ

∂xj

)(
∂2uk

∂x2
l

+ εklm
∂um

∂xl

) (2.54)

Term E 5:

2eiεijk
1

ρ

∂μ

∂xl

∂Dkl

∂xj

= eiεijk

⎡⎢⎢⎣1

ρ

∂μ

∂xl

∂2uk

∂xj∂xl

+
1

ρ

∂μ

∂xl

∂2ul

∂xj∂xk︸ ︷︷ ︸
=0

⎤⎥⎥⎦
= ei

1

ρ

∂μ

∂xl

∂

∂xl

(
εijk

∂uk

∂xj

)
= ei

1

ρ

∂μ

∂xj

∂ωi

∂xj

(2.55)

Term F 6 is not rewritten. Term G 7 equals

2eiεijk
∂μ

∂xl

Dkl
∂ρ−1

∂xj

= −2eiεijk
1

ρ2

∂μ

∂xl

Dkl
∂ρ

∂xj

(2.56)

The curl of the second term of the stress tensor, term B 8, is equal to

eiεijk
∂

∂xj

[
1

ρ

∂

∂xl

(
δklλ

∂um

∂xm

)]
= eiεijk

⎡⎢⎢⎣ ∂

∂xk

(
λ

∂ρ−1

∂xj

∂ul

∂xl

)
+

1

ρ

∂2

∂xj∂xk

(
λ

∂ul

∂xl

)
︸ ︷︷ ︸

=0

⎤⎥⎥⎦
= −eiεijk

∂ρ

∂xj

[
1

ρ2

∂λ

∂xk

∂ul

∂xl

+
λ

ρ2

∂2ul

∂xk∂xl

]

= −eiεijk
∂ρ

∂xj

[
1

ρ2

∂λ

∂xk

∂ul

∂xl
+

λ

ρ2

∂ρ

∂xj

(
∂2ul

∂x2
l

+ εklm
∂ωm

∂xl

)]
(2.57)

4 2∇ν × (∇ · D) =
(

1
ρ
∇μ − μ

ρ2
∇ρ

)
× (2Δu + ∇× ω))

5 2
ρ
∇μ · ∇D =

1
ρ

(∇μ · ∇)ω

6 2eiεijk
1
ρ
Dkl

∂2μ

∂xj∂xl
= −2

1
ρ

(D∇) ×∇u

7 2∇ρ−1 × (D∇μ) = −2
1
ρ2

∇ρ × (D∇μ)

8 ∇×
(

1
ρ
∇ · λI (∇ · u)

)
= −∇ρ

ρ2
× ((∇ · u)∇λ + λ (Δu + ∇× ω))
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Combining all elements results in the transport of vorticity equation

ei

[
Dωi

Dt
+ ωi

∂uj

∂xj
− Dijωj

]
= eiεijk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

ρ

∂fk

∂xj
− fk

ρ2

∂ρ

∂xj
+

1

ρ2

∂ρ

∂xj

∂p

∂xk

+

(
1

ρ

∂μ

∂xj
− μ

ρ2

∂ρ

∂xj

)
∂Dkl

∂xl

+
2

ρ

(
∂2μ

∂xj∂xl
− 1

ρ

∂ρ

∂xj

∂μ

∂xl

)
Dkl

− ∂ρ

∂xj

(
λ

ρ2

∂2ul

∂xk∂xl
+

1

ρ2

∂λ

∂xk

∂ul

∂xl

)

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+eiν

[
∂

∂xj

(
∂ωi

∂xj

)
+

1

ρ

∂μ

∂xj

∂ωi

∂xj

]

(2.58)

The expression is now largely written in terms of the vorticity, ω, and viscosity and
density gradients.

The liquid fraction

The viscosity and density of the mixture are expresses in terms of the vapor and liquid
properties as a mixture function of the void fraction α

μ = αμv + (1 − α)μl

ρ = αρv + (1 − α) ρl

(2.59)

The expression for the viscosity of the mixture is a simple approach for an initial
estimation of the transport equation. The classical Helmholtz-vorticity transport equation
is often written in terms of ω̄ = ω/ρ, so eq. 2.59 is preferably written as a function of the
liquid fraction γ = 1−α. If the additional additional condition for γ is added and ρv << ρl

and μl << μv then
ρv

ρl

≤ γ ≤ 1 (2.60)

then ω̄ = ω/ (γρl) is written as
μ = γμl

ρ = γρl

(2.61)

with the additional condition for γ that

ρv

ρl

≤ γ ≤ 1 (2.62)
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With this condition both dynamic viscosity and density are linear in terms of γ and
the kinematic viscosity is a constant. All its derivates are therefore zero. Substitution of
eq. 2.61 in eq. 2.58, applying Stokes’ hypothesis that κ = μ + λ = 0, and some minor
rearranging results in

ei

[
Dωi

Dt
+ ωi

∂uj

∂xj

− Dijωj

]
= eiεijk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

γρl

∂fk

∂xj

− fk

γ2ρl

∂γ

∂xj

+
1

γ2ρl

∂γ

∂xj

∂p

∂xk

+
2ν

γ

(
Hγ,jl − 1

γ2
G∇γ,jl

)
Dkl

+
2

3

ν

γ

∂γ

∂xj

∂2ul

∂xk∂xl

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
+ei

[
ν

∂

∂xj

(
∂ωi

∂xj

)
+

ν

γ

∂γ

∂xj

∂ωi

∂xj

]
(2.63)

or alternatively in vector notation

Dω

Dt
+ (∇ · u) ω − Dω =

1

γρl

∇× f − fk

γ2ρl

∇× γ +
1

ρlγ2
∇γ ×∇p + ν∇2ω

+2
ν

γ

(
Hγ − 1

γ
G∇γ

)
M×D

+
2

3

ν

γ
∇γ × (Δu + ∇× ω) +

ν

γ
(∇γ · ∇) ω

(2.64)

The definitions of H and G follow from A.13 and A.14, respectively, and the tensor
cross product from eq. A.16. For the next step, both the LHS and RHS will be written in
terms of ω̄ = ω/ρ.

Left Hand Side - II

The transport of liquid equation can be derived by substituting eq. 2.59 in the continuity
equation

∂γ

∂t
+

∂γui

∂xi

= − γ

ρl − ρv

(
∂ρv

∂t
+

∂ρvui

∂xi

)
− γ

ρl − ρv

(
∂ρl

∂t
+

∂ρlui

∂xi

)
+ γ

∂ui

∂xi

(2.65)

where no a priori assumptions on the equations of state of either the vapor or gas phase
are made. The RHS is usually substituted with a vapor production or destruction term S.
The second term of the LHS of the above equation is differentiated in parts so that

∂ui

∂xi

=
1

γ

(
S − ∂γ

∂t
− ui

∂γ

∂xi

)
=

1

γ

(
S − Dγ

Dt

)
(2.66)
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Second, note that

ei
Dωi

Di
= ei

[
γ
Dωi/γ

Dt
+

ωi

γ

Dγ

Dt

]
; (2.67)

Substituting eqs. 2.66&2.67 in the LHS of eq. 2.63 yields

ei

[
Dωi

Dt
+ ωi

∂uj

∂xj
− Dijωj

]
= ei

[
γ
Dωi/γ

Dt
+

ωi

γ
S − Dijωj

]
(2.68)

Right Hand Side - II

Note that the last two terms of the RHS of eq. 2.63 can be written as

ei
∂

∂xj

(
∂ωi

∂xj

)
= ei

[
ωi

γ

∂

∂xj

(
∂γ

∂xj

)
+

1

γ

∂

∂xj

(
∂ωi/γ

∂xj

)
+ 2

∂γ

∂xj

∂ωi/γ

∂xj

]
(2.69)

and
1

γ

∂γ

∂xj

∂ωi

∂xj
=

∂γ

∂xj

∂ωi/γ

∂xj
+

ωi

γ2

∂γ

∂xj

∂γ

∂xj
(2.70)

Transport of vorticity equation

For the final results eqs. 2.68, 2.69, and 2.70 are substituted into eq. 2.63 and devided by
γ.

ei

[
Dω̄i

Dt
+

ω̄i

γ
S − Dijω̄j

]
= eiεijk

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

1

γ2ρl

∂fk

∂xj

− fk

γ3ρl

∂γ

∂xj

+
1

ρlγ2

∂γ

∂xj

∂p

∂xk

+2
ν

γ

(
Hγ,jl − 1

γ2
G∇γ,jl

)
Dkl

+
2
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or in vector notation
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The bulk of the terms are the result of the recurrent application of the chain rule for
the derivatives on the viscosity. If we assume a constant viscosity and drop all gradients of
the liquid factor, and recall that only the second term of the right hand side is a function
of the density, then the above equation reduces to

Dω̄

Dt
= (ω̄ · ∇) u +

1

ρ
∇× f +

1

ρ3
∇ρ ×∇p + ν∇2ω̄ (2.73)

which is the classical Helmholtz vorticity transport equation. The RHS consists of four
terms namely the vortex stretching term, rotation due to external force fields, baroclinic
torque, and viscous production.

The second term result in vorticity production of non-conservative force fields, such
as electromagnetic forces or rotating coordinate systems. With cavitation flows, the only
active force field is the gravity field with a curvature that is so large as to rendering its
curl to practically zero. The baroclinic term acts whenever pressure and density gradients
are not aligned. Large gradients in density and pressure do not lead to any vorticity
production if the gradients are aligned, such as in a barotropic flow, or with any cavitation
model with near instantaneous vapor production and destruction. The final term, viscous
production, generates vorticity at a solid boundary and transports this vorticity into the
flow. To identify production terms due to the viscosity gradients of the flow in eqs. 2.72,
the incoming flow is set to ω̄ = 0 so that
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All remaining terms are inconsistent with a solution of zero vorticity production and
are hence production terms. The terms on the first row of the RHS are resulting forces
(usually zero for cavitating flows) and the baroclinic contribution. The term on the second
line of the RHS is the remnant from taking a variable viscosity into account. This—for lack
of a better term—viscoclinic torque is zero for isentropic flows or flows without any viscous
dissipation. This term is non-zero if the interaction of the curvature in the liquid-fraction
term and the deformation term is non-zero. In contrast to the viscous production term,
viscoclinic torque can be generated away from a wall, in the flow domain, in regions of
changing liquid fraction and high flow deformation. In order to estimate its contribution,
detailed knowledge is required of both the velocity field and the liquid fraction field. From
the experiments, the deformation tensor can only be partly resolved and the liquid fraction
not at all, let alone its derivatives in all directions.

Vortical flow

An analysis of the above results for a vortical flow is made, using a simple rotation sym-
metrical and two-dimensional vortex model. Two basic motions are prescibed in cylindrical
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coordinates. The first is uniform growth of the cavitating core so that

u = U (r) cosθ v = U (r) sinθ

w = 0 γ = f (r)
(2.75)

basically acting as a source term, plus a radially variable tangential velocity distribution

u = −U (r) sinθ v = U (r) cosθ

w = 0 γ = f (r)
(2.76)

corresponding to the swirling motion of the vortex. Any distribution function for γ
and U (r) can be chosen. Rewriting the viscoclinic equations for ω̄z = f (r, θ) to polar
coordinates result in

Dω̄z

Dt
= 0 (2.77)

for the source motion and

Dω̄z

Dt
= 2

ν

γ

(
∂2γ

∂r2
− 1

r

∂γ

∂r
− 1

γ

(
∂γ

∂r

)2
)(

∂U (r)

∂r
− U (r)

r

)
(2.78)

for the swirling motion. The contribution to the vorticity production is zero if

∂U (r)

∂r
=

U (r)

r
(2.79)

The solution U (r) corresponds to solid core rotation of the vortex, for any distribution
function of γ. As the interface of a cavitating vortex is often smooth, it appears that γ
acts as a step function and may not contribute at all to the production term. So, with
this simplified model, a vortex does not contribute to the viscoclinic torque, leaving the
production to regions of high vorticity and deformation. Regions of high vorticity are not
necessarily a vortex (Adrian et al. 2000), as shear flows can experience high shear. The
low pressure inside the vortical core, isovortical lines and spiraling stream and path lines
are an insufficient condition for finding a vortex (Jeong & Hussain 1995). When a vortex
is cavitating, it can be readily be identified, but this is more difficult in the wake of a sheet
cavity when the vortex core has condensed. In order to differentiate between vorticity due
to a vortex or due to shear, the Q-criterion is introduced by Hunt et al. (1988), with the
tensor Q

Qij =
R2

ij − D2
ij

2
(2.80)

The eigen-values of Q are λ1, λ2, and λ3 with λ1 < λ2 < λ3. The Q-criterion classifies
a vortex as a region where λ1 + λ2 + λ3 < 0. According to Jeong & Hussain (1995), a
low pressure region corresponds to λ2 < 0 and forms a more strict criterion. With the
planar PIV, only the gradients within the PIV plane can be resolved. Note that even
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stereoscopic PIV cannot resolve gradients perpendicular to the measurement plane so only
4 entries of e.g., the Reynolds stress tensor or rate of deformation tensor can be resolved.
An alternative for two-dimensional turbulence is the Okubo-Weiss parameter (Pasquero
et al. (2002)):
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(2.81)

whereby a vortex core is typified by a strongly negative value of Q. Naturally, the
velocity distribution is far from two-dimensional but may give some insight in the vorticity
distribution. The vapor fraction cannot be determined with any accuracy with the exper-
imental techniques used in the current research, but the rate of strain and vorticity can
be found by means of detailed PIV analysis. Using the Okubo-Weiss parameter, regions
of high vorticity due to shear can be found, distinguishable from regions of high vorticity
near vortices.



Chapter 3

Measurement setup

3.1 Introduction

This chapter discusses the measurement setup in detail. Section 3.2 describes the basic
setup: the cavitation tunnel at Delft University of Technology, modified to the needs of
high-speed data acquisition. The water quality is discussed in terms of gas content, nu-
clei content, turbulence level, and the velocity profile of the test section. Leading edge
roughness was applied to both ensure tripping of the boundary layer and the generation
of flow nuclei. An extensive uncertainty analysis is presented in the appendices of this
section. Section 3.3 discusses Particle Image Velocimetry (PIV). A brief introduction on
the technique is followed by a discussion on its accuracy. As is known from literature,
applying PIV to cavitating flows leads to over-exposure of the images leading in use of flu-
orescent particles and optical filters. A typical result of the empty test section is presented
to ascertain the quality of the measurement technique as used.

This research is focused on three-dimensional hydrofoils and their geometry definition
is given in sec. 3.4. Two parent forms are used, a finite span elliptical wing and a symmet-
ric hydrofoil with a span-symmetric twist. The cross-section profile is a Naca0009 for the
hydrofoils, except for one hydrofoil with an Eppler YS-920 profile. The Eppler hydrofoil
has a flat pressure distribution on the suction side reminiscent to pressure distributions
on propeller profiles and is expected to be sensitive to changes in loading. One hydrofoil
is fitted with miniature pressure transducers, presented in s. 3.5. These pressure sensors
are embedded in the foil as to reduce the risk of destruction by cavitation. The lift force
on the hydrofoil is measured by a full 6 degrees of freedom load sensor on both sides of
the tunnel wall (sec. 3.6). The result is a combined measurement of local pressures and
directly measured lift force.

Section 3.7 discusses the flow oscillator. The flow oscillator is used to vary the loading
on the hydrofoils in order to simulate the periodically changing inflow of a ship propeller.
The difficulty with such a flow oscillator is keeping it free of cavitation and keeping the

57
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forces on the setup low while generating a flow disturbance that will effect a change in the
sheet cavity on the main hydrofoil.

3.2 The cavitation tunnel

The test facility used for the present research is the cavitation tunnel at Delft University
of Technology. The tunnel was manufactured by Kempf und Remmers who supplied many
laboraties with cavitation tunnels in the 1960’s. During the 1970’s, the sections of the
tunnel were gradually replaced by stainless steel. The tunnel is driven by a 10 kW electric
drive and uses a propeller from early propeller cavitation research by Kuiper (1981) as an
impeller . The tunnel is a simple closed loop without a resorber or de-aeration chamber
(fig. 1). The velocity in the empty test section can attain a maximum of 10 m/s, although
for continuous running a speed of 7 − 8 m/s does not tax the tunnel drive to thermal
shut-down.

At the start of the project the tunnel was fitted with mercury manometers and a
plethora of tubes forming a continuous source of air leaks. The tunnel was renovated by
removing all tubes and closing off all pressure taps, and was fitted with new pressure trans-
ducers, a thermocouple, and a new vacuum pump with an automated pressure valve to
control the static pressure. The tunnel drive was replaced prior to the start of the current
research but its control could not guarantee a completely constant water speed. The tunnel
control system regulates on the rotation rate of the pump, resulting in a test section ve-
locity depending on the water temperature as well as on the configuration of the test setup.

The test section has the dimensions L × B × H 600mm × 297mm × 297mm. The
advantages of a small test section are that the forces on the hydrofoils are comparatively
small and the hydrofoils can span the entire water tunnel. The test section (fig 2) consists
of four perspex windows allowing for optical access from all sides. The windows can be
easily removed to change the test setup. The water tunnel is fitted with ten Keller PAA-15
transducers (fig. 1, point 2). Two sensors are placed in front of the contraction on the test
section’s central line. The inlet and outlet plane of the test section are fitted with four
sensors each (fig. 2). The pressure in the outlet plane was purposely measured to be used
as a boundary condition in numerical calculations. An example of a measurement is in
fig. K4,p. 207 to show that the pressure within a measurement plane can be considered
homogeneous. The determination of the velocity in the test section and the accompany-
ing error analysis are discussed extensively in appendices B & C. Note that the z-axis
points downward and that all experiments were performed with the suction side of the test
hydrofoils directed to the bottom of the test section.
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Figure 1 A sketch of the cavitation tunnel at Delft University of Technology. Flow is
counter-clockwise. Indicated are the honeycomb grid (A), the contraction (B),
the test section (C), a parallel section (D), and the diffusor (E). Numerals in-
dicate: the location reference pressure transmitter (1), pressure transducers in
front of the contraction (2), inlet (3) and outlet plane (4), a thermocouple (5),
connections to the vacuum pump (6), the tunnel drive (7), impeller location (8),
and a manhole with de-aeration tap (9)
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Figure 2 A sketch of the test section, flow right to left. The frame of reference is located
at the center of the test section, shifted to x = −40mm to coincide with the
rotation point of the hydrofoils. The arrows indicate the position of the pressure
transducers at the inlet and outlet plane. Note that the effective viewing area is
reduced by the window frame.
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3.2.1 Water quality and leading edge roughness

For limited Reynolds numbers—typical for small scale hydrofoils and propellers—the tran-
sition to turbulence of the boundary layer does not occur at the leading edge unless the
boundary layer is locally disturbed. Four conditions are identified for fully-wetted flow; a)
laminar flow without transition or separation, b) laminar flow with a natural transition to
turbulence but remaining attached, c) laminar flow detaching with transition to turbulence
in the separated region and d) flow with a natural transition to turbulence with separation
in the turbulent region.

The flow does not cavitate when the boundary layer is laminar in the low pressure
region and remains attached (a), as is observed at low Reynolds numbers. Laminar flow
results in significant scale effects on both forces and cavitation inception. Natural transi-
tion to turbulence suppresses laminar leading-edge flow detachment. Experiments by Franc
& Michel (1985) showed that when increasing the angle of attack on a hydrofoil, transition
to turbulence occurred on the leading edge negating the formation of a separated laminar
boundary layer and attached cavitation did not appear 1

When laminar flow does separate, it has a transition to turbulence and reattaches down-
stream (c). When the flow is cavitating, the flow detaches some distance downstream of the
separation point of the boundary layer. The location of boundary layer separation depends
on the cavitation number but is independent of the Reynolds number The distance from
boundary layer separation to the cavity detachment point depends on the flow velocity but
appears to be independent of the cavitation number (Arakeri 1975). The point of minimum
pressure precedes both the point of flow detachment as well as boundary layer separation.

Attached cavitation can form in the turbulent boundary layer (d). On smooth hydro-
foils without separation at the leading edge, the point of transition can be far downstream
of the leading edge resulting in an suppression of inception at the leading edge. The natural
transition on ship propellers occurs near the leading edge resulting in attached leading-edge
cavitation, so transition to turbulence far downstream of the leading edge is not represen-
tative of full-scale propeller flow. Shen & Gowing (1986) and Caron & Avellan (2000)
reported that for their oscillating hydrofoils with separation at the leading edge at steady
conditions, the separated flow remained attached above a certain reduced frequency at
fully-wetted conditions. The unsteady flow influences the boundary layer, which influences
cavitation inception.

When the laminar boundary layer does separate at the leading edge, attached cavition
is formed at low pressures and its appearance is smooth and glassy. Experiments with
axisymmetrix headforms showed that for laminar cavity detachment, local indentations
in the detachment line occur locally disturbing the interface (Tassin Leger et al. 1998).
When the laminar boundary layer does not separate, transition occurs far downstream of

1Bubbly cavitation can occur in attached turbulent regions, depending on the nuclei diameter spectrum
and pressure (Katz 1984).
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the leading edge and attached cavity appears on e.g., the aft section of the hydrofoil (Franc
& Michel 1985).

Clearly, the boundary layer strongly influences the inception and appearance of the at-
tached cavity. For this experiment three-dimensional hydrofoils are used at low velocities.
The natural transition to turbulence will occur on different locations on the hydrofoil as
the loading and local angle of attack of the hydrofoil changes in spanwise direction. The
boundary layer will remain both laminar and attached at the sides of the sheet cavity
on a smooth hydrofoil. If the boundary layer is tripped into transition by means of local
leading-edge roughness elements, the scale effects on the inception of attached cavitation
are avoided. Leading-edge roughness will effectively eliminate the laminar flow when the
roughness is sufficiently large and if the pressure gradient is large.

Roughness elements of 100 μm were applied at the leading edge (4% chord length) to
force the transition to turbulence 2. The drag is increased but ∂CL/∂α does not change
(Shen 1985). The roughness elements can lead to local streaks of cavitation appearing next
to the main cavity. Either the roughness elements are too large resulting in inception on
individual rougness elements, or the flow between roughness elements is insufficiently dis-
turbed and remains laminar. The entire cavity region near the leading edge on the Twist
hydrofoil resembled an agglomeration of such streaks at 5 m/s. This velocity was therefore
deemed too low a velocity for quantitative validation measurements, but has be used for
the observations as the individual streaks do merge into a single coherent attached cavity.
A velocity of 7 m/s resulted in a cavity with a much smoother appearance, see fig. 3.3.
Note that the Reynolds number for this experiment was modest at Re ≈ 106.

In a study on nuclei behavior, Liu et al. (1993) concluded that the number of nuclei in
a tunnel changes with σ. At higher values for σ, the nuclei content decreases in time while
it increases for lower σ. The time to change to a different nuclei concentration depends
on the value of σ as well; concentrations may change over the course of hours. But, not
only does the concentration change, the mean diameter and diameter distribution of the
nuclei change as well. Clearly the occurence of cavitation effects with the nuclei content
for a closed system such as a water tunnel, resulting in a continuously changing nuclei di-
ameter spectrum. This change in the spectrum depends in the cavitation extent, but also
on the gas content due to diffusion of gas into the nuclei (Watanabe & Prosperetti 1994).
An indication of nuclei content can be obtained with a so-called Cavitation Susceptibility
Meter, by measuring the water’s tensile strength. This device was not used and the nuclei
content is not determined for these experiments, however, the gas content was measured
by using a Van Slyke gas content meter. This device cannot distinguish between dissolved
and free gases in the flow (Rood 1991).

2The hydrofoil tested at the Laboratoire Machine Hydraulique (LMH) at the École Polytechnique
Fédérale de Lausanne (EPFL) was supplied with 60 μm roughness
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5 m/s 7 m/s

Figure 3.3 Close-ups of the leading edge, showing an area of 30% by 30% chord. The
difference in the cavity appearance between a velocity of 5 m/s at left, and
7 m/s at right.

The default start-up procedure of the tunnel includes running for eight hours at very
low values of σ with a cavitating hydrofoil in order to de-aerate the water. The total
volume of the dissolved and free gas content was measured to be below 0.1%. The nuclei
content was confirmed to be low on several occasions when the fully deaerated tunnel was
activated after a few days of rest: the hydrofoil was observed to be free of cavitation at
very low values of σ when suddenly a fully developed cavity appeared as a single nucleus
entered the low-pressure region.

The gas content was not measured for most of the experiments, but the roughness
elements applied to the leading edge will supply the degassed flow with ample nuclei for
sheet cavitation to develop naturally (Kuiper (1982)). Without roughness, the nuclei con-
centration depends cubically on the ratio between full scale and model scale (Lecoffre &
Bonnin 1979), so the concentration is too low at low Reynolds numbers. van der Meulen
& Ye (1982) concluded that the application of roughness eliminates scale effects for bubble
cavitation and was as effective as generating nuclei upstream by means of e.g., electroly-
sis. Bubble cavitation inception does not change due to the roughness elements as it is
insensitive to the Reynolds number. However, this form of cavitation is not the goal of
the current research. As incipient cavitation on roughness elements is typically observed
when the value of −σ equals the minimum pressure coefficient (Caron et al. 2000) it can
be concluded that the nuclei content of the flow is no longer critical.
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A velocity profile of the empty test section is given in fig. 3.4 for a nominal velocity
of 7 m/s, measured using PIV (see s. 3.3). The inflow is not entirely uniform and varies
within 2%. The velocity distribution is taken as V = (V0 + u′, v′, w′). As the used setup
results in a two-dimensional velocity field. Considering the symmetry in height and width
of the cavitation tunnel, it is assumed that the turbulent fluctuations are homogeneous
perpendicular to the mean flow direction so for the fluctuations v′ and w′ can be stated
〈v′〉 ≈ 〈w′〉. The turbulence level is calculated as

TL =

√
〈u′〉2 + 2 〈w′〉2

3V 2
0

(3.1)

to be 2-3% at the foil location.

Turbulent fluctuations in the test section remain constant within the field of view of
the PIV measurements. The axial velocity was measured to rise by approx. 1% within the
field of view of the PIV measurement.
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Figure 3.4 Normalized ensemble-averaged axial velocity profile measured during 0.341s at
the foil location (x = 0) as a function of test section height Z, see fig 2. The
velocity is within 2%
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3.3 Particle Image Velocimetry

3.3.1 Introduction

Particle Image Velocimetry (PIV) is an optical measuring technique for gaseous and liquid
flows. The principle PIV is as follows. Seeding particles are added to the flow. If the
particle density is close to that of the fluid and the particle size is not too large, they can
be assumed to follow the flow perfectly and can be considered as fluid tracer particles: their
velocity equals the fluid velocity. The particles are illuminated by laser light. This laser
beam is expanded by means of lenses into a light sheet with a carefully specified width
and thickness (see fig. D.1, p. 178). This light sheet illuminates a slice of the fluid domain.
A camera—preferably placed perpendicular to the light sheet—captures the location of
the tracer particles. The local particle displacement can be deduced from their location
displacement from frame to frame. With a known image scaling and time between frames,
the local velocity can be obtained to within 1% (Ullum et al. 1998).

The processing of the images in order to determine the velocity operates by dividing the
image into smaller so-called interrogation windows, ranging from 16 to 128 pixels. These
windows are cross-correlated with an interrogation window on the second image. A range
of displacements of the interrogation window on the second image is tried in order to find
the maximum correlation. This results in a correlation map based on pixel displacement,
having a strong correlation peak at the matching displacement. It is important to under-
stand that PIV interrogation does not match each individual particle from one image to
the next, but correlates particle patterns. For instance, two photographs of a regular brick
wall will show an equally strong cross-correlation at a multiples of brick displacements
because the pattern is periodic. The correlation map often shows multiple correlation
peaks and the strongest peak may be false, leading to a spurious result to be deleted in
post-processing, e.g., by comparing it with its neighbors, checking its absolute value, or
comparing its correlation peak value to the second correlation peak.

The result will be biased toward lower velocities when many particles leave the inter-
rogation window between images due to their high velocity. In order to counter this bias
error, a window shift can be applied equal to the expected particle displacement in order
to keep the particle count relatively constant. More advanced algorithms use their initial
solution to deform the interrogation window as well—applying the fluid’s strain rate—in
order to increase the accuracy of the interrogation of the peak displacement further by
capturing more matching particle pairs. Theoretically, deforming the entire first image
with the correct deformation field will result in the second image, should no particle have
left or entered the laser light sheet between images.

The velocity can be calculated dividing the displacement with the time between record-
ings and by applying an image deformation map. This image deformation map is the result
of a calibration procedure, using an image of a grid with a known spacing as a scaling ref-
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erence. This will (partly) remove deformation errors introduced by lens flaws or effects of
looking through refracting materials (windows) at an oblique angle, introducing optical re-
fractions and aberrations. One usually tries to place the camera perpendicular to the light
sheet and tunnel wall, but even then the edges of the image are not perfectly perpendicular
to the light sheet, resulting in some unavoidable deformation at the image edge. As the
PIV images are often warped, curved, or otherwise distorted to some degree, a calibration
function is required to ”dewarp” the image back to the undeformed measurement plane.
Note that the camera can only distinguish particles moving perpendicular to its viewing
direction, so even if the image is dewarped, the error increases as the viewing direction
deviates from orthogonal. For example, if the flow velocity would be perfectly perpendic-
ular to the light sheet and directed toward the camera, particle displacement at the outer
edges of the PIV frame seems to flow outward as a result of the perspective of the non-
perpendicular viewing angle. This is interpreted as movement parallel to the light sheet by
the two-dimensional PIV interrogation. With the setup used here, any out-of-plane veloc-
ity will influence the parallel velocity. This oblique viewing angle is about 4.3◦ at the image
edges for the present experiments, resulting in a 0.3% error, which is considered acceptable.

The pulse delay of the laser used to expose two adjacent PIV frames is set so that
the average particle displacement is around 10 pixels, so this delay depends on the flow
velocity and size of the measurement area. With the use of high-speed cameras and lasers,
a time-resolved PIV measurement can be made. It would be convenient if each frame could
be correlated with its successor, so that the laser pulse delay dt would be equal to the time
between frames. However, this often not the case as the camera used for these experiments
does not run at customizable frequencies (One can choose e.g., 2,000 or 3,000 frames per
second and not the preferred 1/dt). Two lasers are used so that the first laser flashes
half the pulse delay before the end of frame #1 and the second laser flashes half the delay
time after the start of frame #2. This will cut the effective frame rate of the camera in half.

The displacement of the tracer particles is only accurate if its trajectory follows the
fluid path and if the curvature of this trajectory is negligible, resulting in a restriction
of time between images, magnification and camera resolution. For most applications, the
particle path is assumed to be a straight line, leaving the particle size on the image as
a parameter. Very small particles will generally show up as a single pixel on the image.
The interrogation program can then at most find displacements equal to discrete integer
pixel values, an effect called peak-locking. With an average displacement of 10 pixels, this
results in an unacceptable error of 10%. If a particle is so large that it is captured as
several pixels, one can fit an e.g., three-point Gaussian distribution or bi-cubic polynomial
to estimate its sub-pixel peak location (centroid) to within of 5 % of a pixel (Westerweel
1993). Note that one applies the fitting functions to the correlation map, not to individual
particles. So the accuracy of PIV is much better than one would initially expect based
on camera resolution. The particle size is preferably not smaller than 2 pixels, but no ad-
ditional information is present if the particle is any larger (Westerweel 1997), most likely
due to deteriorated correlation of centroid function on the larger particles. It is possible
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to adapt centroid estimating functions to particle size, but such details within the interro-
gation routines are beyond the scope of the present work.
With a two-dimensional velocity field it is possible to calculate e.g., one vorticity com-
ponent or a part of the Reynolds stress tensor or rate of deformation tensor. Note that
stereo-PIV can resolve the third component of the velocity vector, but not the velocity
gradient perpendicular to the light sheet unless two separate light sheets are used. Vortic-
ity can be a useful parameter as it is not dependent on the frame of reference. Vorticity
is a difference in velocity derivatives, usually calculated using finite difference schemes.
The accuracy of the calculation depends on both the truncation error of these schemes as
well as on the accuracy of the velocity measurement. The first error can be reduced by
means of measurement grid refinement, the second error component cannot. Note that the
interrogation windows during interrogation may partially overlap in which case velocity
vectors are partially interdependent, sharing a portion on the raw PIV image. An increase
in window overlap generally increases bias error in vorticity predictions (Raffel et al. 1998).

The reader is referred Adrian (1991), Raffel et al. (1998), or Westerweel (1993) for
further reading.

3.3.2 Application to cavitating flows

The application of PIV to cavitating flows introduces several problems not present in fully-
wetted flows. Particles do not mix with the vapor, and vaporous regions reflect the incident
laser light. Tassin Leger et al. (1995) commented that strong reflections not only overex-
posed the images near the cavity interface, but also illuminated particles outside the light
sheet. Bubbles and nuclei in the flow may also be interpreted as tracking particles by the
interrogation routine. In fact, Wosnik et al. (2006) used bubbles exclusively as tracers in
the wake of a cavity, however insufficient bubbles are present near the attached cavity and
it is not immediately apparent if bubbles of various sizes will have a negligible slip or if
shear will not deform the bubble between laser pulses to such a degree that the interro-
gation program will interpret it as a motion. If the bubbles are small, surface tension is
sufficiently high to force the bubbles to retain their spherical shape, but even then contam-
inants on the bubble interface can cause a non-zero shear stress leading to deformations
(Mei 1996). Early work by Johnson & Hsieh (1966) indicated that nuclei will be deflected
by strong pressure gradients—such as in the vicinity of a stagnation point or regions of high
vorticity—and move the nuclei away from the leading edge (delaying cavitation inception
as well). The use of tracer particles with a density close to that of the liquid does not have
such uncertainties. However, strong reflections by bubbles or cavitation are not negated
by the use of such particles.

The problem of reflections can be easily solved by the application of fluorescent tracer
particles, as used by Shridhar & Katz (2000) or Bachert & Stoffel (2003). All reflected
laser light can be removed by placing an optical filter in front of the camera, removing
the risk of overexposure or in worst cases damage to the optical chip of the camera itself
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3. This technique is sometimes referred to as Laser Induced Fluorescent Particle Image
Velocimetry (LIF-PIV), but the LIF prefix is not used further. The selected particles are
PMMA particles coated with Rhodamine B, reflecting in the orange band at 590 nm. The
particles used are not neutrally buoyant with a ρp = 1.19 · 103 kg/m3. The net force of
gravity minus buoyancy is

F = (ρp − ρ) g
1

6
πD3 (3.2)

and the oppositely directed drag force is

FD = CD
1

2
ρV 2π

4
D2 (3.3)

With an expectedly small velocity (Re � 1), the drag coefficient of a sphere in Stokes’
flow is

CD =
24

Re
(3.4)

Setting eq. 3.2 equal to eq. 3.3 for an equilibrium situations and substituting eq. 3.4 gives

V = g
ρp − ρ

18μ
d2 (3.5)

which is less than 0.3 mm/s for the largest particle (50 μm) in water 4 , too small to be
detected considering the precision PIV can resolve. The frequency response of the particle
depends on the ratio of particle and fluid densities. According to Mei (1996), when the
particle/fluid density ratio is 0.56 < ρp/ρf < 1.62, the response is very good. The particles
will settle on the tunnel floor, but were quickly dispersed when starting the tunnel. The
use of these particles and filters is often hampered by their high cost, but as the tunnel in
Delft is small the expenses are limited.

However, two problems will not be solved by the use of fluorescent particles. First,
diffraction of the light sheet by the cavity will continue to illuminate out-of-plane particles.
If a camera is chosen with a very narrow depth of field, these particles will be out of focus,
decreasing the possibility of forming a strong correlation peak. The diffraction of the light
sheet could be clearly observed during the tests (fluorescent light from the particles also
passes laser goggles, allowing for direct observation). Second, although direct illumination
and overexposure is removed, the particles on their turn will illuminate the cavity and
test section, resulting in background noise recorded by the camera. As any area of the
PIV image may yield a strong correlation, the moving cavity cannot be interrogated and
expected to produce an accurate displacement prediction because

• The cavity is a reflecting surface, so the recorded intensity depends on the direction
of illumination. A subtle change in the cavity outline results in a change of the
intensity of the reflection, leading to false correlation.

3The used filter has a transmission efficiency of 85% at 590 nm
4Re = 0.015
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• It is impossible to determine 5 if the recorded cavitation is inside or outside the light
sheet. In fact, most of the time it is clearly outside the light sheet. The calibration
is only valid in the measurement plane so interrogation of vapor is nearly always
erroneous.

• Correlation of vapor does not lead to a correct prediction of the fluid velocity as one
observes changes in the cavity interface, not changes in fluid velocity. For example,
the interrogation of a smooth and stationary interface results in a zero-velocity pre-
diction leading to strong gradients in the velocity field near the interface, which is
simply not present in the actual flow.

It therefore must be removed using some form of pre-processing on the PIV images.
This pre-processing is explained in detail in chapter 4.

3.3.3 Performance of the PIV system

In this section the evaluation of the performance of the PIV system is briefly described. The
details of the setup are described in appendix D. The peak-locking error can be detected
by plotting particle-displacement probability distribution functions (PDF’s). When peak-
locking is predominately present, strong peaks at integer pixel displacements are found.
The effect of peak-locking can be reduced if the number of particle pairs in an interrogation
window exceeds 4, the mean particle diameter is larger than one pixel (but preferably not
larger than 2), and a good fitting algorithm is used for processing the correlation map.
Note that the histogram can display a strong tendency toward an integer displacement
value if that is the actual mean flow velocity. By keeping the flow conditions constant and
varying the pulse delay time between PIV images, the histogram distribution should shift
accordingly. Unfortunately the tunnel flow conditions could not be controlled to such a
degree that the velocity was equal during each experiment, so the peak location does not
always change linearly with the pulse delay. However, the presence of peak-locking can be
determined by (random) sampling of several PIV conditions with varying pulse delays.

In a study by Christensen (2004), mean flow profiles were shown to be fully insensitive
to peak-locking as the averaging of the error is similar in nature to the averaging of tur-
bulent fluctuations, even in the case of absolute peak locking with zero sub-pixel accuracy.
Of course, even when all elements of a data set collapse onto integer values, it is to be ex-
pected that the ensemble average equals the true mean for a sufficiently large set of data.
Naturally, turbulence statistics, Reynolds stress terms, and vorticity are not insensitive
to peak-locking, but the averaged flow field accuracy will not be affected by peak-locking
errors. However, the instantaneous velocity field will be affected and when calculating
ensemble averages the number of velocity fields cannot be considered large. Peak-locking
errors should be avoided.

5with a single camera
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The distribution in fig. 3.5 indicates peak-locking was not present for the fully-wetted
case. One can also plot the fraction particle displacement, or difference from integer values;
x − �x
. A low fraction distribution around 0.5 pixel may be indicative for peak-locking.
The fractional displacement PDF is plotted in fig. 3.6. Note that the horizontal displace-
ment is low around 0.0 to 0.5 pixel and vertical displacement is low around 0.5 pixel
in fig. 3.6, even though from figs. 3.5 it is apparent that peak-locking was not present.
Naturally, this is the result of the measurement gravitating around (−8.3, 0) pixel for a
horizontal flow.

3.4 Hydrofoil geometry

The basis for the hydrofoils is a three-dimensional hydrofoil, previously used by Dang
(2000), with a chord length of c = 150mm over the entire span. The span itself is
s = 300mm (spanning the entire test section). The hydrofoils have a span wise varying
angle of attack giving the hydrofoils a characteristic twist. A local Cartesian coordinate
system x, y, z is used with the x-axis in the undisturbed flow direction, the y-axis along the
span, and the z-axis upward. The description of the hydrofoil follows in the normalized
coordinates

x̂ =
x

c (y)
ŷ =

y

s
ẑ =

z

c (y)
(3.6)

Note that x = [0...1] always denotes the section from leading the trailing edge at any
position ŷ, and z is normalized with respect to the local chord length. The hydrofoils are
parametric in their description for sectional profile, chord length distribution, rake, skew,
and twist distribution.

3.4.1 Sectional profile

NACA’s description of the geometry is defining the camber as the mean division of the
thickness of the foil, in such a way that the thickness is always perpendicular to the mean
line. The distance between the NACA mean line and the chord line is called the camber
(the mean line may also be called camber line). Such a definition can result in a sharp
curvature of the camber line near the leading-edge nose with the added effect of the phys-
ical foil length sometimes exceeding the defined geometrical chord length. This definition
is even more cumbersome if one wants to fit an existing foil of an arbitrary shape to this
curvilinear description. The origin of this description can be found in the use of lifting
surface theory, where only the camber line and a symmetric thickness distribution is used
in the mathematical description for the foil geometry. The hydrofoils will be described
using polynomials based on table of offsets or the exact analytical descriptions. An offset
is the distance to the suction and pressure side to the chord line, following the definition
of the International Towing Tank Conference.
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Two sectional profiles are chosen for the hydrofoils. The first is a symmetric and
uncambered NACA0009 section (Abbott & von Doenhoff 1959). The NACA0009 has a
low-pressure peak at the leading edge and a continuously increasing pressure distribution
from about 5% chord under a non-zero angle of attack. Such a pressure distribution results
in a gradual increase in cavitation length when either σ decreases or the loading increases.
This makes the NACA foil an ideal candidate for cavitation observations as it is relatively
insensitive to small changes in the flow conditions. One may adopt such a section as a
propeller blade section in regimes where cavitation cannot be avoided, although most sec-
tions will perform better than the NACA0009 section. A different approach is applying
a pressure distribution that is flat along most of the chord length and does not have a
distinct pressure peak at the leading edge when the angle of attack changes a few degrees.
These hydrofoils are free of cavitation over a larger range of σ, but will immediately have
a large attached cavity after cavitation inception. These hydrofols are thus more sensitive
to changes in flow conditions. The sections designed by Eppler & Shen have a flat pres-
sure distribution and have been documented (Eppler 1981). The Eppler & Shen profile
YS-920 is chosen as it has been subjected to verification experiments (Shen 1985) with 920
signifying a thickness-to-chord ration of 9%—identical to the NACA0009—and with the
last 20% of the chord used for the pressure recovery. The CL = 0.22 at its zero angle of
attack. Jessup et al. (1994) presented application and full scale demonstration of Eppler
type sections to a naval controllable-pitch propeller to increase the cavitation inception
speed.

At this angle of attack, the minimum pressure and laminar separation points lie around
x̂ = 0.77 and x̂ = 0.78 ,respectively, but will move to the leading edge when the angle of
attack exceeds 1◦. At Re = 2.5 · 106, with leading roughness added, the zero lift angle is
measured to be α0 = −2.15◦ and from visualization it was apparent that laminar separa-
tion was not present (Shen 1985).

The Eppler & Shen sections are designed to have the an attached boundary layer. The
pressure recovery zone has been designed such that the turbulent boundary layer is least
likely to separate. Such sections have a flat pressure distribution over 70 to 80 % of their
chord length followed by a region of rapid pressure recovery. With the increase of the angle
of attack to angles larger than α = 1.5 − 2.5◦, the pressure exceeds its minimum pressure
design requirement. As the method of Eppler & Shen is based on finding a table of offsets
satisfying a specified pressure or velocity distribution, there is no parametric description. A
polynomial is defined for both suction and pressure side to match the Eppler’s coordinates
in the form of

ẑEppler (x̂) = C0

√
x̂ +

N∑
i

Cix̂
i + b (3.7)

identical to the analytical description on the NACA0009 section and capturing the
hydrofoil within milling accuracy (The square root is essential for capturing the curvature
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of the leading edge). The coefficients for the NACA0009 and Eppler YS-920 are given
in App. E. For the actual manufacturing of the foil, the trailing edge of a section must
be sufficiently thick to prevent damage during the milling process and setting up of the
experiments. The trailing edge of both the NACA0009 and Eppler YS-920 as thickened
in accordance with the typical propeller manufacturing practice. A minimum trailing
edge thickness of tmin = 0.4mm was chosen in consultation with the manufacturer. See
appendix E.2 for details of polynomial used to add additional thickness.

3.4.2 Geometric angle of attack of the Twist hydrofoils

The geometric angle of attack for the Twist hydrofoils increases toward the center of the
foil, giving it a twist, to generate a three-dimenionsional cavity that only partially covers
the span. The hydrofoil is free of cavitation at the walls in order to avoid the interaction
of the cavity with the tunnel wall boundary layer. The twist distribution of the angle of
attack α (ŷ) is taken so that the angle of attack changes from 0 at the walls to αM at
the mid span position and have a zero-derivative at both points. A simple third-degree
polynomial mirrored around ŷ = 1

2
satisfies this condition.

α (ŷ) = αM

(
16
∣∣ŷ − 1

2

∣∣3 − 12
∣∣ŷ − 1

2

∣∣2 + 1
)

(3.8)

with αM the maximum angle of attack, see fig. 3.7.

The geometry description of the Ellipse hydrofoils is given in appendix E.5. The pa-
rameters of the hydrofoils of this study are listed in table E.3. A selection of the hy-
drofoil family is presented in fig. 3.9. The designation of the hydrofoils consists of the
main type—Elliptical or Twist—followed by the maximum angle of attack, and hydrofoil
type -NACA009 (N) or Eppler YS920 (E). The sections of the Twist-11N, Twist-11E, and
Twist14N hydrofoils rotate around x̂α = .75, taken at 75% chord. The Twist-8N and
Ellipse-11N sections rotate at the mid-chord position at x̂α = .5. The reason the center of
rotation was moved further aft is that the hydrofoil at the sides is optically blocking the
center plane when viewing from the sides during the PIV experiments. See figure 3.8.

3.5 Local pressure measurements

The measurement of pressures on the surface of the hydrofoil is required for validation
of numerical results. The hydrofoils can be fitted with transducers—flush with the foil
surface—at various locations. However, cavitation imploding at or near the location sensor
can destroy it. Placing the sensor in a chamber in the hydrofoil with a small pressure tap
to the surface reduces the risk of damage. This technique has been used successfully at the
Laboratoire Machine Hydraulique (LMH) at the École Polytechnique Fédérale de Lausanne
(EPFL) and has been implemented in the Twist-11N hydrofoil.
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Figure 3.5 Histograms of horizontal and vertical pixel displacement values in steps of 0.01
pixel taken from the wake measurements of the flow oscillator. The smooth line
is the normalized PDF of 1,024 displacement fields (not a PDF of the averaged
displacement), the jagged line is a single displacement field. Note that the
distribution does not peak near the integer value of -8 pixel. The right figure
does peak around the integer value of 0 pixel, which is expected since the flow
is horizontal.
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Figure 3.6 PDF’s of fractional pixel displacement values in steps of 0.01 pixel as in fig. 3.5.
Although the right figure shows a strong tendency toward integer values—
suggesting a possible strong peak locking effect—it is the result of a measure-
ment of a horizontal flow.



74 CHAPTER 3. MEASUREMENT SETUP

1.0

0.5

0.0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1.0
0.0

Span position, y, [-]

α
(y

)/
α

^

^
M

Figure 3.7 The angle of attack distribution function for the Twist series.

Figure 3.8 The center of rotation of the sections of the Twist series influences the optical
blockage of the center plane during PIV measurements (top). Shifting the center
of rotation aft reduced the blocked area (bottom).
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Figure 3.9 Renderings—from top to bottom—of the finite-spam Ellipse-11N, and full-span
Twist-8N, Twist-11E, and Twist-14N hydrofoils. The center of rotation of the
sections is at 50% chord for the Twist-8N and at 75% for all other Twist hy-
drofoils, as is apparent by the leading edge offset of both the Twist-11E and
Twist-14N.
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3.5.1 Placement

The miniature pressure transducers are placed in small chambers with a �1 mm pressure
tap toward the surface (see fig. 3.10). The sensor is placed in the chamber and glued
to the hydrofoil. The chamber is filled with a resin (Epo-Tek 301-2), which has a very
low viscosity before curing, allowing it to fill the chamber without entrapping air. When
cured, the resin—sanded flush with the surface—has a density close to that of water with
ρresin = 1017.5 kgm−3. Two sets of sensors were used, Keller Series 2MI and Unisensor
miniatures HP. The specifications are given in table 3.5.1. The fitting of the sensors and
filling of the chambers is performed at Unisensor. Both sensors are temperature-corrected
piezo-resistive sensors.

Sensor Keller 2Mi Unisensor HP
Height 1.9 mm 1.0 mm
Diameter 4.5 mm 3.0 mm
Range 10,000 kPa 6,896 kPa
Linearity < 0.5% < 0.2%

Table 3.1 Some specifications of the miniature pressure transducers.

1
1

2

3

4

Figure 3.10 Schematic of the chambers of
the miniature pressure trans-
ducers at the leading edge’s
suction side, with Unisensors
(1) at 2.5% and 5% chord,
Keller sensors at 10% chord,
the hydrofoil (3) and the resin
filling (4).

1.00.
5

4.5 3.02.
0

4.5

Figure 3.11 Detail of the chamber geome-
try for the Kellers (Left) and
the Unisensors (right). The
pressure taps are always per-
pendicular to the surface of the
hydrofoil. The distance from
sensor’s top to the chamber’s
ceiling varies per sensor.

The static calibration of the transducers follows the same routine as for the wall trans-
ducers of the cavitation tunnel. The response of the sensors was confirmed to be fully linear
by setting the pressure from 50 to 1000 mbar in steps of 50 mbar. Deviations are typically
smaller than 0.5%. Normal operation calibration entails fitting a straight line through the
two measured points at the extremes of the tunnel pressure range. The dynamic calibration
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of a similar setup was performed by Pereira et al. (1993). The calibration used a spark
generator—releasing 2.5 J between two immersed electrodes—and the response of the re-
cessed miniature transducer is compared with the response of a reference sensor (Kistler
701) and an accelerometer. The spark creates a cavitation bubble and both its growth and
collapse generate a pressure peak. The response is linear from 150 Hz to 25 kHz. As the
bubble does not excite in the lower frequency band, a second calibration is performed by
comparing the response of the sensor to the response of a reference sensor in a cylindrical
pipe with a rotating valve. The response function is linear (Farhat et al. 2002a). Based on
these results the miniature transducers were not dynamically calibrated and are assumed
to have a linear response. After assembly, the hydrofoil was subjected to its pressure ex-
tremes, allowing for a brief break-in time of the resin. Measurements during this break-in
preriod indicated an initial non-linearity in the resin behavior but after several pressure
transients the response was confirmed to be fully (statically) linear. Since the chamber
itself can act as a resonator, the Helmholtz resonator frequency of the pressure chamber
can be estimated at

f ∼= c

2π

√
A

tVC
(3.9)

with the speed of sound c, a pressure tap area A & height t, and the chamber volume
VC . Although the diameter of the pressure tap is known, the exact height of the chamber
differs from sensor to sensor. Typical values of the pressure tap resonance frequency are
estimated in the order of 50 kHz to 70 kHz, far beyond the application range.

3.5.2 Sensor location

Due to the early availability of PIV data and high speed recordings, the Twist-11N was
chosen to be fitted with the transducers. The hydrofoil is machined for both the cavitation
tunnel at Delft and at the cavitation tunnel at EPFL, the latter having a test section with
exactly half the dimensions of the Delft tunnel. Although the Twist 11N-EPFL is a 50%
scale model of the Twist-11N, it has the same trailing edge thickness of 0.4 mm. The
Twist 11N is fitted with 20 sensors, the Twist 11N-EPFL with 16. The location is given
is table E.4 & E.5 (p. 185) and visualized in fig. 3.12.

Although the sensors are placed in recesses and have a range of several bars, any direct
implosion of cavitation will destroy a sensor. Therefore, the measurement program has to
be carefully planned to have the maximum number of available sensors left as the cavitation
intensity increases. The Twist-11N-EPFL was tested at the same Reynolds number as the
Twist-11N in Delft, as well as twice that number (28 m/s) The hydrofoil sensors lasted but
a single afternoon with only 5 survivors at the end of the testing period, all at the leading
edge. No sensors were damaged by cavitation with the Twist-11N at the cavitation tunnel
at Delft.
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Twist-11N Twist-11N-EPFL

Figure 3.12 Location of the miniature pressure transducers with the TU Delft foil and
the EPFL hydrofoil. The dots indicate the position of the Unisensors (black),
Kellers, (white). All sensors are placed on the suction side, except sensor 1,
which is placed on the pressure side, here indicated on the suction side.

3.6 Force balance

The forces and moments exerted by the hydrofoil on the flow are valuable to ascertain
the effect of cavitation in unsteady flow conditions. Force measurements are common,
but usually not all three force and moment components are measured due to the resulting
complexity of the setup. The hydrofoil cannot touch the wall of the tunnel but the gap
between the hydrofoil and tunnel wall must remain as small as possible. Measuring forces
and moments in a water tunnel has difficulty of keeping the tunnel water-tight without
disturbing the measurement. For this experiment commercially available load sensors are
utilized. Details of the sensor and setup are in app. F.

3.7 Flow Oscillator

3.7.1 Introduction

From the point of view of the experimenter, one can choose between an oscillating hydro-
foil (Shen & Gowing 1986, Franc & Michel 1988, Hart et al. 1990, McKenney & Brennen
1994, Reisman et al. 1994, Caron & Avellan 2000) or an oscillated flow (Hallander &
Bark (1998)) to generate unsteady cavitation. The flow behind a ship is strongly non-
homogeneous resulting in a periodic loading of the ship propeller. Cavitation is present in
regions of either high loading or a very low to negative loading (resulting in pressure side
cavitation). The effect of transient loading by periodic inflow variation is closely related
to propeller flow so the current experiments were performed with a flow oscillator. The
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oscillator itself should be completely free of cavitation, otherwise pressure measurements
or PIV measurements will be subjected to noise. The bearing loads and oscillating torque
exerted by the flow on the flow oscillator are preferably low to reduce both cost and weight.
These requirement dictate that the combination of hydrofoil choice with the oscillating am-
plitude leans toward a large hydrofoil with a modest motion amplitude.

As cavitation on the oscillating foils has to be avoided, a hydrofoil specifically designed
for delayed cavitation inception can be chosen or any other hydrofoil with a favorable (flat)
pressure distribution. Still, Bark reported 6 cavitation on his flow oscillator at certain con-
ditions. The use of foils such as the NACA 16 or 66 series, or those by Eppler (1979)
offer some degree of protection by postponing the occurrence of a low pressure peak at the
leading edge and thus delaying cavitation inception. The flow oscillator must not only have
a minimum of cavitation, it must do so while generating lift and offer structural strength.
The Eppler & Shen hydrofoils were designed to have an attached boundary layer. The
pressure recovery zone is designed such that the turbulent boundary layer is least likely to
separate. Such hydrofoils have a flat pressure distribution over 70 to 80 % of their chord
length followed by a rapid pressure recovery region.

A deflectable trailing edge flap has a much smaller influence on the flow around the
leading edge than changing the angle of attack of the entire hydrofoil. However, this de-
flectable trailing edge flap does create a low pressure region near the hinge as reported
by Jacobs & Pinkerton (1931). This early work reports on the measurements of airfoil
sections with deflectable flaps at several angles of attack and angles of deflection. It is
clear from the measurements that the leading edge suction peak remains small for their
section (NACA RAF30). However, the pressure near the trailing edge hinge can be low,
as low as the leading edge pressure. The hinge of the flap must therefore be placed outside
the flat pressure region and in the pressure recovery zone. This requirement disqualifying
both the NACA 16, 66, and Eppler & Shen hydrofoils as suitable candidates.

A deflectable trailing-edge flap has the advantage that the wake will be reduced in
height, wall effects are smaller and the geometry is simpler to represent in numerical
simulations. It is expected that numerical simulations can be performed with static nu-
merical mesh and that the perturbation of the deflection of the trailing edge flap can be
implemented using disturbance functions. Also, the oscillating torque is smaller than an
oscillating foil. So, a stationary foil with a deflectable trailing edge flap is ideally suited
as an oscillator in a cavitation tunnel, provided that the foil is supported on either side of
the tunnel wall. Krag & Wegner (1985) tested several types of flow oscillators in a wind
tunnel 7 and concluded that the gust was constant in amplitude around the centerline
over 80% of the span for gust generators spanning the entire test section (the effect of the
gusts disappears toward the tunnel walls), and that the effect of the gusts dimishes quickly

6private communication
7flapping wings, deflectable trailing edges, jet flaps, and finite gust generators in the tunnel’s contraction
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behind the oscillators (two chord lengths).

The airfoil sectional profile and pressure distribution should have the following charac-
teristics:

1 The airfoil should have sufficient thickness at the trailing edge hinge location in order
to fit a hinge of sufficient strength

2 The pressure distribution near the leading edge should vary smoothly with the flap
deflection in order to minimize the risk of leading edge cavitation

3 The pressure distribution should already be recovering at the trailing edge hinge
location to reduce the risk of cavitation

The section for the oscillator is from the the NACA63A010 series. These hydrofoils
have a gradual pressure recovery zone and a relatively high pressure at 80% chord and
sufficient thickness from a structural point of view. The NACA 6-series were designed
by Theodorsen’s conformal mapping (Theodorsen & Garrick 1933) and an analytical de-
scription such as for the NACA 4-digit series is not available. However, a polynomial
approximation based on a table of offsets made in the form of eq. 3.7 can be generated
easily. The NACA 6-series mean lines have not been described, resulting in thickness dis-
tribution. Details are found in appendix E.3.

The tunnel top and bottom walls have a strong effect on the flow, so any velocity
oscillation is expected to very quickly damp out. To reduce the risk that the effect of the
flow oscillator is too small, it is placed a short distance upstream of the main hydrofoil.
The vertical distance of the deflectable flaps to the main hydrofoil is preferably large to
avoid the wake hitting the test hydrofoil, but not too close to the wall to prevent strong
wall effect increasing the risk of cavitation. In order to avoid the flow oscillator to induce
an asymmetric gust in the test section, two flow oscillator hydrofoils are chosen to be
placed equidistant from the tunnel heart line at z = 0. The foils are positioned at 1/3
and 2/3 of the height of the test section, as sketched in fig. 3.13. The oscillating foils are
manufactured as one complete foil. The trailing edge flap is sawed off and both ends are
hollowed out with a spherical milling bit. A shaft is bolted to the trailing edge flap. The
oscillation motion was generated by means of a simple crank shaft mechanism.

3.7.2 Ensemble averaging

In order to perform ensemble averaging over a period of the oscillation, the conditions
from the measurements have to be sorted in order to match the correct instance during
an oscillation. As the frequency of data acquisition and the frequency of the oscillator are
often incongruous, a time lapse averaging is used, selecting those measurement points (i.e.,
PIV fields) that occur within a narrow time band during the oscillation period. The period
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Figure 3.13 Schematic of the flow oscillator positioned upstream of the TWIST-11N hy-
drofoil. The trailing edge hinge position is set at 80% chord position. Note
that all experiments were performed upside down. Distances in mm.
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Figure 3.14 Time-resolved PIV measurements (A, B, C) are binned into time intervals of
an oscillator period for selective ensemble averaging

of the oscillator, (λ0 = 1/f0), is divided into N discrete intervals, as visualized in fig. 3.14.

The (example) period is divided into N = 4 intervals with 3 points (A, B, C) represent-
ing the time when PIV measurements were made. From the graph is clear in what interval
(Δi, i ∈ [1, 2, .., N ]) of the period they should be sorted. A ’binning function’ is used to
quickly sort the individual results tj with a frequency f

Δi =

⌈(
tjf0 − φ0

2π
−
⌊
tjf0 − φ0

2π

⌋)
N

⌉
(3.10)

where φ0 is the phase delay at t = 0 s 8. Some combinations of f and fFO can
result of certain bins containing for example only 5 measurements with the contiguous bin

8�x
 , �x�, nearest integer < x, > x respectively
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containing 75 measurements. For the best results, the ’degrees of freedom’ distribution
over the bins should be constant (at least 20-25 measurements per bin with 100 bins per
period) to qualify for selection. An example is given in fig. K4, p. 207 for the measured
pressure signals.

3.7.3 Frequency estimate

In order for the ensemble averaging to work, the phase and frequency must be determined
accurately. For comparative purposes, the Twist14-N was tested for fully-wetted conditions
at σ ≈ 1.7 with the oscillator operating from 0 Hz to 34 Hz in steps of 2 Hz. Harmonic
analysis of the lift and drag, as well as of all three moments, yielded frequencies agreement
with the oscillator frequency to within 0.01%. Figure 3.15 shows the oscillator deflection
angle, as well as the lift and moment plots (Note that these are reaction forces at the foil
mounting and not the net lift forces). The phase delay of the lift and pitching moment is
plotted in fig. 3.16 as a function of the reduced frequency

fr =
fc

U
(3.11)

based on the foil chord length and corrected for the distance xd = 85 mm between the
oscillator trailing edge flaps and the axis of rotation edge of the hydrofoil

φ0 = −xdf

U
(3.12)

The frequency of the oscillator and tunnel velocity cannot be set to an accurate value
and are always determined afterward. Given these variations from measurement to mea-
surement and given that the phase delay collapses onto a single line in fig. 3.16, it can be
concluded that the frequency and phase can be calculated accurately. The phase delay is
observed going to a zero for infinitely long disturbances (i.e., fFO → 0). Note that the
phase delay expectedly rises as the frequency increases.

3.7.4 Observations

The flow oscillator has been tested at several cavitation numbers with one of the test hy-
drofoils (Twist-11N). As is known from the research of Franc & Michel (1988), laminar
flow without leading edge separation can temporarily suppress cavitation. Leading edge
roughness should not be added to the leading edges of the flow oscillator hydrofoils. This
was later confirmed with early tests with leading edge roughness applied to the flow oscil-
lator and the cavitation behavior was improved after removal of the roughness elements.
Inception of cavitation on the flow oscillator appeared nearly simultaneously at the leading
edge and at the hinge. Also, due to the flat pressure distribution of the section, the sheet
cavity had a length of about 75% of the chord after inception. The cavitation number for
inception was much lower than the standard operational conditions for testing. The wake
of the oscillator has been measured by PIV at eleven conditions for validation purposes.
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Figure 3.15 Flow oscillator deflection angle (top), lift (center), and pitching moment (bot-
tom) signals for the Twist14-N at fFO ≈ 12 Hz. Note that the sinusoidal
approximation through the lift ([N ]) and moment ([Nm]) captures the fre-
quency, amplitude, and phase perfectly.
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Figure 3.16 Phase delay plot of the lift and spanwise moment with regard to the trailing
edge deflecting angle versus the reduced frequency for two independent mea-
surements using the Twist-14N at fully-wetted conditions. The two measure-
ments collapse onto a single line, indicating the phase is determined accurately.



Chapter 4

Applying Time resolved PIV to
cavitating flows

4.1 Introduction

A brief introduction to the application of PIV to cavitating flows was given in section 3.3.
When measuring in multi-phase flows, simultaneous PIV correlation between the various
phases leads to correlation errors and one must discriminate between the phases Deen et al.
(2002) for either simultaneous interrogation on both phases or suppression of interference
between phases. Kosiwczuk et al. (2005) used two fluorescent dyes for two phases which
were recorded by two separate cameras . Delnoij et al. (1999) distinguished between phases
in a bubbly column by comparing the correlation peaks, depending on a priori knowledge of
the velocities of vapor and liquid phases. Lindken & Merzkirch (2002) used Laser-Induced
Fluorescence (LIF) and shadowgraphy to distinguish between liquid and bubbles, separat-
ing the phases digitally. Khalitov & Longmire (2002) discriminated on both local intensity
and size of bright areas using second-order gradients filters. Gui et al. (2003) integrated
the phase discrimination directly into the PIV algorithm itself.

Particles do not mix with the vapor, and vaporous regions reflect the incident laser
light. Tassin Leger et al. (1995) commented that strong reflections not only overexposed
the images near the cavity interface, but also illuminated particles outside the light sheet.
Bubbles and nuclei in the flow may also be interpreted as tracking particles by the in-
terrogation routine. Incident laser light, bubbles, and vapor can be partially removed by
the application of fluorescent tracer particles and optical filters (Adrian (1991) Shridhar &
Katz (2000) Bachert & Stoffel (2003)). However, two problems will not be solved by the use
of fluorescent particles and optical filters. First, diffraction of the light sheet by the cavity
will continue to illuminate out-of-plane particles. Second, although direct illumination and
overexposure is removed, the particles on their turn illuminate both the test section and
the cavity, resulting in background noise registered by the camera. Static objects can be
identified effectively by applying a minimum filter over all images in time, but as any area

85
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of the PIV image may yield a strong correlation during interrogation, the moving cavity
cannot be interrogated for an accurate flow displacement prediction as;

• it is not possible to determine—with a single camera—if the recorded cavitation or
bubble is inside or outside the light sheet (and calibration area).

• the correlation of vapor or bubbles leads to the displacement of the phase interface,
not the velocity of the fluid.

• the cavity and bubbles are reflecting surfaces so the recorded intensity depends on
the direction of illumination. A change in the phase outline results in a displacement
of reflection intensity, not the velocity of the liquid.

The cavity must therefore be removed using some form of pre-processing on the PIV
images. This chapter will explain the removal process of background noise, or the iden-
tification of particles. In order to gather information from all particles—including those
partially covered by vaporous regions on the image—image analysis is used to actively
identifying all tracer particles. Particle reflection by the cavitation is not a problem, as
the vaporous is highly turbulent and diffusive and does not yield a distinct reflection. The
preprocessing of the PIV images can be performed by applying a local median function.
However, both Kiger & Pan (2000) and Deen et al. (2001) comment that artifacts of this
processing remain possibly leading to erroneous correlation. The emphasis in this chapter
is on presenting a generic phase-separating filtering technique that can identify the tracer
particles and discard background noise in order to increase the measurement accuracy of
PIV interrogation near vaporous interfaces. A brief introduction to image analysis is given
in s. 4.2. The image analysis used is a combination of matrix multiplications on local
areas of the PIV image, interpreting the image as a matrix. An overview is given—with
examples—of several basic image analysis tools.

In section 4.2.3, a special operator is presented that was developed specifically for iden-
tifying particles on the PIV images. The operator—termed a modified standard deviation
filter—captures both low and high intensity particles and is not sensitive to larger regions.
A sequence of filter actions is presented that was used to pre-process the PIV images to
filter out all cavitation in section 4.2.4.

Image analysis can be used to filter out the cavity, but the same operators can also be
used to filter out the particles and to actively track the cavity interface. In s. 4.2.5 it is
explained how the cavity interface was determined from the PIV images. The result is that
both the velocity field can be evaluated and the cavity outline can be determined yielding
valuable information on the cavity thickness during a shedding period.

The last section will discuss the performance of the pre-processing and its effect on
the solution. It will be shown that the presence of vapor within an interrogation window
can result in a large error in the velocity. It is concluded that if an accurate velocity
measurement near the cavity interface is required it is not sufficient to use fluorescent
particles and optical filters. The cavity must be removed from the image as well.
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4.2 Image Analysis

4.2.1 Introduction

The images obtained during the experiment must be pre-processed prior to PIV interro-
gation. Erroneous correlation will degrade the results near the cavity interface, as will be
shown below. Background noise can result in positive correlation and the attached cavity
and shed vortices can be considered background noise. The images must be processed
such that all particles will remain unharmed and all cavitation is removed from the image.
It is possible to get close to the interface without preprocessing or the use of filters and
fluorescent particles, but cloud cavitation is not captured as a sharp region by the camera.

no sharp interface is offered visually by cloud cavitation. The cavity interface needs to
be determined on each individual frame but the sheer number of frames necessitates the
use of a robust image analysis algorithm that is insensitive to all forms of noise typically
recorded during the experiments. One solution is to try to capture as many PIV particles
as possible, usually isolated bright spots (hot spots) of several pixels, while ignoring large
regions of high intensity. However, from fully-wetted flow results it was apparent that weak
particle illuminations—nearly dissolved in back ground noise—yield valuable data and are
preferably retained after pre-processing.

4.2.2 An overview of existing image analysis tools

The image I used for these experiments are 10 bit images, consisting of pixels with values
between zero and 1023. The image can be seen as a large matrix containing pixel intensity
values reducing the imaging algorithm to basic matrix operations. However, most opera-
tions are only effective if local image information is used—when determining the local mean
intensity—meaning that only a portion of the image or matrix information is used. Local
values can be determined using convolution kernel functions. The local convolution kernel
isolates a region of the matrix with the same size as the kernel and applies a Hadamard
product, (A · B)ij = aijbij , multiplying matrix elements per entry. These elements are
then summed and returned as a single value to the resulting matrix. This operation is
repeated for each entry of the original matrix R. Mathematically, the multiplication of an
M × N kernel with an I × J matrix results in an I × J matrix R:

Ri,j =
N∑

n=1

M∑
m=1

Ii−M
2

+m,j−N
2

+nKm,n (4.1)

The kernel slides through each individual element of I. Preferably, the kernel multipli-
cation does not change the dimensions of the initial matrix so boundary conditions must
be given if the kernel passes the matrix edge. Mirroring the image is usually quite effective
for smaller kernels. This operation is the core of the image analysis presented.
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In order to calculate the average value around a pixel within a N×N area the following
kernel can be used:

I =
IKN

NKN

(4.2)

with KN a N × N unity kernel. The sum of all kernel elements, NK , is defined as

NK ≡
N∑

i=1

N∑
j=1

KN,ij (4.3)

One can also set all entries within a certain radius of the kernel center to unity—the
rest to zero—resulting in a circular kernel of size w so that

KC,ij (w, c) = 1 ,
(

1
2
w + 1

2
− i

)2
+
(

1
2
w + 1

2
− i − j

)2
< 1

4
c (w + 1)2

KC,ij (w, c) = 0 , else

(4.4)

with c some tuning constant for the radius. For low values of w, KC is coarse; varying
c allows for some shape regulation. In order to blur an image, a smoothing filter can be
applied, for example by means of a Gaussian kernel

KG,ij (w, c) ≡ e

−10c

[(
i − 1

w − 1
− 1

2

)2

+

(
i − 1

w − 1
− 1

2

)2
]

(4.5)

with c a tuning constant.

Median filtering, or determining the local maximum, requires a different operation. The
local values around a smaller M × N kernel need to be sorted and an element of choice
returned to the resulting matrix. The sorting function is denoted S in this chapter

S (I, K, i) ≡ sorti (I · K) (4.6)

with sort the (non-mathematical) notation of a vector or matrix elements sorted from
lowest to highest entry. For example, with i = 1, the above is a minimum filter and with
i = 1

2
�NK
1 a median filter.

The image can be modified by multiplying it point-for-point with another matrix. For
example, if one wants to set all values below 10 to zero in a matrix, this is written as
R = I · (I < 10) with (bmI < 10) a boolean matrix.

1�x
, nearest integer < x
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Figure 4.1 This example shows the original image at left. The central image is a minimum
filter result; the least intense pixel within a certain area is retained, which can
be useful when a background is deleted from an image. Static objects can
be identified effectively by applying a minimum filter over all images in time
Lindken et al. (2005). The right image shows retention of the median pixel.
Minimum and median filtering is an effective tool to remove outliers from the
image. However, artifacts remain after filtering as reported by Kiger & Pan
(2000) and Deen et al. (2001)

Peak Detection

The local maxima in an image can be detected by using a Laplacian filter. The Laplacian
∇2I in kernel form is

KL4 =

⎡⎣ 0 −1 0
−1 +4 −1
0 −1 0

⎤⎦ KL8 =

⎡⎣ −1 −1 −1
−1 +8 −1
−1 −1 −1

⎤⎦ (4.7)

This kernel is called a spatial filtering kernel, and is especially useful to track noise. In
image analysis, one often applies a Gaussian smoothing kernel first to remove noise and
then adds the Laplacian to find high derivatives to be enhanced later. In our case, noise
or particles are the subject of interest. The Laplacian kernel identifies all peaks in the
image.

Figure 4.2 This example shows the original image at left and two results from a Lapla-
cian kernel; the KL4 (center) and KL8 (right). The gradients in the image are
captured.
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Edge Detection

Intensity transition can be captured by means of an edge detection kernel. A well-known
and effective approach is the use of Sobel’s 3 × 3 Kernels

Khor =

⎡⎣ −1 0 +1
−2 0 +2
−1 0 +1

⎤⎦ Kver

⎡⎣ +1 +2 +1
0 0 0
−1 −2 −1

⎤⎦ (4.8)

The two kernels calculate the local horizontal and vertical gradients of an image and have
the advantage of being insensitive to the mean intensity value. The total gradient is
determined by

|RSobel| =

√
(IKhor)

2 + (IKver)
2 (4.9)

Figure 4.3 Sobel’s kernel effectively captures gradients (center). A threshold value—e.g.,
local maximum—can be taken (right). The filter can capture most particles at
the cost of picked up noise, but generally performs similarly to the Laplacian
filters on the PIV images.

Local Image Statistics

Kernel operations can be used to great effect to determine e.g., the local standard deviation
of a picture. The expression for the standard deviation is (see app. B.13)

σ̂N−1 (x) =

√√√√√√N
N∑
i

x2
i −

(
N∑
i

xi

)2

N2 − N
(4.10)

The standard deviation of the picture is now

IKσ̂ (KN) =

√
KKN

(I · I)KN − (IKN)2

N2
KN

− NKN

(4.11)

Note that the image is multiplied with the unity KN , but can also be multiplied with
any binary kernel K, such as the circular kernel KC . This relation closely resembles the
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(unnormalized) correlation coefficient, which is the numerator of σ̂2.

Figure 4.4 The standard deviation gives a good indication of activity in the image and
yields a result that is close to the Sobel filter, but the result is less sharp.

The standard deviation is defined above for a region of interest of arbitrary shape within
an image. A kernel function φ is introduced to be mapped onto the kernel that can, e.g.,
exclude regions from participating in the calculation by containing ones and zeros only, or
reduce the participation weight by setting an element from φi,j = 1 to φi,j = 2 effectively
using the same element twice. With this definition N becomes the sum of the elements of
the kernel containing φ and x are the elements in the image.

σ̂N−1 (x, φ) =

√√√√√√√√
N∑

i=1

φi

N∑
i=1

φix2
i −

(
N∑

i=1

φixi

)2

(
N∑

i=1

φi

)2

−
N∑

i=1

φi

(4.12)

Note that 1) this function is neither the cross-correlation between φ and x, nor the standard
deviation of φx and 2) that the bias-correction standard deviation is used—containing
N2 −N and not N2 in the denominator—resulting in minor deviations if φ /∈ N. This does
not affect the result of the presented preprocessor.
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4.2.3 Custom filtering

A new variant of the standard deviation kernel is introduced that is uniquely suited for the
PIV images. or our image analysis, the first term of the numerator of eq. 4.12 is changed
from

N∑
i=1

φi

N∑
i=1

φix
2
i

to
N∑

i=1

φi

N∑
i=1

(φixi)
2

so that the expression for the modified standard deviation σ̂M becomes

σ̂M (x, φ) =

√√√√√√√√
N∑

i=1

φi

N∑
i=1

(φixi)
2 −

(
N∑

i=1

φixi

)2

(
N∑

i=1

φi

)2

−
N∑

i=1

φi

(4.13)

For our preprocessor, a normal distribution φ = e−cζ2
—purposely similar to the inten-

sity distribution of a particle—is mapped on the symmetric kernel Kφ of size M ×M , with
ζ the distance to the kernel center and c a constant to tune the shape of the distribution.
The constant c is chosen as c = 5 so that the values of the entries in the corners of the
kernel are less than 0.1.

As the first term in the numerator of eq. 4.13 contains φ2 and since φ < 1 for our
choice of φ, the influence of high pixel values at the outer edge of the kernel is reduced
with respect to the second term in the numerator. The numerator of eq. 4.13 is negative
and the resulting image will be locally imaginary due to the square root in the expression.
Only when no neighboring high values are present around a particle, the result of σ̂M will
be real and a particle is identified. This also means that 1) the particle density should be
low to medium (e.g. Okamoto, 2001, case A) and 2), in order to identify tracer particles the
background level of the image should be very low. In order to sift out the background, one
can apply a minimum or median filter. Smoothing this minimum image and subtracting
it from the original image effectively sifts most of the background, resulting in an image

Ĩ = I − Ī. Now σ̂M

(
Ĩ
)

will effectively determine the position of the tracer particles. The

result of σ̂M

(
Ĩ
)

can be used as an adaptive mask by interrogating the sifted image Ĩ only

where σ̂M

(
Ĩ
)

is real and PIV interrogation can be performed on particles only.

For the image analysis, this σ̂M is written as

IKM (Kφ) =

√√√√NKφ
(I · I)K2

φ − (IKφ)
2

N2
Kφ

− NKφ

(4.14)
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A synthetic image is created (left), consisting of background with increasing intensity and
three PIV particles. The central and right image are the squared result of the standard
deviation and negative σ̂M . The standard deviation captures a large region around the
particles. The σ̂M shows a completely different result. A dip in the distribution is seen near
the particle in the low background level, most of the area around the particles is negative.

The real part of σ̂M (center) is seen to fully capture the particle in the low background and
partially in the background noise. At right, the Hadamard product with the original image
is seen. No remnants of the background intensity remain, but no particles are captured in
the high background region either.

By subtracting the mean image from the original—a minimum filter of the original image—
an image is created with a low background intensity (left). Applying the σ̂M results
in the capturing of all particles (center). The ability of the σ̂M to capture particles in
high intensity backgrounds draws heavily on the quality of the subtracted mean image,
or conversely, the nature of gradients in the original image. The right image shows the
residue after subtraction of the σ̂M result (contrast increased for clarity).

4.2.4 Preprocessing the PIV images

Now that some filters have been defined, the PIV image can be preprocessed in order to
remove the sheet cavity from the images. This preprocessing is performed with an algo-
rithm combining several filters and excludes regions of the image where cavity can not
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Figure 4.5 The left image is a raw close-up showing both particles and cavitation. The
result of the σ̂M filter (center) shows the real (white) and imaginary (black)
regions of the image. Splitting the original image results in the image at right.
The particles are separated from the original image and no part of the cloud
visible in the image at left remains.

exist (e.g., the hydrofoil location). Although the σ̂M (eq. 4.13) comes close, no single filter
can perform this task. It is imperative that the filter does not change the result in the
fully-wetted domain and only affects regions near the cavity.

The Laplacian filter is strong at identifying noise and thus pixels but also capture regions
within the sheet. By using a threshold value for this filter, the sheet cavity is excluded,
but so are many low-intensity particle images, leading to a degraded interrogation result.
The modified standard definition captures all particles outside the cavity but does not
capture all particles within the shed cavity. Hence, a combination of both filters is needed.
The resulting filters are used as a passage filter, allowing regions to be passed to the
preprocessed image and leaving the rest black (zero pixel count). The recipe used for the
pre-processing is given in appendix H.

4.2.5 Finding the cavity interface

Now that the particles have been identified, a second search can be performed: that of
the outline of the cavity. The shape is clearly defined on the PIV images and contains
valuable information on the cavity outline during shedding. From the previous exercise
it was already noticed that particles are present both in the fully-wetted flow region as
in parts of the cavity. The σ̂M of the original image was able to find particles in a low
background noise, thus finding the fully-wetted flow. The cavity is nearly the opposite of
the modified filters of the preprocessed images. If the high-intensity particles are filtered
from the wetted flow regions, the remainder of the image can be put through a high-pass
filter and the result is vapor, as visible in fig. 4.6. The recipe is given in appendix I
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Figure 4.6 The left image is a raw close-up showing both particles and cavitation. The
central image shows the results after the Hadamard product with the imaginary
part of σ̂M of the original image. Note that there is no particular interest
in finding particles inside the cloud. On the contrary, the exclusion of these
particles would appear as gaps in the cavity (right). Therefore, the σ̂M filter
(eq. 4.13) is applied to the original image I and not to the averaged image Ī
(eq. H.3, p. 194)

4.2.6 Time series

As a time-resolved PIV data set consists of many images, a three dimensional image can
be constructed in which the cavity can be seen to develop as time passes. Each PIV image
contains two frames separated by the laser pulse delay. The PIV images themselves are
taken at an effective frequency of f = 1500 Hz resulting in a time of � 666.6̄ μs from
one PIV image to the next. The second frame of a PIV image follows after the laser pulse
delay (ranging from 185 ms to 285 ms for the current experiments) This mismatched time
axis between odd and even frames is small and using both frames yielded better results.
Should the pulse delay be relatively small compared with the time between frames, the
change in cavity outline would be comparatively small. In order to visualize the dynamics
of the cavity in time, the individual cavity outlines are combined into a three-dimensional
array. The individual frames containing the cavity are reduced in size. This will remove
some of the spatial detail but keeps the general outline. Also, this is necessary considering
the high memory demands of the routines used to determine the three-dimensional image.
The computation of the cavity surface uses an isosurface routine and is handled by Matlab
R14 imaging tools. Results are presented in chapter 5.

4.3 Performance of the Pre-Processing

A synthetic PIV image was created to test the kernel function σ̂M as a preprocessor. Two
frames were built with both background noise (i.e., cavitation) and particles present. The
second frame was created in which the particles are shifted ten pixels to the left but the
background noise only seven pixels. These two frames—together with two frames that
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were preprocessed using σ̂M—were passed to LaVision’s Davis 7 and cross-correlated with
16 × 16 windows with 50% overlap. The results are shown in fig. 4.7.1 and 4.7.2. The
results are shown in fig. 4.7.3 and 4.7.4, with the regions outlined where particles, vapor,
or both exist. From this synthetic image it is clear that the influence of background noise
significantly deteriorates the measurement with a strong transition between regions of ten
pixels and seven pixels, while the preprocessed image clearly shows a displacement of ten
pixels for nearly the entire solution (84% of the vectors are within a 1% uncertainty vs.
less than 40% for the raw image). It is concluded that application of PIV with fluorescent
particles and optical filters is insufficient for accurate PIV measurements near the cavity
interface if that cavity interface is captured by the camera.

The probability distribution function (PDF) of the synthetic image is plotted in fig. 4.8
and 4.9 for both the horizontal and vertical velocity component. The ’noise floor’ in the
horizontal component was removed and the error in the vertical component reduced. The
PDF of a single non-synthetic PIV image of fully-wetted flow is shown in fig. 4.10. The dis-
tribution was largely equal with and without pre-processing, with a concentration around
a zero-pixel displacement due to background noise correlation (hydrofoil) from which t
can be concluded that the pre-processing does not alter the solution in the flow domain.
The number of zero-pixel displacements increases significantly for the cavitating flow, see
fig. 4.11. Note that the distribution showed a significant increase of probability between
-8 and -3 pixels and that the distribution has changed over its entire range.

The velocity fields as determined by PIV interrogation were compared in figs. 4.12 and
4.13 for the fully-wetted flow. The results were identical in the flow regime, except near
the hydrofoil location. Note that reflections in the hydrofoil surface result in a velocity
vector that was always tangent to the hydrofoil. Although it is to be expected that the
fluid ran tangent to the wall, it is not necessarily true that the averaged value within the
interrogation window of a certain size is parallel to the wall as well. Figures 4.14 and 4.15
show an example with cavitation. Here the influence of the preprocessing is clearly visible
as many positive correlations in the raw image were deleted. Figures. 4.16 and 4.17 show
the raw PIV image and velocity field with an outline of the identified vaporous region.
Here, it is well visible that many particles were within the vaporous region. By actively
filtering the image, and not masking the vaporous region, all particles that are visible were
used to generate information.

4.4 Conclusions

PIV of cavitating flows without fluorescent particles and optical filters causes overexpo-
sure near the cavity interface. Although using fluorescent particles and optical filters will
remove the overexposure, the solution still deteriorates due to correlation of illuminated
vapor. This vapor is often outside the measurement plane. It is crucial that this source of
background noise is properly dealt with if the location of the cavity interface is not known.
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The preprocessing removes cavitation from the PIV images while leaving the solution of
the flow unaffected. Upon close inspection of the result of pre-processed and unprocessed
images, it can be concluded that the solutions are identical in the fully-wetted region. The
measurement error increases near vaporous regions for the unprocessed images. The re-
moval of reflections using fluorescent particles and optical filters is an insufficient condition
for accurate PIV measurements near the cavity interface. The image processing removed
most of this uncertainty and retains mostly particles. The combined use of laser induced
fluorescence and optical filters, and image pre-processing allows for the interrogation of
velocity vectors close to the vaporous regime with good accuracy.

For some experiments, the cavitation was not visible without additional illumination.
With the use of image pre-processing, the cavity can be purposely lit and tracked. Both
the velocity field and cavity outline could be determined from a single camera without the
need of a more complicated setup using several cameras and filters.
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4.7.1 Synthetic image 4.7.2 Pre-processed image

4.7.3 Result of the unprocessed image 4.7.4 Result of the pre-processed image

7.0 7.5 8.0 8.5 9.0 9.5 10.0

Total displacement in pixels

Figure 4.7 A synthetic image is created (1) and filtered (2). Particle shift is 10 pixels,
cloud shift is 7 pixels. The bottom pictures show the solution both without
(3) and with pre-processing (4). The solution after pre-processing results in
near-uniform pixel displacement of -10 pixels.
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Figure 4.8 PDF of the horizontal velocity component of the synthetic PIV image with and
without preprocessing, plotted at a resolution of 1/30 pixels. Note that the
PDF after preprocessing has concentrated toward the actual displacement of
-10 pixel and no data remains between -6.5 and -9.75 pixels.
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Figure 4.9 PDF of the vertical velocity component of the synthetic PIV image with and
without preprocessing, plotted at a resolution of 1/30 pixels. The correct so-
lution is a zero-pixel vertical displacement. The vertical displacemenf after
preprocessing remains within ±0.1 pixel.
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Figure 4.10 PDF of the horizontal velocity component of fully-wetted flow with and without
preprocessing, plotted at a resolution of 1/30 pixels. The solution is virtually
identical at displacements between -14 and -8 pixel displacement. The influ-
ence of the preprocessing is well visible between -8 and 0 pixel displacement.
Normally a fixed masking region is used to remove vectors outside flow regions.
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Figure 4.11 PDF of the horizontal velocity component of cavitating flow with and without
preprocessing, plotted at a resolution of 1/30 pixels. The influence of the
preprocessing is more pronounced.



4.0 11.05.4 6.8 8.2 9.6 V [m/s]

Figure 4.12 Fully-wetted flow, flow from right to left with the indicated outline of the
section location at the measurement plane. An individual PIV velocity field
showing the absolute velocity as a background color and direction as vectors. A
solution is found in this mask area, due to the correlation of particles reflected
in the hydrofoil. Normally a fixed masking region is used to remove vectors
outside flow regions.

4.0 11.05.4 6.8 8.2 9.6 V [m/s]

Figure 4.13 The same situation as above after image preprocessing and application of a
fixed masking region. The influence of the static mask is clear, particularly
near the leading edge (at right). The solution in the flow is identical after
preprocessing, except for a few vectors now considered spurious, leaving gaps
in the flow field. This is not considered a problem.
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Figure 4.14 Cavitating flow, flow from right to left with the indicated outline of the section
location at the measurement plane. With cavitation present, the distinction
between the static mask and cavitating regimes is less clear. The solution,
however, does not seem to contain hotspots of ’obviously wrong’ vectors. Note
the large solution region at the bottom right of the image, the result of the
correlation of the cavity (see fig. 4.16).
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Figure 4.15 Cavitating flow, flow from right to left. This images shows the result after
preprocessing the cavitating regime, clearly having avoided a large selection of
vectors based on the interrogation of vapor, not particles
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Figure 4.16 Cavitating flow, flow from right to left with the indicated outline of the section
location at the measurement plane. Tracing the vaporous region shows that in
the shed cloudy structure at center left, particles are visible. This vapor region
is most likely not in the measurement plane.

4.0 11.05.4 6.8 8.2 9.6 V [m/s]

Figure 4.17 Plotting the cavity outline on the PIV solution shows that the preprocessing
does not act as a mask, but actively identifies particles inside the vaporous
regions on the image.





Chapter 5

The structure of attached cavitation

5.1 Introduction

This chapter discusses the results from the experiments. The focus will be on the effect of
three-dimensionality of the hydrofoils on cavitation, and its effect on the cavitation shed-
ding behavior.

Early work on three-dimensional hydrofoils was performed by Crimi (1970) on the ef-
fect of sweep (called skew for propeller blades) and it was concluded that the inception
velocity increased with an increase in the skew angle. Hart et al. (1990) investigated an
oscillating three-dimensional finite-span hydrofoil and concluded that the cavity collapse
was most violent when the oscillating frequency coincided with the natural shedding fre-
quency of the cavity. de Lange & de Bruin (1998) studied three transparent hydrofoils in
the cavitation tunnel at the University of Delft and concluded that the re-entrant jet of
the two-dimensional hydrofoil was directed upstream, but in the three-dimensional case the
re-entrant jet velocity component normal to the cavity closure line was reflected into the
cavity. As the pressure gradient is perpendicular to the closure line, the flow is deflected
perpendicularly to the cavity closure line. This is also true for the two-dimensional re-
entrant jet, which has no velocity component tangential to the caivty closure. Laberteaux
& Ceccio (2001) studied a series of swept wedges. The cavity planform was observed to
change significantly compared with two-dimensional planforms. The re-entrant jet was
directed into the cavity allowing for a stationary sheet that only shed cloud cavitation at
the far downstream edge. The flow behind the stationary cavity regions was measured by
means of PIV to be free of vorticity. Dang & Kuiper (1999) studied the re-entrant jet on a
hydrofoil with a spanwise varying angle of attack numerically and found that the direction
of the re-entrant jet to be strongly influenced by the cavity topology. In thier case the
change in cavity shape was determined by loading and not by the sweep angle.

From the above is clear that the direction of the re-entrant jet is governed by the cavity
closure and that changes to that closure can be effectuated by choosing hydrofoils with

105
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swept edges or spanwise variation in pressure distribution. On a ship propeller the cavity is
always three-dimensional, due to its three-dimensional geometry, the non-uniform inflow,
and its rotation. In the present work the effect of three-dimensional pressure distribution
on the shedding behavior of attached cavitation was studied on a series of hydrofoils with
a spanwise change in loading. The effect on a non-uniform inflow was studies using a flow
oscillator, which generated gusts in the test section. The sections used were a NACA0009
section with a low pressure peak near the leading edge at an angle of attack, and an Eppler
YS-920 section with a flat pressure distribution over 70% to 80% of its chord. This allowed
for the observation of the effect of the pressure distribution on the sheet cavitation behavior.

The chapter is split up in the study of the cavitating flow around hydrofoils in a uniform
inflow (s. 5.2) and in a flow with gusts (s. 5.3).

Shedding behavior at steady inflow conditions

The finite-span hydrofoil with an elliptical planform is presented first in s. 5.2.1. The in-
fluence of the three-dimensionality of an attached cavity with tip vortex is visualized. The
following section (s. 5.2.2) presents the shedding mechanism obtained from the results of
the Twist-8N hydrofoil with an isolated sheet cavity. This case has previously been tested
as a validation case for boundary element methods developed by Dang (2000) and Vaz
(2005). A first case study is presented for a flow condition where a collapsing cavity did
not detach itself from the leading edge but collapsed in a cascade of spanwise vortices. In
a second case, a typical three-dimensional cavity and its shedding mechanism is discussed
in detail. The shedding of the cavity was predominantly governed by its topology and was
shedding large structures from the closure region of the cavity and not from the leading
edge. The term ’side entrant jet’ is introduced to distinguish the three-dimensional re-
entrant flow from the classical two-dimensional flow where the re-entrant flow reaches the
leading edge. It is shown that this side-entrant flow is the main cause for the cloud shed-
ding and not the re-entrant jet reaching the leading edge as is the case in two-dimensional
flow.

After having identified several flow structures, the flow over a hydrofoil with a flat
pressure distribution is described in section 5.2.3. While the Twist-8N is a hydrofoil with
a low pressure peak on the suction side near the leading edge region. describes the cavity-
shedding behavior of the Twist-11E hydrofoil, with an Eppler YS-920 section with a pres-
sure distribution that is (nearly)constant over most of its chord. From this case it becomes
clear that a re-entrant jet of low momentum impinging with the sheet cavity interface does
not lead to the shedding of the sheet cavity. This difference in shedding behavior under-
scores the importance that if stability of a sheet cavity is to be calculated accurately, than
the cavity and the re-entrant flow must be represented accurately .
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Shedding behavior at unsteady inflow conditions

The influence of an unsteady inflow on the cavity shedding behavior is presented for a
Twist-11N hydrofoil in s. 5.3.1. It is shown that the cloud shedding frequency will lock in
with the incoming flow when the frequency of the disturbance approaches the natural shed-
ding frequency. In s. 5.3.2, the unsteady inflow effects on the shedding on the Twist-11E
are discussed with conditions closest to actual propeller cavitation. Using the results from
the PIV measurements, several distinct vortices in the wake of the cavity are recognized
while the rest of the in-plane vorticity is zero.

Conclusions drawn from both steady and unsteady conditions are presented in s. 5.4.

5.2 Shedding behavior at steady inflow conditions

5.2.1 The Ellipse-11N hydrofoil

The Ellipse-11N is a finite-span hydrofoil designed to have a high loading at the tip, so that
the interaction of sheet cavitation with the tip vortex could be observed. This hydrofoil
was used for a feasibility study of the application stereoscopic PIV to cavitating flows 1.
Skew was applied to avoid the interacting of the re-entrant flow with the sheet cavity at the
leading edge. When subjecting the hydrofoil to low cavitation numbers, a small sheet and
tip vortex appeared. The vortex can be seen to start from the leading edge of the tip in
fig. 5.1. The cavity topology is similar to attached cavitation on swept wedges as reported
by Laberteaux & Ceccio (2001) with the re-entrant flow directed into the cavity with a
large spanwise velocity component. This cavitation pattern resembles propeller cavitation
by having re-entrant flow directed at the tip that is advected by the tip vortex, see fig. 5.2.
The sheet was stable and steady at most conditions, forming a basic example of a steady
three-dimensional cavity without any shedding.

When sheet cavitation is present at very low σ along the entire span it is no longer pre-
dominantly three-dimensional and starts shedding in regions away from the tip, where the
hydrofoil and the cavitation can be considered to be nearly two-dimensional. The vortex is
identified as a leading edge vortex, containing vorticity at the leading edge. Leading edge
vortices are typically observed on highly skewed propellers and can be easily avoided by
applying a straight leading edge or even forward skew (Kuiper 2001). A very low cavitation
numbers a local cavitating tip vortex was observed starting at the trailing edge of the tip
of the Ellipse-11N.

From figure 5.2 it can be observed that the re-entrant flow is directed toward the tip of
the hydrofoil. The front of the jet is visible as a line between A and B. The jet reaches the
leading edge at B and from that point onward toward the tip the cavity no longer detaches

1The stereoscopic PIV is not presented, see van der Hout (2007)



108 CHAPTER 5. THE STRUCTURE OF ATTACHED CAVITATION

Figure 5.1 Side view of the Ellipse-11N, flow from left to right, V0 = 7.05 m/s, σ = 0.80,
α = +1◦. The leading (A) and trailing edge (B) of the tip chord are clearly
visible, as well as the cavitating core. Note that the vortex starts at the leading
edge of the tip.

from the leading edge. The detachment line visibly moves downstream. The re-entrant
flow is advected by the leading edge vortex and does not cause any unstable behavior. For
this example, the impact of the re-entrant flow near the detachment point of the attached
sheet cavity is insufficient to cause the sheet to become instable and start shedding.

On full-scale propellers the shedding of sveral cavitating vortices from the leading edge
is often observed, showing a trail of vaporous vortices. It is hypothesized that re-entrant
flow in the radial direction can impact on the detachment point of the attached cavitation
and cause separation into a trailing vortex.

Increasing the loading of the Ellipse-11N using the flow oscillator clearly had an effect
on the diameter of the cavitating core of the vortex, as can be seen in figure 5.3 with
the first frame corresponding to the minimum lift where the cavitating core diameter was
smallest (i.e., not cavitating). The thickness of the cavitating core was determined optically
from the high-speed video frames, 1cm behind the trailing edge of the tip and plotted in
fig. 5.4, from two orthogonally placed cameras. Comparing the tip vortex diameter with
the measured lift clearly shows a direct relationship. A small phase delay is observed. The
cavity and tip vortex clearly respond to the flow oscillator.

5.2.2 The Twist-8N hydrofoil

The shedding process of the attached cavity is classified into three regimes. At high cav-
itation numbers (σ > 1.1), the attached cavity was short in length and present over a
wide part of the leading edge and hence mainly two-dimensional. This cavity was shedding
vortices intermittently, no large cloudy structures were identified. Such a closure is termed
’open’ by Laberteaux & Ceccio (2001). At moderate cavitation numbers, (0.65> σ >1.1),
large structures were shed regularly. This intermediate regime is dominated by the three
dimensionality of the cavity. Lowering the pressure further (σ < 0.65) created an attached
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Figure 5.2 Top view of the Ellipse-11N, V0 = 7.00 m/s±3.76%, σ = 0.73±7.27%, α = +1◦.
The sheet cavity is seen to merge with the tip vortex. The hydrofoil is cavitating
over most of its span, but below the point denoted as A a distinct sheet is not
present. The cavity consists of streaks from roughness elements that do not
merge into a single structure. The re-entrant flow reaches the leading edge at
B, from whereon the cavity detachment point moves downstream.
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Figure 5.3 Side view of the tip vortex on the Ellipse-11N at α = +1◦ during one period
of the oscillator (T = 64 ms, V0 = 7.29 m/s ± 3.57%, σ = 0.67 ± 7.13%,
fFO = 15.61 Hz). The first frame coincides with the minimum lift of the
hydrofoil.
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Figure 5.4 Conditions as in fig. 5.3. The top graph shows the phase delay between the
oscillator position and measured lift (red). The diameter of the tip vortex, d,
is measured using image analysis, xd = 6cm behind the leading edge of the tip.
The phase between the lift and flow oscillator position, φ has been corrected with
φc = fxd/U , taking the mean flow velocity and distance from the leading edge
of the tip to the measurement position into account. The tip vortex position and
tdimaters are seen to be repeatable over several periods of the flow oscillator.
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cavity reaching a length comparable with the chord length of the hydrofoil. Shedding was
then intermittent and irregular. The cavity spanned the entire foil and was once more
mainly two-dimensional.

Visual analysis of the high speed video recordings indicated that the Strouhal number

St =
fl

V
(5.1)

based on cavity shedding frequency f—determined by frame-by-frame analysis of the high-
speed video over ten sheddings—and cavity length l was around St = 0.185 when 0.65<
σ <1.1. Strouhal numbers of St = 0.25 − 0.40—based on the same parameters a above—
were reported or specified by Arndt et al. (1995) as:

St = 1
4

√
1 + σ (5.2)

Coutier-Delgosha et al. (2005)—observing the shedding of cloud cavitation on two-
dimensional plano-convex hydrofoils—reported Strouhal numbers near St=0.25 for sigma <1.3.
The Strouhal number was around St = 0.11 ± 0.01 only when cavities larger than 80%
chord were observed. Both the cavity length and frequency were determined from the
visualization, marking the frame when shedding was observed and the length of the cavity
at that time instant, over a range of 12-15 sheddings. The standard deviation on frames
is typically 1-1.5 frames. Some modulation is observed in the shedding frequency, but the
shedding itself is regular. No frequency could be obtained from the outlet pressure signals.
The cavity length shows a standard deviation of 5% at σ >1.2 increasing to 15% at σ=0.7.
From the observations—by examining the Strouhal number—can be concluded that due
to the three-dimensional geometry of the foil the resulting shedding of the sheet of the
present work differed significantly from a two-dimensional cavity shedding. In fig. 5.5 the
Strouhal number is plotted versus the cavitation number, σ as well as the Strouhal number
following from eq. 5.2. There was no indication that the Strouhal number was dependent
on the cavitation number for the angles of attack considered in the present work.

Case study at a low cavitation number

Figure 5.6 presets example of a (super) cavity showing the shedding in detail. In fig. 5.6.1-
5.6.6 the location of the front of the re-entrant jet is given by the arrow in the center.
Although difficult to identify on photographs, on the recordings it is clearly seen to move
slowly forward. The breaking-up of the sheet in fig. 5.6.1-5.6.10 starts from the end, mov-
ing upstream.

The shed flow structure in fig. 5.6.7-5.6.8 consists of primary spanwise and secondary
streamwise vortices, similar to the turbulent shear flow structure observed behind steps
and other mixing layers (O’ Hern 1990). Figure 5.7 shows the formation of a spanwise
vortex from fig. 5.6.5-5.6.5 (showing intermediate images as well). Such a spanwise vortex
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Figure 5.5 Strouhal number as a function of σ at two different velocities based on maximum
cavity length with an average value of the Strouhal number of St = 0.185,
significantly lower than for a two-dimensional foil. Several points at St = 0
are visible indicating either irregular shedding (σ < 0.65) or the absence of
the shedding of large structures resulting in an ’open’ cavity (σ > 1.1). The
continuous line is the eq. 5.2 from Arndt et al. (1995) for cavity shedding on
two-dimensional hydrofoils.

system can be a result of a Kelvin-Helmholtz instability of the shear layer forming at the
cavity interface with the re-entrant flow, with a street of vortices with a positive strength
(where the vorticity has the same sign as the hydrofoil’s circulation). This vortex system is
different from alternating Kármán-Bérnard vortices, consisting of counter rotating vortices.
A close-up of fig. 5.6.6-5.6.9 is given in fig. 5.8, including all intermediate images. Bernal &
Rosko (1986) describe a structure that greatly resembles the presented shedding structure
of span wise and stream wise vortices, describing the structure of a helium-nitrogen mixing
layer.

The observed streamwise vortices originated as small spanwise vortices, quickly warped
around the primary spanwise vortices. These secondary vortices are formed from petur-
bations in the primary two-dimensional Kelvin-Helmholtz instability (Meiburg & Lasheras
(1988)). The secondary vortices can be seen to be stretched around the periphery of the
primary structures. As these secondary vortices are stretched, conservation of angular mo-
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5.6.1 t = 0.0 ms 5.6.2 t = 5.0 ms 5.6.3 t = 10.0 ms 5.6.4 t = 15 ms

5.6.5 t = 20.0 ms 5.6.6 t = 25.0 ms 5.6.7 t = 30.0 ms 5.6.8 t = 35.0 ms

5.6.9 t = 40.0 ms 5.6.10 t = 45.0 ms 5.6.11 t = 50.0 ms 5.6.12 t = 55.0 ms

5.6.13 t = 60.0 ms 5.6.14 t = 65.0 ms 5.6.15 t = 70.0 ms 5.6.16 t = 75.0 ms

Figure 5.6 Visualization at V0 = 6.89 m/s ± 7.70%, α = +1◦, σ = 0.49 ± 28.4%, recorded
at f = 2000 Hz, showing every fifth frame. White outlines indicate areas A
and B enhanced in figs. 5.7 & 5.8, respectively
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mentum dictates that their rate-of-rotation increases. When a non-cavitating vortex line
is stretched its rotation rate increases due to the conservation of moment of momentum.
In case of a cavitating vortex, the pressure in the core is lowered leading to an increase in
the cavitating core diameter. This larger cavitating-core diameter again reduces the rota-
tion rate but the influence of vortex stretching is the dominating factor. As a result, the
stretching and rotation rate of cavitating vortex core are not directly related as the core
diameter depends on the ambient pressure as well. Due to the high rate of rotation, cavi-
tation inception is first observed in these secondary vortices in plane shear layers(O’ Hern
1990, Belahadji et al. 1995, Iyer & Ceccio 2002), but here vapor is trapped in the initial
formation and inception is not applicable.

From figure 5.6.4-5.6.8 it is visible that the front of the mixing moved forward and the
collapse was cascading toward the leading edge. The collapse of the sheet started out as
concave but the front drew parallel to the span as it progressed upstream. The front of the
disturbance accelerated at a constant rate up to the mean stream velocity when it reached
the leading edge, as determined from frame-by-frame analysis. The approximate location
of the front at the central plane was identified and plotted in fig. 5.9.

The re-entrant jet momentum depends on the pressure gradient in the closure region
(Le et al. 1993a). The increase in collapse speed may be explained as follows. At the start
of the collapse cycle the cavity is a well-defined spatial structure with a convex closure. Due
to the three-dimensional geometry with a symmetry plane, a stagnation point is present
in the closure region only (fig. 10.1). After the first pinch-off the closure region of the
cavity has changed from a convex into a concave or straight shape and the reattachment
region has widened (fig. 10.2) and widening further with each pinch off (fig. 10.3) as the
cavity loses its three dimensionality. From observations at higher values of σ—presented
below—it is observed that on a three-dimensional cavity the re-entrant jet diverges radially
from the closure into the sheet when the cavity is fully grown.

Case study at a higher cavitation number

In figure 5.11 a full shedding cycle at 5 m/s, σ = 0.66, and α = +1◦ of a regularly-shedding
cavity is shown, with the flow from top to bottom. The shedding was repeatable, constant
in its shedding frequency, and always followed the same macro structural collapse.



116 CHAPTER 5. THE STRUCTURE OF ATTACHED CAVITATION

7.1 t = 22.5 ms 7.9 t = 26.5 ms

7.2 t = 23.0 ms 7.10 t = 27.0 ms

7.3 t = 23.5 ms 7.11 t = 27.6 ms

7.4 t = 24.0 ms 7.12 t = 28.0 ms

7.5 t = 24.5 ms 7.13 t = 28.5 ms

7.6 t = 25.0 ms 7.14 t = 29.0 ms

7.7 t = 25.5 ms 7.15 t = 29.5 ms

7.8 t = 26.0 ms 7.16 t = 30.0 ms

Figure 5.7 A close-up of figure 5.6 (marked A) shows the formation of a large spanwise
vortex at f = 2000 Hz. As the main sheet collapses, a trail of very small
spanwise vortices is created, merging in several distinct larger structures
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8.1 t = 25.0 ms 8.2 t = 27.5 ms 8.3 t = 30.0 ms 8.4 t = 32.5 ms

8.5 t = 35.0 ms 8.6 t = 37.5 ms 8.7 t = 40.0 ms 8.8 t = 42.5 ms

Figure 5.8 Close-ups of fig. 5.6.6-5.6.9 (marked B) including intermediate images. The
streamwise cavitating vortices originate peturbations near the primary spanwise
vortices are stretched around the primary spanwise vortices.

The shedding cycle of the cavity in figure 5.11 is divided into four phases: destabilization,
primary and secondary shedding, followed by growth into its initial condition. There is
a short overlap between primary and secondary shedding (and growth). The primary
shedding is located at the mid plane of the hydrofoil, the secondary shedding is visible at
the sides of the region of the primary shedding as two distinct smaller vortices.

Phase 1 5.11.1-5.11.4 Initial disturbance
Phase 2 5.11.5-5.11.12 Primary Shedding (cavity center)
Phase 3 5.11.9-5.11.16 Secondary Shedding (cavity sides)
Phase 4 5.11.17-5.11.20 Growth

Initial disturbance

Figures 5.11.1-5.11.4 show the convex cavity, here considered fully grown. The lower part
of the cavity interface was turbulent, while the cavity at the sides and near the leading edge
was glassy and transparent. It is in the closure region where the cavity became turbulent
first, not near the leading edge, as is typical of large structure shedding on two-dimensional
hydrofoils. The reasons are two-fold.

1. The closure region in a two-dimensional flow would normally be followed by a stag-
nation line (parallel to the leading edge), here it was a stagnation point at the mid plane
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Figure 5.9 The location (and its quadratic fit) and velocity of the visible collapse front in
the central plane as visible in figs 5.6.5-5.6.10 determined from frame-by-frame
analysis. Error bars indicate a 10 pixel error in the location of the collapse
front. The front seems to accelerate at a constant rate.

implying the local pressure gradient was weakened. As indicated above, the momentum
in the re-entrant jet depends on the pressure gradient in the closure region, so the three-
dimensional shape of the cavity resulted in a re-entrant jet diverging radially into the
cavity from its closure at the mid span position. Therefore, its forward momentum was
diminished as it progressed into the cavity.

2. The pressure gradient at the sides of the sheet forced the flow over the sheet into
the cavity roughly ”mirroring” the streamlines at the interface contour as sketched in fig-
ure 5.12. De lange & de Brujn concluded that the re-entrant jet of the two-dimensional
hydrofoil was directly upstream, but in the three-dimensional case the re-entrant jet com-
ponent normal to the closure line was reflected inward. As the pressure gradient was
perpendicular to the closure line, the component tangential to the closure line remained
unchanged. At the sides of the cavity, re-entrant flow had a very small span-wise compo-
nent and was directed downstream. The spanwise component was largest when the cavity
closure contour was at about 45◦ with the incoming flow where the velocity component
in downstream direction of the re-entrant flow was zero. At larger angles, the re-entrant
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10.1 10.2 10.3

Figure 5.10 Flow lines converge at the central plane with re-attachment and re-entrant
flow emanating from this central plane point (as later observed in fig. 5.14 and
sketched fig. 5.13). With each pinch-off the re-attachment region widens and
the closure of the cavity becomes increasingly more two-dimensional.

jet had an upstream component (fig. 5.12). As the pressure gradient is perpendicular to
the closure line, the flow is deflected perpendicular to the cavity closure line. At larger
angles, the re-entrant jet had an upstream component (fig. 5.12). When the sheet cavity
was growing, flow from the sides was not obstructed, nor was it directed at the leading edge.

To distinguish between various directions of the re-entrant flow, the term side-entrant
jet is introduced. This term refers to that part of the re-entrant flow that has a strong
spanwise velocity component. The term re-entrant jet is reserved for the re-entrant flow
that has a velocity component that is mainly streamwise. The re-entrant flow is thus split
up in re-entrant and side-entrant jet components, even though at certain points of the
flow both terms may apply. Note that the side-entrant jet component, in contrast to the
re-entrant jet component, is not necessarily directed upstream. The term side-entrant is
introduced to emphasize the three-dimensional character of the flow. For presented cases,
the side-entrant jets from both sides were flowing into the closure region of the sheet where
they collided. Side-entrant jets of the re-entrant flow do not reach the leading edge but
also lead to shedding.

Any fluid ejected upward through the cavity interface creates a significant disturbance,
isolating a small portion of vapor and creating a bubbly flow consisting of jet-entrained
vapor. The velocity of a streamline at the cavity surface is measured at VV = V0

√
1 + σ

(Foeth et al. 2006). Although the velocity of the re-entrant flow is difficult to measure, the
velocity of the jets is unlikely to be appreciably smaller. Also, if we assume that during the
shedding cycle the two side-entrant jets were converging for about a third of the shedding
cycle (15 Hz), the amount of fluid through a square millimeter—taking a homogeneous ve-
locity distribution—at this velocity of 6.4 m/s was about 285 mm3 per mm2 cross-section
of the re-entrant flow. At this rate the cavity closure is collecting fluid quickly even if the
jets are thin.
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5.11.1 t = 0.0 ms 5.11.2 t = 3.5 ms 5.11.3 t = 7.0 ms 5.11.4 t = 10.5 ms

5.11.5 t = 14.0 ms 5.11.6 t = 17.5 ms 5.11.7 t = 21.0 ms 5.11.8 t = 24.5 ms

5.11.9 t = 28.0 ms 5.11.10 t = 31.5 ms 5.11.11 t = 35.0 ms 5.11.12 t = 38.5 ms

5.11.13 t = 42.0 ms 5.11.14 t = 45.5 ms 5.11.15 t = 49.0 ms 5.11.16 t = 52.5 ms

5.11.17 t = 56.0 ms 5.11.18 t = 59.5 ms 5.11.19 t = 63.0 ms 5.11.20 t = 66.5 ms

Figure 5.11 Visualization at 4.96 m/s ± 6.4%, α = +1◦, σ = 0.66 ± 7.94%, recorded at
f = 2000 Hz, showing every seventh frame. Flow from top to bottom.
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Figure 5.12 Streamlines over the cavity in-
terface are directed inward

Figure 5.13 Observed direction of re-entrant
flow focusing causing the pri-
mary pinch-off. The re-entrant
flow is radially diverging into the
cavity.

Primary Shedding (cavity center)

The primary shedding originated at the collision region in the center of the sheet, see
figs. 5.11.5-5.11.12. However, only a portion was broken off from the main sheet and
advected with the flow. Most of the cavity remained attached. This shed structure could
be seen to roll up quickly in figs. 5.11.5-5.11.8 by self-induction into a hairpin vortex. This
structure grew significantly in height, on the order of the cavity length (Foeth et al. 2006).
The cavity closure after the cut-off of the hairpin vortex was temporarily turbulent—
shedding a large cloudy structure—but reattached smoothly shortly thereafter. In order to
visualize the re-entrant flow more clearly, a series of additional images of the transparent
hydrofoil is presented in figs. 5.14 & 5.15. The cavitation is filmed through the pressure
side of the transparent hydrofoil showing the internal flow structure of the cavity. The
radially diverging re-entrant flow is clearly visible in fig. 5.14 (denoted as A) as waves on
the jet surface reflected the laser light.

The re-entrant flow directed upstream in a two-dimensional situation would be con-
strained in its lateral movement. The vapor interface at the leading edge was not visibly
disturbed upon contact with this re-entrant flow; its apparently low momentum did not
lead to immediate shedding. As the side-entrant jets were aimed at the closure, it was here
that the fluid first impinged on the interface. Therefore, the main cause for the detachment
of the main structure was the side-entrant jet and not the re-entrant jet.
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Figure 5.14 The re-entrant flow was filmed through a transparent hydrofoil, corresponding
approximately to figs.5.11.7-5.11.10. The images show the re-entrant jet after
cleaning up the pictures (despeckle, color & histogram enhancement). These
figures show the radially diverging re-entrant jet (A) emanating from the center
of the foil at two different shedding cycles as sketched in fig. 5.17. The two
horizontal lines are holes for ink injection (not presented)
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5.15.1 5.15.2

5.15.3 5.15.4

Figure 5.15 This series shows the cavity at the end of its secondary shedding corresponding
to figs 5.11.15-5.11.17. The side-entrant jet is seen to develop at both corners
of the sheet (A) as visualized in fig. 5.18. The re-entrant jet is visible near the
leading edge (B)
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Figure 5.16 The streamlines at the side
planes in the concave part are
partly directed away from the
central plane, corresponding to
fig. 5.11.7-5.11.8

Figure 5.17 Observed direction of re-entrant
flow in fig. 5.16 converging in the
lobes causing a second pinch-off

Secondary shedding (cavity sides)

The remaining topology of the sheet closure line in figs. 5.11.5 to 5.11.12 was concave. The
locally convex regions of the cavity are seen to shed a series of larger vortices, followed by
a turbulent flow region. From observation, the secondary shedding greatly resembled the
primary shedding. The secondary shedding disappeared when the closure was no longer
concave.

The re-entrant flow direction in the center was still directed radially outward after the
shedding of the first cloudy structure. The main side-entrant jets and radially diverging
re-entrant jet were now converging in both downstream lobes of the remaining cavity shape
(fig. 5.16 & 5.17). The secondary shedding was caused by the collision of these two flows.
Basically, the main shedding as visible on figs. 5.11.5-5.11.12 was repeated at both sides of
the central plane as visible in figs. 5.11.9-5.11.18.

After the secondary shedding the remaining cavity had a near-convex shape with two
concave regions, denoted H in fig. 5.18, corresponding to fig. 5.11.18. From these regions
the re-entrant flow entered the cavity sideways, similar to the re-entrant flow in fig. 5.17
after the primary shedding. The re-entrant flow from the closure of the cavity at the
midplane and from the sides on the cavity—denoted B and C, respectively, in fig. 5.18—
remained present and collided with the side-entrant jets from H. Figure 5.15 shows this
situation on the transparent hydrofoil. The movement of the front of the side-entrant flow
(A) from these regions at fig. 5.18-H can be seen, as re-entrant flow forced into the cavity
collided with re-entrant flow from the plane of symmetry (B) and a frothy turbulent region
was created upon impact at the lower corners. At the outer side, a continuous mixing is
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Figure 5.18 The streamlines at the side
planes in the concave part are
partly directed away from the
central plane. Corresponding to
figs 5.11.15-5.11.17.

Figure 5.19 Side-entrant jets converge in the
closure region and cut off the
first vortical structure. The re-
maining cavity closure is now
”open”.

observed as re-entrant flow from the main flanks of the cavity (5.18.C) continued to collide
with the re-entrant flow from (H). No large-scale shedding was observed at this point of
the shedding cycle, as with each subsequent shedding the scale and hence total jet momen-
tum decreased, while the inflow and its momentum from the sides of the cavity remained
constant. Without any further major disturbances allowing for a sheet topology change in
the closure region, the cavity grew back into its original convex shape and side-entrant jets
at the central plane collided once again repeating the process. The cavity never reaches a
constant length.

The shedding of the sheet cavity in the three-dimensionality case is similar to a two-
dimensional shedding, having its origin as a disturbance of its interface, except that the
disturbance occurs at the aft part of the sheet. The fluid impinging on the interface isolates
a region of vapor as sketched in fig. 5.19. If the interface is considered a streamline with
a tangential velocity VV = V0

√
1 + σ, it is immediately apparent from contour integral of

that velocity over the boundary of S, that circulation is detached and advected with the
flow. The re-entrant flow may continue upstream and cut off a next structure, leading
to a cascade type of break-up. The impingement and detachment of the vapor structures
appears to be inertial in nature. This agrees with work by Stutz (2003) who concluded
that roughness of the hydrofoil surface did not influence shedding behavior on attached
cavitation. If the re-entrant flow does not cut off a subsequent vapor structure from the
cavity closure, a contact surface between the main sheet interface and impinging fluid forms
a mixing layer, leading to a continuous shedding of small cavitating vortices.



126 CHAPTER 5. THE STRUCTURE OF ATTACHED CAVITATION

5.2.3 The Twist-11E hydrofoil

The Twist-11E utilizes the Eppler & Shen YS-920 section (Shen 1985), which has a near-
constrant pressure distribution over the first 80% of its chord at a modest angle of attack
at both suction and pressure side (see fig. 5.20), specifically designed to delay cavitation
inception. Once below its critical σ, cavitation will quickly cover the entire low-pressure
plateau. This hydrofoil is chosen for its expected thin cavity and with a weak pressure
recovery in the closure region of the attached cavity, leading to a weak re-entrant jet and
strong sensitivity to the flow oscillator.

-1 0 1 2
CP

Figure 5.20 Pressure distributions on the Twist-11N (left) and Twist-11E (right) at α = 1◦

from an Euler-based calculation. The low pressure plateau on the Twist-11E
is clearly reflected in the plot. Calculations by Koop et al. (2006).

The Twist-11E is shown cavitating at an angle of attack of α = −3◦ in fig. 5.21 in steps
of 50 ms. The extent of the sheet cavity is more narrow and more concentrated than the
cavity on the Twist-11N hydrofoil at similar conditions, as is expected from the more uni-
form pressure distribution of the Twist-11E. What is remarkable for a cavity of this length
(75% chord) is that for the images presented there is no change in the cavity topology and
that large structure shedding does not occur. This cavity is steady. As intended by its
design, the side-entrant flow is directed in the closure region where the shedding of small-
scale cavitating vortices can be observed. Due to its elongated shape, the side-entrant jets
are now directed entirely into the close region (fig. 5.22), barely folding around the edges.
The interface at the center of the cloud is visibly turbulent.

afterpage



5.2. SHEDDING BEHAVIOR AT STEADY INFLOW CONDITIONS 127

5.21.1 t = 0 ms 5.21.2 t = 50 ms 5.21.3 t = 100 ms 5.21.4 t = 150 ms

5.21.5 t = 200 ms 5.21.6 t = 250 ms 5.21.7 t = 300 ms 5.21.8 t = 350 ms

5.21.9 t= 400 ms 5.21.10 t = 450 ms 5.21.11 t = 500 ms 5.21.12 t = 550 ms

5.21.13 t = 600 ms 5.21.14 t = 650 ms 5.21.15 t = 700 ms 5.21.16 t = 750 ms

5.21.17 t = 800 ms 5.21.18 t = 850 ms 5.21.19 t = 900 ms 5.21.20 t = 950 ms

Figure 5.21 The Twist-11E hydrofoil at α = −3◦, V0 = 6.6 m/s ± 4.1%, σ = 0.75 ±
7.8%, steady-inflow conditions. The twenty images shown were taken at 50 ms
intervals. Note that the major part of cavity was stationary and its topology
constant. Some variation in location of the turbulent interface is observed and
small-scale vortices were continuously shed in the closure region.
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Figure 5.22 Streamlines over and inside the
cavity on the Twist-11E

Figure 5.23 Cavity outline as experimen-
tally determined (conditions as
in fig. 5.21)

Due to the elongated shape, the region where the re-entrant jet is formed is narrow
and is continuously disturbed by the side-entrant flow. The momentum of the jet flowing
upstream is small. It can be concluded that the origin of the turbulent flow region on the
otherwise-glassy sheet interface was caused by the re-entrant jet impinging on the inter-
face. Its presence is inconsequential as far as main structure shedding is concerned. If the
attached cavity is steady and the re-entrant flow is directed upstream, re-entrant flow must
be advected out of the cavity. As sketched in fig. 5.22, the re-entrant jet is recirculated
over the sheet interface (this is presented more clearly in 5.3.2). On the Twist-8N and
Twist-11N hydrofoils, the re-entrant jet was concluded not to be the main cause of the
shedding. For the Twist-11E it is observed that the re-entrant jet hitting the leading edge
of the sheet is an insufficient condition for the detachment of the attached cavity. When
the loading of the hydrofoil was increased by changing the angle of attack from α = −3◦ to
α = −1◦ and to a σ leading to a similar cavity planform, the cavity thickness was increased
and the periodic shedding behavior appeared.

The results from the PIV measurements were used to reconstruct the cavity interface
as it changed in time, see fig. 5.25 where a period of 0.1 s is presented. The image shows
that the sheet thickness distribution was clearly constant during the measurements, as
was clear from the visualizations in fig. 5.21. Disturbances are present on the interface
as the re-entrant jet is recirculated, visible as peturbations on the cavity surface traveling
downstream. A close-up is presented in fig. 5.24. The velocity is estimated to be equal to
the fluid velocity at the cavity interface, or VV = V0

√
1 + σ and drawn as the line A. In

an attempt to estimate the wave length of surface tension waves on the interface a brief
Kelvin-Helmholtz instability analysis is presented in appendix J. This leads to leading
to a theoretical wave length of approx. λ = 1.71 cm. This wave length is drawn at four
location, connecting a few wave crests, and shows good agreement but this correlation may
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be entirely fortuitous. For this predicted wave length follows that the velocity difference
between liquid and vapor at the interface is zero to be stable. Note that when the distur-
bances reach the end of the cavity at B, they coincide with small cavitating vortices that
are shed at the closure of the sheet (with two examples at C).

The second image in fig.5.25 shows a velocity isosurface rendered at 99% of V =
V0

√
1 + σ, indicating that the velocity V = V0

√
1 + σ is present over the entire attached

cavity.

Figure 5.24 Top view of the attached cavity corresponding to the conditions fig. 5.21 in
with the leading edge at left, time progressing from top to bottom for a period
of 0.02s. Small disturbances travel downstream on the cavity surface along
the line AA, with a velocity VV = V0

√
1 + σ. Note that when the disturbances

reach the end of the cavity at B, they coincide with the shedding of small
cavitating vortices traveling at roughly half the speed (with two examples at
C).

5.3 Shedding behavior at unsteady inflow conditions

5.3.1 The Twist-11N hydrofoil

The response of the cavity to the periodically changing inflow has been investigated on
the Twist-11N, Twist-11E, and Twist-14N hydrofoils. The frequency of the flow oscillator
was varied at a constant amplitude at several angles of attack of the Twist hydrofoils and
several values of σ. The location of the cavity interface was determined from the PIV
images as described in section 4.2.5.
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Figure 5.25 Three-dimensional reconstruction of the vapor-interface outlines (as deter-
mined as in App I) of the Twist-11E at α = −3◦, V0 = 6.69 m/s ± 4.0%,
σ = 0.76 ± 7.6% (similar to fig. 5.21) during a period 0.1 s , time from left to
right. The top image presents the cavity interface and shows that the cavity
interface is stationary and is only shedding vortices at its closure. The result of
the re-entrant flow impinging on the leading edge can be seen as peturbations
traveling downstream on the interface . The bottom image has an isovelocity
surface drawn at 99% of V = V0

√
1 + σ (blue). The isosurface shows signs

of flow turbulence as wel as the disturbances are seen to travel downstream.
For stationary situations, the boundary condition that V = V0

√
1 + σ on the

interface is valid for the attached cavity.
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Results for the Twist11-N hydrofoil at an angle of attack of α = −2◦ and at a default
value of σ = 1.11 and V0 = 6.6−6.9 m/s are presented in figure 5.26. In this figure, a three-
dimensional top view of the cavitation visualization is given together with the oscillator
position. The natural shedding frequency of the cavity was determined at the oscillator
frequency fFO = ±32.55 Hz. From the visualization, it is apparent that the cavity is
regularly shedding large structures.

At lower oscillator frequencies (figs. 5.26.2-3), the general cavity volume was clearly
seen to fluctuate with the oscillator frequency, as the cavity length depended directly on
the position of the flow oscillator. This situation was clearly quasi-steady only. From
figs. 5.26.3 to 5.26.10, the oscillator frequency steadily approached fFO = 32 Hz. From
fig. 5.26.09 onward, the shedding is fully locked-in at fFO = 24 Hz with the flow oscillator
frequency and its intrinsic behavior at fFO = 32 Hz is fully suppressed.

This lock-in behavior was observed at all observed angles of attack and for all three hy-
drofoils. An increase in the phase between the cavity shedding and oscillator position was
observed as the frequency increased. This is similar to the measured frequency-dependent
phase delay between the lift of the Twist-14N and flow oscillator deflection angle (fig. 3.16).
The maximum lift was measured prior to the cavity shedding its main structure (from the
leading edge onward). This is expected because when part of the cavity is cut off from
the main cavity, circulation is advected with the flow resulting in a direct decrease of the
bound circulation of the hydrofoil. Hence the decrease in lift.

Harmonic analysis of the outlet-plane pressure signal showed that the dominant fre-
quency in the outlet-plane pressure was within 0.1% of the flow oscillator frequency for
both fFO = 28 Hz and fFO = 32 Hz, confirming the lock-in of the shedding occurs for
frequencies below the natural shedding frequency. When the cavitation was shedding irreg-
ularly or at non-cavitating conditions, the measured frequency of the outlet-plane pressure
was between 43.5 Hz and 48.0 Hz, close to the tunnel drive impeller’s blade passage
rate at 46.7 Hz. This indicates that the shedding frequency modulates with the position
of the flow oscillator as the cavity length and hydrofoil loading change quasi-statically
(figs. 5.26.2-3).

From these observations it can be concluded that the shedding behavior of the cavity
is sensitive to the flow oscillator and reacts strongly to the periodically changing inflow.
The shedding frequency will lock in to the incoming flow variations if the frequency of the
inflow variations approaches the natural shedding frequency. This forced sheet cavitation
shedding is directly coupled to the incoming flow and will suffer no modulation in shedding
frequency or phase, such as was observed at natural cavitation shedding in a uniform flow.
With the dominant flow features under control, the forced shedding is repeatable and there-
fore more suited for validation purposes. Small scale instabilities observed in the closure
region of the cavity occur on a much faster time scale and were not affected by the oscillator.
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In fig. 5.27 two views of a three-dimensional rendering show the shedding of a sheet
cavity during a period of 0.1 s. Although the interface shows periodicity, it also shows a
large variation in its details, such as the vortex shedding in the closure region. The en-
semble averaged data—fig. 5.28—does not show these variations. The shed structure and
closure region captured by the ensemble-averaged cavity outline encompasses all variations
of the shed structures of many shedding periods and therefore overestimates the shed vol-
ume. Note that in each individual frame the captured cavity outline itself is an envelope
of vapor or a liquid-vapor mixture (see App. I where an example is given using the data
as presented in fig. 5.28). The shedding is not the solid vapor structure suggested by the
renderings.

Nevertheless, the attached cavity prior to shedding is a ’solid’ vapor structure and
repeatable from cycle to cycle. The ensemble averaging removed the variations due to
turbulence in the incoming flow or disturbances caused by the re-entrant flow impinging
on the interface. Clearly, the quality of the cavity outline and velocity measurement is
improved by the ensemble averaging.

5.3.2 The Twist-11E hydrofoil

A full oscillation cycle is given in fig. 5.29 of the Twist-11E hydrofoil at α − 3◦, V0 =
6.59 m/s, σ = 0.743 with the flow oscillator was at fFO = 31.69 Hz. The first image
coincides with the neutral position of the oscillator and the cavity length was smallest.
The cavity was longest when the lift was at the beginning on its oscillation period (i.e.,
zero up-crossing). The lift and cavity length were nearly π/2 rad out of phase. The closure
region of the cavity was turbulent during the entire shedding period. The sheet interface
was not always turbulent. The cavity was seen to be glassy in fig. 5.29.17-5.29.20 when the
cavity was receding in length as the loading of the foil decreased. During this period, the
re-entrant jet was not visibly present, but reappeared when the cavity length was at its
minimum, fig. 5.29.1-5.29.4. The cavity shed a larger structure when its growth stagnates
around fig. 5.29.13-5.29.16. This structure appeared to be similar to the primary shedding
on the Twist-8N hydrofoil, caused by the collision of side-entrant flow. For the Twist-11E,
a rebound in the vortex collapse could be observed.

The side-entrant flow remained focused into the cavity closure during the entire shed-
ding, as it did on all Twist hydrofoils. Only the central region was visibly turbulent. A
sequence of close-ups of the re-entrant jet reaching the detachment point of the attached
cavity is given in fig. 30. The re-entrant jet was seen to move toward the leading edge
and leave a turbulent streak on the interface upon contact. It did not lead to shedding.
As for the stationary condition, the re-entrant flow was advected over the cavity interface.
Liquid was observed on the hydrofoil surface on either side of the turbulent region, creep-
ing slowly forward. The velocity of this near-stationary liquid was clearly well below the
velocity VV = V0

√
1 + σ one would prescribe using potential flow boundary conditions.
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A similar condition to that of fig. 5.29 is measured using PIV. The interface and a ve-
locity isosurface at 99% of VV = V0

√
1 + σ is given in fig. 5.31. In contrast to the results for

the Twist-11N hydrofoil (fig. 5.27) the (blue) velocity isosurface scarcely covers the sheet.
As the Eppler hydrofoils have a uniform pressure distribution over most of their chord,
the cavity length reacts strongly with lift variations. It is hypothesized that the unsteady
flow behavior is responsible for the velocity attaining a lower value on the interface. The
ensemble averaged data and three (identical) shedding periods are presented in fig. 5.32.
From this side view it is apparent that the shed structure increases in height from the lead-
ing edge. On average, the velocity on the interface is lower than 99% of V = V0

√
1 + σ as

can be concluded by the absence of the (blue) velocity isosurface. Similarly to the results
of the ensemble-averaged data for the Twist-11N, the ensemble-averaged cavity location
of the Twist-11E hydrofoil is a vapor envelope and less precise due to variations in the
location of the shed vortices of individual sheddings.

A central plane frame corresponding to fig. 5.29.19-5.29.20 is isolated from the PIV se-
ries and presented in figs. 5.33 to 5.36. The shed vortical structure—visible in figs. 5.29.13-
5.29.16 rolling up into a hairpin vortex—is close to its collapse, so it is nearly devoid of
vapor and about to pass the trailing edge of the hydrofoil. Figure 5.33 shows the raw PIV
frame. The shed structure—as visible in figs. 5.29.13-5.29.16—is denoted as A. The cavity
length is shortest at this time instance and the closure of the attached cavity is denoted B.
Most of the vaporous vortices shed by the receding cavity can be seen as vapor downstream
of B, as well as PIV tracer particles.

After filtering out all vapor, the result—minus the incoming flow velocity—is given in
fig. 5.34. The wake of the flow oscillator is visible in the top half of the vector field. Note
that even at an oscillator frequency 32 Hz the wake does not yet show any rolling up
within the field of view. It is stressed that all gaps in the velocity field have been filled
either by interpolation or by extrapolation, including the gap left by the sheet cavity. A
vortical motion is identified at A. Note that for the proper localization one should subtract
the traveling velocity of the vortex core and not the inflow velocity (Adrian et al. 2000)
but the location of the vortex is generally sufficienctly correctly determined. A strong
induced velocity from the vortex—rolled up into a hairpin vortex—is measured below A
, on the order of an upstream velocity 5 m/s near the foil surface. The region below the
core of the vortex and upstream of the upwash, C, has a larger-than-average out-of-plane
component, as can be concluded from the loss of most particle pairs. The correlation map
of the PIV interrogation deteriorated significantly in the area and most vectors were spu-
rious. For nearly all PIV results, the region of high induced velocity due to the presence
of the vortical structure showed many erroneous vectors. By applying more strict vector
selection parameters during post-processing 2 these vectors can be removed. This inherent

2Increasing the minimum required ratio of the first to second peak value within the correlation map
and/or removing vectors with 1 STD of their neighbors without reinserting a second or third choice vector
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error is apparently caused by the velocity of the hairpin vortex induced in the direction
perpendicular to the plane of observation resulting in the loss of particle pairs. The erratic
behavior of the PIV flow measurement near C was not observed near B.

Figure 5.35 shows a plot of the vorticity perpendicular to the measurement plane. Re-
gions of high vorticity are found near the vortex at A, in the region with many spurious
velocity vectors C and in the wake of the attached cavity. The receding cavity is known to
shed vortices (D), but one has to keep in mind that the size of a PIV interrogation window
is large compared with these vortices. A trail of vorticity is seen in the wake of the flow
oscillator (E).

Figure 5.36 shows the local Okubo-Weiss parameter (eq. 2.81). Strongly negative val-
ues of the parameter are found at the location of the regions of high shear, suggesting
or confirming that the regions of high vorticity are a vortex structure. No other regions
of high shear were found in the closure of the attached cavity for the Twist-11E. As the
current experiments only capture the height of the cavity within three or four interroga-
tion windows, the small vortices in the wake of the cavity closure are not captured by the
resolution of the measurements of the current work.

5.4 Discussion

From the experiment investigations with the three-dimensional cavities follows that re-
entrant flow from the sides dictates the behavior of the shedding cycle. The re-entrant
flow from the sides depends on the cavity shape. Thus, the cavity topology largely dictates
the re-entrant flow direction.

The convex cavity planform leads to converging re-entrant flow and that flow conver-
gence leads to shedding in the cavity closure region. Re-entrant flow was observed to
reaching the leading edge did not result in shedding. The re-entrant flow can be moving
both upstream and in spanwise direction. The spanwise component of the re-entrant flow is
denoted as the side-entrant jet. For any convex cavity shape, the side-entrant components
of the re-entrant jet converge in the closure region of the sheet, creating a disturbance
that causes local break-off of the aft part of the main sheet structure. This converging
of side-entrant flow is suggested as a second shedding mechanism for attached sheet cav-
itation, in addition to the well-known mechanisms of re-entrant flow impinging on the
cavity interface near or on sheet cavity detachment point. The cause of the shedding is
the same: impingement of a high-momentum flow on the surface of the hydrofoil on the
cavity interface.

With a convex cavity closure line, side-entrant jets converge in the cavity closure region
leading to a pinch off of the aft part of the cavity. The observed (cavitating) vortices in the
wake of the remainder of the attached cavity are similar to the spanwise and streamwise
vortices in a planar mixing layer. It is concluded that the wake of an attached cavity
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shedding small-scale vortices is in fact a mixing layer with its characteristic wake structure.
Thin cavities have a smooth pressure recovery zone in the cavity closure region generating
re-entrant flow with a minimum of momentum. These cavities typically shed small vortices
at their closure region. The collision of side-entrant jets of thick cavities of a large length
(near 100% chord), can form a continuous disturbance leading to continous shedding of
vortices, preventing the shedding of large cavity structures.

For all observed shedding mechanisms—from full-length cavity shedding, to local sheet
break-off due to re-entrant flow impingement on the cavity interface, and eventually the
mixing layer one the liquid-vapor interface due re-entrant flow disturbances—, the basic
mechanism is sheet cavity interface impingement. The scale of the shedding is determined
by the topology of the re-entrant flow.

For the Twist-11E hydrofoil with a near-constant pressure distribution on the suction
side—using the Eppler YS-920 section—, a long and slender cavity was created, covering
70% of the chord at the mid plane, and that was relatively thin at moderate angles of
attack. The slenderness of the cavity resulted in side-entrant jets continuously aimed to-
ward the closure region in the central plane resulting in the shedding of small cavitating
vortices. The thin cavity has a weak re-entrant flow that did not disturb the sheet cavity
upon contact at the leading edge. The re-entrant jet that impinged on the cavity interface
was advected with the flow over the cavity interface, so that the cavity was stable in length
for the entire observed period. From the investigations of the Twist-8N and Twist-11N
hydrofoils could be concluded that the side-entrant jets could form an equally important
mechanisms of sheet instability. From these observations it follows that impingement of
a re-entrant at the cavity streamline detachment point itself is an insufficient condition
for shedding. This did not change for unsteady inflow conditions as the leading edge was
visibly cavitating during the entire shedding period, although the scale of shed vortices did
increase for lower cavitation numbers. The steady behavior of the cavitating flow around
the Twist-11E hydrofoil disappeared when the angle of attack was increased from α = −3◦

to α = −1◦, leading to a shedding behavior similar to that observed for both the Twist-8N
and Twist-11N hydrofoils. Apparently, by increasing the angle of attack and thus the cav-
ity thickness, the resulting increase in the pressure in the closure region at a higher angle
of attack increased the re-entrant jet momentum sufficiently to cause large-scale shedding
of the attached cavity.

For a hydrofoil with a given pressure distribution, the cavity topology determines the
direction and momentum of the re-entrant flow and that re-entrant flow determines the
shedding behavior of the cavity. In order to accurately predict the shedding behavior,
to eventually predict the risk of cavitation erosion, the re-entrant flow must be predicted
accurately.

Quantitative analysis of the flow by means of PIV measurements showed that regions of
high vorticity appear at the expected location of shed vortices—as found on the high speed
video—and the Okubo-Weiss parameter confirmed the existence of vortices in these regions.
The experiments in the present were aimed at resolving the whole flow field. Therefore the
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magnification was insufficient to resolve the closure of the cavity. No appreciable vorticity
was measured at locations other than a vortex. The velocity at the interface of the attached
cavity was measured to be VV = V0

√
1 + σ.

The shedding mechanism of the cavity is inertial in nature, so viscosity most likely plays
a minor role. Stutz (2003) indicated that the shedding behavior of attached cavitation was
insensitive the the roughness of the hydrofoil surface. However, Coutier-Delgosha et al.
(2005) observes a notable dependency of the cavitation length and shedding frequency of
the attached cavity on a plano-convex hydrofoil for an equivalent roughness of the surface of
100 to 400μm, but only when their smooth hydrofoil was shedding large structures and not
for light loadings. Apparently, only when both the re-entrant jet momentum and surface
roughness is large can the behavior be affected by the excessive surface roughness. Rough-
ness elements in the range of 100 to 400μm are much thicker than the viscous sublayer of
the boundary layer. Full-scale propellers—operating at higher Reynolds numbers—have
an equivalent roughness of 20 to 30μm so that the effect of roughness of the blade surface
of the cavity does not effect the re-entrant jet or the shedding behavior.

The alternating shedding seen on the hydrofoils results in a distinct cycle. However, the
two-dimensional hydrofoil lacks the spanwise variation in pressure distribution in the center,
resulting in the seemingly random local shedding along its cavity closure. Any disturbance
at its closure will redirect the re-entrant flow into converging side-entrant flow resulting
in local shedding. The two-dimensional cavity has a highly three-dimensional structure
making it more difficult to study, either numerical or experimental, with re-entrant flow
constantly changing direction and continuously converging in other locations along the
span. The three-dimensional cavity is shown to have a repeatable collapse making it a
more proper candidate for numerical validation studies of cloud shedding. The shedding
frequency shows minor variations in time, variations that are smaller when the cavity is
excited by an oscillating inflow with a frequency close to or larger than the natural shedding
frequency of the cavitating hydrofoil.
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5.26.2 fFO = 0 Hz, V0 = 6.83 m/s, σ = 1.11

5.26.3 fFO = 1.96 Hz, V0 = 6.58 m/s, σ = 1.28

5.26.4 fFO = 3.89 Hz, V0 = 6.82 m/s, σ = 1.14

5.26.5 fFO = 7.88 Hz, V0 = 6.93 m/s, σ = 1.09

5.26.6 fFO = 11.94 Hz, V0 = 6.64 m/s, σ = 1.23



5.26.7 fFO = 15.89 Hz, V0 = 6.72 m/s, σ = 1.18

5.26.8 fFO = 19.84 Hz, V0 = 6.79 m/s, σ = 1.15

5.26.9 fFO = 23.77 Hz, V0 = 6.59 m/s, σ = 1.26

5.26.10 fFO = 27.71 Hz, V0 = 6.96 m/s, σ = 1.06

5.26.11 fFO = 31.48 Hz, V0 = 6.93 m/s, σ = 1.09

Figure 5.26 Top view of the development of cavitation on the Twist-11N hydrofoil at α =
−2◦ at increasing flow oscillator frequencies 1.06 < σ < 1.28. Flow from
bottom to top, with time progressing from left to right for a period of 0.3417 s.
The influence of the flow oscillator (the black sine) is seen to affect the shedding
of the attached cavition.



Figure 5.27 Cavitation developement (red) in time at the midplane of the Twist-11N hy-
drofoil at α = −1◦, V0 = 6.9 m/s ± 3.9%, σ = 1.26 ± 6.5%, fFO = 31.64 Hz.
Velocity isosurface (blue) drawn at 99% of V = V0

√
1 + σ, clearly covering

the entire attached cavity between sheddings. The black sine indicates the
flow oscillator’s position, the red line the variation of the hydrofoil lift force
(no scale). The lift has its maximum just before the cavity sheds its primary
structure.



Figure 5.28 Cavitation developement (red) in time at the midplane of the Twist-11N hy-
drofoil at α = −1◦, V0 = 6.9 m/s ± 3.9%, σ = 1.26 ± 6.5%, fFO = 31.64 Hz,
showing three periods of ensemble-averaged data. The cavity is a coherent
structure showing a more pronounced repeatability when compared with the
unaveraged data. Fluctuations on the cavity interface and velocity isosurface
average out, only the main structureg remains present. The turbulent closure
region—showing more variation between sheddings—averages out to a vapor
envelope.



5.29.1 t = 0.0 ms 5.29.2 t = 1.6̄ ms 5.29.3 t = 3.3̄ ms 5.29.4 t = 5.0 ms

5.29.5 t = 6.6̄ ms 5.29.6 t = 8.3̄ ms 5.29.7 t = 9.6̄ ms 5.29.8 t = 11.3̄ ms

5.29.9 t = 13.0 ms 5.29.10 t = 14.3̄ ms 5.29.11 t = 16.0 ms 5.29.12 t = 17.3̄ ms

5.29.13 t = 19.0 ms 5.29.14 t = 20.6̄ ms 5.29.15 t = 22.3̄ ms 5.29.16 t = 23.6̄ ms

5.29.17 t = 25.3̄ ms 5.29.18 t = 27.0 ms 5.29.19 t = 28.6̄ ms 5.29.20 t = 30.0 ms

Figure 5.29 The Twist-11E hydrofoil at α = −3◦, V0 = 6.59 m/s ± 4.12%, σ = 0.743 ±
7.85%, fFO = 31.69 Hz. The twenty images show a full oscillation period.



5.30.1 t = 3.3̄ ms 5.30.6 t = 11.3̄ ms

5.30.2 t = 5.0 ms 5.30.7 t = 13.0 ms

5.30.3 t = 6.6̄ ms 5.30.8 t = 14.3̄ ms

5.30.4 t = 8.3̄ ms 5.30.9 t = 16.0 ms

5.30.5 t = 9.6̄ ms 5.30.10 t = 17.3̄ ms

Figure 30 Close-ups from figs. 5.29.3-5.29.13. The re-entrant jet is visible and indicated in
the first four frames and is seen not to cause any shedding of the cavity.



Figure 5.31 Visualization of the cavity outline on the midplane of the Twist-11E at V0 =
6.5 m/s ± 4.2%, σ = 0.85 ± 7.6%, fFO = 31.56 Hz, similarly to fig. 5.29,
showing three cycles. The visualizations indicate the small shed structure at
the midspan increases the cavity from the moment the re-entrant jet impinges
on the leading edge. The blue outline is the velocity isosurface taken at 99%
of V = V0

√
1 + σ. In contrast with the Twist-11N hydrofoil, the velocity on

the interface is lower. Note that the cavity continues to the leading edge, but
this was not captured due to insufficient illumination.



Figure 5.32 Visualization of the ensemble-averaged cavity outline on the midplane of the
Twist-11E at V0 = 6.5 m/s ± 4.2%, σ = 0.85 ± 7.6%, fFO = 31.56 Hz, simi-
larly to fig. 5.29, showing three cycles. Most of the smaller vortical structures
collapse during the averaging giving an overestimate of the cavity length com-
pared with the original data.



Figure 5.33 PIV frame on the midplane of the Twist-11E at V0 = 6.5 m/s ± 4.2%, σ =
0.85 ± 7.6%, fFO = 31.56 Hz. Flow right to left, leading edge at right. The
shed structure as visible in figs. 5.29.19-fig:T11E-s2.20 is denoted as A. The
cavity length is shortest at this time instance and the closure of the attached
cavity is denoted B. Most of the vaporous vortices shed by the receding cavity
can be seen as vapor downstream of B, as well as PIV tracer particles.
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Figure 5.34 Velocity field and and magnitude from the PIV image in fig. 5.33, incoming
flow velocity subtracted. Note that all gaps in the velocity field have been
interpolated, including those inside the cavity. The hairpin vortex is identified
(A) as well as a strong induced upstream velocity within the hairpin vortex
(C), on the order of 5 m/s near the foil surface, where many spurious vectors
occurred due to a loss of most particle pairs. The correlation map of the PIV
interrogation deteriorated significantly in the area.
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Figure 5.35 Velocity field and vorticity magnitude from the PIV image in fig. 5.33. A
region of high vorticity is seen at the location of the vortex core and at several
regions close to the hydrofoil surface (D). Some vorticity is observed in the
wake of the flow oscillator (E)
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Figure 5.36 Velocity field and magnitude of the Okubo-Weiss parameter (eq. 2.81).
Strongly negative values of the parameter—signifying a vortex core in two-
dimensional flow—are found at the location of regions of high shear, suggesting
that most regions of high vorticity correspond to a vortex structure. No other
regions of high shear were found in the closure region of the attached cavity
on the Twist-11E.





Chapter 6

Conclusions and Recommendations

6.1 The application of PIV to cavitating flows

The use of Laser Induced Fluorescence is insufficient for accurate Particle Image Velocime-
try measurements in cavitating flows. Incident laser light reflected from the cavity can
overexpose and saturate the camera, and even damage it. The use of laser-induced fluo-
rescent particles and optical filters is an easy and effective method to solve the problem of
over-exposure by removing all laser light and recording particles only. Nevertheless, two
problems remain.

• Out-of-plane particles are illuminated by the reflection and refraction of the light sheet
by the vapor-liquid interface. This can be partially solved by purposely applying a
very small focal depth—obtained by a large aperture of the lens—so that the focus
on out-of-plane particles is quickly lost and resulting in lower and wider peaks on
the PIV correlation map. With the application of high speed PIV, the energy per
pulse of the lasers is low giving a modest light budget, so high apertures are already
common.

• An error is introduced by the unintended correlation of illuminated vapor captured
by the camera. Two cameras were used with different sensitivities and no vapor
was recorded when using the less sensitive—but faster—camera, so the correlation of
vapor is not always a problem of the application of PIV measurements to cavitating
flows. nevertheless, one would prefer to opt for a sensitive camera to capture more
information from the light sheet, increasing the risk of capturing illuminated vapor
by the camera.

Whenever vapor is visible, the PIV measurement will deteriorate due to correlation of
illuminated vapor for several reasons:

• The cavity liquid-vapor interface is a reflecting surface, so the recorded intensity de-
pends on the direction of illumination. A subtle change in the cavity outline results
in a change of the intensity of the reflection, leading to false correlations.

149
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• It is impossible to determine 1 if the recorded cavitation is inside or outside the light
sheet. In fact, most of the time it is clearly outside the light sheet. The calibration
is only valid in the measurement plane so interrogation of vaporous flows is nearly
always erroneous.

• Correlation of vapor does not lead to a correct prediction of the fluid velocity as one
observes changes in the cavity interface, not changes in fluid velocity. For exam-
ple, the interrogation of a smooth and stationary interface results in a prediction of
zero-displacement leading to strong gradients in the velocity field near the interface,
gradients which are simply not present in the actual flow.

It is crucial that this source of background noise is removed—e.g., using image analysis—
in order to avoid correlation errors. The image-analysis presented in chap. 3 offers a pos-
sible solution to remove the cavity while leaving the measurement of the flow displacement
unaffected. Upon close inspection of the result of pre-processed and unprocessed images, it
can be concluded that the solutions are identical in the fully-wetted region. With the use
of synthetic PIV images it was shown that the error is reduced significantly when applying
the pre-processing. In order to apply PIV effectively and accurately in cavitating flows,
the combined use of laser induced fluorescence and image pre-processing is required. The
modified standard deviation function as presented in s. 4.2.3 performs well for the iden-
tification of particles, but the order of applied kernel operations, their sizes and settings
require some degree of optimization differing per experiment and should not be interpreted
as a generic approach.

6.2 The structure of three-dimensional cavitation

An isolated sheet cavity was studied occurring in the flow on three-dimensional hydrofoils
with different sections and spanwise loading distributions. From the experiments with the
three-dimensional attached cavities it follow that re-entrant flow from the sides dictates
the behavior of the shedding cycle and the re-entrant flow from the sides depends on the
cavity closure line. Thus, the cavity topology largely dictates the re-entrant flow direction.

Side-entrant flow

The re-entrant flow from the side of the cavity dictates the behavior of the shedding cycle
and the flow from the sides depends on the cavity closure line. The instationary cavity
closure linee governs the cavities shedding behavior. The convex cavity shapes on the
Twist hydrofoils are intrinsically unsteady. The re-entrant flow direction is mirrored on
the cavity closure line, so the re-entrant flow can be moving upstream and also in spanwise
direction, the latter denoted as a side-entrant component. For any convex cavity closure
line, side-entrant components of the re-entrant flow focus in the aft region of the sheet.
The side-entrant flow impinges on the cavity interface causing a local break-off of a part of

1with a single camera



6.2. THE STRUCTURE OF THREE-DIMENSIONAL CAVITATION 151

the main cavity. Side-entrant components often collide before the re-entrant flow reaches
the leading edge. The convergence of side entrant jets is a second shedding mechanism for
attached sheet cavitation in addition to the re-entrant flow reaching the leading edge and
impinging the sheet vapor interfacte near the sheets detachment line.

Re-entrant flow

The impingement of a re-entrant jet on the vapor-liquid interface near the cavity detach-
ment location is an insufficient condition for cloud shedding. By using a hydrofoil with a
near-constant pressure distribution on the suction side—the Eppler YS-920 section—in a
Twist-11 configuration, a cavity was created that was slender, covered 70% of the chord
at the mid plane, and was relatively thin at moderate angles of attack. The slenderness
of the cavity and its closure line resulted in side-entrant jets continuously aimed at the
very end of the cavity closure region , causing the continuous shedding of small scale vor-
tices from the closure region. The thin cavity with its low pressure gradient had a weak
re-entrant jet that did not disturb the sheet cavity interface upon contact. The re-entrant
jet was recirculated over the cavity interface upon contact so that the cavity was constant
in length. This is distinctly different from the classical point of view that re-entrant flow
always causes shedding, as is observed for two-dimensional hydrofoils.

The closure of the attached cavity

With all observed shedding mechanisms—from full-length cavity shedding, to local sheet
break-off, and eventually to small-scale vortex shedding—the basic mechanism is sheet cav-
ity interface impingement by re-entrant flow. With the experiments for the Twist-8N and
Twist-11N primary and secondary sheddings were identified to be the same collapse mech-
anism on different scales (s. 5.2.2). The scale of the eventual shedding is determined by
topology of the cavity closure line. The importance of the (local) jet momentum was shown
by the hydrofoils with a near-constant suction-side pressure distribution. It is therefore
essential that the direction and momentum of the re-entrant flow are captured in numerical
simulations in order to accurately simulate cloud shedding.

The shedding mechanism observed after side-entrant jet convergence at the center plane
is a pinch-off of the aft part of the attached cavity. A part of the attached cavity at the
central plane is pinched off after the collision of side-entrant flow. The observed (cavitating)
vortices of the remainder of the attached cavity are similar to the spanwise and streamwise
vortices in a mixing layer. It is concluded that the wake of an attached cavity shedding
small-scale vortices is in fact a mixing layer with its characteristic vortical structure that
is clearly visible on the images presented for a large scale cavity.

Cloud cavitation

The seemingly aptly named term cloud cavitation is a misnomer. From photographs the
shed structure indeed resembles an indefinite and opaque region, collapsing into bubbly
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remains, but from the present experiments it follows that the shed structure mainly consists
of cavitating vortices. The low nuclei content in the water tunnel allows for the observation
of the structure without bubbles clouding the view and at no time a pure bubbly cluster
or cloud was observed. From the results obtained for the Twist-8N hydrofoil, it was
demonstrated that the wake of the sheet cavity consists of smaller streamwise vortices
stretched around the main co-rotating spanwise vortices. The entire wake of the attached
cavity quickly rolled up and concentrated in the central plane by the time it passed the
trailing edge. As a result, the wake of the cavity is highly turbulent and this made it difficult
to perform PIV as many particles left the measurement plane due to a large out-of-plane
velocity component.

The two dimensional cavity

The attached cavitation on a two-dimensional hydrofoil has a highly three-dimensional
structure making it a more difficult study object, both numerically as experimentally, as
re-entrant flow is constantly changing direction and converging at different locations. The
periodic shedding seen on the present hydrofoils results in a distinct cycle. However, the
two-dimensional hydrofoils used for most cavitation research lack the spanwise pressure
distribution with a well-defined low-pressure region. The results is the seemingly random
local shedding along the cavity closure line. Any disturbance at its closure line will redirect
the re-entrant flow into a side-entrant flow resulting in local convergence of re-entrant flow
and subsequently into local shedding. The three-dimensional cavity is shown to have a
repeatable collapse cycle. This makes it more accessible as a validation case for numerical
studies. Also, the cavity on the hydrofoils from the present work does not interact with
the boundary layer of a tunnel wall, interactions that are not captured when simulating
cavitating flow using inviscid flow models.

Unsteady inflow

The shedding of the sheet cavity fully locks in with the perturbation generated by the oscilla-
tor when the oscillators frequency approaches the natural shedding frequency. The naturally
shedding cavity is shedding reasonably periodically, the frequency and phase show some
modulation. This modulation complicates the ensemble averaging of the measurements.
This modulation is removed when using the flow oscillator at a frequency for which the
cavity locks in at the oscillation frequency. The quality of the measurements to be used
as validation data for numerical computations is improved at the cost of having to include
the flow oscillator. As the amplitude of the flow oscillator was small. It was designed to
be able to be simulated by using a fixed mesh with a transpiration boundary condition. In
that case the additional computational cost is thought to be low. The Twist hydrofoil with
the Eppler section and its stationary cavity with its small scale vortex shedding is exempt
from this recommendation. The shedding of the small structures of this cavity occurs at a
time scale not feasible by the flow oscillator and the main cavity topology was steady.
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Cavitation erosion is linked to vapor structures rebounding near a surface after a col-
lapse. These were observed during the experiments for unsteady inflow conditions but not
during natural shedding. The natural collapse is enhanced by the increase in cyclic pres-
sure as the foil loading decreases. It is hypothesized that if the natural shedding frequency
is lower than the frequency of the oscillating inflow field, the risk of erosion is reduced.
This will have to be verified by erosion-oriented experiments.

Transport and production of vorticity

From an analysis of the transport equation for vorticityit follows that gradients in the
void fraction can interact with the rate of deformation tensor and can produce vorticity.
This ’viscoclinic’ production is additional to the known production terms due to external
forces (e.g., a rotating frame of reference), baroclinic torque, and generation of vorticity
in boundary layers. The interaction of the gradient of the void fraction and the rate of
deformation tensor could not be measured by means of PIV.

Regions of high vorticity were not measured using PIV, except near the core of vor-
tices. The smaller-scale vortices in the wake of the cavity could not be detected as the
experiments were aimed at measuring the entire flow field. The resolution was insufficient
to resolve the closure of the cavity and no appreciable vorticity was measured in the wake.
For the interrogation of the wake of the cavity, a much smaller field of view—combined
with smaller particles—would be required, which was beyond the scope of the present work.

In viscous flow calculations, gradients in an insufficiently-resolved void-fraction distri-
bution interacting with the rate-of-deformation of the flow could possibly introduce an
additional artificial vorticity production term. The production of vorticity requires further
study, preferably by means of simple test cases.

Design consequences

Ship propellers are usually designed to avoid isolated sheet cavities—i.e., attached cavities
not connected to the tip vortex—since they are commonly associated with erosion. For
this reason, a propeller designer attempts to design sheet cavities that increase in length
toward the tip. Application of inception-delaying sections—such as an Eppler section—can
be used to keep the propeller free of cavitation, but operating conditions can exceed the
inception conditions. At these conditions, a large cavity can appear that can grow ex-
plosively and can generate high pressure transients. The experiments with the Twist-11E
hydrofoil at α = −3◦ indicate that the thin sheet cavity on the Eppler section is not shed-
ding at moderate loadings and can be an acceptable form of sheet cavitation with regard
to noise, erosion, and vibration by virtue of its minimal volume fluctuations. The cavity
extent is large, but the shedding and volume fluctuations are small. So, a chordwise-large
attached cavity is not a cause for concern if it is thin and does not shed large structures.
However, experiments for the case of the unsteady inflow indicate that the cavity will start
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shedding larger structures as the frequency increases, so load variations of the propeller
blade should be preferably small. Unfortunately, the variations in loading are a result
of the flow pattern caused by the upstream ship hull and the frequency of the variation
depends on the propeller rate of revolution. These constraints are nearly always design
conditions and rarely design parameters.

Accurate prediction of the direction of the re-entrant flow forms the basis of an accurate
prediction of cloud shedding. For (potential flow) boundary element methods, an accu-
rate non-linearized re-entrant flow is computationally very expensive. Also, potential flow
models cannot easily model the impingement of the re-entrant jet on the cavity interface.
Hence, potential flow methods have difficulty in predicting cavitation erosion.

From the experiments for the elliptical hydrofoil it is concluded that the side-entrant
flow reaching the leading edge influences the detachment point in the region where the at-
tached cavity merged with the tip vortex. As the cavity closure-line shape determines the
direction of the side-entrant jet and the side-entrant jet determines the local detachment
criterion, the cavity closure-line shape affects the point of detachment. Potential flow cal-
culations usually fix the point of detachment on or near the leading edge. It is not expected
that boundary element methods can capture the flow aspects predominantly present near
the propeller tip, at least, without special treatment of the interaction of re-entrant flow
and the sheet cavity detachment.

Numerical methods calculating the whole flow field do not have this restriction. The
described shedding mechanisms are largely based on convergance points of re-entrant flow
and impingement on the cavity interface. These effects are all thought to be inertia driven
so it is expected that Euler simulations are able to capture most if not all of the major
structures observed during the experiments in the Twist hydrofoils.

When simulating the behavior of cavitation shedding e.g., using volume-of-fluids meth-
ods, it is often difficult to capture the interface of the sheet cavity. From observations it
follows that the interface of the sheet is a discontinuity step from liquid to vapor. For cloud
cavitation, the numerically diffuse interface is often justified from the numerical point of
view in order to capture the optically diffuse structure of the cloud. The cloud structure
in the present work has been identified as a structure of vortices, not an agglomeration of
bubbles. It is expected that for correctly simulating the cloud one must preserve a sharp
interface in order to prevent diffusion—either numerically or physically.

From a physical point of view, the medium can exist as pure vapor or pure liquid (that
is, below the critical point where the distinction between the gas and liquid phase no longer
exists). The cloud cavitation is a mixture of liquid, vapor, vaporous bubbles, and droplets.
The vapor fraction does not really have a meaning other than to capture a complicated
two-phase flow pattern in a continuum approach. It is hypothesized that the choice of
vapor production models is of subsidiary importance to capturing the physics of the flow
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with a sharp interface.

Recommendations

The interaction between attached cavitation and the tip vortex, both steady and unsteady,
has only been briefly explored in the present thesis. Tip vortex cavitation can generate
pressure transients between the 4th to 7th blade harmonics that can be as loud as collapsing
cloud cavitation resulting in on-board noise and vibration. Tip vortex cavitation can be
experimentally studied using the same techniques as outlined in the present work. The
induced velocities of a tip vortex constitute a strongly three-dimensional flow field so the
use of stereoscopic PIV is indispensable.

The application of stereoscopic PIV in the cavitation tunnel of Delft is feasible as
outlined in the Master thesis by van der Hout (2007). The use of a hydrofoil with a zero
tip chord is recommended. The Ellipse-11 suffered from the leading-edge vortex detaching
from the leading edge and with local tip vortices detaching from the trailing edge, visible
when the cores of these vortices cavitated. For the design of a wing with a controlled
lead-edge and tip vortex system, optimization using numerical methods is recommended.





Appendix A

Notation

A brief explanation of the notation used for chapter 2. Einstein summation convention is
used during derivations. This notation results in brief expressions, and it often greatly fa-
cilitate deduction and complicated permutations such as those of compounded chain rules.
However, the notation can sometimes be so terse that it is defeating the purpose of acces-
sible notation. A combination of three or four tensor operators in succession can result in
a complicated combination of derivatives as is the case with Chapter 2. The summation
convention is kept within the derivations, and occasionally dropped in favor of vector op-
erator notation.

The summation convention is simple. Whenever an index appears twice in an expression
it is to be summed so that for any vector or tensor ζ , ξ

ζiξi ≡
N∑

i=1

ζiξi ζijξik ≡
N∑

i=1

ζijξik (A.1)

Whenever a pair of suffices appear, they are both summed, in any order

ζijξikςjm ≡
N∑

i=1

N∑
j=1

ζijξikςjm (A.2)

So, a single free suffix indicates an element of a set, vector, or tensor. Double suffices
are automatically summed 1. Note that these suffices are always dummy suffices and can
be interchanged indiscriminantly. The number of suffices of a variable is a direct indicator
of its tensor order.

A.1 Operators

The Kronecker Delta, δij , is a second order tensor defined as

δij = ei · ej

{
1 i = j
0 i �= j

(A.3)

1no part of an equation can hold more than two identical suffices
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with ei the unit vector and δii = 3. A shorter Kronecker Delta is sometimes encountered

δi = ei · e1

{
1 i = 1
0 i �= 1

(A.4)

The gradient and divergence operators of a scalar (f), vector (ζ), or matrix (ξ) are

∇f = ei
∂f

∂xi

; ∇ζ = eiej
∂ζj

∂xi

∇ · ζ =
∂ζi

∂xi

; ∇ · ξ = ei
∂ξij

∂xj

(A.5)

Note that the divergence reduces and the gradient increases the order of the tensor by
one. The permutation symbol of Levi-Civita, εijk, is introduced to properly describe the
cross-product and curl2

εijk =

⎧⎨⎩
0 i = j ∧ j = k ∧ i = k
1 (i, j, k) ∈ {[1, 2, 3] , [2, 3, 1] , [3, 1, 2]}

−1 (i, j, k) ∈ {[1, 3, 2] , [2, 1, 3] , [3, 2, 1]}
(A.6)

The symbol is positive for a cyclic and negative for an anti-cyclic combination of [i, j, k]
and zero for equal suffices. This operator is not a tensor. The rotation of vectors can be
written as

ζ × ξ =

∣∣∣∣∣∣
e1 e2 e3

ζ1 ζ2 ζ3

ξ1 ξ2 ξ3

∣∣∣∣∣∣ = eiεijkζjξk (A.7)

and the curl as

∇× ζ =

∣∣∣∣∣∣∣∣
e1 e2 e3

∂

∂x1

∂

∂x2

∂

∂x3

ζ1 ζ2 ζ3

∣∣∣∣∣∣∣∣ = eiεijk
∂ζk

∂xj
(A.8)

When applying e.g., a double curl, the result is

∇×∇× ζ = eiεijk
∂

∂xj

(
εklm

∂ζm

∂xl

)
= eiεijkεklm

∂2ζm

∂xj∂xl

= ei (δijδjm − δimδjl)
∂2ζm

∂xj∂xl

= ei

(
∂2ζj

∂xi∂xj

− ∂2ζi

∂xj∂xj

)
= ∇ (∇ · ζ) −∇2ζ

(A.9)

2εijk ≡ ei · (ej × ek)
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From the definition of the Levi-Civita symbol follows that

ζ × ξ = εijkζjξk = −εijkξjζk = −ξ × ζ (A.10)

and for a scalar f (or vector element ζl)

εijk
∂2f

∂xj∂xk
= 0 (A.11)

A.2 Tensor operators

Several tensor operators are introduced to facilitate a compact notation, including two
custom-defined products. The Jacobian J of a vector ζ is defined as

J = eiej
∂ζi

∂xj
= ∇T ζ (A.12)

The Hessian H of a scalar f is defined as

Hf = eiej
∂2f

∂xi∂xj
=
(∇⊗∇T

)
f (A.13)

or the dyadic product of gradient operators. Note that H = HT . A (custom) dyadic
product tensor G of a vector ζ is introduced as

Gζ = eiejζiζj = ζ ⊗ ζT (A.14)

with G = GT . The dyadic product of the gradient of a scalar f is written as

∇f ⊗∇T f = G∇f (A.15)

A custom tensor cross product is used operating on (3 × 3) matrices A and BT

A
M×B =

⎡⎣ a11 a12 a13

a21 a22 a23

a31 a32 a33

⎤⎦M×
⎡⎣ b11 b12 b13

b21 b22 b23

b31 b32 b33

⎤⎦
= A1 × BT

1 + A2 × BT
2 + A3 × BT

3 = eiεijkAjkBlk

(A.16)

with Ai the i -th column of A. Although the expression is compact in the summation
convention, no vector notation was found and hence a short hand symbol is introduced.
Basically, the tensor cross product is the sum of the cross product of the columns of A
and BT . The tensor cross product is not commutative as

A
M×B = −BT

M×AT (A.17)
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Other properties on the tensor curl are

A
M×A �= 0 (A.18)

A
M×AT = 0 (A.19)

The tensor cross product of the gradient of a vector ζ and the dyadic tensor G of ζ are

ζ∇
M× (

ζ ⊗ ζT
)

= Jζ

M×Gζ = −1
2
ζ ×∇ |ζ|2 (A.20)



Appendix B

Uncertainty analysis and error
propagation

Any measurement is certain to contain some measurement error. The regions can be legion,
but in order to quantify or estimate the error bounds, one must use a formal procedure. In
this section, the definitions are given with several methods used in order to estimate the
confidence interval. A measurement is nearly always a discrete set of data points, often
taken from an analogue signal. This signal is called x. A cumulative probability function
F (x) of a variable x is defined such that the probability function f of an event x equals

F (ξ ≤ x) =

x∫
0

P (ξ) dξ (B.1)

This function F is monotone and from the definition of the probability function of f it
follows that F (−∞) = 0 and F (∞) = 1. The probability function f (x) is defined as
f (x) = dF (x) /dx. The mean or expectation is equal to

μ̂ = x̄ ≡
∞∫

0

xf (x) dx (B.2)

Any n-th moment around the mean for n �= 1 can be defined as

μ̂n (x) ≡
∞∫

−∞

(ξ − x̄)n f (ξ) dξ (B.3)

or as a raw moment

μ̂n (x) = x̄n ≡
∞∫

−∞

μnf (ξ) dξ (B.4)
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When n = 2, we obtain the variance or, the square of the standard deviation. The standard
deviation is a good indicator of the spread of data around the mean value.

σ̂ (x) =
√

μ̂2 (x) (B.5)

Skewness (γ̂1) and kurtosis (γ̂2) are defined as the raw moments with n = 3, 4 divided by
the standard deviation to the power n

γ̂1 ≡ μ̂3 (x)

σ̂3 (x)
γ̂2 ≡ μ̂4 (x)

σ̂4 (x)
(B.6)

The skewness indicates whether the distribution contains an asymmetry. For n = 4, we
obtain the Kurtosis, the degree of peakedness of a distribution, indicating the concentration
of a distribution or to what degree the standard deviation is dependent on extreme outliers
(its peakedness or flatness). High kurtosis means that the probability distribution has long
”tails”. Note that the kurtosis of the normal distribution equals 3. Both skewness and
kurtosis are a good quality indicator of the measured signal and can be used to validate
the use of a normal distribution for a measured signal. These integrals are nearly always
evaluated in a discretized form and the demands on the number of points increases rapidly
with increasing values of n. For any discrete set of N samples of xi, the (sample) mean
reads

x̄ =

N∑
i=1

xi

N
(B.7)

Note that for a discrete sample, x̄ �= μ̂. The second moment is

x̄N,2 =

N∑
i=1

(xi − x̄)2

N
≡ σ2

N (x) (B.8)

or

x̄N−1,2 =

N∑
i=1

(xi − x̄)2

N − 1
≡ σ̂2

N−1 (B.9)

Note that in the above the so-called sample moment (eq. B.8) and bias-corrected sample
moment (eq.B.9) are given. In literature both definitions are used ambiguously, but here the
bias-corrected variant is always meant unless explicitly stated otherwise and the subscript
N−1 is dropped. Furthermore, the standard deviation σ is defined as the square root of the
bias-corrected sample moment and is frequently encountered. The standard uncertainty is
defined to

u =
σ̂√
N

(B.10)
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For the numerator of both eq. B.8 and B.9

N∑
i=1

(xi − x̄)2 =
N∑

i=1

x2
i − 2x̄

N∑
i=1

xi + Nx̄2 (B.11)

substituting eq. B.7 gives

N∑
i=1

(xi − x̄)2 =
1

N

⎛⎝N
N∑

i=1

x2
i −

(
N∑

i=1

xi

)2
⎞⎠ (B.12)

The standard deviation is rewritten as

σ̂N−1 (x) =

√√√√√N
N∑

i=1

x2
i −

(
N∑

i=1

xi

)2

N2 − N
(B.13)

This saves the effort of calculating x̄, saving considerable time and memory when ap-
plying image analysis. A slight modification of the standard deviation is also used with a
weighing function φ. The function φ can be a function acting as a mask, excluding regions
or variables from participating in the calculation of the standard deviation. The function φ
can also be any function, adhering more importance to specific values. Using this function
φ the standard deviation becomes

σ̂N−1 (x, φ) =

√√√√√√√√
N∑

i=1

φi

N∑
i=1

(φix
2
i ) −

(
N∑
i

φixi

)2

(
N∑

i=1

φi

)2

−
N∑

i=1

φi

(B.14)

and is later used for calculating local image statistics and is mentioned for completeness’
sake. A series of moments is further defined as

σ̂N (x) N = ssxx =
N∑

i=1

(xi − x̄)2 (B.15)

COV (x, y)N = ssxy = (xi − x̄) (yi − ȳ) = xiyi − x̄ȳ (B.16)

the second expression is the covariance of x and y, expressing a measure of strength of the
correlation between two sample variables.

Distribution functions

There is a wide range of choices for the probability functions f . A common distribution is
the normal (or Gaussian) distribution

fN (x) =
1

σ̂
√

2π
e
−

(x − μ̂)2

2σ̂2 (B.17)
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and it is most frequently encountered in physical processes. And even though some pro-
cesses have different distributions, central limit theory states that their errors and devi-
ations often are again (approximately) normal distributed. As a result the normal dis-
tribution is a primary choice for f . Still, more realistic functions are required when the
mean value is close to a limiting factor or the deviations are distributed asymmetrically.
When the distribution is skewed, due to some asymmetric tolerance limit xL, a log-normal
function can be used where the logarithm of x is normally distributed around population
mode μ̂M and mean μ̂ (The population mode is the peak of the probability function, equal
to the mean for a symmetric distribution)

fLN (x) =
1

σ̂
√

2π |x − xL|
e
−

1

2σ̂
ln

x − xL

(μ̂M − xL) μ̂

2

(B.18)

In case of a digital read-out or instrument bias, the uniform distribution is applicable
over the resolution (xL). The uniform distribution has full containment over its limited
range ±xL,

f (x) =

{
1

xL
, −1/2xL < x < 1/2xL

0, otherwise
(B.19)

with a standard deviation σ̂ = xL/2
√

3. For example, the quantization standard deviation
of an A/D conversion present on the data acquisition hardware can then be expressed as

σA/D =
range

2n+1
√

3
(B.20)

with n the digital resolution (in bits) of the measurement equipment. Other distributions
with 100% containment limits are triangular, quadratic, cosine, half cosine, and the U
distribution (Castrup 2001). But, establishing 100 % containment limits is not a trivial
matter as these limits often do not exist.

The mean can be determined for a sampled measurement within a certain uncertainty.
But, this uncertainty has been determined with a limited number of samples giving it its
own uncertainty based on its limited number of samples. Assuming that the sample values
are distributed normally, uncertainty limits can be calculated for the uncertainty itself. For
the (log) normal distribution, the true standard deviation is inherently unknown as only
a sample standard deviation can be determined. The uncertainty of the uncertainty can
be estimated using a sample-based probability function f (t). This function determines a
confidence interval where the true standard deviation resides in. The width of this confi-
dence interval decreases as the number of samples increases. This is called the expanded
uncertainty and approaches the standard deviation in ideal cases. Students t-distribution
is a classic example of such a containment probability function. Students variable t is
defined as

t ≡ x̄ − μ̂

σ̂2/
√

N
(B.21)
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with a probability density function f (t)

fN−1 (t) =
Γ
(

1
2
(r + 1)

)
√

πrΓ
(

1
2
r
)(

1 +
t2

r

)N+
1
2

(B.22)

with Γ the gamma function and the degrees of freedom, r, equal to r = N − 1. This func-
tion approaches the normal distribution for n → ∞. Usually a 95 % confidence interval is
used in which f95 (n − 1) = t95 (n − 1) ≈ 1.96 for an infinite number of samples. From a
practical point of view it must be noted that for one hundred samples the difference be-
tween t95 (100) and t95 (∞) is smaller than 1 %. For a signal with data in abundance—such
as a measured pressure—this is hardly a stringent demand. nebertheless, for singular data
of a limited number of calibration points the expanded uncertainty can result in a wide
confidence interval.

If several components are available each with its own number of degrees of freedom, an
effective value of r can be estimated -a representative mean degree of freedom- using the
approximation of Welch-Satterthwaite

reff =

(
N∑

i=1

σ̂2
i

)2

N∑
i=1

σ̂4
i

ri

(B.23)

This averaging expression is an ISO norm, but it must be noted that the above expres-
sion can overestimate reff : when additional error terms are added to a low uncertainty
component with limited degrees of freedom (say r between 3 and 6), t95 actually decreases
(Ballico 2000). The expression indicates that a combination of measurement errors will be
dominated by the error with the lowest degree of freedom.

Bias and precision error

For any experiment, all known sources of error must be identified. Barring systematical
errors, the difference between a measurement and the actual value is a combination of bias
errors (εB)and precision errors (εF ) and the real mean

x = x̄ + εB + εf (B.24)

Bias errors include factors such as uncertainties in calibration or sensor location, while
precision errors contain e.g., scatter and data reduction artifacts. If we have a reference
value and a measured statistical distribution then accuracy indicates the error between
the reference value and the measured mean value. Precision is the spread in the measured
values. Precision entails the reproducibility or repeatability of a test. Note that accuracy
and precision are independent. If both are present, the measurement (or calculation) is
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valid. Precision errors are often referred to as random error or random noise, the subscript
f refers to a certain distribution function. Bias errors can—at least theoretically—be quan-
tified and removed from the measurement but this requires significant experience with the
measurement setup. If not, they can be a troublesome source of error. If an uncertainty
can be evaluated statistically, it is referred to as a Type A uncertainty and Type B if oth-
erwise. Note that both precission error (P) and bias (B) can be classified type A or type B.

Examples of Type A uncertainty sources can be

• Differences between similar sensors (P & B)

• Errors introduced by different operators (B)

• Reference standards calibrated internally (P & B)

• Reproducibility error (B)

• Inhomogeneties of the sample material (B)

Examples of Type B uncertainty sources can be

• Reference standards calibrated externally, unless stated. (P & B)

• Physical constants used in the calculation (P & B)

• Misalignment (B)

• Resolution (P)

• Errors in A/D conversion (P)

Estimating the degrees of freedom of a type-B uncertainty

As a type B uncertainty cannot be adequately sampled it requires experience to ascertain.
The degrees of freedom for a type B uncertainty often equals infinity, but this is not
necessarily so. Estimating containment limits and coverage facts is often not sensible as
these uncertainties can be based on e.g., third party statistical tests or predetermined
calibration intervals (Castrup 2000). An approximation can be written as

r � 1
2

x̄2

σ̂2 (x)
(B.25)

but for most type-B data σ̂2 is not known. But, the degrees of freedom can be estimated if
the error limits are given and if we assume those errors to lie in an estimated containment
limit. One could state: out of n observations of x, p % lie within x±L . Following Castrup
(2000), the degrees of freedom can be estimated at

rB � 3L2Φ2 (p)

2Δ2
LΦ2 (p) + πL2Δ2

pe
Φ2(p)

(B.26)

with Φ (p)

Φ (p) = f−1
N

(
1 + p

2

)
(B.27)
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based on the inverse normal distribution

f−1
N (x) =

√
1

2πx3
e
−

(x − μ̂)2

2xμ̂2
(B.28)

The containment limit L is often given as an error percentage by the manufacturer.
If the confidence level p needs to be estimated the uncertainties ΔL en Δp need to be
estimated as well but this is even more difficult to do. The error L is often given; the limit
is not and taken as zero, so that the estimate depends on Δp only. This value is estimated
using a binomial distribution

Δp =
p (1 − p)

n
(B.29)

based on a certain number of n measurements (also unknown, but taken as a minimum at
n = 1). The estimate is now

rB � 3n2Φ2 (p)

πp2 (1 − p)2 eΦ2(p)
(B.30)

For a 95 % confidence interval, the DOF for a type-B estimate is 61, with t95 ≈ 1.9996
and n = 1. For n = 2 this value already equals t95 ≈ 1.9697 and approaches tinf ≈
1.9600 for a 99 % confidence interval. The degrees of freedom for type-B uncertainties in
calibration analysis will therefore be taken as infinite. This results in the most conservative
limit when estimating a standard deviation from a manufacturer-reported uncertainty.
When using the Welch-Satterthwaite formula it is taken as 61, resulting in the widest
expanded uncertainty limits when reporting measurement error.

Propagation of error

The bias error εB must be estimated to within a (for instance) 95% confidence interval,
based on the sensitivity and calibration accuracy of a sensor as determined by the manu-
facturer. The random error εf will be determined from statistical analysis. Any relation
combining several measurements will be subject to an interaction of each components er-
ror. The sensitivity of the result f (x) to error in x can be expressed using non-dimensional
Taylor series

∂f

∂x
=

f (x + Ex) − f (x)

Ex
+ O (Ex) (B.31)

The above relation is often written as a non-dimensional sensitivity coefficient θ of a pa-
rameter f to xi

θf
x =

∂f

∂x

x̄

f̄
(B.32)

The total linearized error of a single component is

Ei = θi (εB,i + εf,i) = EB,i + Ef,i (B.33)
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The estimation of the total error propagation of a relation f is

E =
√

θ2
1ε

2
B,1 + θ2

1ε
2
f,i + 2θiεiθjεj =

√
θ2

i σ̂
2
B,i + θ2

i σ̂
2
f,i + 2ρ̂ijθiσ̂iθj σ̂j (B.34)

with a factor ρ called the correlation coefficient

ρ̂ij =
εiεj

σ̂iσ̂j
(B.35)

determining the cross correlation between covariant sources of error and is zero if mea-
surements are independent. For example, when determining the difference between two
close-by pressure transducers, the correlation coefficient is most likely non-zero.

The error in linear regression

In some cases a simple yp = ax + b relation suffices to describe a data set with points
(xi, yi) . The least squares method determines the coefficients

a =
ssxy

ssxx
b = ȳ − ax̄ (B.36)

An estimated error for a prediction for points yp at xi is given as

σ̂ (y) =

√
σ̂2

res

n − 2

√
1

m
+

1

n
+

(xi − x̄)2

ssxx
(B.37)

for m repetitions of n points, with σ̂RES an estimator in the variance in the error in the
predicted value yp. Using the above definitions for yp the uncertainty can be written as:

σ̂RES =
1

N − 1

⎡⎢⎢⎢⎣ssxy

ssxx

N∑
i=1

(xi − x̄) +
N∑

i=1

(ȳ − yi) − ssxy

ssxx

N∑
i=1

(xi − x̄) +
N∑

i=1

(ȳ − yi)︸ ︷︷ ︸
0

⎤⎥⎥⎥⎦
2

(B.38)
Note that the last term of the right the expression averages out to zero. Furthermore:(
ssxy

ssxx

N∑
i=1

(xi − x̄) +
N∑

i=1

(ȳ − y1)

)2

=
ss2

xy

ss2
xx

N∑
i=1

(xi − x̄)2 − 2
xxsy

ssxx

N∑
i=1

(xi − x̄) (yi − ȳ)

+
N∑

i=1

(yi − ȳ)2

= ssyy

(
1 − ss2

xy

ssxxssyy

)
= (N − 1) σ̂2 (y) (1 − r̂2)

(B.39)
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The term r is the coefficient of correlation frequently encountered in statistical functions,
going to unity for a better ”goodness of fit”. The expanded uncertainty based on the
predicted value yp to xi is now

σ̂ (yp) = t95 (N − 2)

√√√√N − 1

N − 2
σ̂2 (y)

(
1 − r̂2

)( 1

M
+

1

N
+

(xi − x̄)2

ssxx

)
(B.40)

The number of replicate determinations M is practically between 2 and 5, but often
one for a daily calibration. This equation is generally used for evaluating the calibration of
the pressure sensors, expressing their uncertainty directly as a function of their calibration
quality.



Appendix C

The uncertainty in the velocity and
cavitation number

C.1 Calibration uncertainty

The sensors in the test section are calibrated with a Keller PAA-33 pressure transmitter.
Table C.1 summarizes the identified error sources. Note that manufacturing errors are
interpreted as an exact 2σ̂ limit, with a 95.45 % confidence interval. The combined degrees
of freedom is determined by the Welch-Satterthwaite formula, resulting in a DOF that is
for all practical purposes equal to infinity, so t95 = 1.96 leading to a calibration error of
158 Pa in a 95 % confidence interval. Note that the resulting uncertainty is not a measure
of statistical uncertainty during an experiment, but the compounded uncertainty due to
calibration and sensor uncertainties.

Distribution Limits Coverage σ̂ DoF
Calibration error 150 Pa Normal 95.45 2 75 ∞
Resolution 6P Pa Rectangular 100

√
3 3.46 ∞

Standard deviation 0.61 Pa Normal 95.45 2 0.306 149
Sum 78.77

Table C.1

The reference sensor can be used to calibrate the pressure transducers fitted throughout
the test section. For this procedure, the pressure is measured for 30 seconds with the tunnel
at rest. This results in roughly 1250 measurements by the reference sensor and 30,000 by
all pressure transducers. The vacuum pump is set at 0.1 bar increments from 0.1 bar to
1.0 bar. Using eq. B.40 results in an uncertainty of 0.04 Pa over the entire range. Addition
errors include: the resolution error (minimum sensitivity), the temperature drift (approx.
0.025%/◦ resulting in an offset of 250 Pa for a 4◦ K error in temperature. This temperature
difference is not of the fluid, but of the laboratory conditions), the DAQ error (offset as
given by the manufacturer in volts times the calibration factor), and the jitter (noise).
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Distribution Limits Coverage σ̂ DoF
Calibration error 158 Pa Normal 95.45 2 78.77 ∞
Regression error 0Pa Normal 95.45 2 0 30000

Resolution 7.7 Pa Rectangular 100
√

3 4.43 ∞
Temperature 250 Pa Normal 95.45 2 125 30000
DAQ error 65 Pa Normal 95.45 2 32.5 ∞
Jitter 7.54 30000

Sum 248.24

Table C.2

As the number of degrees of freedom is infinite for all practical purposes, the expanded
uncertainty of the bias error in the static calibration is 487 Pa with t = 1.96 within a 95%
confidence interval. This value is taken as 500 Pa, or 0.5% of the measurement range of
1 bar. The static calibration of the pressure transducers is accurate to withint 0.5% in a
95% confidence interval. Also, calibrating the pressure sensors can be performed by using
only two points as the sensors are fully linear, as can be concluded from the low regression
error, nearly zero due to the very low value of Pearson’s correlation coefficient 1−r̂2 < 10−7.
From experience it is known that the sensitivity of the sensors (a) is constant, but that
the offsets (b) may vary within several hours. The sensors are therefore recalibrated before
and after each measurement or after 4 hours, whichever came sooner.

C.2 Effects of temperature and contaminants

The temperature of the water is measured by a PT-100 thermocouple. The accuracy
of the thermocouple plus signal conditioning is specified at 0.3◦ K. The vapor pressure
is described over a temperature range between 0◦ C and 80◦ C to within 0.01% by the
Goff-Gratch-equation (Goff 1957),

log10 pV = −7.90298

(
TS

T
− 1

)
+ 5.02808 log10

(
TS

T

)

−1.3816 · 10−7 ·

⎛⎜⎝10
11.344 1 − T

TS − 1

⎞⎟⎠
+8.1328 · 10−3 ·

⎛⎜⎝10
−3.49149

TS

T
− 1

− 1

⎞⎟⎠ + log10 1013.246

(C.1)

with T the absolute temperature and TS the steam temperature at 1 atmosphere (373, 16K).
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This expression is approximated to within 0.1% by a polynomial in the form of

pV (T ) =

N∑
i=0

CiT
i (C.2)

and is used to determine the vapor pressure. The density of water is calculated using the
expression by Patterson & E.C. (1994)

ρ (T ) = ρ0

(
1 −

5∑
i−1

Ci (T − T0)
i

)
(C.3)

with ρ0 = 999.97358 kg/m3 the maximum water density at T0 = 3.9818◦C. The expression
for water density and vapor pressure are plotted in fig. 3.1, values for the polynomials are
in table C.3.
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Figure 3.1 Vapor pressure (Goff 1957) and water density (Patterson & E.C. 1994) versus
temperature.

Chemical impurities raise the evaporation point with

ΔT = KBmB (C.4)

with KB the ebullioscopic constant of water (0.51Kkg/mol) and mB the molality of the
chemical impurities (mol/kg), about 6 mmol/kg for fresh water near Delft. This results
in a boiling point increase of ΔT ≈ 0.003K, a negligible influence. Dissolved gasses form a
much larger component because of their partial gas pressure. A concentration difference of



C.2. EFFECTS OF TEMPERATURE AND CONTAMINANTS 173

i Ci,ρ Ci,pV

0 0 9.09647963 · 102

1 7.013400 · 10−8 4.44018819 · 101

2 7.926504 · 10−6 1.40067514 · 100

3 −7.575677 · 10−8 2.81795445 · 10−2

4 7.138940 · 10−10 2.34639662 · 10−4

5 −3.596458 · 10−12 3.18237150 · 10−6

6 0 −3.06840000 · 10−9

Table C.3 Polynomial coefficient values for the density (eq. C.3) and vapor pressure
(eq. C.1).

the dissolved gasses occurs when liquid evaporates and gas will diffuse into the cavity. This
can be of particular importance to bubble dynamics for a process termed rectified mass
diffusion (Brennen 1995). During the expansion phase of the bubble, the concentration of
gasses in the bubble will decrease while the bubble’s surface area increases. Gasses will
flow into the bubble. During the collapse the concentration increases but the effective
surface area decreases, reducing the gas mass flux out of the bubble compared with the
influx during expansion. Also, the radial concentration distribution in the liquid shows a
thinner ’concentration boundary layer’ at the bubble interface during the expansion phase.
Diffusion effects are therefore not linear. Bubbles are several orders of magnitude smaller
than attached cavities and bubble collapse is a much faster phenomenon. In general, the
effect of dissolved gasses appears to be more important to desinent cavitation1.

C.2.1 Velocity in the test section

One of the most important parameters is the velocity in the test section. The easiest way
to determine the velocity is calculating it by the pressure drop over a known contraction.
Three planes have been chosen around the test section: upstream of the contraction (C),
downstream the contraction (the inlet of the test section) (I) and downstream of the test
section (O). Continuity for an incompressible medium states that∫

SC

VCdS =

∫
SI

VIdS =

∫
SO

VOdS (C.5)

At the moment this velocity profile is assumed to be constant, so SiVi = constant.
Using Bernoulli’s relation for the conservation of momentum and denoting cross-section
tunnel areas as A, the velocity is expressed as

V = cV

√
A2

C

A2
C − A2

O

pC − pT

1
2
ρ (T )

(C.6)

1desinence is the opposite of inception, i.e., the conditions where cavitation disappears by e.g., increasing
the value of σ
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This relation may be inaccurate, as the effective cross sectional area is smaller due to
the displacement offset of the boundary layer. Also, the velocity is assumed to be constant
over the cross section but as the pressure sensors of the inlet are just downstream the
contraction, the velocity is not necessarily uniform. The above relation is calibrated by
means of PIV to determine the value of the correction constant cV . The ratio of area’s is
incorporated into a small new constant cA

cA = cV

√
A2

C

A2
C − A2

O

(C.7)

The above expression’s sensitivity components are

θV
cA

= 1 ; θV
pT

=
−pT

pC − pT
; θV

pC
=

pC

pC − pT
; θV

ρ = −1
2 (C.8)

The propagated uncertainty in velocity V is

σ̂V =
√

θ2
cA

σ̂2
cA

+ θ2
pT

σ̂2
pT

+ θ2
pC

σ̂2
pC

+ 2ρ̂pT pC
θpT

θpC
σ̂pT

σ̂pC
+ θ2

ρσ̂
2
ρ (C.9)

Note that the pressure sensors both measure fluctuations in the tunnel with a resulting
covariance close to unity, a covariance denoted ρ̂, see eq. B.35 on p. 168. The error in the
density is mainly due to measurement error in the temperature, albeit small:

σ̂ρ =
∂ρ

∂T

〈T 〉
〈ρ〉 σ̂T (C.10)

with the water fluid density taken from eq. C.3.

C.2.2 Cavitation number in the test section

The cavitation number is defined as

σ =
p∞ + ρ (T ) gh − pv (T )

1
2
ρ (T )V 2

∞
(C.11)

with V∞, p∞ the conditions at the test section entrance. The above can be rewritten by
substituting eq. C.6 and eq. C.7

σ =
1

c2
V

A2
C − A2

C

A2
C

pT − pv

pC − pT
=

1

c2
A

pT − pv

pC − pT
(C.12)

with sensitivity components

θσ̂
cA

= −2 ; θσ̂
pI

=
pC − pv

pI − pv

pI

pC − pI

θσ̂
pC

= − pC

pC − pI

; θσ̂
pv

=
−pv

pI − pv

(C.13)
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The propagated uncertainty in the cavitation number is

σ̂σ =
√

θ2
cA

σ̂2
cA

+ θ2
pT

σ̂2
pT

+ θ2
pC

σ̂2
pC

+ 2ρ̂pT pC
θpT

σ̂pT
θpC

σ̂pC
+ θ2

pv
σ̂2

pv
(C.14)

The error in vapor pressure is mainly caused by the error in the temperature measurement

σ̂ρ =
∂pv

∂T

〈T 〉
〈pv〉 σ̂T (C.15)

C.3 Example

The error is given in an example for a value of σ = 0.74, with a shedding sheet cavity and
active flow oscillator. Note that the pressure sensors at the entrance and at the exit can
be taken to calculate the test section conditions and both are shown. The predicted values
for the velocity and cavitation number—after calibration by PIV—are

Velocity σ
Inlet 6.59 m/s 0.7425
Outlet 6.64 m/s 0.7852

The sensitivity components of the velocity prediction are

θV
cA

θV
pT

θV
pC

θV
ρ θV

ρ̂(pT ,pC)

Inlet 1.00 0.8485 -1.8458 -1.00 0.0571
Outlet 1.00 0.9508 -1.9508 -1.00 0.044

The uncertainties of all the measured and derived quantities are:

σ̂c σ̂pT
σ̂pC

σ̂ρ σ̂ρ̂(pT ,pC)

Inlet 1.00% 1.37% 0.63% -0.01% 0.01%
Outlet 1.00% 1.35% 0.63% -0.01% 0.01%
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The uncertainties pT , pC include the error due to a standard deviation in the pressure
signal as well as the calibration uncertainty of 250 Pa. The errors in ρ and pV are due to a
temperature bias of 0.3◦ Ca. As the number of samples is more than 10, 000 for the pressure
signals, they give only a very small uncertainty in the estimate of the mean. The following
table presents the number of the degrees of freedom from the the Welch-Satterthwaite
formula (eq. B.23), as well as the contribution of each of the components.

DOF ε (V )c ε (V )pT
ε (V )pC

ε (V )ρ̂(pT ,pC) ε (V )ρ

Inlet 192.67 27.19% 36.59% 36.22% 0% 0%
Outlet 205.41 24.14% 40.00% 35.90% 0% 0%

amanufacturer specification

It can be concluded that there is no appreciable contribution of the covariance between
pressure signals, nor any influence of the temperature error. The calibration error of the
constant cA and test section pressure are dominant, the latter consisting of the bias error
in calibration and noise.

For σ, the sensitivity components are

θσ
cA

θσ
pT

θσ
pC

θσ
ρ̂(pT ,pC) θσ

pV

Inlet -2.00 2.01 -1.84 0.09 -0.16
Outlet -2.00 2.10 -1.95 0.066 -0.15

with uncertainties

σ̂c σ̂pT
σ̂pC

σ̂ρ̂(pT ,pC) σ̂pV

Inlet 1% 1.37% 0.63% 0.01% 2.24%
Outlet 1% 1.35% 0.63% 0.01% 2.24%

and the degrees of freedom from the Welch-Satterthwaite formula (eq. B.23) and component
break-down. The DOFs of the pressure signal are typically 10,000, the DOF in the bias
error is estimated as explained in the appendices, section B.

DOF ε (σ)c ε (σ)pT
ε (V )pC

ε (σ)ρ̂(pT ,pC) ε (σ)pV

Inlet 148.52 30.71% 58.08% 10.23% 0% 0.98%
Outlet 170.13 29.3% 59.10% 10.90% 0% 0.80%
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Similar to the error analysis in V , there is no influence of the temperature uncertainty and
covariance. The calibration error by PIV and the bias error in the pressure calibration
determine the final error. The value of σ and V appeared to be insensitive to which
sensor array was used, but the uncertainty with the outlet plane incremented the error
ranging from a few percentage points. Taking the degrees of freedom into account and
using the DOFs to calculate the expanded 95% uncertainly limits (typically expanding the
uncertainty by a factor of 1.96), the conditions reported for this example as

Velocity σ
Inlet 6.59 m/s± 4.12% 0.74 ± 7.85%
Outlet 6.64 m/s± 4.26% 0.79 ± 8.00%

Note that both estimates are well within each others confidence intervals. As noted, this is
an example of a situation with the flow oscillator active and extensive cavitation. For non-
cavitating conditions, the errors are near 2.7% in the inlet velocity and 5% in σ. Naturally,
the inlet plane is chosen as the reference plane for the inflow conditions, as the wake of the
cavitating hydrofoil passes the outlet pressure sensors.



Appendix D

PIV setup

D.1 Light sheet

The light sheet is constructed using a series of cylindrical lenses. Several combinations have
been used, to control both the width and thickness of the lightsheet. The thickness should
be sufficient so that between illumnation pulses, most particles do not move out of the light
sheet . The light sheet width has to illuminate the entire field of view, but the intensity
distribution peaks at the center can and the illumination at the sides of the field of field
of view is reduced. This can affect the accuracy of the results, but as the images will be
pre-processed before interrogation—as explained in chapter 4—the intensity distribution
is preferably uniform and is therefore chosen to be much wider than strictly necessary for
PIV. The optics are placed such that the laser beam does not converge at a point, as it may
locally ionize the air, or that reflections of the lenses are directed into the laser source. Two
sets of cylindrical lenses were used—details in tabel D.1- so that the width and thickness
could be set independently, as sketched in figure D.1

DBA C

d

4.4 mrad

Figure 4.1 Sketch of the setup of the lenses in order to create light sheet (not to scale).
See table D.1 for information on the lenses A to D.

178
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type L × B f d
A concave 25 × 10 -12.7 1000
B convex 20 × 20 100 950
C concave 40 × 30 - 80 784
D convex 60 × 50 100 734

Table D.1 Lenses used in the PIV setup. Indicated are lens height L and width B, focal
distance f , and distance to center of the test section d. All dimensions in mm.

With this setup, the thickness variation of the light sheet over the field of view is
minimized. The thickness of the sheet was about 1 mm, the width 500 mm so that the
field of view (200 × 200mm) was lit reasonably uniformly.

D.2 Setup

The PIV setup consisted of a Pegasus Laser and Photron cameras controlled by LaVision’s
DaVis 7.0, a PIV measurement and interrogation program. Two sets of cameras have been
used, the Photron Ultima APX and the Photron Ultima APX-RS, denoted Flowmaster
HSS4 and HSS5 by LaVision, a developer of—amongst other—PIV systems. Both cameras
have a 1024× 1024 pixel CCD and can be used at full resolution at 2,000 fps for the HSS4
and 3,000 fps for the HSS5. The frame rate can be increased at a decreased resolution.
The details of both cameras are in table D.2. The HSS4 was used for initial feasibility
studies for the application of PIV measurements to cavitating flows, later replaced by the
HSS5.

Camera HSS4 HSS5
Resolution 1024× 1024 1024 × 1024
Frame rate @ max resolution 2, 000 3, 000
Frame rate @ half resolution 4, 000 10, 000
Frame rate @ min resolution 120, 000 250, 000
Shutter time 4 μs − 16.7 ms 2 μs − 16.7 ms
Memory (RAM) 2.6 Gb 16 Gb

Table D.2 Cameras used in the PIV setup

The laser used for the illumination is a New Wave Pegasus containing two ND-YLF
lasers with a beam wave length of 527 nm (quite close to the wave length of a Nd-YAG
laser at 532 nm). The first laser flashes half the pulse delay before the end of frame #1
and the second laser flashes half the delay time after the start of frame #2. The advantage
of two lasers instead of a double pulsing single laser is the quality of the beam profile and
uniformity of the pulse duration. The laser has a constant 10 mJ/pulse output over a wide
frequency range and a pulse duration of 180 ns.
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The calibration serves two purposes; it determines both the scale and the deformation
of the image. A calibration plate with an accurately spaced dotted grid was positioned
in the light sheet (fig. 4.2). A correction polynomial was calculated by DaVis to warp
the image into a fully regular pattern. Even when the camera is placed perpendicular to
the light sheet, the viewing angle will gradually decrease from 90 degrees to the edges of
the image. Some errors to due limited oblique viewing, barrel or cushion distortion, or
other lens aberrations can be partially corrected. As the calibration procedure uses peak
detection algorithms similar to those used during PIV interrogation, it is subject to similar
sources of error.

Figure 4.2 A typical calibration image, showing a ruler to determine the height from the
test section bottom.



Appendix E

Details of the hydrofoil geometry

E.1 NACA0009 section

The expression for the NACA0009 section is

ẑNACA0009 (x̂) =
t

0.20

(
0.2969

√
x̂ − 0.126x̂ − 0.3516x̂2 + 0.2843x̂3 − 0.1015x̂4

)
(E.1)

with t = 0.09 for the NACA0009 section.

E.2 Eppler YS-920 section

The exact coordinates of the Eppler YS-920 are plotted in fig. 5.1 including the derivative
based on both the exact coordinates and the custom polynomial approximation. The
former is calculated with a central difference scheme for a non-uniform mesh:

dẑ (x̂i)

dx̂
=

x̂i − x̂i−1

x̂i+1 − x̂i

ẑi+1 − ẑi

x̂i+1 − x̂i−1

+
x̂i+1 − x̂i

x̂i − x̂i−1

ẑi − ẑi−1

x̂i+1 − x̂i−1

(E.2)

using the offsets from Shen (1985) The derivative shows some deviation near the trailing
edge, but that detail will be lost on the machined hydrofoil. Its effect on the flow is
expected to be negligible.

E.3 NACA63A010 section

A 7th order polynomial (i=7) proved to be sufficiently accurate to define the geometry of
the NACA63A010 section with the coefficients in table E.2.

The trailing edge of the oscillator hydrofoils is thickened to a minimum of 0.6 mm—
using the same procedure as for the NACA and Eppler cross sections—as given in the next
section(eq. E.3). The chord length is taken at 200 mm, in order to further reduce the
loading, with the trailing edge flap at the last 20%.
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Figure 5.1 The exact coordinates of the Eppler YS-920 and its custom polynomial approxi-
mation. The trailing edge of the hydrofoil has some waviness that is not exactly
captured by the polynomial approximation.

Figure 5.2 From top to bottom, plots of the NACA009, NACA63A010 (for the flow oscil-
lator), and Eppler YS-920 sections with the trailing edge thickness addition.
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Top Bottom
C0 +6.32842885463017·100 -5.87570501167541·100

C1 +2.33849654895556·101 -2.23982153284351·101

C2 -2.17216837411403·102 +2.72557497494152·102

C3 +1.82934159830747·103 -2.47400016278531·103

C4 -9.90277942740479·103 +1.41971721794002·104

C5 +3.17221227381530·104 -4.59094620266695·104

C6 -5.77473464324118·104 +8.19377207576040·104

C7 +5.00847049863250·104 -6.89177163601913·104

C8 0 0
C9 -2.73140052464736·104 +3.54049711842593·104

C10 0 0
C11 1.74125601856616·104 -2.17683515603658·104

C12 0 0
C13 -7.26585937783280·103 +9.00702430949563·103

C14 0 0
C15 +1.36873930846369·103 -1.72163204802988·103

b 0 0

Table E.1 Eppler & Shen YS-920 hydrofoil offset polynomial

C0 +0.12162190
C1 −0.05664884
C2 +0.15585952
C4 +1.37528714
C3 −0.82179654
C5 −0.15236506
C6 +1.08896977
C7 −0.33900325
b −0.00047289

Table E.2 Coefficients for the NACA63A010 polynomial
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E.4 Trailing edge thickness function

To increase the thickness of the foil at the trailing edge, a correction function was chosen
with a zero first derivative at the point of initialization.

Δẑ (x̂, ŷ) =

(
x̂ − x̂sp

1 − x̂xp

)2 (
tmin

2c (ŷ)
− ẑ (1)

)
H (x̂sp) (E.3)

with x̂ = [0, ..., 1], x̂sp = 0.35 the starting point of the thickness correction function,
H the Heaviside function, and z̄ (1) the original thickness of the section at the trailing
edge. This function effectively increases the symmetrical offset of the NACA0009 hydrofoil
(continuously) smoothly from 35% to 100% chord. The NACA0009 hydrofoil is plotted
in fig. 5.3 with the added thickness for c = 150 mm and c = 50 mm (Tip Ellipse). A
minimum trailing edge thickness of tmin = 0.4 mm was chosen in consultation with the
manufacturer.
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Figure 5.3 The thickness correction is added and plotted for the NACA0009 section. For
the chord length of c = 150 mm the correction is negligible and modest for
c = 50 mm. No appreciable change in the derivative of the section is present.



E.5. GEOMETRY OF THE ELLIPSE HYDROFOILS 185

E.5 Geometry of the Ellipse hydrofoils

The Ellipse hydrofoil has an angle of attack distribution increasing toward to tip.

α (ŷ) = αM
eαγ ŷ − 1

eαγ − 1
ŷ (E.4)

with αγ a constant. This function is chosen to have a zero derivative at the root staying
low for small values of ŷ so that the root of the foil will remain unloaded, correcting for the
upwash from the wake as calculated specifically for these hydrofoils by Koop et al. (2006).

The amplitude αM determines the eventual maximum geometric angle of attack for both
hydrofoils. Note that the entire hydrofoil—as a rigid body—always rotates around (x̂, ẑ) =
(0.5, 0), the origin of the frame of reference of the test section. The chord distribution for
all Twist hydrofoils is constant at c = 300 mm. The chord distribution for the Ellipse
hydrofoil is elliptic. The chord distribution is not allowed to become zero at ŷ = 1 but to
a length cT - truncating the ellipse to avoid the thickness becoming zero. The expression
for the chord distribution is

c (ŷ) =
√

(1 − ŷ2) c2
R + ŷ2c2

T (E.5)

The Ellipse hydrofoils have a chord length cR = 200 mm at the root and a chord length
CT = 50 mm at the tip for all Ellipse type hydrofoils.

For a propeller, the generator line is an axis radiating outward from the propeller hub
(the root). Skew is defined as the offset of the foils mid chord point from the generator
line along its mean line. Unfortunately this will result in a curvilinear system as the chord
lines are rotated with α (ŷ). Here, skew is taken as a translation of the local section along
the undisturbed flow direction, x. The skew of the Ellipse is given as

s (ŷ) = c (ŷ) − cR (E.6)

The mid chord point of the top aligns with the trailing edge of the chord at the wall. The
rake follows a similar description as the angle of attack distribution, taken perpendicular
to the skew

r (ŷ) = rT
erγ ŷ − 1

erγ − 1
ŷ (E.7)

E.6 Miniature pressure transducer location

The following tables present the locations of the miniature pressure transducers for the
Twist-11N and Twist-11N-EPFL hydrofoils.
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Name Section αM αγ αx̂ rT rγ P
[◦] [-] [-] [mm] [-]

Twist-8N NACA0009 8 - 0.50 0 - y
Twist-11N NACA0009 11 - 0.75 0 - n
Twist-11E Eppler YS-920 11 - 0.75 0 - y
Twist-14N NACA0009 14 - 0.75 0 - y
Ellipse-8N NACA0009 8 7 0.50 0 - n
Ellipse-11N NACA0009 11 7 1.00 20 1 n

Table E.3 Definition of the tested hydrofoils with parameters according to eq. 3.8 and E.7.
The last column indicates whether or not a hydrofoil is also manufactured in
transparent perspex.

Twist-11N
c s c s c s

1 40% 40% 8 5% 50% 15 50% 40%
2 75% 50% 9 2.5% 50% 16 5% 30%
3 50% 50% 10 5% 40% 17 10% 30%
4 40% 50% 11 10% 40% 18 20% 30%
5 30% 50% 12 20% 40% 19 5% 20%
6 20% 50% 13 30% 40% 20 5% 10%
7 10% 50% 14 50% 40%

Table E.4 Position of the pressure taps of the sensor chambers of the Twist-11N in percent
chord and span. All sensors are placed on the suction side, except sensor 1,
which is placed on the pressure side.

Twist-11N EPFL
c s c s

1 40% 70% 9 40% 50%
2 75% 50% 10 5% 40%
3 10% 90% 11 20% 40%
4 10% 80% 12 30% 40%
5 10% 60% 13 40% 40%
6 5% 50% 14 5% 30%
7 20% 50% 15 5% 20%
8 30% 50% 16 5% 10%

Table E.5 Position of the pressure taps of the sensor chambers of the Twist-11N-EPFL in
percent chord and span. All sensors are placed on the suction side, except sensor
1, which is placed on the pressure side.
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Force balance

The sensors used are ATI-industrial automation’s FT-Delta SI-660-60 and FT-Delta SI-
330-30 (see table F.1). With a cross section of 92 mm, the sensor should have a range of
at least 600 N in the y-direction when the tunnel is at 100 mbar. The lift and drag of
the hydrofoil are much lower. The sensor is a monoblock wheel with three spokes with the
inner part connected to a measurement adapter plate and each spoke fitted with two pairs
of opposing strain gauges. The sensor is factory calibrated by applying a variety of loads in
several (26) combinations, resulting in a calibration matrix for the combined 12 channels.
Crosstalk is thus implicitly corrected for by the calibration within its specified range. The
sensor is mechanically protected against overloading. The sensor is not water-tight and is
therefore placed outside the cavitation tunnel complicating the setup.

Range Sensitivity Stiffness Overload Error
Fx,z ±660 N 1/32 N 37 · 106 N/m 515% 0.76%
Fy ±1980 N 1/16 N 61 · 106 N/m 606% 0.23%
Mx,z ±60 Nm 3/1600 Nm 52 · 103 Nm/rad 367% 0.38%
My ±60 Nm 3/1600 Nm 94 · 103 Nm/rad 700% 0.14%

Table F.1 Specifications of the load cell, type FT-Delta SI-660-60. The FT-Delta SI-330-30
has identical characteristics but half the range at twice the sensitivity.

Two �180 mm stainless steel disks were inserted in the windows holding the sensor and
the hydrofoil (see fig. 6.1). The entire disk can be rotated to change the angle of attack of
the hydrofoil. A flexible seal is used to keep the setup water-tight. The flexibility of the
seal should be low enough not to influence the measurement but high enough that it does
not deform too much with changes in pressure, clearly conflicting demands. The forces and
moments versus pressure are plotted in fig. 6.2 for the load sensor. For pressures above
80 kPa the influence of the seal is clearly visible in FX and FZ . For low pressures the seal
is seen to be pulled into the slit between parts 1 and 4, fig. 6.1, lowering the effective area
the pressure acts upon by 6.2 %. Below this value—as is always the case during cavitation
tests—the values are nearly linear.
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7

35

124
7 7

77

Figure 6.1 Cross section and front view of the mounting of the hydrofoil. When preparing
this setup, the hydrofoil is first connected to its mounting block (1), then bolted
to an adapter plate (2) through the main disk (3) fitted in a tunnel window.
Next, the force sensor (4) is bolted to the cover plate (5). The sensor is bolted to
the adapter plate from inside the test section through a series of access ports (6).
Finally, the seal (7) is put into place. Note that the foil mounting (1)and adapter
plate (2) do not touch the main disk (3). O-rings are placed between all parts
exposed to water, including all bolt heads. The wiring of the miniature pressure
transducers (black line) is routed through the mounting block.
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The lines as drawn in fig. 6.2 are used for a pressure-dependent calibration. The pres-
sure during calibration is not equal to the pressure in outlet plane during testing due to
the induced velocity of the hydrofoil. For the symmetric hydrofoil, it is assumed that the
force component FY is caused only by the effective pressure on the wall and that the hy-
drofoil itself does not experience a net FY . The force FY is thus interpreted as an indirect
pressure measurement. From fig. 6.2 can be seen that the dependency on pressure of the
other signals is small.

Since the load cell optically blocks one tunnel window, it cannot be used during PIV
measurements at both sides of the test section at the same time. One load cell was present
during all measurements as the changes in loading can be used to determine the frequency
and phase response of the hydrofoil during tests with the flow oscillator (See s. 3.7).

Due to availability constraints of the second load cell, two load cells were used only
when the hydrofoil was fitted with the miniature pressure transducers. When using two
load cells, the hydrofoil was firmly bolted to one load cell, and the other end of the hydrofoil
was fitted with a pin inserted into the mounting block. This pin restricted horizontal and
vertical movement only. Note that the setup is not statically indeterminate in the classical
textbook exercise sense as all reaction forces are measured, and not derived from static
equilibrium equations. Misalignment, and the seal and test section deformation will result
in a change in most measured channels. nevertheless, net force measured at the load
cells must be equal to the net load on the hydrofoil in addition to the influence of the
seals. Calibration tests confirmed that the net force measured by applying weights to the
hydrofoil was fully linear in its response and did not change when the weights were shifted
over the hydrofoil. Other froces and moments were not checked, as it is the lift force that
is primary interest.
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Figure 6.2 The top figure shows the influence of the seal above 80 kPa in FX , FZ , and
MZ . The bottom figure plots all three force components. The dashed line is the
integrated force acting on the sensor area (fig. 6.1, item 4) due to the tunnel
pressure indicating the influence of the seal on FY reducing the effective area
by 6.2%. Note that the crosstalk is visibly low in FX and FZ .



Appendix G

Oscillator motion

The crank shaft mechanism enforces a non-symmetrical motion on the flow oscillator de-
flectable trailing edge flaps. If ensemble averaged results are to be calculated, the ampli-
tude, frequency, and phase of the flow oscillator need to be determined as accurately as
possible. A schematic of the oscillator is given in fig.7.1. The angle θ′ of the oscillator at
point D can be expressed as function of the angle of the drive at point A, θ. Point C is the
rotation of ezωDC ×rDC and must be the same point as the rotation of AB, ezωAB ×rAB,
plus the relative rotation of B to C, or ezωBC × rBC

ezωdc × rdc = ezωab × rab + ezωbc × rbc (G.1)

equaling [
ωd

ωbc

]
=

[
yd − yc yc − yb

xc − xd xb − xc

]−1 [
yb − ya

xa − xb

]
ωab (G.2)

from which ωBC and ωDC can be determined at a given ωAB = θ. The exact location
of C can be determined by simple geometry, as r2

CE = r2
BC − r2

BE = r2
CD − r2

DE and
rBE = rDB − rDE, it follows that r2

DE = 1
2
r−2
DB (−r2

BC + r2
CD + r2

BD) from which the angle θ′

can be determined. The above can be evaluated to give an indication of the deviation from
a depending on the arm lengths of the crank shaft mechanism. Figure 7.2 presents the
result of a simulation of the motion of the oscillator angular position using the dimensions
of the present setup (rAB = 20 mm, rAB = 590 mm, rAB = 200 mm). The amplitude
can be changed by changing the length rAB. Most experiments were made with a single
setting resulting in an amplitude of about 2.9◦.

From the analysis it is clear that the motion is very close to an exact sine, but has its
center root slightly ahead of half a period. If the full sine period runs from its roots r1 to
r3 with central root r2, an approximation can be taken with a θ dependent phase

θ′ (θ) ∼= ζθ′ sin

(
θ + 1

2

(
1
2
− r2 − r1

r3 − r1

)
(1 − cos θ)

)
(G.3)

depending on a predetermined amplitude ζθ′.

191



192 APPENDIX G. OSCILLATOR MOTION

A
D

B C

E
θ’

θ

Figure 7.1 Schematic of the flow oscilla-
tor crankshaft mechanism. The
drive angle θ covers 360◦, the
range of θ′ is limited to a few
degrees.
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Figure 7.2 The oscillator angle is plotted
over a period and compared
with an exact sine. The os-
cillator has its central root, r2,
ahead of a sine due to its non-
symmetrical crank shaft mecha-
nism.

The deflection angle of the flaps is measured by means of a pot meter, but was hampered
by significant noise. A low pass FFT greatly increases the signal to noise ratio (taking twice
the dominant frequency in the spectrum as a cut-off frequency) but cannot yield accurate
phase and frequency information. An algorithm finding zero crossings and local maxima
and minima of the low-passed signal was used to match the above equation as an predictor
of the signal. The low-pass signal invariably shows Gibb’s effects near the edges (inherent
of the FFT process) so information near the edges of the domain was avoided. An error
estimate is not available as the procedure is non-statistical in nature, but the results can
be plotted and were often found the match the measurements perfectly. Low oscillation
frequencies—with less than 2 periods per measurement—gave unreliable results requiring
a longer measurement time.



Appendix H

Pre-processing sequence

1 A standard Gaussian 9 × 9 kernel is defined

KG ≡ KG (9, 0.5) (H.1)

2 An image without the optical filter is used to find location of the hydrofoil to
within 0.5 mm and to determine its angle of attack within 0.25◦. The outline of the
hydrofoil is placed on the reflection of the light sheet. An original unprocessed PIV
image with cavitation is shown at right.
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3 Next, a minimum filter is applied to the image in order to remove particle images
within a 12 × 12 window. This result is smoothed with the Gaussian kernel (left)

Ī = S (I, K12, 1)KG (H.2)

Subtracting this average from the original picture results in an image with mainly
gradients. As this function can be locally negative, the minimum value of the gradient
image is added (right)

Ĩ = I − Ī + min
(
I − Ī

)
(H.3)

4 The real part of the mSTD filter is applied to identify all particles in a low background
level (left). Taking all non-zero points results in the first image filter (right).

I1 = �
(
ĨKM (KG)

)
(H.4)

Note that this step captures virtually all particles.
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5 The Laplacian kernel is applied to locate all local maxima (left). In order to isolate
pixels only, a threshold is implemented (Half the dynamic range of the picture). In
order to reduce the risk of peak locking by retaining information around the particles,
the pixels found are replaced by 5 × 5 blocks (right)

I2 =
(
ĨKL8 > 512

)
K5 (H.5)

6 A mask containing the known hydrofoil location is defined, in order to exclude regions
where water and vapor are known to be not present. This mask will exclude cavity
reflections on the hydrofoil surface found by the above steps.

I3 ≡ predefinedmask (H.6)

The final filters combines the filters I1 and I2 and subtracts the predefined mask
I3 (left). The final filter is multiplied with the average image Ĩ to be used for PIV
interrogation (right)

R = Ĩ · [(I1 > 0 ∨ I2 > 0) ∧ (I3 > 0)] (H.7)

Note that the window sized of the kernels and threshold values for I1 and I2 depend on par-
ticle size and background. These values require some training toward an effective solution.
The modified standard deviation performs well with images with a low-to-medium particle
density and a very low background value. The Laplacian filter picks up local hotspots
regardless on background intensity, so concentrated reflections of the cavity interface are
sometimes picked up resulting in an isolated vector, which can be easily removed using the
post-processing tools of the PIV software.



Appendix I

Cavity outline sequence

1 Starting from App. H, step 2. The real part of the mSTD filter is applied to identify
all particles in a low background level resulting in the first image filter.

I1 = � (IKM (KG)) (I.1)

2 An average intensity is taken whereby all values above ±10% intensity are retained.
The exact value of the highpass filter was set at 30 counts. Note that the picture is
now reduced to a 1 bit image (left)

I2 = I (I > ±10%) (I.2)

All regions in I2 where the results of the PIV preprocessing filters I1 is nonzero, are
set to zero (right)

I2 (I1 > 0) = 0 (I.3)

3 The final results is multiplied with a 3×3 unity kernel to consolidate the result. The
image is now 4-bit, with a gradual transition from the cavity edge.

I3 = I2K3 (I.4)
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4 A mask containing the known hydrofoil location is defined, in order to exclude regions
where water and vapor are known to be not present. This mask will exclude particle
reflections on the hydrofoil surface found by the above steps.

I4 ≡ predefinedmask (I.5)

5 The resulting image, containing the cavity, is the resulting image I3 minus the known
mask location, I4 :

R = I4 · [(I3 > 0) ∧ (I4 > 0)] (I.6)

The routine identified the cavity outline as well as one would determine it by eye, except
in the closure region. Although the shed vortices and bubbles were found with a sensitive
filter, noise and tunnel reflections were also located. A limited amount of noise was accepted
at this point. Both techniques use the same functions and can be combined to reduce
calculation time.



198 APPENDIX I. CAVITY OUTLINE SEQUENCE

s

9.1.1 t = 0.0 ms

9.1.2 t = 3.3̄ ms



199

9.1.3 t = 6.6̄ ms

9.1.4 t = 10.0 ms

Figure 9.1 An example of the cavity detection interface result as used fig. 5.27 and fig. 5.28.
Raw PIV images showing the detected vapor regimes in white on the Twist-11N
at α = −1◦, V0 = 6.9 m/s ± 3.9%, σ = 1.26 ± 6.5%, fFO = 31.64 Hz. The
hydrofoil location—with its leading edge at right—is indicated. The detection
algorithm of the cavity clearly captures the attached cavity and the shed vapor
structure. In fig. 9.1.3 the shed structure is captured but already shows particles
in the captured region (A) . The boundary of the vapor structure is not well-
defined and the interface is now an encompassing vapor region. The vertical
line of smaller captured regions is a reflection in the rear tunnel wall. These
incidental smaller regions and reflections—most of them a pixel small but clearly
outlined for presentation purposes— are averaged out in the three-dimensional
reconstruction as can be seen in fig. 5.27 and fig. 5.28.



Appendix J

Kelvin-Helmholtz instability

The cavity is modeled as a two-dimensional dividing streamline around z = 0. The regions
above and below the streamline are designated I and II, having a thickness hI and hII .
A velocity difference V is present at the dividing streamline. Potential flow is assumed. A
perturbation potential Φ = F (z) ei(kx−ωt) is added due to a linearized dividing streamline
perturbation η = Cei(kx−ωt). Substitution in Laplace’s equation results in

d2F

dz2
− k2F = 0 (J.1)

with a solution in each region in the form of

Fi = ci,1e
kz + ci,2e

kz (J.2)

The boundary conditions on the horizontal extremities of the domain are

∂F

∂z
|z=hI

=
∂F

∂z
|z=−hII

= 0 (J.3)

so ci,2 = −ci,1e
2khi and the potential is

Φi = ci

(
ekz − ek(2hi−z)

) η

C
(J.4)

The potential must match on the perturbed interface or

∂Φ

∂z
|z=η =

∂η

∂t
+ u

∂η

∂x
= −i (ω + uk)Cei(kz−ωt) (J.5)

with the local horizontal velocity u = ũ ± 1
2
V ≈ 1

2
V as V >> ũ. Matching the potential

gives

c1 = −i
1
2
V k + ω

1 + e2khI

C

k
c2 = −i

1
2
V k − ω

1 + e−2khII

C

k
(J.6)

The dynamic boundary condition requires a continuous pressure. Applying Bernoulli
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ρi
∂Φi

∂t
±−1

2

∂Φi

∂x
V + pi + ρgη + γi

∂2η

∂x2
= Ci (J.7)

with γ the surface tension, acting on only one fluid. Note that for the undisturbed stream-
line Bernoulli reads

1

2
ρi

(
±− 1

2
V

)2

+ p0 = Ci (J.8)

which can be subtracted from eq. J.7. Subtracing eq.J.7 for both fluids in region I and I,

substituting eq. J.6 and writing γi
∂2η

∂x2
= −γik

2η yields:

ω2

k2
(ρI tanh khI + ρII tanh khII) +

ωV

k
(ρI tanh khI − ρII tanh khII)

+ (ρI tanh khI + ρII tanh khII)
1

4
V 2 +

(ρI − ρII) g

k
+ (γI − γII) k = 0

(J.9)

This parabolic expression in terms of ω results in stable surface perturbation when ω is
real, or the discriminant of the above should not be negative or (after rewriting)

ρIρIIV
2 tanh khI tanh khII

+ (ρI tanh khI + ρII tanh khII)
(
(ρI − ρII)

g

k
+ (γI − γII)

)
> 0

(J.10)

As the experiments were performed with the cavity on the bottom of the hydrofoil, region
I is vapor and region II is fluid, or

ρI = ρv ρII = ρl

γI = 0 γII = γ
hI = t hII = −∞

(J.11)

so

−ρvρlV
2 tanh kt + (ρv tanh kt − ρl)

(
(ρl − ρv)

g

k
− γk

)
> 0 (J.12)

As ρl >> ρv (To illustrate, at 293◦ K, ρl = 998.1kg/m3 and ρv = 0.017kg/m3)

ρl + ρv tanh kt ≈ ρl

ρl − ρv ≈ ρl
(J.13)

so the velocity between the layers can be expressed as

V <

√
γk2 − ρlg

ρvk tanh kt
(J.14)

For a real velocity, this means that

k >

√
ρlg

γ
(J.15)
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giving a maximum wave length of the disturbance of

λmax < 2π

√
γ

ρlg
(J.16)

With a surface tension of γ = 7.29 · 10−2 J/m2, this wave length is λmax ≈ 1.71 · 10−2m.
Note that the velocity difference with this wave length between media reduces to zero for
the cavity in either the top or bottom layer.



Appendix K

Additional experimental results
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K.1.1 t = 0.0 ms K.1.2 t = 2.0 ms K.1.3 t = 4.0 ms K.1.4 t = 6.0 ms

K.1.5 t = 8.0 ms K.1.6 t = 10.0 ms K.1.7 t = 12.0 ms K.1.8 t = 14.0 ms

K.1.9 t = 16.0 ms K.1.10 t = 18.0 ms K.1.11 t = 20.0 ms K.1.12 t = 22.0 ms

K.1.13 t = 24.0 ms K.1.14 t = 26.0 ms K.1.15 t = 28.0 ms K.1.16 t = 30.0 ms

K.1.17 t = 32.0 ms K.1.18 t = 34.0 ms K.1.19 t = 36.0 ms K.1.20 t = 38.0 ms

Figure 1 The Twist-11N hydrofoil at α = −1◦, V0 = 6.58 m/s ± 4.1%, σ = 1.13 ± 6.9%.
The 20 images show a full oscillation period. The left side of the image is mirrored
as the illuminiation was insufficient at the right side. Note the similarity with the
shedding for the Twist-8N hydrofoil in fig. 5.11 op page 120
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K.2.1 t = 0.0 ms K.2.2 t = 0.3̄ ms K.2.3 t = 0.6̄ ms K.2.4 t = 1.0 ms

K.2.5 t = 1.3̄ ms K.2.6 t = 1.6̄ ms K.2.7 t = 2.0 ms K.2.8 t = 2.3̄ ms

K.2.9 t = 2.6̄ ms K.2.10 t = 3.0 ms K.2.11 t = 3.3̄ ms K.2.12 t = 3.6̄ ms

K.2.13 t = 4.0 ms K.2.14 t = 4.3̄ ms K.2.15 t = 4.6̄ ms K.2.16 t = 5.0 ms

Figure 2 The Twist-11EPFL hydrofoil at α = −2◦, V0 = 14.00 m/s, σ = 1.11, recorded
and presented at 3, 000 Hz. The shedding frequency is f = 132± Hz, determined
from local pressure measurements. The viewing area is not symmetrical as the
viewing windows of the EPFL cavitation tunnel are placed eccentrically.
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K.3.1 t = 0.0 ms K.3.2 t = 0.6̄ ms K.3.3 t = 1.3̄ ms K.3.4 t = 2.0 ms

K.3.5 t = 2.6̄ ms K.3.6 t = 3.3̄ ms K.3.7 t = 4.0 ms K.3.8 t = 4.6̄ ms

K.3.9 t = 5.3̄ ms K.3.10 t = 6.0 ms K.3.11 t = 6.6̄ ms K.3.12 t = 7.3̄ ms

K.3.13 t = 8.0 ms K.3.14 t = 8.6̄ ms K.3.15 t = 9.3̄ ms K.3.16 t = 10.0 ms

K.3.17 t = 10.6̄ ms K.3.18 t = 11.3̄ ms K.3.19 t = 12.0 ms K.3.20 t = 12.6̄ ms

K.3.21 t = 13.3̄ ms K.3.22 t = 14.0 ms K.3.23 t = 14.6̄ ms K.3.24 t = 15.3̄ ms

K.3.25 t = 16.0 ms K.3.26 t = 16.6̄ ms K.3.27 t = 17.3̄ ms K.3.28 t = 18.0 ms

24
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28
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32

Pr
es

su
re

 [k
Pa

]
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# Frame

Figure 3 α = −2◦, V0 = 6.75 m/s ± 3.95%, σ = 1.10 ± 6.74%. Shedding cycle from the
PIV imaging presented at 1500 Hz (PIV particles removed by means of image
analysis). The foil length is drawn to scale and positioned in the mid plane. The
outlet plane pressure—measured on each tunnel wall—does not show a clearly
identifiable trend with the shedding.
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K.4.1 Before contraction

K.4.2 Before contraction, ensemble averaged

K.4.3 Test section inlet

K.4.4 Test section inlet, ensemble averaged

K.4.5 Test section outlet

K.4.6 Test section outlet, ensemble averaged

Figure K4 All pressure signals from the tunnel walls (scale removed) for one second during
flow oscillation at 12 Hz before the contraction, at the test section entrance,
and test section outlet plane, as in fig. 1, p. 59. All sensors are calibrated
with the pressure at the tunnel central line. One sensor at the test-section
inlet plane measures an offset due misalignment and did not participate in
the determination of V0, p0, and σ. Note that the pressure measurements show
similar values within a plane with only minor variations so that the pressure can
be considered homogeneous in the planes at the inlet and outlet. The ensemble-
averaged signal—for the presented case—shows good agreement indicating good
repeatability from one oscillation to the next.
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and contribution during our informal project meetings where the latest results were pre-
sented.

Of these results, half of them were from Arjen Koop, the numerical counterpart from
Twente University of the work group. I enjoyed your presentations during which you ex-
plained the basis of your work with great precision and sincerity.

Cas van Doorne helped me during the first year of the project with the trial PIV setup
and during that time significant progress was achieved. It was also great to work with
someone who was also of the opinion that July and August are best spent in hermetically-
sealed laboratories without ventilation or air conditioning (except for the equipment). Arne
van der Hout assisted me during my final year, first for his master thesis work and later as
a project member, working on the idiosyncratic local pressure and force measurements. I
would like to thank both of you for your help.

The PIV equipment was periodically rolled out of the Laboratory of Aero & Hydrody-
namics at the faculty of Mechanical Engineering of the University of Delft to the cavitation
tunnel. I would like to thank Jerry Westerweel for his cooperation and use of the instru-
mentarium and Wilco Tax for aiding in rolling and helping to set up the equipment.

219



220 BIBLIOGRAPHY

Je voudrais remercier Dr. Mohamed Farhat pour avoir facilité ma visite au Laboratoire
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